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High-energy charged particles represent a cutting-edge technique in radiation oncology. Protons and carbon ions are used in several centers all over the world for the treatment of different solid tumors. Typical indications are ocular malignancies, tumors of the base of the skull, hepatocellular carcinomas and various sarcomas. The physical characteristics of the charged particles (Bragg peak) allow sparing of much more normal tissues than it is possible using conventional X-rays, and for this reason all pediatric tumors are considered eligible for protontherapy. Ions heavier than protons also display special radiobiological characteristics, which make them effective against radioresistant and hypoxic tumors.

On the other hand, protons and ions with high charge (Z) and energy (HZE particles) represent a major risk for human space exploration. The main late effect of radiation exposure is cancer induction, and at the moment the dose limits for astronauts are based on cancer mortality risk. The Mars Science Laboratory (MSL) measured the dose on the route to Mars and on the planet’s surface, suggesting that a human exploration missions will exceed the radiation risk limits. Notwithstanding many studies on carcinogenesis induced by protons and heavy ions, the risk uncertainty remains very high.

In this research topic we aim at gathering the experiences and opinions of scientists dealing with high-energy charged particles either for cancer treatment or for space radiation protection. Clinical results with protons and heavy ions, as well as research in medical physics and pre-clinical radiobiology are reported. In addition, ground-based and spaceflight studies on the effects of space radiation are included in this book. Particularly relevant for space studies are the clinical results on normal tissue complications and second cancers.

The eBook nicely demonstrates that particle therapy in oncology and protection of astronauts from space radiation share many common topics, and can learn from each other.
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Editorial on the Research Topic

Charged Particles in Oncology

High-energy charged particles represent a cutting-edge technique in radiation oncology (1). Protons and carbon ions are used in several centers all over the world for the treatment of different solid tumors. Typical indications are ocular malignancies, tumors of the base of the skull, hepatocellular carcinomas, and various sarcomas (2). The physical characteristics of the charged particles (Bragg peak) allow sparing of much more normal tissues than it is possible using conventional X-rays (3), and for this reason, all pediatric tumors are considered eligible for proton therapy (4). Ions heavier than protons also display special radiobiological characteristics, which make them effective against radioresistant and hypoxic tumors (5).

Protons and ions with high charge (Z) and energy (HZE particles) represent a major risk for human space exploration (6, 7). The main late effect of radiation exposure is cancer induction (8), and at the moment the dose limits for astronauts are based on lifetime cancer mortality risk (9, 10). The Mars Science Laboratory measured the dose on the route to Mars (11) and on the planet’s surface (12), supporting predictions that a human exploration mission to Mars will exceed the radiation risk limits (7, 13). Notwithstanding many studies on carcinogenesis induced by protons and heavy ions, the risk uncertainty remains high with important risk assessment questions to non-targeted effects (13) and the “quality” of HZE particle-induced tumors compared to spontaneous and photon-induced tumors (8).

In this research topic, we invited scientists studying high-energy charged particles either for cancer treatment or for space radiation protection. We believe that space radiation protection and particle therapy share many common problems, and this research topic can be an inspiration to find applications and answers from fields that are apparently far away. Physics, biology, and medical contributions in this field will be found in the volume, owing to the fact that the field of charged particles in oncology is highly interdisciplinary.

The research topics accepted 59 articles including a total of 351 authors, demonstrating the high interest in this field. It is in the top five most viewed research topics of this journal. The articles can be divided into the following topics.

PHYSICS

A number of contributions deal with medical physics in particle therapy. Articles with most views are the reviews of range verification methods in particle therapy by Aafke Kraan and of the FLUKA Monte Carlo code. FLUKA is widely used at CERN but, from high-energy physics uses, has found several applications both in particle therapy and space radiation simulations. Cary Zeitlin and Chiara La Tessa describe the role of nuclear fragmentation in particle therapy and space radiation shielding. A highly viewed article by Kim et al. details how nuclear fragmentation can be exploited to simulate the full galactic cosmic ray spectra using a few particle beams with applications in biological countermeasure and radiation shielding studies. Six articles deal with experimental methods for range verification in particle therapy, using prompt γ-rays, secondary charged particles, 4D-PET, or ultrasounds. For space radiation protection, the use of active detectors for personal dosimetry is described, and potential applications of superconducting magnets for active shielding are reported from the SR2S European project.

BIOLOGY

Several articles deal with experimental radiobiology and carcinogenesis induced by high-energy charged particles. In a highly viewed article, Sishc et al. discuss the role of telomeres in radiation-induced carcinogenesis. Cellular effects of charged particles in comparison to X-rays are reported in tumor cells and in normal human endothelial cells. Chromosome aberrations and DNA damage response pathways are the main topic of five different articles. Specific molecular pathways following exposure to charged particles are also described in various articles, e.g., transcription factors, prostaglandin (“Phoenix rising” effect), bone marrow and mammary cell reprogramming, β-catenin, proinflammatory signals.

MEDICINE

Twelve manuscripts report clinical results of particle therapy. Schiller et al. review the results of particle therapy in prostate cancer, while two articles summarize the Japanese experience with carbon ion therapy in Chiba and Gunma. The articles on second cancers and late effects after proton therapy are important examples of the bridge between therapy and space: the results are, in fact, also very important for the assessment of late effects caused by cosmic rays in crews of long-term space missions. Lane et al. describe results with X-rays using hypofractionation, and how high dose/fractionation can be beneficial using protons and heavy ions. Modeling clinical results is described in other articles, dealing with RBE in proton therapy and combination of particle therapy and chemotherapy. An interesting article from Specht et al. collects the data on fast neutron therapy and indicates what can be learned form that experience in charged particle therapy. Fast neutrons are an important risk factor for space missions, too.

FACILITIES AND NETWORKS

Finally, a few articles are dedicated to the analysis of facilities for ground-based space research and preclinical radiobiology, mini-beams in therapy, and networks and educational activities in particle therapy.

The high number of articles submitted, and their excellent quality, indicates that the topic is considered of great interest for researchers in many different fields. Looking at the overall picture, it is clear that space radiation protection and particle therapy share many common research problems (14) and can learn from each other. Differences are also clear: space radiation protection conditions are whole body, low-dose rate for a specialized group of highly skilled workers; radiotherapy is characterized by partial body, high-dose, fractionated exposures of cancer patients. Nevertheless, many research topics are similar: late effects (see Newhauser et al. in this issue), including cancer (see articles by Locke and Weil and Eaton et al. in this issue) and tissue degenerative effects such as cardiovascular (15) and CNS (16); individual radiosensitivity (see the article by Shim et al. in this article); particle and neutron dosimetry (see Schneider and Hälg in this issue) and microdosimetry (17); transport calculations with Monte Carlo (Lima et al. in this issue) and analytical codes; radioprotectors; and non-targeted effects (see the article by Barcellos-Hoff and Mao in this issue). They also share common platforms for research. We hope that this ebook will be useful for researchers working on charged particles in looking for answers to the many questions that these two topics, only apparently far away, share.
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Radiotherapy of solid tumors with charged particles holds several advantages in comparison to photon therapy; among them conformal dose distribution in the tumor, improved sparing of tumor-surrounding healthy tissue, and an increased relative biological effectiveness (RBE) in the tumor target volume in the case of ions heavier than protons. A crucial factor of the biological effects is DNA damage, of which DNA double-strand breaks (DSBs) are the most deleterious. The reparability of these lesions determines the cell survival after irradiation and thus the RBE. Interestingly, using phosphorylated H2AX as a DSB marker, our data in human fibroblasts revealed that after therapy-relevant spread-out Bragg peak irradiation with carbon ions DSBs are very efficiently rejoined, despite an increased RBE for cell survival. This suggests that misrepair plays an important role in the increased RBE of heavy-ion radiation. Possible sources of erroneous repair will be discussed.
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INTRODUCTION

Radiotherapy is an indispensable tool for treating solid tumors (1). Advances in conventional radiation therapy with photons and especially new approaches using charged particles have led to an improved physical delivery of dose in radiation therapy (2–4). Irradiation with accelerated ions heavier than protons, namely carbon ions, has additional advantage as it is characterized by an increased relative biological effectiveness (RBE) in the targeted tumor volume (4). This allows the irradiation of deep-seated tumors, minimizing at the same time the dose to normal tissue or in organs at risk (2). Accelerated ions of a linear energy transfer (LET) of >10 keV/μm are considered high-LET radiation. Due to their characteristic energy deposition within a confined volume, they cause DNA damage of greater complexity (5–7). A special feature of this densely ionizing radiation is the induction of clustered lesions – two or more DNA lesions within one or two helix turns (8) – comprising double-strand breaks (DSBs) in close proximity that are more difficult to repair (9, 10). An additional level of complexity arises due to the localized microscopic energy deposition occurring along the particle track when traversing nuclear chromatin. At different size scales, from the nucleosome to chromatin fiber loops, the induction of spatially correlated DSBs within chromatin subunits can increase the severity of the induced lesions (11, 12), resulting in a decreased probability of DSB repair (13). Damage clustering at different levels is thus a crucial factor for the enhanced biological effects of radiotherapeutical heavy-ion irradiation and was shown earlier (14, 15).

Several studies have analyzed the repair capacity of heavy ion radiation-induced DSBs with different kinds of methods (13, 16–20). All studies revealed that with increasing LET repair slows down and the number of DSBs remaining unrepaired increases. Furthermore, chromosome studies applying premature chromosome condensation (PCC) on cells exposed to radiation of different LET agree with these data; with increasing LET, the fraction of excess PCC fragments increases and correspondingly the unrejoined breaks (21–25). In addition, high-LET radiation is also more effective in inducing mutations and chromosome aberrations, especially of the complex type, i.e., involving at least two or more chromosomes, which indicates misrepair of DSBs (26–30). Likely sources for misrepair are the close proximity of the breaks, which could facilitate the ligation of wrong break ends and the choice of the DSB-repair pathway (7, 31). The latter is supported by our findings that repair of carbon ion-induced DSBs is dependent on resection (32), a process that clearly influences the repair pathway choice (33). Thus, the increased RBE of high-LET radiation is presumably based on an increased number of unrejoined and misrepaired DSBs.

In carbon-ion radiotherapy the target volume is typically irradiated with ions from opposing fields. Beams with different ion energies are superimposed, resulting in a spread-out Bragg peak (SOBP) with the desired homogeneous distribution of dose (4). Consequently, the cells within the SOBP are exposed to a wide spectrum of carbon ions with different individual energies and LET. Due to this mixed radiation field, DNA damage of different complexity is expected to occur, from rather simple lesions induced by high-energy ions to very complex damage induced by low-energy ions. The DNA damage of different quality will likely influence the efficiency of cell killing and thus the RBE.

Earlier survival studies have shown that the RBE depends on the capacity to repair the induced DNA damage (14, 15). These and most of the above mentioned research, which revealed an increased number of unrejoined DSBs in repair studies and misrepaired DSBs in cytogenetic analyses, was performed using mainly monoenergetic ions or hamster cells (13, 16–20, 26–29). Aimed at a better understanding of the relationship between DSB repair and the RBE of therapeutic carbon-ion irradiation, we examined the effect of radiation quality on the survival of human fibroblasts and DSB repair.

RESULTS

Within this study, we used normal human fibroblasts to first examine the systematics of survival depending on the changing radiation quality along the penetration path of carbon ions. Furthermore, we compared the repair of DSBs after exposure to the different radiation qualities in the carbon-ion entrance channel (EC) and SOBP, where the target tumor volume would be seated. The confluent fibroblast cells analyzed in this study preclude the interference of cell cycle changes and are thus especially suitable for reliable repair measurements using phosphorylated H2AX (γH2AX) as a marker for DSBs (34).

Cell Survival in Dependence of the Penetration Depth of Carbon Ions

To study cell survival along the carbon-ion EC and SOBP, we applied an experimental setup that allows irradiating cells at different positions within a polyacrylic tank previously described (35) (Figure 1A). Following the one-field irradiation with a 4-cm SOBP of carbon ions in a water-equivalent depth of 6–10 cm, the survival data obtained for confluent, human fibroblasts show the expected depth profile with higher survival levels in the EC and a decline of cell survival in the target SOBP region, yielding a region with clearly reduced cell survival compared to the EC (Figure 1C). The increase of the RBE with penetration depth – represented by the ratio of the two depth-dose curves in Figure 1B – becomes obvious from the fact that despite the reduction of absorbed dose toward the distal end of the SOBP the biological effect still increases, i.e., the survival drops within the SOBP. The RBE reaches a value of 2.3 at the distal edge, whereas in the EC, it is approximately 1.1.
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FIGURE 1 | Survival of human fibroblasts upon a one-field carbon-ion irradiation along the beam penetration path. (A) Experimental setup for a one-field irradiation. Confluent, human fibroblasts (AG1522D) grown on slides were placed perpendicular to the beam direction in a medium filled tank at different positions from the beam entrance side, as described earlier (35). The irradiation at the heavy-ion synchrotron (SIS), GSI Darmstadt, was done with a 4-cm SOBP in a water-equivalent depth of 6–10 cm (LET: 45 keV/μm at the proximal edge, 150 keV/μm at the distal edge). (B) Depth-dose distribution of the absorbed dose (dashed line) and the RBE-weighted dose (LEM calculated; solid line) of the carbon ions. (C) Measured (circles; n = 1) and calculated (line; LEM) clonogenic cell survival of human fibroblasts along the beam axes.



These data have been also used to validate the local effect model (LEM) that has been developed for biological optimization in treatment planning (35). Very good agreement is found between the model prediction and the experimental data both in the EC and in the target region.

Repair Kinetics of DSBs Induced in the Carbon-Ion EC and SOBP

Aimed at mimicking a therapy-like configuration, we studied the DSB-repair capacity of confluent (G0/G1-phase) human fibroblasts upon a two-field SOBP carbon-ion irradiation. The irradiation from two opposing sides, typical for patient treatment, has the advantage of compensating for the variations in LET and RBE gradients observed in Figure 1. The applied physical dose within the SOBP was 2 Gy according to a typical therapeutic fraction; the corresponding EC dose was 0.6 Gy. We adapted the previously described experimental setup (Figure 1A) placing cells grown on coverslips (to allow DSB microscopy analysis; see below) at positions equivalent to those in the EC and the SOBP (Figure 2A). The irradiation geometry was verified by the measured clonogenic cell survival. The experimental data showing clearly lower survival in the SOBP compared to the EC (Figure 2B, circles) agree very well with the calculated survival from the LEM (Figure 2B, line). In this case, it has been taken into account that cells growing on glass typically show a higher sensitivity as compared to cells grown on plastic material (36). Subsequently, this setup was used to measure the repair of DSBs induced in the EC and SOBP. We first directly compared the repair of DSBs induced by 0.6 Gy carbon ions in the EC with that after the same dose of X-rays (Figure 3A) using immunofluorescence microscopy to detect the DSB marker γH2AX (34). This method had proven most appropriate at the dose applied here and represents a suitable DSB-repair assay in G0/G1-phase cells (34). The repair of DSBs for both types of irradiation was similar and mostly completed within 12 h, as determined by γH2AX-foci loss. This agrees well with earlier findings on DSB rejoining along the irradiation axis of therapy-relevant carbon ions or X-rays (16). By contrast, following irradiation with a comparable dose (0.8 Gy) of high LET (168 keV/μm), low-energy (9.9 MeV/u on target) carbon ions, which correspond to stopping ions in the SOBP, a significant fraction of γH2AX foci is still remaining 24 h post exposure (Figure 3A). These results emphasize the impact of radiation quality on DSB repair and show that repair of clustered DSBs is impaired, which is in line with earlier findings (18–20, 37). It should be noted, however, that despite irradiation with the beam almost parallel to the cell monolayer enabling improved foci counting along the ion tracks, γH2AX foci induced by these densely ionizing ions may not represent individual DSBs (38–41).
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FIGURE 2 | Verification of the experimental setup to mimic therapy-like carbon-ion irradiation. (A) Experimental setup for a two-field irradiation. Confluent, human fibroblasts (AG1522D) were exposed at different positions from the beam entrance side within a medium filled tank. At the SIS, GSI Darmstadt, the two-field configuration typical for patient irradiation was simulated by irradiating the tank from both sides with a horizontal turn of 180°. The irradiation was done with an SOBP of 2.4 cm at a water-equivalent depth of 16 cm. The dose in the SOBP was 2 Gy (dose-averaged LET: 70–85 keV/μm). Samples in the EC region were irradiated with a corresponding dose of 0.6 Gy (dose-averaged LET: 13 keV/μm). (B) Top: distribution of the absorbed dose upon two-sided therapy-like irradiation. Bottom: corresponding calculated (line; LEM) and measured (circles; n = 1) cell survival. The gray boxes indicate the position of the samples during irradiation.
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FIGURE 3 | Human fibroblasts repair DSBs induced by therapy-like carbon-ion irradiation. DSB-repair kinetics of confluent (G0/G1-phase) human AG1522 fibroblasts was measured after exposure to different radiation qualities. The average γH2AX-foci number (A) or γH2AX signal (B) of mock irradiated cells was subtracted from all data measured after irradiation. The curves are a guide to the eye obtained by exponential fits after normalization to the initial or extrapolated γH2AX values at 30 min (A) or 1 h (B) post irradiation. Data points represent the average of 2–4 experiments ± SEM [exception: low-energy carbon-ion irradiation in (A); n = 1 ± SEM foci number/nucleus, at least 100 cells were analyzed]. (A) Kinetics after irradiation with 0.6 Gy X-rays, 0.6 Gy carbon ions in the EC (for irradiation conditions see Figure 2A), or 0.8 Gy low-energy carbon ions almost parallel to the cell monolayer (9.9 MeV/u on target; 168 keV/μm). DSBs were revealed by a γH2AX-foci analysis after γH2AX immunostaining performed as described in Meyer et al. (42). (B) Comparison of the DSB-repair capacity in human fibroblasts after 2 Gy carbon-ion irradiation in the EC or SOBP (for irradiation conditions see Figure 2A). The global immunofluorescent γH2AX signal was analyzed by flow cytometry according to Tommasino et al. (43).



We next applied the two-field carbon-ion irradiation to measure the repair of DSBs induced in the center of an SOBP at a dose of 2 Gy. In order to avoid inconsistencies in foci counting due to overlapping foci at the higher dose and LET (41, 44, 45), flow cytometry was used to quantify the global γH2AX signal. This method is suggested to give an enhanced resolution in measuring DSB damage induced by high-LET high-energy ion irradiation compared to γH2AX-foci counting (20, 46). The γH2AX signal was measured up to 65 h post exposure and the DSB-repair data for irradiation in the SOBP are compared with the corresponding γH2AX values obtained after exposure of the cells to the same dose (2 Gy) of ions in the EC (Figure 3B). As expected, DSBs induced within the EC are mostly repaired within 12 h, similar to the result obtained by the γH2AX-foci assay upon irradiation with 0.6 Gy. Interestingly, also the cells placed in the SOBP region repaired the carbon ion-induced DSBs very efficiently to the same extent as in the EC. Although the decay of the γH2AX signal appeared to be slightly slower up to 24 h post SOBP irradiation, it declined similar to the EC almost to control values within 48 h.

DISCUSSION

Here, we aimed at clarifying the relationship between DSB repair and RBE of therapeutic carbon-ion irradiation. We confirmed that the repair capacity represents an important factor in this relationship, and our data further suggest that the quality of the repair also affects the RBE.

Efficiency of Cell Killing and DSB Rejoining along the Penetration Path of Carbon Ions

The survival data of the G0/G1-phase human fibroblasts and the calculated RBE in the EC and the SOBP demonstrate that the RBE is highest in the SOBP. This is in accordance with data obtained with hamster cells in a similar setup (35). Interestingly, the smallest survival and highest RBE are observed within the SOBP where the ion energy is smallest, at the very distal edge. Our repair data on ion irradiation of this quality, i.e., high LET, low-energy carbon ions (9.9 keV/u on target) in Figure 3A, show impaired repair of DSBs. Thus, the decreased survival at the distal edge of a one-field SOBP irradiation corresponds well with the decreased repair capacity we observed for low-energy ions and as it was seen earlier (16, 19). The notion that the decreased DSB-repair capacity is responsible for the decreased survival upon low-energy carbon-ion irradiation is further supported by earlier data on survival of confluent, human fibroblasts upon fractionated and non-fractionated irradiation with low-energy carbon ions (11 MeV/u, 153.5 keV/μm); fractionating the dose with a 24 h interval between fractions did not improve the survival indicating that the capacity to repair the induced DNA damage is very low (14).

The survival data and repair kinetics of cells irradiated within the EC (Figures 2 and 3) show that the cells can cope well with this irradiation. DSB rejoining is complete and its kinetics comparable to the rejoining kinetics of X-ray-induced DSBs (Figure 3A). This suggests that the repair is successful and hence ensures survival. This conclusion is supported by earlier work with the same cell system. This work revealed an RBE10 of 1.2 ± 0.3 for high-energy carbon ions (266 keV/u; 13.7 keV/μm) (14), which are in the range of carbon ions within the EC in the here presented experiment. In addition, Wang et al. showed clearly increased survival for both radiation qualities upon fractionated irradiation, which further corroborates that DNA damage in the EC can be effectively repaired (14).

Our data in Figure 2 revealed that the survival within the SOBP is smallest, yet DSBs induced within this region are repaired only slightly slower than DSBs induced within the EC (Figure 3B). This result is most likely based on the mixed energy and LET of the ions within this region. The fraction of low-energy ions is small, and this is mirrored in the repair capacity. Similar results were obtained with one-field SOBP–carbon-ion irradiation (50 keV/μm dose-averaged LET) of non-synchronized hamster cells (47). Nonetheless, although the DSBs induced in the SOBP are repaired the RBE of therapy-relevant carbon-ion irradiation is increased [see above and Ref. (48)]. This leads to the assumption that misrepair plays a non-negligible role in the increased RBE. The proximity of the DSBs within clusters may enhance the probability of misrejoining. In addition, the pathway choice has an important impact on the accuracy of the DNA repair, and hence, will be discussed in greater detail. Figure 4 summarizes known and proposed repair activities at complex, ion-induced DSBs.
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FIGURE 4 | Scheme of the repair of complex, carbon ion-induced DSBs. DSBs that cannot be rapidly repaired by c-NHEJ will undergo break-end resection by MRE11, CtIP, EXO1, and break-end processing by Artemis. Blue arrow: resected DSBs can be repaired by alt-NHEJ, a potentially Ku-dependent MMEJ, SSA, or HR. The latter two pathways operate in S- and G2-phase only. Green arrow: Artemis may make resected DSB ends available for c-NHEJ.



Repair Pathways of Complex DSBs

The observation that DSBs induced in G0/G1-phase human fibroblasts within the SOBP are repaired slightly slower than DSBs induced within the EC (Figure 3B) suggests that DNA-repair pathways involving different types of end processing might be used. This is supported by earlier findings showing that with increasing LET an increasing number of resected DSBs is found. This occurs independent of the cell cycle phase (32, 49, 50) and is important for DSB repair (32). Notably, DSB repair involving resected ends represents a potential source of erroneous repair (33). The observed resection is dependent on MRE11, CtIP, and EXO1 (32, 49, 50). In addition, break-end processing by Artemis may take also place as this nuclease was shown to be important for the survival upon ion irradiation (9, 51) and was suggested to be involved in the repair of α particle-induced DSBs (52).

Which pathways repair DSBs induced by therapy-relevant carbon ions is still under investigation. Based on data on X-ray and carbon-ion irradiated human G2-phase cells, it was proposed that classical non-homologous end joining (c-NHEJ) will make an initial attempt to repair the DSBs (37, 53). This hypothesis is supported by data on proliferating hamster cells irradiated with SOBP–carbon ions, which show that c-NHEJ is vital to repair the induced DSBs (47). The choice of this pathway is supported by the findings that the repair of high-LET iron-ion (150 keV/μm) and α-particle (130 ± 10 keV/μm)-induced DSBs require DNA-PKcs, an important component of c-NHEJ (54). In addition, recruitment of GFP-tagged Ku80, a further important component of c-NHEJ, to DSBs induced by single gold ions was observed in living murine cells (55). If due to DNA fragmentation generated by ion irradiation the Ku complex cannot form fast enough (56), c-NHEJ may fail to proceed quickly. Then, resection of ion-induced DSBs by MRE11, CtIP, and EXO1 and break-end processing by Artemis may occur (32, 49, 50, 57). It is conceivable that Artemis in its function as endonuclease trims the resected DSB ends – either by opening hairpins that form from single-stranded stretches or by trimming off single-stranded areas (58, 59) – to make the break ends available for the c-NHEJ repair machinery (45, 52). DSBs with single-stranded overhangs will be channeled into homology-mediated repair. In G2-phase cells, this might be single strand annealing (SSA), but it mainly represents homologous recombination (HR) as was shown upon irradiation with carbon or iron ions (37, 47, 60). The fate of resected DSBs in G1-phase cells is mainly unknown. They are not repaired by HR (32, 60). c-NHEJ factors are discussed to be involved in a repair option involving a Ku-dependent microhomology-mediated end joining (MMEJ) pathway in G1-phase cells (45, 61). However, c-NHEJ itself is considered to be unable to repair DSB break ends with long single-stranded overhangs (33). Ku- and LIG4-independent alternative (alt)-NHEJ represents a further repair choice for G1-phase DSBs with long single-stranded overhangs (62, 63), since it frequently involves CtIP- and MRE11-dependent break resection and microhomologies for ligation (64–69). Although it was described to operate only if Ku is absent (70, 71), it was proposed to operate in repair proficient cells if c-NHEJ fails locally (7). The choice of microhomology-mediated pathways is supported by the fact that ion-induced, rejoined DSBs are often characterized by deletions and flanking microhomologies (72). It should be noted that besides HR all repair pathways using processed break ends are inherently erroneous.

An increased use of error-prone repair and the close proximity of the breaks, which could facilitate the ligation of wrong break ends, represent likely reasons for the increased mutation and chromosome-aberration rate seen in cells treated with high-LET radiation (72). Considering our here presented data, we propose that misrepair and thus mutations and aberrations play a non-negligible role in the increased RBE for cell killing of therapy-relevant carbon radiation.

MATERIALS AND METHODS

Cells, Cell Culture, and Survival Assay

Normal human foreskin fibroblasts AG1522 (Coriell Cell Repository, Camden, NJ, USA; passage 11–15) were cultured in EMEM with EBSS salts, 15% FCS, 2 mM L-glutamine, and 1% penicillin/streptomycin at 37°C, 5% CO2. To obtain confluent cultures enriched in G1 cells, 104 cells/cm2 were seeded and used for experiments 10 days later. For the survival assays, the clonogenic survival was determined, as described earlier (14). For the survival data in Figure 1, cells were cultivated on polystyrene slides (35). For the repair kinetics and the associated survival data, cells were cultivated on glass cover slips (ø 30 mm or 24 mm × 24 mm).

Irradiation

Cells were irradiated with X-rays (250 keV, 16 mA; X-ray tube IV320-13, Seifert, Germany) or carbon ions at the GSI Helmholtz Center for Heavy Ion Research (Darmstadt, Germany). Irradiations with low-energy carbon ions were performed at the UNILAC beam line (11.4 MeV/u primary energy, 9.9 MeV/u on target, LET 168 keV/μm) and with high-energy carbon ions at the heavy-ion synchrotron (SIS) using active energy variation and raster scanning (48). Since the selection of ions available is limited some data are from single experiments only. For the survival data in Figure 1, cells were irradiated in a medium filled polyacrylic tank (35) (Figure 1A). The one-field carbon-ion irradiation was done with a 4-cm SOBP in a water-equivalent depth of 6–10 cm (LET: 45 keV/μm at the proximal edge, 150 keV/μm at the distal edge). For the repair kinetics and corresponding survival data, cells were exposed at different positions within a medium filled polyacrylic tank (Figure 2A). Cells seeded on glass cover slips were positioned approximately 3, 16, and 29 cm from the beam entrance side. To simulate the two-field configuration typical for patient irradiation, the tank was first irradiated from one side and after turning it horizontally by 180°, it was irradiated from the other side with the same dose distribution. An SOBP with a width of 2.4 cm at a water-equivalent depth of 16 cm was applied. The dose in the SOBP was 2 Gy and the dose-averaged LET values were about 70 and 85 keV/μm in the center and at the edges of the SOBP, respectively. Samples for SOBP irradiation were placed in the middle of the SOPB to minimize the influence of variations in positioning. Samples in the EC region were irradiated at a depth of a few millimeter, corresponding to a dose-averaged LET of 13 keV/μm and a dose of 0.6 Gy.

Model Calculations

Model calculations were performed using the LEM, as described by Elsässer et al. (35). The model allows predicting the effects of ion radiation based on the localized, microscopic energy deposition pattern of particle tracks in combination with the knowledge of the photon dose–response curve for the endpoint under consideration. The corresponding parameters of the photon cell survival curve were α = 0.54 Gy−1, β = 0.062 Gy−2, and Dt = 13.5 Gy, where Dt characterizes the transition from a curvilinear shape at low and intermediate doses to a linear shape at high doses [for details see, e.g., Ref. (73)]. The dose–response of AG1522D cells on glass cover slips was estimated by scaling the dose values by a factor of 1.3 according to the information given in Furre et al. (36).

Immunostaining

For the γH2AX-foci analyses, DSBs were visualized by γH2AX immunostaining performed, as described in Meyer et al. (42). The global immunofluorescent γH2AX signal was analyzed by flow cytometry according to Tommasino et al. (43).
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Common cancer therapies employ chemicals or radiation that damage DNA. Cancer and normal cells respond to DNA damage by activating complex networks of DNA damage sensor, signal transducer, and effector proteins that arrest cell cycle progression, and repair damaged DNA. If damage is severe enough, the DNA damage response (DDR) triggers programed cell death by apoptosis or other pathways. Caspase 3 is a protease that is activated upon damage and triggers apoptosis, and production of prostaglandin E2 (PGE2), a potent growth factor that can enhance growth of surviving cancer cells leading to accelerated tumor repopulation. Thus, dying tumor cells can promote growth of surviving tumor cells, a pathway aptly named Phoenix Rising. In the present study, we surveyed Phoenix Rising responses in a variety of normal and established cancer cell lines, and in cancer cell lines freshly derived from patients. We demonstrate that IR induces a Phoenix Rising response in many, but not all cell lines, and that PGE2 production generally correlates with enhanced growth of cells that survive irradiation, and of unirradiated cells co-cultured with irradiated cells. We show that PGE2 production is stimulated by low and high LET ionizing radiation, and can be enhanced or suppressed by inhibitors of key DDR proteins. PGE2 is produced downstream of caspase 3 and the cyclooxygenases COX1 and COX2, and we show that the pan COX1–2 inhibitor indomethacin blocks IR-induced PGE2 production in the presence or absence of DDR inhibitors. COX1–2 require oxygen for catalytic activity, and we further show that PGE2 production is markedly suppressed in cells cultured under low (1%) oxygen concentration. Thus, Phoenix Rising is most likely to cause repopulation of tumors with relatively high oxygen, but not in hypoxic tumors. This survey lays a foundation for future studies to further define tumor responses to radiation and inhibitors of the DDR and Phoenix Rising to enhance the efficacy of radiotherapy with the ultimate goal of precision medicine informed by deep understanding of specific tumor responses to radiation and adjunct chemotherapy targeting key factors in the DDR and Phoenix Rising pathways.
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INTRODUCTION

The majority of cancer patients receive radiotherapy (RT), and virtually all cancer treatments employ chemical or physical genotoxins that directly damage DNA, or inhibit DNA metabolism (such as topoisomerase inhibitors). DNA damage activates DNA damage response (DDR) pathways, but the specific DDR pathways activated, the degree of activation, and cell fate depend on many factors, including the amount and type of damage, as well as the genetic and environmental state of the cell (cell type, cell cycle phase, normal vs. tumor, hypoxic vs. normoxic, etc). Low and high LET IR yield different dose distributions in tissue and induce different types of damage, and may, thus, differentially activate DDR pathways. Solid tumors are genetically heterogeneous, which contributes to therapeutic resistance (1), and it is difficult to achieve 100% elimination of tumor cells while minimizing normal tissue toxicity. Rare surviving tumor cells, thus, pose a risk of tumor repopulation. A long recognized problem is that following RT, tumors may be rapidly repopulated, a phenomenon termed “accelerated tumor repopulation.” The Li lab identified a paracrine growth factor signaling pathway that contributes to accelerated repopulation called “Phoenix Rising” (2–4). This pathway is initiated when lethally irradiated tumor cells activate caspase 3/7 (a key step in caspase-dependent apoptosis), leading to production of prostaglandin E2 (PGE2), a potent growth factor (Figure 1A). Thus, dying cells trigger growth of neighboring viable cells, a process akin to wound healing. PGE2 produced via Phoenix Rising stimulates cell growth in culture and tumor repopulation in mice (2). Given the high radiation doses required to kill high fractions of tumor cells, the rare surviving cells are likely to experience significant DNA damage, and rapid proliferation of such cells is expected to enhance mutagenesis and may drive tumor progression toward a more aggressive metastatic state. There is accumulating evidence that PGE2/Phoenix Rising is clinically relevant. Patients with head and neck squamous cell carcinoma or breast cancers that express caspase 3 show reduced survival (2), PGE2 promotes renal carcinoma cell invasion that may contribute to metastasis (5), and recent studies indicate that blocking PGE2 production with cyclooxygenase inhibitors improves outcomes in bladder and breast cancer patients treated with chemotherapy or RT (6, 7).
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FIGURE 1 | (A) Phoenix Rising pathway of accelerated tumor repopulation. The cascade is initiated by cleavage and activation of caspase 3, which also promotes programed cell death by apoptosis. Activated caspase 3 cleaves and activates phospholipase 2 that hydrolyzes fatty acid phospholipid bonds, releasing arachidonic acid and lysophospholipids. Arachidonic acid is converted to PGH2 by COX1 and COX2 peroxidases in the presence of oxygen; this step can be blocked by COX1–COX2 inhibitor indomethacin or hypoxia. Prostaglandin synthases generate the family of prostanoids, including PGD2, PGE2, and PGF2. PGE2 (and possibly other PGs) excreted from dying cells promote growth of surviving cells, accelerating tumor repopulation. (B) The DDR regulates cell fate after radiation damage. Proteins involved in DNA repair and damage checkpoint pathways crosstalk with programed cell death pathways to determine a variety of short- and long-term cell fates. Phoenix Rising and the DDR are linked through apoptosis and possibly other processes.



The DDR comprises complex networks of DNA repair and DNA damage signaling (checkpoint) pathways that control cell fate in response to DNA damage; a simplified view of DDR responses to ionizing radiation is shown in Figure 1B. The most fundamental cell fate decision is survival vs. death. Central to the DDR are protein kinases, including upstream PI3-like kinases ATM, ATR, and DNA-PKcs, that converge on downstream checkpoint kinases Chk1 and Chk2 (8). When cells experience limited damage, these factors promote cell survival and suppress cancer by effecting cell cycle arrest, stimulating repair, and promoting genome stability. Above a certain DNA damage threshold, these pathways promote senescence or programed cell death by apoptosis, necrosis, or autophagy (9, 10). Thus, DDR pathways are not “on or off” but show graded responses depending on the level of damage, and DDR thresholds are known to be genetically regulated (11, 12), and may vary for each checkpoint (13). There is substantial crosstalk among checkpoint and DNA repair pathways (14–22), and a major goal in the field is to identify synthetic (genetic) lethal interactions to exploit in cancer therapy (23).

There is considerable interest in targeting DDR proteins to augment therapeutic responses to chemotherapy and/or RT (24–26), for example, by sensitizing tumor cells to DNA damage. A common goal in cancer therapy is to kill tumor cells by inducing apoptosis. However, increasing caspase 3-dependent apoptosis may be a double-edged sword, leading initially to increased tumor killing, but accompanied by increased PGE2 secretion and subsequent growth stimulation of rare surviving tumor cells. The present study was designed to determine whether modulating the DDR (by chemical inhibition of DNA-PKcs, ATM, or Chk1) influences Phoenix Rising in a variety of normal or tumor cells following exposure to low and high LET IR. Phoenix Rising can be blocked at many steps along the pathway from caspase-3 cleavage, to PGE2 production/receptor binding (2, 27), and we tested whether chemical inhibition of COX1 and COX2 (COX1–2) blocked PGE2 production. Certain tumors are hypoxic, and because oxygen is a necessary co-factor for COX1–2 activity, we also tested whether PGE2 production differed under normoxic vs. hypoxic conditions. We show that PGE2 production, and proliferation of co-cultured unirradiated cells vary widely among cell lines. In some cell lines, we observed enhanced PGE2 production with inhibition of DNA-PKcs, suppression by inhibition of ATM, and both COX1–2 inhibition and hypoxia robustly suppressed PGE2 production. In general, PGE2 production did not affect short-term growth of irradiated cells (up to 48 h post IR), but PGE2 levels correlated with growth of co-cultured, unirradiated cells in longer-term growth assays. Interestingly, both oxygen concentration and LET alter PGE2 production. Together, these findings suggest that RT of certain tumor types may be enhanced by specific combinations of DDR and/or COX1–2 inhibitors that enhance tumor cell killing and mitigate accelerated tumor repopulation.

MATERIALS AND METHODS

Cell Culture and Chemical Inhibitors

Human cell lines HeLa, HT1080, HCT116, MCF7, BJ1hTERT, and HFL3, and mouse melanoma D17 cells, were cultured in Dulbecco’s minimal essential medium (DMEM, Gibco) with 10% fetal bovine serum (Sigma or Atlas Biologicals), 100 IU/mL penicillin, 100 μg/mL streptomycin, 2.5 μg/mL amphotericin B (antibiotic/antimycotic, LifeTechnologies), 1 mM sodium pyruvate (Gibco) and incubated at 37°C with 5% CO2 in air. For the hypoxia experiments, HeLa cells were maintained in a hypoxic incubator in the same media and growth conditions except that the oxygen concentration was limited to 1%. Primary head and neck tumor [patient-derived xenograft (PDX)] cell lines CUHN013, CUHN036 (28), CUHN065, and CUHN067 were cultured in Rhesus Monkey Kidney, Mucaca mulatta (RMK) primary cell line media consisting of DMEM:F12 (3:1) with 10% FBS, insulin (5 μg/mL), hEGF (10 ng/mL), hydrocortisone (0.4 μg/mL), transferrin (5 μg/mL), penicillin (200 units/mL), and streptomycin (200 μg/mL).

Inhibitors of ATM (KU55933), Chk1 (UCN-01) DNA-PKcs (NU7026), and COX1–2 [indomethacin (Indo)] were purchased from Tocris Bioscience or Sigma and stored in powdered form at −20 or 4°C (NU7026). All compounds were freshly solubilized in DMSO to 100× working concentrations immediately prior to addition to cell cultures. Master mixes containing 1× final concentration of inhibitors in fresh media were prepared and added to wells pre- and post-irradiation. Final inhibitor concentrations were: 10 μM for ATMi, DNA-PKi, and COX1–2i, and 100 nM for Chk1i.

Human-Derived Head and Neck Squamous Cell Carcinoma Cell Lines

Head and neck squamous cell carcinoma patients were consented at the University of Colorado Hospital in accordance with the protocol approved by the Colorado Multiple Institutional Review Board (COMIRB #: 08-0552). CUHN013, CUHN065, and CUHN067 cell lines were derived directly from fresh patient post-surgical tumor tissue. Due to minimal tissue procured, the CUHN036 cell line required expansion and was, therefore, derived from PDX tumors. Tumor tissue was processed into ~2 mm × 2 mm × 2 mm pieces using a scalpel and forceps and two to three pieces were placed in wells of cell culture grade six-well dishes without media. Uncovered plates were placed in the back of a cell culture hood and tumor pieces were allowed to dry/adhere to the plate for 15 min, then 2 mL of RMK media was added to each well. Fresh media was added to tumor slices twice per week.

Outgrowing cells were characterized by flow cytometry (Cyan-ADP, Beckman Coulter) to confirm the presence of epithelial cancer cells (anti-CD44-APC, anti-EPCAM-FITC, anti-EGFR-PE) within the cancer-associated fibroblast cells (anti-mouse H2kd-PerCP–Cy5.5 for PDX tissue). Once cell populations had expanded sufficiently (~107 cells), cells were sorted (MoFlo-XDP, Beckman Coulter) twice in succession using the above combination of cell surface markers to eliminate contaminating fibroblasts. To confirm the origin of resulting cell lines, we conducted short tandem repeat (STR) analysis comparing sorted cells to the originating patient tissue. Finally, tumors generated in immune-compromised nude mice from these human-derived cell lines recapitulated the morphology and histology of the original patient or PDX tumors.

PGE2 Detection by ELISA

Cells (10,000–20,000) were seeded into individual wells of 96-well microtiter dishes and incubated overnight using two to three replicate wells per treatment group. The dishes were irradiated with 10 Gy γ-rays (CSU, 137Cs source), or 3 or 10 Gy X-rays (NIRS) low LET IR. The cells were treated with either DDR or COX-1/COX-2 inhibitors 12–16 h prior to IR and the inhibitors were present in the media during and after IR. PGE2 concentrations in growth media were measured at 0, 24, and 48 h after IR using a PGE2 Parameter ELISA kit (R & D Systems) according to the manufacturer’s directions. PGE2 standard concentration curves (Figure S1 in Supplementary Material) were derived from dilutions of pure PGE2 (R & D Systems) and fit to asymmetric 5-parameter logistic non-linear regressions using Prism software (Graphpad).

Cell Proliferation Assay

Cell proliferation was measured using sulforhodamine B (SRB) assays (29) performed on cells adhering to PGE2 assay plates, since PGE2 assays required only the growth media, and SRB assays required only adherent cells. Optical densities were measured at 560 nm wavelength in a 96-well microtiter plate reader and baseline readings for controls (empty wells and media only wells) were subtracted to yield final O.D. values. The resultant data were processed using Excel and Prism software.

PGE2 Detection by Liquid Chromatography-Tandem Mass Spectrometry

BJ1hTERT or HT1080 cells (300,000) were seeded into T-25 flasks, incubated overnight and pretreated with DDR inhibitors as above. Supernatants from non-irradiated samples and samples irradiated with 3 Gy high LET (70 keV/μm) carbon ion IR were collected 48 h post irradiation and stabilized by the addition of 0.1% (v/v) butylated hydroxytoluene. The samples were immediately frozen, stored, and shipped to the CSU Center for Environmental Medicine Analytical Laboratory for liquid chromatography-tandem mass spectrometry (LC-MS/MS) analysis using methods developed to detect PGD2, PGE2, and PGF2 (manuscript in preparation).

PGE2 Detection After Low or High LET IR Under Normoxic or Hypoxic Conditions

HeLa cells were maintained in either normoxic (ambient) or 1% oxygen concentrations for 72 h after irradiation with low LET X-ray, either of two moderately high LET carbon ion beams (290 MeV/nucleon monoenergetic beam at 30 keV/μm, or 290 MeV/nucleon monoenergetic beam at 70 keV/μm), or a higher LET silicon ion beam (135 or 490 MeV/nucleon monoenergetic beam at 300 keV/μm). PGE2 in the supernatant media was detected by ELISA. Normoxic and hypoxic cells that did not receive IR served as controls. Pretreatment with 10 μM COX-1/COX-2 inhibitor (Indo) was the same as described above.

Functional Assay for IR-Induced, PGE2-Stimulated Growth of Co-cultured, Unirradiated Cells

Twenty-four hours prior to IR, 30,000 (no IR) or 100,000 (to be irradiated) HeLa cells were seeded into wells of six-well plates and incubated at 37°C in 5% CO2 air. Additionally, 1,000 or 1,500 HeLa cells were seeded into ThinCert transwell inserts with 1 μm pores (Greiner), placed into 10 cm dishes and incubated at 37°C in 5% CO2 in air. Once cells had attached, transwells were transferred into their corresponding wells. Control wells were prepared with equal numbers of cells in the transwells but no cells below. Twelve hours prior to IR, cells were treated with DDR inhibitors and/or Indo as above. Six-centimeter spread out Bragg Peak (SOBP) beams of moderately high LET carbon ions (290 MeV/nucleon, dose average LET of 50 keV/μm at the center of the SOBP) were generated at the Heavy Ion Medical Accelerator (HIMAC) facility of the National Institute of Radiological Sciences (NIRS), Chiba, Japan. The transwells for the irradiated plates were transferred to six-well holding plates immediately preceding irradiation and the media in the remaining wells was aspirated. Vertically oriented plates containing the cells were irradiated with 4 Gy carbon ion IR. Following irradiation, fresh media containing DDR inhibitor was added to the wells and the transwells, and the transwells were returned to their previous position. For the no IR controls, the media (in wells and transwells) was aspirated and fresh media containing DDR inhibitor was added and dishes were incubated for 3–6 days. On day 3 or day 6 post-irradiation, PGE2 concentrations in transwell media was analyzed by ELISA. On day 7, sufficient media was added to transwells to allow cell growth for two more days, and on day 9 post-irradiation, transwell cells were trypsinized, and resuspended in 500–1000 μL of PBS and counted using a Coulter Counter or Scepter cell counting device (EMD Millipore).

Analysis of Apoptosis by Caspase 3/7 Cleavage and Annexin V Assays

Duplicate dishes were prepared for apoptosis assays as follows. Twenty-four hours prior to IR, 60,000 (no IR control) or 250,000 (to be irradiated), HeLa cells were seeded into wells of six-well plates and incubated at 37°C in 5% CO2 in air. Twelve hours prior to IR, cells were treated with DDR and/or COX-1/COX-2 inhibitors and irradiated in parallel as described in the previous section. Following irradiation cells were incubated for 72 h and subsequently assayed by flow cytometry for two apoptosis endpoints. Caspase 3/7 cleavage/activation was monitored by cleavage of a DEVD peptide substrate conjugated to Alexafluor 488 (Cell Event 3/7 Caspase Green Reagent, Life Technologies) as follows. Cells from non-irradiated and irradiated treatment groups were trypsinized, harvested, and combined with supernatants from each well (containing potential apoptotic cells), centrifuged at 1200 rpm for 5 min, and the media was removed by aspiration. Cells were suspended in 500 μL of fresh media containing 1 μL Cell Event reagent (4 μM final concentration) and incubated at 37°C in 5% CO2 in air for 15 min, then 500 uL of PBS was added to each sample and cells were analyzed on a BD FACSCaliber flow cytometer using 488 nm excitation and collecting fluorescent emissions with a 530/30 filter set. Gates were set using unstained and no treatment/no IR cells as negative control populations. Data represent the percent caspase-positive cells among 10,000 cells analyzed per sample. Data were acquired with CellQuest (Becton Dickinson) software, and analyzed using FloJo (Version 7.6.5, Tree Star Inc.) and Prism (Version 5.04, GraphPad) software.

Annexin V (AV) is a Ca2+-dependent phospholipid binding protein that binds with high affinity to phosphatidyl serine residues that have translocated to the outer leaflet of the plasma membrane as a result of upstream apoptotic signaling, representing an early marker of apoptosis. Propidium iodide (PI) is a cell impermeant DNA binding dye that will penetrate into cells with compromised (leaky) membranes indicative of cellular necrosis, representing late-stage apoptosis. It is possible to discriminate the early (AV only), middle (AV and PI double positive), and late (PI-positive only) stages of cell death by co-staining with AV and PI. Approximately 5 × 105 cells (and supernatants containing potential apoptotic cells) were harvested from wells processed as above to generate cell pellets which were washed once in cold PBS, harvested by centrifugation, and suspended in 500 μL annexin binding buffer (10 mM HEPES, 140 mM NaCl, 2.5 mM CaCl2, pH 7.4) yielding cell concentrations of approximately 1 × 106 cells/mL. Three microliters of Annexin V, Alexa Fluor 488® conjugate (Life Technologies) and 150 μL of annexin binding buffer were aliquoted to flow cytometry tubes, and 150 μL of cell suspensions were added, samples were mixed, incubated at room temperature for 15 min, and an additional 300 μL of annexin binding buffer was added, samples were mixed, stored on ice, and analyzed on a BD FACSCaliber flow cytometer using 488 nm excitation and collecting fluorescent emissions for FL1 and FL2 parameters using 530/30 and 585/42 filter sets, respectively. Compensation was established using the single-stained samples for the +IR treatment group and quadrant gating was established to identify AV−/PI− (apoptosis negative), AV+/PI− (early apoptotic), AV+/PI+ (middle apoptotic), and AV−/PI+ (late apoptotic/necrotic) populations. Data represent the percentage of cells in each quadrant from 5,000–10,000 cells collected per sample, using data acquisition and analysis software as above.

Clonogenic Cell Survival Assay

T25 flasks were seeded to ~20% confluence with cell lines to be tested, and incubated overnight. Cells were pretreated with DDR inhibitors at least 12 h prior to exposure to low or high LET IR. Cells were irradiated at ~50% confluence and allowed to recover for 30 min before they were trypsinized, harvested, suspended in fresh media, and counted using a Coulter Counter. Appropriate numbers of cells to yield ~100 colonies per 6 cm dish were suspended in fresh medium and distributed to three replicate dishes per treatment group. Forty-eight hours post irradiation, the media was aspirated and replaced with fresh media without drug. The cells were incubated for 8–11 days to allow colonies to develop. The dishes were stained with 0.5% (w/v) crystal violet in 70% methanol solution and the colonies were counted. Survival fractions were calculated and plotted using Excel and Prism software. We derived p-values for statistical analysis by using student’s t-tests.

RESULTS

PGE2 Production and Cell Viability After IR Vary Among Cell Types and Are Regulated by the DDR

The goals of this study were to determine whether DDR inhibitors and/or oxygen alter PGE2 production and cell growth of irradiated cells in response to low and high LET ionizing radiation. We initially surveyed PGE2 production in five cancer cell lines (HT1080 fibrosarcoma, HCT116 colorectal carcinoma, MCF7 breast adenocarcinoma, HeLa cervical adenocarcinoma, and B16 mouse melanoma) and two normal cell lines (BJ1hTERT, hTERT-immortalized human foreskin fibroblasts, and HFL3 spontaneously immortalized human fetal lung cells) following exposure to low LET γ-rays or X-rays. In the absence of DDR inhibitors, PGE2 levels increased several fold 24 or 48 h after 10 Gy γ-rays with most cell lines, with statistically significant differences in MCF7 and BJ1hTERT, and trending toward significance in HT1080 (p = 0.06); HCT116 showed an approximately eightfold increase at 48 h, but significance could not be calculated because only a single determination was made at this time point (Figure 2A). In parallel with the PGE2 assays, we measured cell survival/proliferation by SRB assay and found significant increases in cell number 48 h after IR in HT1080 and BJ1hTERT, but not HCT116 nor MCF7 (Figure 2A). PGE2 effects on growth were previously observed at later times after IR (>5 days) (2) so the absence of a consistent early growth effect is not surprising. These PGE2 effects were observed at IR doses of 3–10 Gy, higher than the 2 Gy doses typically used in fractionated photon RT, but well within the range of doses used in hypofractionated stereotactic body RT. PGE2 production is likely proportional to levels of caspase activation (and apoptosis), but more studies are required to determine whether PGE2 production follows a standard dose–response or displays threshold effects. These data demonstrate that basal and IR-induced PGE2 levels, and early effects on survival/proliferation, vary among cell types.
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FIGURE 2 | PGE2 production and short-term cell viability/proliferation in response to γ-rays or X-rays in the presence or absence of DDR or COX inhibitors. PGE2 and cell growth were measured by ELISA and SRB assay in response to (A) 10 Gy γ-rays or (B) 3 or 10 Gy X-rays in the presence or absence of indomethacin (Indo). Data are averages ±SD for two to four replicates per treatment group (A) or single determinations (B). In this and all subsequent figures, statistical significance was determined by t-tests, * indicates p < 0.05, **p < 0.01, ***p < 0.001.



DNA damage response inhibitors affected IR-induced PGE2 production that again varied among cell types. In control experiments, we confirmed that inhibitors of DNA-PK, ATM, and Chk1 reduced clonogenic survival (Figure S2 in Supplementary Material and data not shown). DNA-PKi slightly increased PGE2 production in HT1080 cells 48 h after IR, but the difference was not significant, and DNA-PKi had no effect on PGE2 production in HCT116, MCF7, or BJ1hTERT cells (Figure 2A). ATMi suppressed PGE2 levels in HT1080 cells 48 h post IR by ~1.5-fold, but ATMi did not affect PGE2 in other cell types. Chk1i significantly enhanced PGE2 production in HCT116, but other cell types showed no Chk1i effects. At 48 h after IR, ATMi dramatically decreased cell number (by ~20-fold) of both HT1080 and BJ1hTERT cells, whereas HCT116 and MCF7 cells were not affected. Because the SRB assay provides an estimate of survival/proliferation based on the amount of protein in attached cells (29), the sharp decrease in the number of attached HT1080 and BJ1hTERT cells with ATMi reflects massive cell death/detachment in response to the combined IR + ATMi treatment. Note that in both HT1080 and BJ1hTERT cells ATMi sharply reduced PGE2, but only HT1080 showed reduced cell numbers, suggesting that PGE2 is reduced by distinct mechanisms in these cell lines, with death and detachment preceding PGE2 production in HT1080, but not BJ1hTERT.

Prostaglandin E2 production depends on COX1–2 (Figure 1A) that can be inhibited with Indo. We next measured PGE2 and cell survival/proliferation with HeLa, B16, BJ1hTERT, and HFL3 cells 48 h after 3 or 10 Gy doses of X-rays in presence or absence of Indo (Figure 2B). With HeLa cells, PGE2 levels increased approximately fourfold with an X-ray dose of 3 Gy, and approximately twofold with 10 Gy. B16 cells produced very little PGE2 without IR or with a 3 Gy X-ray dose, but PGE2 increased eightfold at 10 Gy. HFL3 and BJ1hTERT cells had high basal levels of PGE2 that did not change substantially in response to X-rays. Uniformly, Indo dramatically suppressed PGE2 levels (>20-fold), including basal and X-ray induced levels in both cancer and normal cells (Figure 2B). These data concur with numerous studies showing that inflammatory prostaglandin production can be mitigated by COX1–2 inhibitors (30). The variable basal levels of PGE2 among cell lines may reflect differential expression or activation of PGE2 pathway proteins, including caspase 3, which may be activated when rapidly growing cells reach confluence and deplete growth media. There was a general trend toward decreased cell growth with increased IR dose. HeLa cells showed both stronger PGE2 induction with X-rays, and greater radioresistance than the other cell lines. Note that HFL3 cells showed poor viability/proliferation after IR, and high basal PGE2 levels, yet PGE2 was not induced with IR in these cells. These features may be specific to HFL3 cells or perhaps reflect general properties of fetal cells.

To determine if low and high LET IR produce similar PGE2 responses, absolute PGE2 levels in media from HT1080 and BJ1hTERT cultures were determined by LC-MS/MS in response to 3 Gy high LET (70 keV/μm) carbon ions (Figure 3). This alternate PGE2 assay helped us validate and expand on findings from the ELISA assay. In the absence of DDR inhibitors, HT1080 cells showed robust PGE2 induction with carbon ions, similar to the effect of low LET IR, and BJ1hTERT cells were unresponsive to both low and high LET IR (Figures 2 and 3). These results indicate that PGE2 production is stimulated by both low and high LET IR in a cell-type-dependent manner. The variation in absolute basal levels of PGE2 in BJ1hTERT cells measured by LC-MS/MS and ELISA may reflect different sensitivities of ELISA and LC-MS/MS assays.
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FIGURE 3 | PGE2 production in response to high LET IR ± DDRi. LC-MS/MS was used to quantify PGE2 levels in supernatants from HT1080 and BJ1hTERT cultures after irradiation with 3 Gy carbon ions (70 keV/μm). (A) Absolute PGE2 levels. (B) PGE2 levels were derived by subtracting the baseline values (no IR, no drug); n.d., not determined.



Inhibition of DNA-PK and ATM decreased carbon ion-induction of PGE2 in HT1080 cells. The decrease in PGE2 with DNA-PKi after high LET contrasts with that seen with γ-rays. This difference in DNA-PKi effects with low and high LET IR could reflect DNA-PK’s dual role in damage signaling and DSB repair by NHEJ (Figure 1B), in particular, the shift from NHEJ-dominant repair of low LET IR damage to HR-dominant repair of high LET damage (31–33). By contrast, Chk1 inhibition markedly increased PGE2 in BJ1hTERT cells, with or without IR. The Chk1i effect in the absence of IR suggests that the cytotoxicity of Chk1i alone is sufficient to trigger Phoenix Rising. This Chk1i effect may reflect aberrant signaling to the p53-directed apoptotic cascade culminating in PGE2 production, since p53 is stabilized by Chk1 phosphorylation of several sites after DNA damage (34). Together the results indicate that PGE2 production following low or high LET IR can be enhanced or suppressed by inhibition of different pathways in the DDR network.

IR-Induced PGE2 Stimulates Proliferation of Co-Cultured, Unirradiated Cells that can be Modulated by DDR and COX1–2 Inhibitors

A transwell multiple-endpoint assay system was used to examine the effects of low and high LET IR on co-cultured irradiated and unirradiated cells (Figure 4A). The pore size of the transwell membranes allows free diffusion of small molecules, but cell migration is blocked. This system allows simultaneous analysis of PGE2 production, apoptosis, and cell growth as a key functional endpoint. We assessed the effects of radiation quality, DDR and COX1–2 inhibitors, and oxygen concentration on these end-points. We chose HeLa cells for these studies because the cell line survey showed that HeLa cells have low basal PGE2 levels, and relatively robust PGE2 production after IR that is blocked by cyclooxygenase inhibition. A preliminary test of cell proliferation of unirradiated co-cultured cells 7 days after “feeder” cells received 10 Gy γ-rays showed a 2.7-fold increase in growth compared to control with mock-irradiated feeder cells, and that COX1–2i suppressed this growth (Figure 4B). This result is similar to a prior report in which luciferase-expressing cancer cell growth was enhanced two- to fivefold when in direct contact with irradiated feeder cells (2). The transwell system eliminates any influence of cell-to-cell contact, measuring only the growth effects of diffusible factors through the transwell membrane.
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FIGURE 4 | (A) Transwell multiple-endpoint assay system. Cells were seeded into the top (500–1,500 cells) and bottom (feeder, 100,000 cells) sections of the transwell system and incubated for 24 h. The top section was transferred to a separate dish while the bottom section was irradiated, and then replaced. PGE2 was measured in the media 3 and 6 days after IR; growth of unirradiated cells was determined 7–9 days after IR. Apoptotic endpoints (caspase 3/7 activation, Annexin V, and membrane changes by propidium iodide staining) were measured at 3, 6, or 9 days post IR in irradiated feeder cells. When used, DDR or cyclooxygenase inhibitors were present during the entire experiment. (B) HeLa cells assayed for growth stimulation using the transwell assay system after irradiation with 10 Gy low LET γ-rays. Indomethacin (Indo) inhibits COX1–2 and suppresses PGE2 production.



To investigate whether high LET IR would elicit similar growth effects on co-cultured unirradiated cells, we used the transwell system to monitor PGE2 production and cell growth in response to 70 keV/μm carbon ions. We also tested whether DDR inhibitors and/or the COX1–2 inhibitor Indo would modulate growth stimulation. PGE2 production and growth of unirradiated HeLa cells was measured 6 days after IR. PGE2 levels increased >20-fold in response to IR in the absence of inhibitors (Figure 5A), similar to the increase seen with X-rays (Figure 2B). Both DNA-PKi and ATMi significantly decreased IR-induced PGE2 levels (approximately fourfold), and these were further reduced by approximately twofold by Indo (Figure 5A), although the latter differences were not statistically significant. Growth of unirradiated co-cultured HeLa cells was also monitored 6 days after IR. At this time point, moderate effects on growth were observed in the absence of DDR inhibitors, DNA-PKi increased growth but ATMi had no effect (Figure 5B). The increased growth with DNA-PKi does not appear to correlate with the lower PGE2 level, but we note that PGE2 levels were approximately twofold higher with DNA-PKi than untreated cells 3 days after IR (data not shown); the growth stimulation seen 6 days after IR may reflect this early burst of PGE2, and the higher PGE2 levels without DNA-PKi 6 days after IR would enhance growth at later times. The increased growth with DNA-PKi relative to untreated cells was dependent on feeder cells; no growth stimulation occurred without feeder cells (Figure 5C). As expected, blocking PGE2 production with Indo (Figure 5A) also blocked growth stimulation (Figures 5A,B). As noted above, inhibiting DNA-PKcs or ATM radiosensitized cells (Figure S2 in Supplementary Material); thus, the differences in PGE2 and growth effects with DNA-PKi and ATMi cannot be traced to differential degrees of cell killing, suggesting that inhibition of different DDR pathways can differentially affect Phoenix Rising and death pathway choice.
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FIGURE 5 | PGE2 production and stimulated proliferation of unirradiated HeLa cells in response to high LET carbon ions. (A) ELISA measurements from media in transwells containing HeLa cells 6 days after 0 or 4 Gy carbon ion irradiation. (B) Relative growth of unirradiated cells in transwells with or without DDR inhibitors or indomethacin, 6 days after irradiation of feeder cells. (C) As in (B) but without feeder cells. Data are averages (±SEM) for two determinations per condition.



The transwell assay system is versatile in that in addition to PGE2 and growth, simultaneous measures of apoptotic stages can be determined with the same cultures, including early apoptosis (caspase cleavage, detected with a cell-permeable caspase 3/7 DEVD peptide conjugated to a quenched fluorophore, which becomes fluorescent upon peptide cleavage), mid-apoptosis (Annexin V staining), and late apoptosis (revealed as gross membrane changes with propidium iodide staining). These endpoints were measured 3 and 6 days after high LET IR by flow cytometry (Figure 6). Minimal caspase activation was detected in unirradiated controls, and ~30% of cells activated caspase 3 and 6 days after IR. DDRi and Indo moderately suppressed caspase activation at both time points. Caspase is activated upstream of arachidonic acid that is processed by the Indo target, COX1–2, in the Phoenix Rising pathway (Figure 1A). This raises the possibility of a caspase–COX1–2 feedback loop, although the present experiments cannot rule out off target effects of Indo. Strikingly, ATMi appeared to completely block progression to later apoptotic stages; to a lesser extent DNA-PKi and Indo also suppressed progression to later apoptotic stages. Since ATMi is a strong radiosensitizer, the lack of progression to late apoptosis indicates that cells are shunted to one or more alternative death or senescence pathways.
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FIGURE 6 | Flow cytometric analysis of apoptotic phenotypes of feeder cells (from Figure 5) irradiated with high LET carbon ion IR. Duplicate plates were irradiated in parallel for assays 3 days post IR. Feeder cells co-cultured with transwell inserts were assayed 6 days post IR. Each sample was split at the time of harvest for two assay endpoints. Caspase cleavage and activation was assayed in live cells (A) 3 or (D) 6 days post IR using a fluorescent caspase 3/7 peptide fragment. Annexin V/propidium iodide co-staining of fixed cells discriminates between early, mid, or late apoptotic stages and was assayed (B) 3 or (E) 6 days post IR. No IR controls for the annexin V/PI assay (C) 3 or (F) 6 days post IR; ~10,000 cells were interrogated per determination. Unstained cells served as negative controls.



Robust Phoenix Rising Responses in Cell Lines Derived From Fresh Tumor Tissue

Cell lines freshly derived from patient tumor tissue have emerged as important models for cancer cell biology studies (28, 35–37). We chose HNSCC-derived cell lines because head and neck cancers are treated with low and high LET RT. Low passage tumor cell lines were tested within 3 months of culture expansion. Two cell lines, CUHN036 and CUHN065, senesced or grew too slowly to study. Two others, CUHN013 and CUHN067, were reproductively robust and viable throughout the course of the experiments. CUHN013 is from a moderately focally keratinizing submental mass tumor. CUHN067 is from a base of tongue tumor that displayed extensive perineural invasion. Radiosensitivity was evaluated by clonogenic survival after X-rays or a clinical, 6 cm SOBP, high LET (~50 keV/μm) carbon ion beam. CUHN013 was more radiosensitive than CUHN067 to both X-rays and carbon ions, and both cell lines showed typical carbon ion RBEs of ~2–3 (Figure S3B in Supplementary Material).

Doses of 4 Gy SOBP carbon ions significantly increased caspase 3/7 activation compared to mock-irradiated controls, and DDRi and Indo had little effect on this endpoint (Figure 7A). These results demonstrated that the initiating event of Phoenix Rising was functioning in these clinically relevant models. As with HeLa, in transwell experiments the CUHN cell lines showed moderate to strong growth stimulation of unirradiated cells that was dependent on irradiated feeder cells (Figures 7B–E). Neither CUHN cell line showed significant alterations in growth with DDRi or Indo. These early (caspase activation), late (growth stimulation, suppressible with Indo) Phoenix Rising markers indicate that Phoenix Rising is functioning in CUHN067. By contrast, CUHN013 displayed the early caspase marker and modest, but statistically significant (p < 0.01) growth stimulation, but Indo failed to suppress this growth, suggesting a late-stage defect. The distinct phenotypes of the two CUHN cell lines, in radiosensitivity and growth responses with or without inhibition of DNA-PK or COX1–2, highlight the challenges associated with targeting DDR and Phoenix Rising pathways for precision medicine.
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FIGURE 7 | Caspase activation and relative growth in two HNSCC cell lines after exposure to 4 Gy high LET IR. (A) Caspase cleavage and activation was assayed in live cells 48 h post IR. (B,D) Relative growth of primary tumor cells from transwells 6 days post IR with or (C,E) without irradiated feeder cells. Data represent the averages and SDs for three replicate measurements per determination.



Oxygen Concentration and LET Attenuate PGE2 Production After Exposure to Carbon or Silicon Ion Beams

COX1 and COX2 require sufficient oxygen to function efficiently. A number of tumor types are naturally hypoxic and/or have hypoxic regions. We tested the hypothesis that hypoxic cells will produce less PGE2 after IR than normoxic cells due to impaired COX1–2 function (Figure 1A). HeLa cells were incubated under normal conditions (5% CO2 in air, ~20% oxygen), or hypoxic conditions (1% oxygen) for 72 h after IR and PGE2 production was determined by ELISA. Normoxic and hypoxic cultures that did not receive IR served as controls. As above, 10 Gy X-irradiation increased PGE2 production by ~20-fold under normoxic conditions, but this was significantly reduced (to less than fivefold) under hypoxic conditions (Figure 8). Oxygen concentration had no effect on PGE2 levels without IR. We next tested the effects of oxygen on particle radiation at three LET values, 30 keV/μm carbon ion, 70 keV/μm carbon ion, and 300 keV/μm silicon ions. In all cases, hypoxia markedly reduced PGE2 production, and with 30 or 70 keV/μm carbon ions, treatment with Indo further reduced PGE2 production, in both normoxic and hypoxic treatment groups (Figure 8). Interestingly, 70 keV/μm carbon ions consistently caused approximately two- to threefold greater induction of PGE2 than 30 keV/μm carbon ions under normoxic or hypoxic conditions, and in the presence or absence of Indo. While this suggests an LET dependence for PGE2 production, this is questionable given that PGE2 induction was greatest with low LET X-rays, and that the highest LET radiation (300 keV/μm silicon ions) induced PGE2 no more than 70 keV/μm carbon ions; this parallels earlier findings that RBE peaks at 150–200 keV/μm. Further studies are required to determine whether LET dependence follows a complex pattern (e.g., plateaus above a certain LET), and whether there are signaling differences with photons vs. particle radiation that account for the high level of PGE2 induction with X-rays. Our results clearly indicate that, regardless of radiation quality, PGE2 production is very sensitive to oxygen concentration. Thus, hypoxic tumor regions are unlikely to contribute to tumor repopulation via Phoenix Rising.
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FIGURE 8 | IR-induced PGE2 production is suppressed by hypoxia. PGE2 levels were determined by ELISA 3 days after X-ray, silicon ion, or carbon ion radiation at indicated LET and doses. Cells were incubated under normoxic, or hypoxic (1% O2) conditions. Data represent the averages and SDs for nine replicate measurements per determination.



DISCUSSION

The Phoenix Rising pathway correlates with tumor repopulation in vitro and in vivo (27, 38, 39). The present study revealed several important features of IR-induced PGE2 responses of normal and cancer cells. IR-induced, caspase 3-dependent, PGE2 production (whether associated with apoptosis or other death pathways), is a common response of irradiated tumor cells, and some normal cells. PGE2 levels generally enhanced growth of neighboring viable cells. Such growth, if unchecked, could spawn cells with high mutation rates, through replication of damaged genomes, as well as by an alternative mechanism activated in cells with moderately active caspase 3, that induces genome instability and carcinogenesis (40). Such small- and large-scale genetic change can drive rapid evolution of tumors, converting a local problem into lethal metastases.

Here, we focused on PGE2 production, cell viability, and proliferation of irradiated and unirradiated cells in response to signaling factor(s) from co-cultured irradiated, apoptotic “feeder” cells; the modulation of these responses by DDR and COX1–2 inhibition and by varying oxygen concentration; and the effects of radiation quality. Interconnected DDR and growth pathways coordinate responses radiation and chemotherapy-induced DNA injury and conspire with programed cell death pathways to determine cell fate (Figure 1B). In this study, we found that PGE2 production and growth responses varied among cancer and normal cell lines, including cell lines freshly derived from patient tumors.

Although DDR inhibition enhanced radiosensitivity (Figure S2 in Supplementary Material), this did not correlate with a single pattern (increase or decrease) in PGE2 production. Inherent radiosensitivity, and DDRi effects on radiosensitivity, varies widely among different cell types (4, 41) as observed here (Figures S2 and S3 in Supplementary Material). In general, the effects of radiation on the various endpoints (caspase activation, PGE2 production, growth) were consistent across all radiation types tested. This suggests that targeting PGE2-driven accelerated tumor repopulation may be an effective adjunct to both photon and particle radiotherapies. A fairly common response of ATMi and DNA-PKi was suppression of PGE2 production. A plausible explanation for this effect stems from the observations that ATM and DNA-PK activate the NFκB transcription factor in response to IR and other genotoxins (42–45), and COX-2, the upstream regulator of PGE2, is one of many NFκB targets (46). Because of the extensive crosstalk between DDR and growth factor networks, considerably more effort is required to define the multitude of tumor type responses to genetic and chemotherapeutic manipulation of DDR/growth regulatory factors. Phenotypic patterns emerging from such studies will guide mechanistic understanding of these various pathways, and may lead to rapid, inexpensive screening tools that will inform RT practice.

One facet that is consistent throughout our study and several others (2, 27, 47) is caspase activation and PGE2 production. This is important because caspase status in tumors correlates with patient survival: patients with caspase 3-positive tumors do not survive as long as those with caspase 3-negaitve tumors (2, 48, 49). In addition, a recent study showed that low doses of radiation cause partial caspase 3 activation that leads to genome instability in vitro and in vivo through the generation of persistent DNA strand breaks (40). Another recent study demonstrated that caspase 3 defects created by shRNA, dominant negative gene expression, or gene deletion suppressed tumor growth in vitro and in vivo (47). Together, these findings implicate caspase 3 as a promising target to improve chemotherapy or RT outcomes.

COX1 and COX2 are also promising targets to enhance cancer therapy. The present study and others (2, 40, 47, 50) demonstrate that PGE2 production and stimulated growth can be effectively suppressed by Indo and other COX1 and COX2 inhibitors. Non-steroidal anti-inflammatory compounds (NSAIDS) effectively target cyclooxygenase enzymes and are generally safe. Our study focused on Indo, a pan-COX1–2 inhibitor; other well-characterized examples are Naproxen and Ibuprofen, which are widely used and well tolerated. Selective COX2 inhibitors, such as Celecoxib, have been marketed but many have been withdrawn due to increased risk of myocardial infarction; it is possible that such risk is minimal for short-term courses during cancer therapy. A body of literature is beginning to emerge that describes tests of cyclooxygenase inhibitors in combination with RT or chemotherapy. In one study, Celecoxib delivered between rounds of gemcitabine and cisplatin substantially suppressed bladder urothelial carcinoma xenograft regrowth, and enhanced the chemotherapeutic response in xenografts from a chemoresistant patient (7). An earlier study of LNCaP-COX2 mouse xenografts showed that topical application of the NSAID Diclofenac significantly reduced tumor growth in combination with 3 Gy IR (51).

Finally, we demonstrate that PGE2 production in response to IR is highly sensitive to oxygen concentration, including low and high LET radiation. Hypoxic regions of tumors are typically resistant to low LET IR. By contrast, high LET IR has a minimal oxygen enhancement ratio and, therefore, has greater efficacy than photons against these hypoxic regions (52). PGE2-stimulated tumor repopulation may not be a critical issue to consider during treatment planning for hypoxic regions of tumors. We stand at a new frontier on the path toward personalized precision medicine. As basic scientists and clinicians look to improve the efficacy and safety of cancer treatment in the future, it will be important to develop techniques for rapid, accurate detection of Phoenix Rising biomarkers to personalize patient care. Preventing accelerated tumor repopulation during RT and chemotherapy will improve local control and reduce the likelihood that early stage cancer will progress to more dangerous invasive and metastatic stages.
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The use of charged-particle beams, such as carbon ions, is becoming a more and more attractive treatment option for cancer therapy. Given the precise absorbed dose-localization and an increased biological effectiveness, this form of therapy is much more advantageous compared to conventional radiotherapy, and is currently being used for treatment of specific cancer types. The high ballistic accuracy of particle beams deposits the maximal dose to the tumor, while damage to the surrounding healthy tissue is limited. In order to better understand the underlying mechanisms responsible for the increased biological effectiveness, we investigated the DNA damage and repair kinetics and cell cycle progression in two p53 mutant cell lines, more specifically a prostate (PC3) and colon (Caco-2) cancer cell line, after exposure to different radiation qualities. Cells were irradiated with various absorbed doses (0, 0.5, and 2 Gy) of accelerated 13C-ions at the Grand Accélérateur National d’Ions Lourds facility (Caen, France) or with X-rays (0, 0.1, 0.5, 1, 2, and 5 Gy). Microscopic analysis of DNA double-strand breaks showed dose-dependent increases in γ-H2AX foci numbers and foci occupancy after exposure to both types of irradiation, in both cell lines. However, 24 h after exposure, residual damage was more pronounced after lower doses of carbon ion irradiation compared to X-irradiation. Flow cytometric analysis showed that carbon ion irradiation induced a permanent G2/M arrest in PC3 cells at lower doses (2 Gy) compared to X-rays (5 Gy), while in Caco-2 cells the G2/M arrest was transient after irradiation with X-rays (2 and 5 Gy) but persistent after exposure to carbon ions (2 Gy).
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INTRODUCTION

Over the past decades, an increase in the use of hadrontherapy has been observed (1). Hadrontherapy uses accelerated particles, such as protons or carbon ions, thereby offering a ballistic advantage during treatment. The inverted depth–dose profile and a sharp dose fall-off result in a precise dose-localization called Bragg peak (2). As such, a very specific energy deposition is focused on the tumor, while the surrounding healthy tissue is spared to a maximum. When carbon ions are used, the high-linear energy transfer (LET) also offers biological advantages compared to X-irradiation (3). From a physical point of view, low-LET photon irradiation deposits its energy in a disperse manner. This homogeneous distribution of energy in the irradiation field strongly relies on secondary ionizations (by the formation of reactive oxygen species) in the cell that will indirectly induce DNA damage homogeneously. By contrast, with particle irradiation, energy is not released in a disperse manner but rather along the track of the beam. Therefore, damage is more straightforward along the track that induces more complex and clustered DNA damage via a direct mechanism (4, 5). In view of therapeutic measures, the induction of DNA damage and specifically the double-strand break (DSB) is seen as the most prominent target in order to destroy cancer cells (6). Since DNA damage induced by high-LET radiation is more complex compared to low-LET irradiation, the relative biological effectiveness (RBE) of particle beams will be higher compared to X-rays (6). In this regard, it has been shown that hadrontherapy with carbon ions is more cytotoxic due to the higher RBE compared to photon irradiation (7, 8). However, the specific impact of carbon ion irradiation on cell cycle changes and comparison with X-irradiation in PC3 and Caco-2 cancer cells has not been investigated so far.

When DNA damage is induced, DSBs are detected in the cell by sensing molecules, such as DNA-dependent protein kinases (DNA-PK) or Ku70, which activate a signaling cascade by phosphorylating the histone H2AX (γ-H2AX) (9, 10). Another sensing molecule that is activated after DNA damage is p53, also known as the guardian of the genome (11). Repair enzymes will be attracted to the damaged site and the cell will go into cell cycle arrest to allow time for repair. It is well known that the number of γ-H2AX foci is proportional to the amount of DSBs (12–14). By immunofluorescent staining of the γ-H2AX foci, quantitative and qualitative evaluation of the damage can be performed. A previous in vitro study investigating the differential effect of high- and low-LET radiation has shown that the initial formation (as early as 15 min) of γ-H2AX foci is similar for equal doses of different beam qualities (15). However, repair kinetics (investigated at later time points) have shown a delayed or less successful repair of DSBs after high-LET radiation (16, 17). Therefore, particle irradiation can be effective in inducing cell death even in highly radioresistant cells (18). One of the factors that plays a major role in determining radiosensitivity is p53. Mutations or deletions in the p53 gene can lead to the radioresistance of cancer cells to conventional radiotherapy (19–22). By contrast, previous studies with high-LET radiation have shown that this type of radiation can induce apoptosis effectively regardless of p53 gene status (7, 23).

In vitro studies comparing the effect of particle or photon irradiation have shown a more pronounced cell cycle arrest induced by particles (24, 25). Furthermore, it has been shown that cells are more sensitive to the induction of DSBs by X-irradiation during the G2/M-phase of the cell cycle (26). Contrarily, the radiation sensitivity of cancer cells irradiated with particles is less, but not entirely, dependent on the cell cycle stage (27). Thus, particle beam therapy is more suitable to damage a heterogeneous tumor population, consisting of cells in different cell cycle stages (24).

We previously investigated the transcriptional response of PC3 and Caco-2 cells after X- and carbon ion irradiation, in which we observed more pronounced changes in gene expression after carbon ion irradiation. Genome-wide analysis in PC3 cells showed that gene sets involved in cell cycle regulation and, interestingly, also in motility processes were found to be modulated, especially after carbon ion irradiation (28). In a next step, we further investigated the changes of genes involved in motility processes. Our results showed that the magnitude of expression of these genes was time- and dose-dependent for both PC3 and Caco-2 cells, although a cell-type-specific response to X- and carbon ion irradiation was observed (29). With regard to the changes in cell cycle-related gene sets, we further aimed to investigate the acute cellular responses induced by different radiation qualities. Therefore, in this study, we examined both DNA repair kinetics and cell cycle progression in PC3 and Caco-2 cells in response to carbon ion or X-irradiation. Cells were irradiated with different doses ranging from 0.1 up to 5 Gy depending on the type of radiation. DNA damage and repair kinetics were analyzed up to 24 h after irradiation and cell cycle progression up to 72 h after irradiation. Further elucidation of the effect of different beam qualities on different cancer cell lines will contribute to a better understanding of which therapy would be most suited for these types of cancers.

MATERIALS AND METHODS

Cell Culture

Human prostate adenocarcinoma cells (PC3; ATCC® CRL-1435™) and colorectal adenocarcinoma cells (Caco-2; ATCC® HTB-37™) were obtained from the American Type Culture Collection (ATCC, Molsheim Cedex, France). PC3 cells were cultured in Kaighn’s Modification of Ham’s F-12 Medium (F-12K) (ATCC) supplemented with 10% fetal bovine serum (FBS) (GIBCO, Life Technologies, Ghent, Belgium), as specifically recommended by ATCC. Caco-2 cells were cultured in Dulbecco’s Modified Eagle medium (DMEM) (GIBCO) supplemented with 10% FBS and 1% non-essential amino acids (GIBCO). Cell cultures were maintained in a humidified incubator (37°C; 5% CO2). For all irradiation experiments, the same passage number of cells was used. Cell doubling time was 26 and 20 h for PC3 and Caco-2 cells, respectively (data not shown). Cell cultures were regularly tested for mycoplasma contamination (DSMZ, Braunschweig, Germany).

X-irradiation

X-irradiation experiments were performed at the irradiation facility available at SCK•CEN (Mol, Belgium). Medium was replaced prior to irradiation in a horizontal position. Cells were exposed to different doses of X-rays (0, 0.1, 0.5, 1, 2, and 5 Gy) using a Pantak HF420 RX machine (250 kV, 15 mA, 1.2 mm Aluminum equivalent, 1 mm Cu-filtered X-rays, and a calculated dose rate of 0.25 Gy/min). The beam quality of H-250 (as recommended by ISO 4037-1) was used. This beam quality was created using a tube voltage of 250 kV and 1 mm Cu additional filtration. The secondary standard for X-rays is the NE2571 0.6 cc ionization chamber SN309 connected to Keithley 6517B SN1335646 electrometer. The calibration of this chamber in terms of air Kerma (Kair), for H-250 beam quality, was done in 2013 at the primary standard laboratory PTB, Germany. The reference quantity is Kair in one point, taken as the reference position of the irradiated sample, which typically is its center. No correction is done for the extended volume and self-absorption of the sample itself and such effect is not included in the uncertainties budget either. The irradiation is based on the ISO 4037 standard. All uncertainties are the expanded uncertainties for k = 2 (confidence level 95%). The dose rate was measured for each distance, by using repeatedly the same distance, one relies on stability from 1 day to another and, therefore, only periodic checks of beam stability are performed at the irradiation facility.

Carbon Ion Irradiation

For our experiment, we were assigned 13C beam time at the Grand Accélérateur National d’Ions Lourds (GANIL) (Caen, France). Cells were transported by car in a transportable incubator at 37°C to GANIL. For all assays, 105 cells were plated in 12.5 cm2-tissue culture flasks (Falcon; VWR; Leuven, Belgium) 3 days before transport, during which all culture flasks were completely filled with medium. After arrival, medium was changed, and cells were placed overnight in a humidified incubator. Before the irradiation, culture flasks were completely filled with medium to allow irradiation in a vertical position, perpendicular to a horizontal carbon ion beam. The cells were irradiated with a 13C beam with an initial energy of 75 MeV/u (LET = 33.7 keV/μm). The applied doses were 0, 0.5, 1, and 2 Gy. Carbon ion dosimetry was performed as previously described (28, 30). The RBE of carbon ions at 10% survival was 1.67 for PC3 cells and 1.83 for Caco-2 cells (29).

Immunocytochemistry for γ-H2AX

For X-irradiation experiments, cells were plated on coverslips at a density of 20,000 cells/well and grown for 2 days. Due to practical reasons, samples were irradiated in T12.5 flasks for the carbon ion irradiation (vertical position). Irradiation with both radiation qualities was then performed with a series of doses as mentioned before. At various time points after irradiation (30 min, 1, 2, 4, 8, and 24 h), cells were fixed in 4% paraformaldehyde (Merck KGaA, Darmstadt, Germany) for at least 20 min at 4°C. Afterwards, cells were washed with PBS and permeabilized in 0.25% Triton (Sigma-Aldrich Co.) in PBS for 3 min. Subsequently, cells were probed with mouse anti-γ-H2AX antibody (ab26350, Abcam, Cambridge, UK) (1:300 dilution) and incubated overnight at 4°C. Next, the cells were washed with PBS and stained with Alexa Fluor 488 goat anti-mouse (H + L)-labeled antibody (A11001, Invitrogen, Life technologies) (1:300 dilution) for 2 h at room temperature. All antibody dilutions were prepared in 3% bovine serum albumin (BSA). Following this, three washing steps were performed with PBS after which a cover glass was mounted on the samples with Vectashield containing 4′,6-diamidino-2-phenylindole (DAPI) (Vector Laboratories, Brussels, Belgium).

Automated Fluorescence Microscopy and Image Analysis

Images were acquired with a Nikon Eclipse Ti (automated inverted wide-field epifluorescence microscope) equipped with a 40× magnification (Plan Fluor, numerical aperture 1.3) oil objective and a Nikon TE2000-E camera controlled by the NIS Elements software. The images were taken in the same orientation as the irradiation was performed, i.e., the viewer position was perpendicular to the cellular plane. Per condition a mosaic of 25 fields was acquired with a lateral spacing of 190 μm between fields (corresponding to the size of the field of view) and each field was acquired as a z-stack of nine planes axially separated by 1 μm. Images were analyzed with Fiji software (31) using the InSCyDe-02 toolbox. The software allowed to analyze each nucleus based on the DAPI signal. Within each nucleus, pixel size and intensity emitted from the Alexa 488 fluorochrome were analyzed after which the γ-H2AX foci number per nucleus and the foci occupancy are determined in a fully automatic manner. These data were then used to count the radiation-induced damage, i.e., subtract the damage of control cells from irradiated cells. As mentioned before, for carbon ion irradiation experiments, cells were seeded in T12.5 flasks (plastic surface) since these samples were irradiated in a vertical position. X-irradiated samples were seeded on glass cover slips for γ-H2AX. As a result, image quality was less good for carbon ion samples, and as a consequence Fiji software was unable to correctly count the number of spots in each nucleus for the carbon ion-irradiated samples. Therefore, we decided to count the spots manually for the carbon ion samples. At least 170 and 100 nuclei were analyzed per sample for X-ray and carbon ion irradiation, respectively.

Cell Cycle Analysis

Cells were collected at 24, 48, and 72 h after irradiation by use of trypsinization. In addition, supernatants and PBS used during wash steps were kept as well to ensure the collection of both adherent and detached cells. After collection, samples were fixed in a cold 80% EtOH solution at 4°C for at least 1 h. Fixed samples obtained in GANIL were transported back to SCK•CEN for further processing. Next, samples were washed with PBS and stained with a 500 μl propidium iodide (PI) solution (50 μg/ml PI + 1% RNase A) (Sigma-Aldrich Co. LLC; Bornem; Belgium) for 50 min at 37°C. Samples were measured immediately afterwards by flow cytometry (Accuri C6 system; BD Biosciences, Erembodegem, Belgium). PI fluorescence of a minimum of 10,000 cells was measured. Cells in G0/G1, S, and G2/M-phase were determined after filtering for doublets and aggregates. Doublets were filtered based on a FSC-A vs. FSC-H dot plot with Accuri C6 software. In addition, sub G1 cells were identified as cells with a DNA content of between half the mean value of G1 phase and the minimum value of G1 phase. Based on the histogram, we determined the peak of G1, on which the settings were placed in such a way that 90% falls within the peak. The peak of G2 needs to be 2 × G1 and also for this the settings were placed in such a way that 90% falls within the peak. Everything in-between was seen as S-phase. Everything in-between 0.5 × G1 and the beginning of G1 phase was the sub G1 peak. Re-analysis of samples was performed with ModFit LT software (Verity Software House, Topsham, ME, USA). Representative histograms are visualized in Figure 1.
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FIGURE 1 | Distribution of PC3 and Caco-2 cells in the different phases of the cell cycle. Distribution of PC3 cells in the cell cycle for control (A) and 2 Gy X-ray irradiated (B) samples 24 h after irradiation. Distribution of Caco-2 cells in the cell cycle for control (C) and 2 Gy X-ray-irradiated (D) samples 24 h after irradiation. Distribution of PC3 cells in the cell cycle for control (E) and 2 Gy carbon ion-irradiated (F) samples 24 h after irradiation. Distribution of Caco-2 cells in the cell cycle for control (G) and 2 Gy carbon ion-irradiated (H) samples 24 h after irradiation.



Statistical Analysis

Cell cycle data were analyzed by two-way analysis of variance (ANOVA) with dose and time point as independent variables. Analysis of γ-H2AX foci count data was performed using Kruskal–Wallis and post hoc Dunn’s multiple comparison tests. All analyses were performed using GraphPad Prism 5.00 software. For all tests, a value of p < 0.05 was considered statistically significant.

RESULTS

DNA Damage and Repair Kinetics

DNA DSBs were visualized by immunofluorescent staining for γ-H2AX foci that were analyzed at various time points (30 min, 1, 2, 4, 8, and 24 h) after irradiation. Representative images of the γ-H2AX foci for both PC3 and Caco-2 are shown in Figure 2. We counted both the number of radiation-induced foci, as a measure of DSBs, and the foci occupancy because H2AX phosphorylation as well as the size of foci differs throughout the cell cycle (32). Upon irradiation, a clear dose-dependent induction in the number and nuclear occupancy of foci was observed. A significant dose-dependent increase in foci number was detected after X-irradiation in PC3 cells as early as 30 min after irradiation (Figure 3A). Increased foci numbers induced by irradiation were associated with a higher percentage of the area of the nucleus ­covered by foci as seen in the elevated foci occupancy (Figure 3B). A follow-up of foci number and foci occupancy over time ­evidenced ­time-dependent repair of foci (Figures 3A,B). Maximum foci numbers were detected 1 h after X-irradiation (Figure 3A), after which repair seems to have initiated. Interestingly, most γ-H2AX foci were repaired 24 h after X-irradiation with doses up to 0.5 Gy, while residual foci were still visible after exposure to higher X-ray doses (Figures 3A,B). For carbon ion irradiation, the number of foci was still significantly elevated at 24 h after irradiation after all doses in PC3 cells (Figure 3C). Maximum foci numbers were detected 1 h after irradiation with carbon ions. A similar trend was observed for the foci occupancy in PC3 cells (Figure 3D).
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FIGURE 2 | γ-H2AX foci in PC3 and Caco-2 cells after irradiation with X-rays or carbon ions. Representative images of γ-H2AX foci in PC3 cells 1 h after 2 Gy X-irradiation (A) and 1 h after 2 Gy carbon ion irradiation (B). Representative images of γ-H2AX foci in Caco-2 cells 1 h after 2 Gy X-irradiation (C) and 1 h after 2 Gy carbon ion irradiation (D). Images were acquired with a Nikon Eclipse Ti (automated inverted wide-field epifluorescence microscope) equipped with a 40× magnification (Plan Fluor, numerical aperture 1.3) oil objective and a Nikon TE2000-E camera controlled by the NIS Elements software.
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FIGURE 3 | Quantification of γ-H2AX foci number and occupancy in X- and carbon ion-irradiated PC3 cells. Dots representing mean γ-H2AX foci number per nucleus vs. time (A) and mean foci occupancy per nucleus vs. time (B) after X-irradiation in PC3 cells. Dots representing mean γ-H2AX foci number per nucleus vs. time (C) and mean foci occupancy per nucleus vs. time (D) after exposure to carbon ions. Fiji software was used to count the number of nuclei and foci occupancy in each nucleus. The number of foci in non-irradiated cells was subtracted from that of irradiated cells for each dose and time point. For X-rays, the error bars represent the SEM of three independent experiments; for carbon ion data, the error bars represent STDEV of the experiment. Statistical Kruskal–Wallis analysis with Dunn’s multiple comparison tests were performed in GraphPad with *p < 0.05 (vs. control cells), **p < 0.01 (vs. control cells), and ***p < 0.001 (vs. control cells).



Similar results were observed for the Caco-2 cells. More specifically, a dose-dependent increase in foci number was observed as early as 30 min after X-irradiation (Figure 4A). This increase was accompanied by an increase in foci occupancy (Figure 4B). Maximum foci numbers were observed at 1 to 2 h after X-irradiation after which a time-dependent repair was evidenced (Figure 4A). For the Caco-2 cells, 24 h after X-irradiation residual foci were still present for doses up to 1 Gy (Figure 4A). Similar observations were made for carbon ion-irradiated Caco-2 cells, where significantly elevated foci number were still observed 24 h after irradiation for all doses (Figure 4C). Maximum foci numbers were already detected 30 min after irradiation with carbon ions. Foci occupancy was also significantly elevated 24 h after 0.5 and 2 Gy of carbon ion irradiation in Caco-2 cells (Figure 4D).
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FIGURE 4 | Quantification of γ-H2AX foci number and occupancy in X- and carbon ion-irradiated Caco-2 cells. Dots representing mean γ-H2AX foci number per nucleus vs. time (A) and mean foci occupancy per nucleus vs. time (B) after X-irradiation in Caco-2 cells. Dots representing mean γ-H2AX foci number per nucleus vs. time (C) and mean foci occupancy per nucleus vs. time (D) after exposure to carbon ions. Fiji software was used to count the number of nuclei and foci occupancy in each nucleus. For X-rays, the error bars represent the SEM of three independent experiments; for carbon ion data, the error bars represent STDEV of the experiment. Statistical Kruskal–Wallis analysis with Dunn’s multiple comparison tests were performed in GraphPad with **p < 0.01 (vs. control cells), ***p < 0.001 (vs. control cells).



For carbon ion experiments, we additionally correlated the number of γ-H2AX foci with the number of ion traversals (Table 1). This was calculated by dividing the nuclear area of the cells (PC3 or Caco-2) by the fluence (different for each dose). The higher the number of ions passing the cell nucleus, the higher the number of foci that we counted after carbon ion irradiation. In addition, the (slightly) higher number of ions that pass the cell nucleus for Caco-2 cells compared to PC3 cells correlates with the higher number of foci that were counted in Caco-2 cells compared to PC3 cells 30 min after carbon ion irradiation.

TABLE 1 | Ion traversals per cell nucleus were calculated for PC3 and Caco-2 and compared to the results of γ-H2AX foci 30 min after carbon ion exposure.
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Cell Cycle Analysis

Radiation-induced cell cycle changes were analyzed by flow cytometry at 24, 48, and 72 h after X- and carbon ion irradiation using PI staining. Representative histograms are shown in Figure 1 for both PC3 and Caco-2 cells.

In PC3 cells, 5 Gy of X-irradiation resulted in an increase of the percentage of cells in G2 phase (~10%) at all time points at the expense of G1 cells (Figure 5A), suggestive of a persistent G2/M arrest. Lower doses of X-rays did not affect the cell cycle of PC3 cells. On the other hand, carbon ion irradiation of PC3 cells resulted in a significant increase of cells in G2/M-phase, 24 h after 2 Gy and 48 and 72 h after both 1 and 2 Gy (Figure 5B). This was combined with a decrease in cells in G1 phase at all time points both at 1 and 2 Gy. After 1 Gy carbon ion irradiation, significant changes in the fraction of S-phase cells were found after 24 and 48 h.
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FIGURE 5 | Cell cycle distribution of irradiated PC3 and Caco-2 cells assessed by PI staining and flow cytometry. Stacked graphs representing percentages of cells per cell cycle phase in PC3 cells irradiated with X-rays (A) or carbon ions (B) and in Caco-2 cells irradiated with X-rays (C) or carbon ions (D). Bars represent an average of three experiments for X-irradiated samples and one experiment for the carbon ion-irradiated samples. Statistical two-way ANOVA with Bonferroni post hoc test was performed in GraphPad Prism with *p < 0.05 (vs. control cells), **p < 0.01, and ***p < 0.001 (vs. control cells).



In Caco-2 cells, a dose of 2 and 5 Gy of X-rays increased the number of cells in G2/M-phase, although only transiently (Figure 5C). This was combined with a decrease in the number of cells in G1 for both doses and a decrease in cells in S-phase for 5-Gy X-irradiation. After 48 and 72 h, the G2/M arrest was resolved in Caco-2 cells irradiated with X-rays. However, a small but significant decrease (almost 4%) in G1 phase cells was found at 72 h after 5-Gy X-irradiation. Irradiation of Caco-2 cells with 2 Gy of carbon ions resulted in a persistent G2/M arrest, accompanied by a decrease of cells in G1 phase (Figure 5D). At the earliest time point, this could also be observed after 1 Gy carbon ion irradiation.

DISCUSSION

From a physical point of view, the rationale for the use of particle irradiation in cancer therapy has been clear for a very long time. Along with the positive patient responses observed in clinical trials using particle therapy, it has been of increasing interest to understand and unravel the underlying biological mechanisms and pathways involved by means of in vitro studies. Important differences between both radiation qualities in DNA damage and subsequent cell cycle arrest have been indicated (33), which explain the higher RBE induced by particle radiation. In this study, we investigated changes in DNA damage and repair kinetics of PC3 and Caco-2 cell lines exposed to carbon ion or X-irradiation. In addition, cell cycle stages in both cell lines were analyzed. We observed an increase in γ-H2AX foci number and foci occupancy after X-irradiation with some interesting differences between both cell lines. The initial induction of γ-H2AX was similar for both cell lines although foci occupancy was higher in PC3 cells than in Caco-2 cells after exposure to X-rays. One explanation for this could be the difference in radiosensitivity between both cell lines, as we previously observed (29). Exposure to carbon ions resulted in a higher initial induction of γ-H2AX foci for Caco-2 cells compared to PC3 cells. In samples exposed to X-rays relatively less residual damage after 24 h was observed in Caco-2 cells compared to PC3 cells (mean foci count after 5 Gy was 25 foci after 30 min and 20 foci after 24 h in PC3 cells, and 26 foci after 30 min and 8 foci after 24 h in Caco-2 cells). This lower residual damage observed in Caco-2 cells after X-irradiation can also be linked to a higher surviving fraction of Caco-2 cells compared to PC3 cells as we observed previously (29).

We found no reports on γ-H2AX analysis of irradiated Caco-2 cells and only one for PC3 cells (34). They irradiated confluent PC3 cells with 2 Gy X-rays and visualized γ-H2AX foci after 30 min and 24 h. After 30 min, 10 foci were observed after 2 Gy of X-rays, compared to 5 foci in our PC3 cells. However 24 h after exposure we found a higher residual number of γ-H2AX foci in the PC3 cells (i.e., 7 foci observed by van Oorschot vs. 12 foci observed in our study). One explanation for this could be the different set-up of the experiment; more specifically van Oorschot et al. used a dose rate of 3 Gy/min, whereas we used a dose rate of 0.25 Gy/min. Another explanation could be a difference in the confluence of the irradiated cells, which could synchronize the cells in a certain phase making the cells more or less resistant to the effect of (X-ray) irradiation.

Our data showed that 30 min after exposure to carbon ions, a higher number of foci were induced at a therapeutic dose of 2 Gy compared to X-rays. More specifically, in PC3 cells, we observed five radiation-induced foci after irradiation with 2 Gy of X-rays compared to 19 foci after an equal dose of carbon ions. For Caco-2 cells, the number of radiation-induced foci after 2 Gy of X-rays and carbon ions was 8 and 30, respectively. This is in contrast to a study by Ghosh et al. (15) in which A549 cells were irradiated with γ-rays (1, 2, or 3 Gy) or 12C ions (1 Gy, 5.2 MeV/u; LET = 290 keV/μm). They observed that equal doses of both radiation qualities induced similar numbers of foci 15 min after irradiation.

A closer look at the residual foci number (at 24 h) after 2 Gy irradiations shows that less foci are detected in carbon ion-irradiated PC3 samples compared to X-ray samples (i.e., increase of 6 foci after carbon ion irradiation; increase of 12 foci after X-rays;). However, we should note that samples exposed to carbon ions were irradiated in a vertical position, perpendicular to the irradiation beam. Since carbon ion irradiation is expected to induce more complex damage along the ionization tracks, more foci would be present behind one another along the Z-axis. This could explain why although less foci are counted in general and less are present after 24 h, the residual damage could still be more complex, which, in turn, explains the persistent G2/M arrest we observed after both 1 and 2 Gy carbon ion irradiation. Additionally, because we analyzed the foci in the same direction as the position of the irradiation beam, it is possible that spots overlapped, causing the foci number to be lower than expected (35). Similar observations were made by a study of Rall et al. in which human blood-derived cells were irradiated with 2 Gy of high-LET irradiation (iron ions, LET = 155 keV/μm). Because of the higher RBE of iron ions, a higher induction of γ-H2AX foci for iron ion-irradiated samples compared to the X-ray irradiated samples was expected, but not observed. The authors hypothesized that the formation of γ-H2AX foci along the beam track has a limited resolution, leading to lower foci numbers (12, 36, 37). In Caco-2 cells, however, we measured lower levels of residual γ-H2AX foci after 24 h in X-irradiated samples compared to carbon ions (i.e., increase of 2 foci after 2 Gy X-rays; increase of 7 foci after 2 Gy carbon ion irradiation). Also here, damage is expected to be more complex and could, therefore, be responsible for the persistent G2/M arrest induced by carbon ions, which was not observed after X-irradiation.

As could be expected, carbon ion irradiation was more potent in inducing cell cycle arrest as compared to equal doses of X-ray irradiation. A persistent G2/M arrest was observed in PC3 cells, already after a dose of 1 Gy of carbon ions. By contrast, only a dose of 5 Gy X-rays was able to induce a persistent cell cycle arrest in PC3 cells (up to 72 h post irradiation). For Caco-2 cells, 2 Gy carbon ion irradiation was capable of inducing a persistent G2/M arrest, whereas after X-radiation Caco-2 cells seemed to escape from the G2/M arrest 48 h after irradiation. These differences indicate the potency of particle radiation to induce more severe damage that can lead to (persistent) cell cycle arrest. In Caco-2 cells, a transient G2/M arrest was observed after X-irradiation; whereas in PC3 cells, this arrest persisted until 72 h after exposure. These different results could be explained by the lower residual DNA damage that we observed after 24 h in Caco-2 cells compared to PC3 cells. Another explanation could be the difference in doubling time between both cell lines, where PC3 cells have a higher doubling time compared to Caco-2 cells.

To our knowledge, no previous studies investigated the effect of particle irradiation on cell cycle progression of Caco-2 cells, while only one study investigated cell cycle changes in PC3 cells after proton irradiation (38). In their study, cells were exposed to 10, 20, or 40 Gy of either photon or proton irradiation. With regard to cell cycle changes, they observed a less pronounced and delayed G2/M arrest after photons compared to proton irradiation. This is consistent with our and previously published results comparing various cell lines irradiated with different beam qualities (25, 39–42). However, most of these studies only focused on cell cycle changes up to 24 h post irradiation. We analyzed as far as 72 h after irradiation and found that, compared to X-rays, a lower equal dose of carbon ions was sufficient to induce a permanent G2/M arrest in PC3 cells. For Caco-2 cells however, a qualitative difference in cell cycle arrest was observed. To this regard, we demonstrated that a lower dose of carbon ion particles was capable of inducing a persistent arrest that was not present after X-rays.

Differences in repair kinetics between X- and carbon ion irradiation, as we observed here, might be an indication of activation of different DNA repair pathways due to differences in the complexity of the DNA damage (37, 43, 44). In this context, it is also important to note that the genetic background of the tumor will influence the effectiveness of radiotherapy. The cell lines we used in this study do not express p53, as described in the literature (45–48) and this lack of p53 expression was confirmed for both our cell lines (data not shown). As mentioned before, p53 is normally activated in response to DNA damage and induces cell cycle arrest. Since p53 can control both G2/M and G1 cell cycle check points (49, 50), our data suggest that, at higher doses of X-rays, p53-independent mechanisms are responsible for the observed G2/M arrest. This may partly explain the radioresistance of both cell lines to X-ray therapy. Previous studies have shown that carbon ion-induced cell killing is independent of the p53 status (7, 51–53). On the other hand, the repair of γ-H2AX foci, which can be observed 24 h after exposure, also indicates that p53-independent repair mechanisms are still active within these cell lines. Importantly, our observation that the threshold for p53-independent cell cycle arrest is reached after exposure to lower doses of carbon ion irradiation, while DNA damage repair is less efficient, suggests that carbon ion radiotherapy could be more appropriate to treat radioresistant tumors with a mutated p53 status.

CONCLUSION

In the present study, we investigated the acute cellular responses after carbon ion and X-ray exposure in two p53-defective cancer cell lines. First, our results indicate that a higher amount of initial DNA damage is induced by carbon ion irradiation compared to X-irradiation, even when lower doses are used. In addition, repair kinetics of γ-H2AX foci of Caco-2 cells showed relatively more residual DNA damage at 24 h after carbon ion irradiation compared to X-irradiation. Second, cell cycle progression assays demonstrated a persistent cell cycle arrest of PC3 cells, which was induced by lower equal doses of carbon ion compared to X-irradiation. In Caco-2 cells, a persistent arrest was induced by carbon ions but not by X-irradiation. Further research is needed to better understand how different radiation qualities influence acute cellular responses, which are in part responsible for the increased biological effectiveness of particle beam irradiation.
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Ionizing radiation generates DNA double-strand breaks (DSB) which, unless faithfully repaired, can generate chromosomal rearrangements in hematopoietic stem and/or progenitor cells (HSPC), potentially priming the cells towards a leukemic phenotype. Using an enhanced green fluorescent protein (EGFP)-based reporter system, we recently identified differences in the removal of enzyme-mediated DSB in human HSPC versus mature peripheral blood lymphocytes (PBL), particularly regarding homologous DSB repair (HR). Assessment of chromosomal breaks via premature chromosome condensation or γH2AX foci indicated similar efficiency and kinetics of radiation-induced DSB formation and rejoining in PBL and HSPC. Prolonged persistence of chromosomal breaks was observed for higher LET charged particles which are known to induce more complex DNA damage compared to X-rays. Consistent with HR deficiency in HSPC observed in our previous study, we noticed here pronounced focal accumulation of 53BP1 after X-ray and carbon ion exposure (intermediate LET) in HSPC versus PBL. For higher LET, 53BP1 foci kinetics was similarly delayed in PBL and HSPC suggesting similar failure to repair complex DNA damage. Data obtained with plasmid reporter systems revealed a dose- and LET-dependent HR increase after X-ray, carbon ion and higher LET exposure, particularly in HR-proficient immortalized and primary lymphocytes, confirming preferential use of conservative HR in PBL for intermediate LET damage repair. HR measured adjacent to the leukemia-associated MLL breakpoint cluster sequence in reporter lines revealed dose dependency of potentially leukemogenic rearrangements underscoring the risk of leukemia-induction by radiation treatment.
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INTRODUCTION

Radiation exposure increases the risk for acute myeloid leukemia (AML), as observed in atomic bomb survivors (1), occupational radiation workers (2, 3), and cancer survivors treated with radiotherapy (4). This is important especially in light of the increasing use of charged particles in cancer therapy (5, 6). Furthermore, a long-term leukemia risk for astronauts exposed to protons and high-energy charged particles during extended space travel is expected (7–9). As for all of these radiation scenarios densely ionizing radiation, such as charged particles or neutrons, contribute to the delivered dose, we need to understand whether densely ionizing radiation and photons differ in their impact on AML development.

Densely ionizing charged particles differ from sparsely ionizing photons in both physical characteristics and biological effectiveness (10). The greater effectiveness of densely ionizing charged particles is reflected in the severity of DNA lesions, which manifests both at the nanometer and the micrometer scale: DNA lesions are more complex and hence, more difficult to repair, as well as the complexity of chromosomal aberrations is higher (11, 12). In consequence, the number of unrepaired or misrepaired lesions and their transmission to the affected cell’s progeny, considered to be the basis for cancer induction, is greater for charged particles than for photons.

In the context of radiation exposure, induction of hematological malignancies, in particular of AML, was discussed to originate from error-prone repair of radiation-induced double-strand breaks (DSB) causing chromosomal rearrangements (13–16). Especially precarious targets for leukemic transformation are hematopoietic stem and/or progenitor cells (HSPC). HSPC are long-lived, self-renewed, and give rise to all types of mature blood cells and therefore are an ideal model system to study consequences of radiation exposure and the fate changes associated there with. On the other hand, mature peripheral blood lymphocytes (PBL) represent an extensively studied system in which cytogenetic damage has been established as a reliable biomarker of radiation late effects (17–19).

In our previous work, we studied the repair of DSB induced by photon radiation in the hematopoietic system (20, 21). We comparatively analyzed the capacity and quality of DSB repair in cycling human HSPC and PBL cultures mimicking exit from quiescence in response to stress conditions, such as infection or irradiation (22). Even though γH2AX signals and cytogenetic analysis suggested quantitatively similar DSB formation and removal after irradiation, we found substantial qualitative differences in DNA damage responses, i.e., differential use of DNA repair pathways. To dissect DSB repair mechanisms, we used our fluorescence-based assay system for extrachromosomal DSB repair (23), which has proven a valuable tool in various cell types including lymphoblastoid cell lines (LCL) derived from patients with genomic instability syndromes (24–26). Using this system, recombination of DSB can be detected after I-SceI-endonuclease-mediated cleavage, but also independently of targeted cleavage by I-SceI after various carcinogenic treatments including ionizing radiation (27–29). Application of this enhanced green fluorescent protein (EGFP)-based reporter system revealed a relative preference of error-prone non-homologous end joining (NHEJ), such as microhomology-mediated end joining (MMEJ) and single-strand annealing (SSA) in HSPC, as opposed to conservative NHEJ and high-fidelity homologous DSB repair (HR) in PBL. Furthermore, differential recruitment of repair proteins suggested a delay in the progress of the repair steps toward HR. We could identify differential NF-κB signaling as a critical molecular component underlying the observed differences: while in PBL, active NF-κB promotes HR and prevents compensatory accumulation of radiation-induced 53BP1 foci, in HSPCs, significantly reduced NF-κB activity and hence NF-κB target genes impedes accurate DSB repair.

To assess the effect of different radiation qualities in this study, we used the substrates HR-EGFP/3′EGFP or HR-EGFP/5′EGFP which detect both conservative and non-conservative HR or solely conservative HR, respectively, i.e., the very repair pathways which markedly differ in HSPC compared to PBL (20). Since radiation not only causes clean DSB but also generates base damage, single-strand breaks and complex DSB (12, 30), recombinative rearrangements, as monitored in our assay system, are ideal readouts to sense all these types of DNA lesions (29). The usage of differentially designed repair substrate plasmids allows discrimination between different repair mechanisms and repair qualities which is of major interest with regard to the repair of complex DNA lesions, such as are induced by charged particle radiation (11, 18, 31).

A refined repair assay variant integrates a highly fragile region within the mixed lineage leukemia breakpoint cluster region (MLLbcr), where cancer treatment-induced translocation sites predisposing to secondary leukemia have been found to cluster (29, 32, 33). Rearrangements involving the MLL gene are found in ~40% of therapy-related acute leukemias (33). Both chemotherapy and radiotherapy increase the risk factor for secondary malignancies of the hematopoietic system (34). Moreover, MLL rearrangements were identified after radiation exposure following the Chernobyl accident (35). Our own published data confirm preferential MLLbcr breakage compared to other sequences within the genome by γ-rays in both human HSPC and human PBL (20). In the current study, MLLbcr-based reporter cell lines were employed for the detection of radiation-induced chromosomal rearrangements. To this end, a 0.4 kb fragment of the MLLbcr sequence was introduced between the differentially mutated EGFP genes in the HR-EGFP/3′EGFP substrate. MLLbcr-based reporter cell clones were generated by stably integrating the substrate into the genome of the human myeloid leukemia cell line K562 and the human LCL WTK1 (29). The resulting K562(HR-EGFP/3′EFP-MLL) and WTK1(HR-EGFP/3′EFP-MLL) reporter cell lines represent more sensitive systems to study genotoxic treatment-induced (and thus likely also radiation-inducible) rearrangements.

The work presented here focuses on the impact of high LET compared to photon exposure on the induction and removal of DNA damage in immature and mature hematopoietic cells. Extra- and intrachromosomal reporter systems as described above were applied to compare maturity-dependent HR pathway usage and to analyze leukemia-associated rearrangements in reporter cell lines as a function of radiation quality.

MATERIALS AND METHODS

Primary Cells

Hematopoietic stem and/or progenitor cells and PBL were isolated from peripheral blood samples of healthy donors, provided by one of us (HB). Donors provided written informed consent. The study was approved by the local advisory boards (approvals #329/10; #157/10; and #155/13). Donor treatment was performed with 10 μg/kg G-CSF per day for five consecutive days as described (36). HSPC were enriched by immuno-magnetically isolating CD34+ cells (MicroBead Kit, Miltenyi Biotech, Bergisch Gladbach, Germany) from G-CSF-mobilized donor blood as described (31). PBL were isolated from healthy donor buffy coats by Ficoll density-gradient centrifugation as described in Ref. (26).

Quiescent (G0-phase) HSPC and PBL were recruited into cell cycle prior to irradiation experiments by culturing in expansion media for 72 h at 37°C in a humidified atmosphere (95%). HSPC were kept in serum-free StemSpan SFEM medium supplemented with 100 ng/ml Flt-3 ligand (Flt3L), 100 ng/ml stem cell factor (SCF), 20 ng/ml Interleukin-3 (IL3), and 20 ng/ml Interleukin-6 (IL6) (Cytokine Cocktail CC100, both from StemCell Technologies Inc., Cologne, Germany). PBL were cultured in RPMI 1640 medium supplemented with 20% fetal calf serum (FCS), 3 mM L-glutamine, and 2% phytohemagglutinin (PHA) (components from Biochrom AG, Berlin, Germany).

Cell Lines

In parallel to primary cells and as internal standards, we used the LCL 416MI and TK6, cultured in RPMI 1640 medium supplemented with 10% FBS, 1% penicillin/streptomycin, and 1% L-glutamine, as described before (25).

The human myeloid leukemia cell line K562(HR-EGFP/3′EFP-MLL) and the human B-LCL WTK1(HR-EGFP/3′EFP-MLL) were grown in suspension culture in RPMI 1640 medium supplemented with 10 and 12% FCS, respectively, and 100 U/ml penicillin and 100 μg/ml streptomycin (all reagents from Biochrom AG).

Irradiation with Photons and Heavy Ions

Actively cycling cells were exposed to X-rays (16 mA, 250 kV, Seifert Isovolt DSI X-ray tube) or to γ rays (gamma irradiator, GSR D1, Gamma-Service Medical GmbH). Exposure of cells to heavy ions was performed at the heavy ion synchrotron (“Schwerionensynchroton,” SIS, GSI Helmholtzzentrum für Schwerionenforschung GmbH, Darmstadt, Germany).

At the time of photon exposure, cells were kept in medium in 5 ml tubes or 24-well plates with a dose rate of ~1 Gy/min. For heavy ion irradiation, the exposure with a monoenergetic beam or spread-out Bragg peak (SOBP) was performed, as described in Ref. (31). The parameters of the radiation exposure for the heavy ions used in this study are listed in Table 1.

TABLE 1 | Parameters for the heavy ions used.
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Premature Chromosome Condensation

At different time points after irradiation (0–9 h) radiation-induced breaks were measured in G2-phase cells by premature chromosome condensation (PCC) technique, as described elsewhere (38). Briefly, PCC was chemically induced by Calyculin A. Samples were processed as for metaphase analysis and stained with Giemsa, as described in Becker et al. (31). At least 50 G2-phase cells were analyzed per data point. In G2-phase cells, the total number of breaks was counted; chromatid and isochromatid breaks were scored as one and two breaks, respectively. In the following, we refer to the sum of both as “chromatid breaks.” A minor number of exchanges (≤5% of the breaks and comparable for both cell types), which appeared some hours after exposure, were scored as two breaks. The type of exchanges and the low fraction are comparable to previously reported ones (38).

Quantitative Immunofluorescence Microscopy

At different time points after irradiation (1–24 h), cells were spun on cover slips, fixed with 3.7% PFA and permeabilized with 0.5% Triton followed by washing and blocking steps with PBS and 5% goat serum in PBS. Cells on cover slips were immunostained with primary antibodies anti-γH2AX (Ser139, clone JBW301, Millipore), anti-53BP1 rabbit NB100-304 (Novus Biologicals, Littleton, CO, USA) and with Alexa Fluo®555-conjugated secondary antibodies (Invitrogen). Nuclear counter staining was performed with DAPI and cover slips were mounted with VectaShield mounting media (Vector Labs, Burlingame, CA, USA). Immunofluorescence signals were visualized by an Olympus BX51 epifluorescence microscope equipped with an Olympus XC10 camera and acquired images automatically analyzed by CellF2.5_analysis software including the mFIP software (Olympus Soft Imaging System, Münster, Germany) or by Keyence BZ-II Analyzer software (Keyence, Neu-Isenburg, Germany).

DSB Repair by HR in HSPC and PBL

Pathway-specific DSB repair analysis in HSPC and PBL was performed as described in Ref. (23, 26, 39). Briefly, actively cycling cells were transiently nucleofected with the DSB repair substrate HR-EGFP/5′EGFP (long homologies), detecting conservative HR, according to an Amaxa® protocol (Human B Cell Nucleofector Kit; Human CD34+ Cell Nucleofector Kit; Lonza, Cologne, Germany) via electroporation (Bio-Rad Laboratories, Hercules, CA, USA). While DSB formation within the substrate is usually induced by co-nucleofection of the I-SceI meganuclease expression plasmid pCMV-I-SceI, in the present study, the nucleofection mixture did not contain the expression plasmid. Instead, DSB were induced by exposing the cells 2–4 h after nucleofection to X-rays or heavy ions (carbon and calcium ions).

The assay monitors reconstitution of wild-type EGFP, so that EGFP-positive cells were quantified 24 h post-irradiation by the diagonal gating method in the FL1/FL2 dot plot (FACS Calibur® FACScan, Becton Dickinson, Heidelberg, Germany), as described in Ref. (40). All nucleofections were performed in triplicates. The transfection controls additionally contained pBS filler plasmid (pBlueScriptII KS, Stratagene, Heidelberg, Germany) and wild-type EGFP expression plasmid for normalization of repair frequencies.

Cell Lines (K562 and WTK1) with Stably Integrated MLLbcr Repair Substrate

Clones containing a single stably integrated copy of HR-EGFP/3′EGFP-MLL repair substrate were established from K562 and WTK1 cell lines, as described in detail in Ref. (29, 41). Briefly, cells were stably transfected with the XmnI-linearized recombination vector pHR-EGFP/3′EGFP-MLLbcr.fwd. This DNA recombination substrate contains a 0.4-kb sequence of the genomic breakpoint cluster region (bcr) from the human MLL gene, which undergoes carcinogenic rearrangements in response to genotoxic treatment (42, 43). The cells were irradiated with X-rays or carbon ions. The reconstitution of wild-type EGFP (via conservative HR and SSA) was measured 24–48 h post-irradiation, as described in the previous section (see DSB Repair by HR in HSPC and PBL).

RESULTS

Induction, Rejoining, and Manifestation of Radiation-Induced Chromatid Breaks

Induction and rejoining of radiation-induced breaks in PBL and HSPC were investigated with the PCC technique. Following ex vivo cultivation for 72 h, cells were irradiated with X-rays or charged particles (nitrogen, carbon, titanium, and calcium) in the LET range 45–180 keV/μm.

Regarding the induction level, it has to be taken into account that the number of chromatid breaks at 0 h (referred to as “initial breaks”) corresponds to the number of chromatid breaks detectable 5–15 min after exposure during which Calyculin A reaches the cells and prevents further repair. As shown in Figure S1 in Supplementary Material, the number of initial chromatid breaks increased in a linear dose-dependent fashion for both PBL and HSPC and also depended on radiation quality. For both cell types, the yield of chromatid breaks was similar. At the same physical dose (2 Gy), around 60–70 versus 40 chromatid breaks after irradiation with the different ions versus after X-ray exposure were measured in G2-phase cells, respectively.

Rejoining of radiation-induced chromatid breaks was observed for 9 h after exposure (Figure 1). The number of chromatid breaks decreased with culture time with similar kinetics in both cell types. For X-ray irradiation, 1–2 h after irradiation more than half of the initial chromatid breaks had already been repaired. The time course of rejoining was similar for carbon ions (intermediate LET, 60–85 keV/μm, assessed in PBL) (Figure 1A), although the level of initial damage was higher compared to photons. However, following high LET exposure (calcium and titanium ions, 180 and 150 keV/µm, respectively), rejoining of chromatid breaks was slower. A major difference between the repair kinetics following exposure to X-rays and ions was that the number of chromatid breaks dropped to the level of controls, i.e., rejoining was finished almost completely within 9 h after irradiation (10% residual chromatid breaks, Figures 1A,B). In contrast, following irradiation with carbon ions a significant fraction of breaks remained unrejoined (23% residual chromatid breaks in PBL, Figure 1A), and after high LET calcium and titanium exposure, the level of residual damage was even higher (40–48% residual chromatid breaks, Figures 1A,B).
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FIGURE 1 | Rejoining of radiation-induced chromatid breaks. PBL and HSPC were stimulated for 72 h prior to irradiation with a dose of 2 Gy X-rays or charged particles. After irradiation, the cells were cultivated during the indicated periods of time. Charged particle exposure: nitrogen (45–65 keV/μm), carbon (60–85 keV/μm), titanium (150 keV/μm), or calcium (180 keV/μm). Premature chromosome condensation (PCC) was induced by Calyculin A. Slides were stained with Giemsa and at least 50 G2-phase cells were scored per data point. Numbers of independent experiments were for X-rays: n = 3; nitrogen, carbon, titanium, and calcium: n = 1. Mean values and SEM are indicated. For X-rays, SEM was calculated from mean values derived from independent experiments. For nitrogen, carbon, titanium, and calcium, SEM was calculated from values attributed to individual nuclei (>50). Connecting lines serve to guide the eye. Data for X-ray exposure are plotted from Kraft et al. (20). (A) PBL and (B) HSPC.



Immunofluorescence Analysis of DSB Processing

To monitor DSB processing in response to treatment with ionizing radiation, we performed quantitative immunofluorescence microscopy of discrete nuclear foci, indicative of DNA lesions and in time course experiments of the accumulation and their removal (44). As shown in Figure 2, we measured γH2AX and 53BP1 foci in PBL and HSPC up to 24 h after radiation exposure with 2 Gy of X-rays, carbon (60–85 keV/μm), and iron ions (155 keV/μm). The different data sets were normalized to maximum foci values reached after X-ray irradiation to facilitate comparison with our recently published results (20). Using γH2AX as a DSB marker, formation and disappearance of foci was similar in both cell types for X-rays (Figure 2A), in agreement with our previous observations (20). Similar γH2AX curves for both cell types were also obtained following high LET iron ion exposure, but approximately threefold elevated levels of persisting DNA damage were detectable 24 h post-iron ion versus X-ray exposure (Figure 2B). Recently, we reported more pronounced accumulation of X-ray-induced nuclear 53BP1 foci in HSPC relative to PBL (20), which was confirmed here for X-ray and newly demonstrated for carbon ion exposure with intermediate LET (Figures 2C,D). However, with high LET iron ions, this striking difference between 53BP1 foci peak levels in HSPC and PBL disappeared (Figure 2E), mostly due to an increase of 53BP1 foci numbers in PBL 1 h post-irradiation with iron ions versus X-ray (Figures 2C,E). Concomitantly, the level of persisting 53BP1 foci 24 h post-irradiation was fivefold greater in HSPC following iron ion compared with X-ray exposure resulting in aggregate in very similar 53BP1 foci numbers 1–24 h post-irradiation. We obtained similar results as for iron ions with cells irradiated with high LET calcium ions (180 keV/μm, Figure S2 in Supplementary Material), i.e., 53BP1 foci curves for PBL and HSPC were comparable and the level of 53BP1 foci diminished only slightly over the time.
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FIGURE 2 | Immunofluorescence analysis of DSB induction and repair after irradiation. PBL and HSPC were stimulated for 72 h prior to irradiation without (co) or with (IR) a dose of 2 Gy of (A,C) X-rays, (D) carbon ions (60–85 keV/μm), or (B,E) iron ions (155 keV/μm). After irradiation, the cells were re-cultivated, fixed at the indicated time points, and immunolabeled for detection of (A,B) γH2AX or (C–E) 53BP1. Foci were scored by automated quantification from ~250 nuclei at each time point. Each number of foci per cell was normalized to the maximum mean value from the X-ray exposure time course data from the same experimental day. The 100% relative foci represent the following mean scores after X-ray exposure for γH2AX: 8 foci/cell (PBL/2 h) and 53BP1: 8 foci/cell (HSPC/1 h). Mean normalized values attributed to individual nuclei are shown with SEM (number of independent experiments for X-rays, PBL: n = 5; HSPC: n = 4; and heavy ions PBL and HSPC: n = 1).



Extrachromosomal DSB Repair Analysis Using Plasmid Reporter Systems

In order to detect HR after exposure to X-rays and charged particles in PBL and HSPC, we used the EGFP-based plasmid reporter system described elsewhere (20, 23). In difference from our previous analyses engaging I-SceI meganuclease for targeted cleavage, we tested if DSB formation within the substrate and subsequent repair can be induced by ionizing radiation. For this purpose, we transfected first the LCL 416MI and TK6 (25) either with the substrate HR-EGFP/3′EGFP (which supports both conservative and non-conservative HR) or HR-EGFP/5′EGFP (which detects conservative HR only), as these repair mechanisms were previously shown to be differentially active in PBL and HSPC (20). As demonstrated in Figure 3, in all LCL, exposure to photons (2 and 5 Gy) induced a significant dose-dependent HR increase. A dose-dependent effect was only detectable for the substrate HR-EGFP/5′EGFP, whereas for substrate HR-EGFP/3′EGFP, a general increase was observed (data not shown).
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FIGURE 3 | Extrachromosomal DSB repair analysis in LCL following photon exposure. The LCL 416MI and TK6 were transfected with HR-EGFP/5′EGFP, a DSB repair substrate which supports HR. Irradiation was performed with 2 or 5 Gy of photons (γ or X-rays). After subsequent incubation for 24–48 h, the fraction of EGFP-positive cells was quantified by flow cytometric measurement. Data were normalized to the non-irradiated control each. Mean values and SEM were calculated (416MI: n = 9–15 and TK6: n = 15–18). Statistically significant of differences between non-irradiated control and irradiated cells were calculated with the Wilcoxon matched-pairs signed rank test with *p < 0.05 and **p < 0.01.



Based on these results, we investigated HR focusing on substrate HR-EGFP/5′EGFP in PBL and HSPC after photon or charged particle exposure by applying doses of 2 and 5 Gy (Figure 4). We observed a twofold higher 5 Gy radiation-induced HR frequency in PBL versus HSPC (0.2 × 10−2 versus 0.1 × 10−2), consistent with previous results for enzymatic cleavage (20). Interestingly, as can be seen in Figure 4A, X-ray irradiation led to relative increases in HR frequencies particularly in PBL even though in contrast to the LCL data (Figure 3), not reaching statistical significance with the limited number of experiments performed. Comparing radiation qualities at a single physical dose (2 Gy) revealed moderately, albeit statistically not significantly increased HR frequencies with higher LET (intermediate carbon ions and high LET calcium ions) (Figure 4B). Reminiscent of 53BP1 foci data, differences between HR frequencies were smaller in PBL and HSPC after calcium compared with carbon ion exposure.
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FIGURE 4 | Extrachromosomal DSB repair analysis in PBL and HSPC after irradiation with X-rays or charged particles. PBL and HSPC were cultivated for 72 h, transfected with the DSB repair substrate HR-EGFP/5′EGFP which supports HR prior to irradiation with 2 or 5 Gy of (A) X-rays or (B) X-rays and charged particles (carbon ions, 60–85 keV/μm and calcium ions, 180 keV/μm). After incubation for 24 h, the fraction of EGFP-positive cells was quantified. HR data were individually normalized to the non-irradiated control representing 100% (PBL: 0.043 × 10−2 and HSPC: 0.048 × 10−2). Mean values and SEM are indicated (X-rays: n = 3 from one to three independent experiments, and carbon and calcium ions: n = 3 from one experiment). Mean values for non-irradiated controls and irradiated cells were compared with the Wilcoxon matched-pairs signed rank test; however, none of the differences reached statistical significance with *p < 0.05.



In order to rule out that HR frequencies were influenced by potentially confounding factors in PBL and HSPC, the fraction of apoptotic cells and the cell cycle distribution were determined for X-ray and 60–85 keV/μm carbon ion exposures (Figure S3 in Supplementary Material). These radiation treatments increased the fraction of apoptotic cells (Figure S3A in Supplementary Material) and G2-phase cells (Figure S3B in Supplementary Material) in PBL and HSPC to a similar extent excluding a major role in cell type-specific HR activities.

Radiation-Induced Intrachromosomal Recombination at the MLLbcr Sequence

The observed differences in extrachromosomal HR when comparing radiation qualities or cell types were mostly not statistically significant, which can be explained by the low probability of inducing a DSB in the target sequence of the reporter plasmid. The fraction of cells with one DSB was estimated at around 0.3%, taking into account the transfection efficiency, copy numbers, the size of the target sequence, and the estimated number of DSB per gray. As the fraction of cells with DSB is small and not all DSB are repaired by HR, we pursued an additional experimental strategy, using leukemia K562(HR-EGFP/3′EFP-MLL) and lymphoblastoid WTK1(HR-EGFP/3′EFP-MLL) cell lines (29) stably transfected with plasmid reporter comprising the highly fragile MLLbcr sequence (33). Exposure to different doses of X-rays or charged particles was performed. Highest doses (10 and 15 Gy X-rays, 5 Gy carbon and calcium ions) were excluded from the analyses because of associated cytotoxic effects as indicated by apoptosis-induction from sub G1 analysis (data not shown).

Results from recombination measurements 24 and 48 h post-irradiation, indicating intrachromosomal rearrangements adjacent to the MLLbcr sequence, are shown in Figure 5. In general, radiation-induced stimulation of intrachromosomal HR was detectable in both cell lines (Figures 5A,B). Thus, we observed increased HR frequencies at least 48 h after X-ray exposure, except for one data point [0.5 Gy X-rays; WTK1(HR-EGFP/3′EFP-MLL)], displaying dose dependency and reaching statistical significance for 5 Gy in WTK1(HR-EGFP/3′EFP-MLL) cells. When comparing the same physical dose of 2 Gy in K562(HR-EGFP/3′EFP-MLL) cells applying X-ray versus ion exposure (Figure 5C), for carbon ions, more pronounced HR stimulation was observed after 48 h and for calcium, a trend toward enhancement was detectable after 24 h (48 h was not assessed). These data suggest that stably integrated MLLbcr sequences in a cell-based reporter assay can be useful for assessment of biological radiation effects.
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FIGURE 5 | Intrachromosomal DSB repair in WTK1(HR-EGFP/3′EFP-MLL) and K562(HR-EGFP/3′EFP-MLL) cells after irradiation. Stably transfected WTK1(HR-EGFP/3′EFP-MLL) and K562(HR-EGFP/3′EFP-MLL) reporter cells were irradiated with (A,B) X-rays or (C) X-rays and charged particles (carbon ions, 60–85 keV/μm and calcium ions, 180 keV/μm). Radiation-induced breakage in the MLLbcr sequence within the chromosomally integrated HR reporter (HR-EGFP/3′EGFP-MLL) initiated HR events. After subsequent incubation for 24 or 48 h, EGFP-positive viable cells were analyzed within the total cell population by flow cytometric measurement. HR measurements were individually normalized to the unirradiated control representing 100%. Mean values and SEM are indicated (X-rays, WTK1 cells: n = 12 from four independent experiments; X-rays, K562 cells: n = 18 from six independent experiments; exposure to calcium and carbon ions: n = 3 from one independent experiment). Values for non-irradiated control and irradiated cells were compared with the Wilcoxon matched-pairs signed rank test with *p < 0.05.



DISCUSSION

Development of AML can be induced by ionizing radiation exposure (2, 3) and is contingent on the induction of specific chromosomal rearrangements and instability (45–47). For some time, we have known that chromosomal aberrations are mainly the result of DSB, which remain unrepaired or are not correctly repaired (48, 49). The frequency of misrepair depends on the type of damage, which can be simple or complex, and on the fidelity of the repair pathway chosen by the damaged cells.

The induction of complex DNA lesions is characteristic of ionizing irradiation; DNA and chromosomal damage induced by heavy ion irradiation is of higher complexity than photon induced damage due to the densely ionizing events occurring along the track of heavy ions. This leads to the occurrence of clustered lesions, i.e., closely spaced single-strand breaks or DSB that are frequently associated with additional types of lesions (50). These clustered lesions are difficult to repair and the level of unrepaired, persisting damage increases with ionizing density. Unrepaired lesions remain detectable as chromosome breakage (12), i.e., for terminal deletions, or lead to complex exchanges involving more than three chromosome breaks and multiple chromosomes (51, 52). Incorrect repair after high LET irradiation can cause point mutations (53) or enhance formation of intra- and interchromosomal exchanges (54–57). If the aberrations are lethal, these result in cell death or reduced clonogenic survival (58).

In our current study, we show a dose-dependent induction of chromatid breaks by X-ray irradiation (Figure S1 in Supplementary Material), and a more pronounced break induction and incomplete rejoining in response to high LET radiation qualities in PBL. We irradiated with five different ions (nitrogen, carbon, calcium, titanium, and iron ions) covering a LET range from 45 to 180 keV/μm (Figure 1A; Figure S1A in Supplementary Material). The level of residual damage at 9 h increased with LET, indicating a larger fraction of initial chromatid breaks refractory to rejoining after high LET compared to photon irradiation. This is in accordance with studies performed in different cell types (PBL, fibroblasts, epithelial cells) measuring residual chromosomal damage in mitotic or interphase cells (38, 52, 59–61). Of note, when comparing our results to reported data, one has to take into account that the absolute number of breaks depends on the protocol used for PCC technique (fusion with mitotic cells or Calyculin induced chromosome condensation) (62), the cell type (63), and the cell cycle stage of the irradiated and analyzed cells.

Up to now, rejoining of DSB in terms of chromosomal breaks by PCC has not been investigated for hematopoietic progenitor cells, i.e., HSPC. We demonstrate here similar, dose-dependent induction of chromatid breaks as for PBL and similarly decelerated rejoining after high LET exposure (Figure 1B; Figure S1B in Supplementary Material). Cytogenetic changes are considered a valid biomarker for cancer risk assessment (64), and have as such mostly been investigated in PBL isolated from blood of exposed individuals. The observed equivalent induction and repair of chromatid breaks in PBL and HSPC provides useful information because the cell of origin of leukemia is believed to be a transformed HSPC (65) and PBL are a commonly used model for assessment of chromosomal breakage and rejoining.

In good agreement with the cytogenetic data, using phosphorylation of H2AX as a DSB marker, we show that formation and removal of γH2AX foci is similar in both cell types for low and high LET radiation qualities (X-rays, iron ions). Based on the observed enhanced biological efficiency of titanium ions for the induction of chromatid breaks (Figure 1B), a higher induction of γH2AX foci by iron ions compared to photons might have been expected but was not observed (Figures 2A,B). We posit that this was most likely due to the limited resolution of γH2AX foci formed along a particle track (66, 67), although it is difficult to assess to what extent irradiation geometry would impact the irradiation of suspension cells.

As observed in the cytogenetic analyses, we also measured a higher level of persisting DNA damage after exposure to high LET iron ions compared to X-ray (Figures 2A,B). This characteristic of the high LET response, i.e., enhanced levels of γH2AX foci persisting after 24 h, was previously reported mainly in human fibroblasts, epithelial cells, and organotypic cultures (12, 68–72), while data for HSPC were not available.

Having identified an NF-κB-mediated decrease of HR in HSPC versus PBL in our preceding work (20), we assessed how this pathway is affected by radiation and damage quality in the different cell types. Using an EGFP-based reporter plasmid without expression of the cleaving enzyme, we found that extrachromosomal HR frequencies increased in immortalized lymphocytes (LCL 416MI and TK6) with X-ray dose (Figure 3). Consistent with previous results from enzyme-mediated cleavage, HR frequencies increased in X-ray-treated PBL and, less so, in HSPC (Figure 4). Interestingly, the difference between PBL and HSPC, best observed for 5 Gy X-ray, was not detectable for high LET calcium ions at 2 Gy despite a trend toward HR stimulation by 2 Gy heavy ion versus 2 Gy X-ray exposure.

Higher HR frequencies in PBL after irradiation were indeed expected from the previously obtained results for enzyme mediated cleavage. Comparing the same physical dose of 2 Gy X-ray and heavy ion irradiation, we further noticed a trend toward HR stimulation by heavy ion versus X-ray exposure. Interestingly, the difference between PBL and HSPC observed best for 5 Gy X-ray (Figure 4A) was no longer visible for high LET calcium ions (Figure 4B). This observation is likely not attributable to differences in cell cycle distribution between PBL and HSPC, because of a comparable radiation-induced cell cycle delay in G2 phase (Figure S3B in Supplementary Material).

In addition, we recently reported that the more pronounced formation of 53BP1 foci after X-ray-induced DSB in HSPC was a consequence of reduced NF-κB activity (20). Compromised NF-κB-mediated BRCA1-CtIP activation (73) can explain the observed relative shift to error-prone repair pathways in HSPC, possibly under participation of EXO1 nuclease as a resection factor (74, 75). This might also be relevant for particle radiation-induced DSB because we similarly found accumulation of 53BP1 foci after X-ray and carbon ion exposure (intermediate LET) of HSPC. However, this difference between immature and mature cells was lost after higher LET exposure (Figure 2E), consistent with similar HR frequencies after calcium ion irradiation (Figure 4B). Neutralization of the differences in 53BP1 foci numbers between PBL and HSPC was mostly due to elevated 53BP1 signals in PBL, suggesting incomplete HR repair of higher LET damage not only in HSPC but also in PBL. Results using LCL with stably integrated MLLbcr sequences further supported the impression of a dose and LET-dependent increase in HR frequencies (Figure 5). Even though further experiments are needed to generate a robust assay system to monitor the effects of different radiation qualities, our results provided clues for future directions (e.g., lentivirus-based integration of the reporter into primary cells of the hematopoietic system). Moreover, it underscored the detrimental potential of radiation-induced breaks to induce AML-related genome rearrangements at the MLLbcr in particular. Notably, HR was identified as a DNA repair pathway involved in MLLbcr rearrangements in response to replication stress, which can be induced in HSPC by stimuli, such as infection or irradiation (33).

Similarly, elevated 53BP1 damage levels and HR frequencies induced by high LET in PBL and HSPC match the concept that heavy ion-induced complex DSBs are predominantly repaired by HR and thus may exhaust the cellular HR machinery in both cell types (76). Conservative HR is limited to S/G2-phase cells (77–79) representing 40–60% of the primary cell populations in our study (Figure S3B in Supplementary Material). Other resection-dependent pathways, which are error-prone, have been suggested to contribute to the repair of complex damage (80). However, errors in repair can lead to chromosomal aberrations, in particular translocations (81, 82). Consistent with error-prone pathway usage in HSPC (20, 21), HSPC show a higher level of translocations compared to PBL at moderately enhanced LET (21, 31, 83). An additional explanation for similar HR frequencies in PBL and HSPC after high LET versus X-ray and carbon ion exposure could be earlier activation of NF-κB with increasing LET (84), which could compensate for the low intrinsic NF-κB activity in HSPC. In addition, activation of ATM, a prerequisite for NF-κB signaling, is also more pronounced with increasing LET (67).

Taken together, we could show that overall removal of radiation-induced DNA damage and chromosomal breaks is comparable for mature and immature cells of the hematopoietic system (PBL and HSPC). However, exposure to low and moderate LET reveals higher conservative HR in PBL versus HSPC, consistent with increased usage of low fidelity pathways during repair of enzyme-mediated DSB by HSPC. However, after exposure to high LET HR frequencies of PBL and HSPC are comparable, underlining the importance of HR for the repair of complex DNA damage for the outcome of the damaged cells (85, 86).
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Although the lung is one of the target organs at risk for cancer induction from exposure to heavy ions found in space, information is insufficient on cellular/molecular responses linked to increased cancer risk. Knowledge of such events may aid in the development of new preventive measures. Furthermore, although it is known that germinal cells are sensitive to X- or γ-rays, there is little information on the effects of heavy ions on germinal cells. Our goal was to investigate in vivo effects of 1 GeV/n 48Ti ions (one of the important heavy ions found in the space environment) on somatic (lung) and germinal (testis) tissues collected at various times after a whole body irradiation of CBA/CaJ mice (0, 0.1, 0.25, or 0.5 Gy, delivered at 1 cGy/min). We hypothesized that 48Ti-ion-exposure induced damage in both tissues. Lung tissue was collected from each mouse from each treatment group at 1 week, 1 month, and 6 months postirradiation. For the testis, we collected samples at 6 months postirradiation. Hence, only late-occurring effects of 48Ti ions in the testis were studied. There were five mice per treatment group at each harvest time. We investigated inflammatory responses after exposure to 48Ti ions by measuring the levels of activated nuclear factor kappa B and selected pro-inflammatory cytokines in both tissues of the same mouse. These measurements were coupled with the quantitation of the levels of global 5-methylcytosine (5mC) and 5-hydroxymethylcytosine (5hmC). Our data clearly showed the induction of chronic inflammation in both tissues of exposed mice. A dose-dependent reduction in global 5hmC was found in the lung at all time-points and in testes collected at 6 months postirradiation. In contrast, significant increases in global 5mC were found only in lung and testes collected at 6 months postirradiation from mice exposed to 0.5 Gy of 1 GeV/n 48Ti ions. Overall, our data showed that 48Ti ions may create health risks in both lung and testicular tissues.

Keywords: titanium ions, chronic inflammation, NF-ĸB, pro-inflammatory cytokines, lung, testes, 5-methylcytosine, 5-hydroxymethylcytosine

INTRODUCTION

Spaceflight results in unavoidable exposure of astronauts to space radiation (such as heavy ions and energetic protons) that may create potential risks for late-occurring injuries in both somatic and germinal cells/tissues. To protect astronauts, we must improve our understanding of changes at the cellular and molecular levels that are linked to increasing astronaut health risks and are valuable in developing countermeasures. In order to obtain reliable information about radiation-induced detrimental health effects, the data must be obtained using appropriate in vivo systems because in vitro systems cannot faithfully mimic the complex in vivo situation (1). Hence, appropriate whole-animal systems are critically important surrogates for assessment of health risks associated with exposure to space radiation.

The aim of this study was to improve our knowledge of in vivo biological effects of a whole body exposure to 1 GeV/n 48Ti ions (one of the important types of heavy ions found in the space environment). We used the CBA/CaJ mouse as an experimental model to study the effects of 1 GeV/n 48Ti ions on the lung (representing somatic tissue) and the testis (representing germinal tissue) of the same mouse, employing the inflammatory responses and DNA methylation endpoints. These two endpoints have not been used to evaluate the biological effects of 1 GeV/n 48Ti ions in somatic and germinal cells of the same mouse, setting our approach apart from the existing reports.

It is known that the lung is a highly radiosensitive organ (2–4) and that impairment of the immune function in the lung is one of the major concerns after exposure to low LET radiation (4–7). It also has been suggested that the lung is one of the target organs at risk for cancer induction from exposure to heavy ions found in space (8). However, very little is known about the responses of the lung to space radiation. Recently, it was found that 350 MeV/n 28Silicon (28Si) or 56Iron (56Fe) ions, which are also important heavy ions found in the space environment, induced both histological and functional injuries in the lungs of exposed C3H/HeNCrl mice (9). Furthermore, it was reported that 1 GeV/n 56Fe ions induced lung cancer in transgenic mice (the KrasLA1 mice) engineered to be susceptible to lung cancer (10, 11).

With respect to testes, deleterious effects (e.g., DNA double-strand breaks, cytogenetic effects, and mutagenesis) of X or γ rays on spermatogenesis were reported several decades ago (12–19). It is known that the testis is one of the most radiosensitive organs (20) and is more sensitive to radiation exposure than female germ cells (21). Thus, male-mediated reproductive and developmental toxicology has been a concern for decades in atomic bomb survivors and in the Sellafield nuclear plant workers (22). However, very little is known about the effects of heavy ions on testes. It was found that exposure to 2.0–8.07 Gy of 0.35 GeV/n 12Carbon (12C) ions (LET = 13 keV/μm) or to 0.3–2.0 Gy of 1 GeV/n 56Fe ions (LET = 147 keV/μm) did not increase mutation rates (assayed by the specific locus and the dominant lethal tests in Medaka fish), as compared to those exposed to 250 kVp X rays, a reference radiation (22). However, prenatal irradiation of pregnant rats to 0.1–2.0 Gy of 0.3 GeV/n 12C or to 0.1–0.5 Gy of 0.4 MeV/n 20Neon (20Ne) ions (LET = 30 keV/μm) caused abnormal testicular development and breeding activity of male offspring (23). Further, an increased level of interleukin-1β, lower number of sperms, and an abnormal tubular architecture were found in testes of C57BL/6 mice flown with the Space Shuttle Discovery for 114 days, in relation to that of the corresponding sham controls (with no spaceflight) (24). Of note, it is known that the space environment is complex. Several factors (e.g., radiation, microgravity, and reactivation of herpes virus infection) may have contributed to such changes. Hence, to reduce the uncertainties in the assessment of health risks of space radiation, further ground-based studies are required to help improve our understanding of the effects of heavy ions on germinal cells and somatic cells as well.

Currently, there is no information on the in vivo effects of 1 GeV/n 48Ti ions to the lung and the testes. Based upon the existing, but limited, information on responses to 1 GeV/n 48Ti ions (25–27), we hypothesized that 1 GeV/n 48Ti ions induced damage to these two tissues of exposed mice. To address this hypothesis, we used two biological endpoints to evaluate the effects of 1 GeV/n 48Ti ions on lung and testicular tissues of the same mouse. These endpoints were inflammatory responses and global DNA methylation, including both 5-methylcytosine (5mC) and 5-hydroxymethylcytosine (5hmC). These two biological endpoints were chosen for analyses because they are highly relevant surrogate biomarkers for assessing health risks, but they have not previously been assessed following in vivo exposure to 1 GeV/n 48Ti ions. Importantly, the induction of chronic inflammation has been reported in studies of astronauts’ blood samples (28–30).

There has been increasing evidence of space-radiation-induced acute and chronic inflammation (26, 31–35), and radiation-induced aberrant DNA methylation at the global (26, 36) or specific locus levels (37–41). For the inflammatory responses, in this report, we chose to study the nuclear-factor kappa B (NF-κB) pathway because NF-κB is a key transcription factor playing a pivotal role in inflammatory responses to oxidative stress induced by several stimuli, including radiation (42). Although NF-κB is a member of the ubiquitously expressed family of the Rel-related transcription factors (43), only the activation of NF-κB/p65 was the focus of our study and referred to as NF-κB throughout the article. It also has been well recognized that NF-κB is a key transcription factor known to be part of a common network between inflammation and cancer (44–46), and that there is a close association between inflammation and cancer (44, 47–54). In addition, chronic inflammation in male germinal cells has been linked to male infertility (55–57). In addition to the levels of activated NF-κB, we measured the expression, at the protein levels, of selected NF-κB-regulated pro-inflammatory cytokines, i.e., tumor necrosis factor alpha (TNF-α), interleukin-1 beta (IL-1β), and interleukin 6 (IL-6). This is because their increased levels have been found in the liver (26) of the same exposed mice included in this present study. Furthermore, the expression of these proteins (at the gene level) was elevated in human mononuclear cells obtained from healthy adult individuals who lived near the Chernobyl Nuclear Power Plant and were chronically exposed to low-dose radiation ranging from 0.18 to 49 mSv (58).

Relating to DNA methylation, it has been well recognized that it is one of the key epigenetic events that plays a critical role in carcinogenesis, both initiation and promotion, in somatic and germinal cells (59, 60), and other untoward health outcomes (14) including male-mediated developmental toxicology (61), male infertility (62–64), and transgeneration effects (65, 66). Furthermore, a high level of 5mC (hypermethylation) has been linked to gene silencing (59, 67); while a reduction in global levels of 5hmC has been associated with cancer development (68). Since inflammatory responses and DNA methylation were analyzed in the lung and the testes of the same mouse, it is possible to investigate the differential sensitivity of these two tissues in the same mouse.

MATERIALS AND METHODS

Animals

The CBA/CaJ mice included in this study were the same cohort that were used to investigate the effects of 1 GeV/n 48Ti ions on the liver previously reported (26), where the description of the CBA/CaJ mice, 48Ti-irradiation, and animal husbandry were presented. The experimental design of the study was approved by both the Brookhaven National Laboratory (BNL) and the Stony Brook University (SBU) Institutional Animal Care and Use Committee (IACUC). Of note, the CBA/CaJ mouse is known to be sensitive to the development of radiation-induced myeloid leukemia (ML) (69–76), liver cancer (hepatocellular carcinoma or HCC) (70, 75), and lung cancer (70).

Irradiation of Mice

Figure 1 is a diagram of the experimental design. Mice were exposed, whole-body, to average total-body doses of 0, 0.1, 0.25, or 0.5 Gy of 1 GeV/n 48Ti ions, delivered at a dose rate of 0.01 Gy/min by a 20 cm × 20 cm beam. Mice included in the sham-control group (i.e., those that were exposed to 0 Gy) were age-matched to exposed mice. Therefore, the age of mice in each treatment group would be similar at each sacrifice time. The exposure of mice was done at the National Aeronautics and Space Administration (NASA) Research Laboratory (NSRL) located at BNL. Details of the NSRL facility and irradiation procedure were previously provided (26, 34, 35, 77). We designated the first day after irradiation as day 1 after exposure. Mice were transported to the animal facility of SBU in a climate-controlled vehicle within 2 days postirradiation. Similar to the animal facility located in BNL, the animal facility of SBU, where sample collections were performed, is also approved by the Association for Assessment and Accreditation of Laboratory Animal Care (AAALAC), with the same light cycle (12 h light/12 h dark), temperature (21 ± 2°C), 10–15 hourly cycles of fresh air, and relative humidity (50 ± 10%).
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FIGURE 1 | Diagram of the experimental design.



Collection of the Lung and Testis

For the lung, groups of mice were used for sampling at 1 week, 1 month, and 6 months following the exposure to 1 GeV/n 48Ti ions. In contrast, the collection of the testis was done at 6 months postexposure only. Hence, at 6 months postirradiation, the lung and the testis were collected from the same mouse. The rational for choosing only one harvest time for the testis was because our goal was to study the effects of 48Ti ions on the stem-cell compartment of spermatogenesis. It is known that spermatogenesis is a complex biological process involving the transformation of spermatogonial stem cells (types A and B) into primary and secondary spermatocytes, round spermatids, and, eventually, spermatozoa over an extended period of time within seminiferous tubules of the testis (60, 65, 78). The duration of mouse spermatogenesis from the primitive type Asingle spermatogonial stem cells (SSCs) to mature sperms (spermatozoa) is about 52 days, but 35 days from differentiated spermatogonia to mature sperms (62, 79). Hence, the results obtained from the analyses of the testes collected at 6 months postirradiation reflect the effects of radiation on type Asingle SSCs.

From each treatment group, we collected the tissues from each mouse (five mice per dose of 48Ti ions). Briefly, the lung and testicular tissues were removed, rinsed three times with 1 mL phosphate buffered saline (PBS) each time to remove external contamination (i.e., blood), snap frozen in liquid nitrogen, and stored in a −80°C freezer until needed for protein extraction and further analyses. After thawing, the total lung tissue was homogenized using a Bullet Blender Homogenizer (Next Advance Inc., Averill Park, NY, USA). Likewise, after thawing, the epididymis was removed from each testis to obtain seminiferous tubules, which were homogenized for use in protein extraction. The protocols for protein extraction from the lung and the testis suggested by the manufacturer were followed. Then, the cell lysates from each tissue of each mouse were divided into two fractions, i.e., fractions A and B. Fraction A of the tissue lysate was used to extract proteins from nuclear and cytosolic samples using the method we previously described (26, 34, 35, 80, 81). The total protein obtained from the nuclear portion of the lysate suspension of the lung or the testis was used for measuring the levels of NF-κB, while the total protein obtained from the cytosolic portion was used for the measurements of NF-κB-regulated pro-inflammatory cytokines, i.e., TNF-α, IL-1β, and IL-6. Protein contents in the cytosolic portion and the nuclear portion of the lung or the testis were measured by the Bradford assay using a BioPhotometer (Eppendorf, Inc., Westbury, NY, USA). Fraction B of the tissue lysate was used to isolate DNA for the measurements of global 5mC and global 5hmC.

Measurement of Activated Nuclear Factor-Kappa B

As with our previous work (26, 34, 35, 81), we used the enzyme-linked immunosorbent assay (ELISA) NF-κB kits from Active Motif North America, Inc. for measuring the levels of activated NF-κB in the nuclear portions obtained from the lung and testis lysates. The assay was performed in duplicate wells for each lung or testis sample of each treatment group. The mean value of activated NF-κB levels for the tissue of each mouse was obtained and reported. Then, the mean value of ten measurements from five mice and the SE for each treatment group were obtained.

Measurement of NF-κB-Regulated Pro-Inflammatory Cytokines, Including Tumor Necrosis Factor-α, Interleukin-1β, and Interleukin-6

Coupled with the levels of activated NF-κB, we measured the expression (at the protein levels) of NF-κB-regulated pro-inflammatory cytokines, i.e., TNF-α, IL-1β, and IL-6. The rational for studying these pro-inflammatory cytokines has been presented in the Section “Introduction.” We applied the methods routinely used in our laboratory for measuring the expression levels of these selected cytokines in lung or testicular cell suspensions (the cytosolic portions) using the specific ELISA kits for TNF-α, IL-1β, and IL-6 from Biosource (Invitrogen, Carlsbad, CA, USA) (26, 34, 35, 82). The mean value and SE of each cytokine for each treatment group were calculated from the means of five mice.

Measurement of Global 5-Methylcytosine and 5-Hydroxymethylcytosine

The methods for DNA isolation from mouse tissues have previously been presented (26, 36). Commercially available ELISA kits for the detection of global 5mC and 5hmC (Zymo Research, Inc., Irvine, CA, USA) were used to measure the percentage of global 5mC and 5hmC in the DNA samples isolated from lung or testicular tissues. The levels of global 5mC and 5hmC were measured using a microplate spectrophotometer (Molecular Devices) at 405 nm. The % 5mC and % 5hmC was calculated from a standard curve generated using the control DNA set provided by the manufacturer. The measurements of 5mC and 5hmC in the DNA sample from each tissue of each mouse were done in duplicate (using 200 ng of DNA per well). Then, the mean value of global 5mC and global 5hmC for each mouse were obtained. Finally, the mean value of ten measurements and SE of global 5mC and global 5hmC for each treatment group were calculated from the means of five mice.

Statistical Analyses

We expressed levels of each biological endpoint as mean ± SE. For each tissue, the mean value for each assay of each mouse was used as a single datum point for statistical analyses. At each harvest time, an ANOVA method appropriate for a one-factor experiment (i.e., dose of 1 GeV/n 48Ti ions) was used to assess the significance of the radiation dose. Further, the Student’s t-test was used, independently, to evaluate statistical differences in the mean values between each exposed group and the corresponding sham-control group. A P-value of ≤0.05 was considered as statistically significant.

RESULTS

Figures 2–7 show the effects of various doses of 1 GeV/n 48Ti ions on the lung and testicular tissues of exposed CBA/CaJ mice. P values (Student’s t-test) shown in each figure indicate statistically significant levels between exposed and sham-control groups. Tables 1 and 2 show the results of the ANOVA for the lung and testicular tissues, respectively.
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FIGURE 2 | Levels of activated NF-ĸB (±SE) in lung tissues collected at 1 week (A), 1 month (B), 6 months (C), and in testicular tissues collected at 6 months (D) from CBA/CaJ mice after a whole body exposure to various doses of 1 GeV/n 48Ti ions. P values (Student’s t-test) indicate significant differences in the levels of NF-κB between exposed and corresponding sham control groups.
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FIGURE 3 | Levels of TNF-α (±SE) in lung tissues collected at 1 week (A), 1 month (B), 6 months (C), and in testicular tissues collected at 6 months (D) from CBA/CaJ mice after a whole body exposure to various doses of 1 GeV/n 48Ti ions. P values (Student’s t-test) indicate significant differences in the levels of TNF-α between exposed and corresponding sham control groups.




[image: image1]

FIGURE 4 | Levels of IL-1β (±SE) in lung tissues collected at 1 week (A), 1 month (B), 6 months (C), and in testicular tissues collected at 6 months (D) from CBA/CaJ mice after a whole body exposure to various doses of 1 GeV/n 48Ti ions. P values (Student’s t-test) indicate significant differences in the levels of IL-1β between exposed and corresponding sham control groups.
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FIGURE 5 | Levels of IL-6 (±SE) in lung tissues collected at 1 week (A), 1 month (B), 6 months (C), and in testicular tissues collected at 6 months (D) from CBA/CaJ mice after a whole body exposure to various doses of 1 GeV/n 48Ti ions. P values (Student’s t-test) indicate significant differences in the levels of IL-6 between exposed and corresponding sham control groups.




[image: image1]

FIGURE 6 | Levels of 5mC (±SE) in lung tissues collected at 1 week (A), 1 month (B), 6 months (C), and in testicular tissues collected at 6 months (D) from CBA/CaJ mice after a whole body exposure to various doses of 1 GeV/n 48Ti ions. P values (Student’s t-test) indicate significant differences in the levels of 5mC between exposed and corresponding sham control groups.




[image: image1]

FIGURE 7 | Levels of 5hmC (±SE) in lung tissues collected at 1 week (A), 1 month (B), 6 months (C), and in testicular tissues collected at 6 months (D) from CBA/CaJ mice after a whole body exposure to various doses of 1 GeV/n 48Ti ions. P values (Student’s t-test) indicate significant differences in the levels of 5hmC between exposed and corresponding sham control groups.



TABLE 1 | Analysis of variance results for lung tissues collected at 1 week, 1 month, and 6 months postirradiation, respectively (SS, sum of squares; df, degree of freedom; MS, mean of squares; F, F-statistic).
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TABLE 2 | Analysis of variance results for testicular tissues collected at 6 months postirradiation (SS, sum of squares; df, degree of freedom; MS, mean of squares; F, F-statistic).
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Activated Nuclear Factor-Kappa B

There were dose-dependent increases in the levels of activated NF-κB in lung tissues from all exposed groups (ANOVA, P < 0.01), regardless of the harvest time (Figures 2A–C). Of note, there is a fluctuation in the levels of activated NF-κB in lung tissues collected from sham control mice (in particular in those collected at 1 month postirradiation). However, the factors contributing to this temporal change are unknown. We also detected a dose-dependent increase in the levels of activated NF-κB in the testicular tissues (ANOVA, P < 0.01) at 6 months postirradiation (as shown in Figure 2D).

Tumor Necrosis Factor-α

Similar to the levels of activated NF-κB, there were dose-dependent increases in the level of TNF-α in lung tissues collected at all time-points (ANOVA, P < 0.01), as shown in Figures 3A–C. Likewise, at 6 months postirradiation, a dose-dependent increase (ANOVA, P < 0.01) in the levels of IL-6 was found in testicular tissues collected at 6 months postirradiation (Figure 3D).

Interleukin-1β and Interleukin-6

Clearly, dose-dependent increases in the levels of IL-1β (Figures 4A–C) and IL-6 (Figures 5A–C) were observed in lung tissues collected at 1 week, 1 month, and 6 months postirradiation (ANOVA, P < 0.01), respectively. Of note, similar to activated NF-κB, there was a fluctuation in the levels of IL-1β in lung tissues of sham control mice, in particular in those collected at 1 month postirradiation. The cause of such fluctuation remains unidentified. Likewise, dose-dependent increases in the levels of IL-1β (Figure 4D) and IL-6 (Figure 5D) in testicular tissues collected at 6 months postirradiation (ANOVA, P < 0.01) were evident.

5 -Methylcytosine and 5-Hydroxymethylcytosine

Figures 6A–C show the effects of 48Ti ions on the levels of global 5mC in lung tissues of exposed mice. There was a trend of increased levels of global 5mC in the lung tissues of exposed mice, in relation to those of the corresponding sham controls. However, such increases were not statistically different, except in the lung tissues collected at 6 months from mice exposed to the highest dose of 1 GeV/n 48Ti ions. A similar finding was found in testicular tissues collected at 6 months postirradiation (Figure 6D).

In contrast, Figures 7A–C show significant dose-dependent decreases in the levels of 5hmC in the lungs of exposed mice (ANOVA, P < 0.05) at 1 week, 1 month, and 6 months, respectively. The decreases in 5hmC levels in lung tissues of exposed mice relative to the corresponding sham controls were: 1.33-, 1.48-, and 1.88-fold at 1 week postirradiation; 1.29-, 1.58-, and 2.29-fold at 1 month postirradiation; 1.06-, 1.30-, and 1.38-fold at 6 months postirradiation. Likewise, there was a dose-dependent reduction in the levels of global 5hmC in testicular tissues collected at 6 months postirradiation as shown in Figure 7D.

DISCUSSION

Our data are the first to report the presence of chronic inflammation and altered levels of global 5hmC in the lung and testicular tissues of CBA/CaJ mice after a whole body exposure to 1 GeV/n 48Ti ions at low doses and a low dose-rate relevant to what is found in space, i.e., 0.1–0.5 Gy (delivered at 0.01 Gy/min). Our data also indicated that only 0.5 Gy (the highest dose used in our study) of 1 GeV/n 48Ti ions induced significant increases in the levels of global 5mC in both tissues of the same mouse. The magnitude of the effects of 48Ti ions on each tissue is similar. Since these two endpoints were detected in both tissues of the same mouse, it is plausible to speculate that there is a connection between chronic inflammation and altered DNA methylation. The information obtained from our study is important because these two in vivo endpoints are the hallmarks of cancer (52, 53, 68) and several types of male germ-cell disturbance (55–57, 62, 63, 83, 84). Hence, our findings provide an important foundation for future studies in which an association between molecular changes and the histopathological, pathological and/or functional damage in the lung and the testes, including the incidence of lung or testicular cancer, can be achieved. Of note, in future studies, it is important to measure the levels of activated NF-ĸB and related pro-inflammatory cytokines not only in tissues but also in plasma obtained from the same mice. The obtained information will help to determine whether there is a correlation between chronic inflammation in tissues and the levels of circulating cytokines, which should have clinical implications.

The approach we used in this study has allowed the investigation of the kinetics of effects of 1 GeV/n 48Ti ions on the lung, not only as a function of radiation dose but also time after exposure, since lung tissues were collected at various times up to 6 months postirradiation. We observed dose- and time-dependent increases in the levels of activated NF-κB and expression of NF-κB-related pro-inflammatory cytokines (i.e., TNF-α, IL-1β, and IL-6). Our data indicate that 48Ti-ion-exposure induces disturbances of cytokine production, reflecting chronic inflammation and an impairment of the immune system. Relating to the kinetics of the levels of global 5mC and 5hmC in the lung, our data indicated no significant change in the levels of global 5mC, except a significant increase in lung tissues collected at 6 months postirradiation from mice exposed to 0.5 Gy of 48Ti ions. In contrast, there were significant dose-dependent decreases in the levels of global 5hmC at all harvest time-points. Such findings were similar to those detected in the liver collected from the same mouse previously reported (26). Hence, our data suggest that the loss of global 5hmC is a significant response to 48Ti-ion-irradiation, regardless of tissue type. It also is reasonable to hypothesize that chronic inflammation enhances radiation-induced loss of global 5hmC and vice versa.

Our study is the first to report the levels of global 5hmC in the lung of mice exposed to radiation. Of note, the focus of previous studies on the effects of radiation, both low and high LET, has been on specific loci of 5mC (38, 39, 41, 85–88). We included the levels of global 5hmC because it is currently recognized that a reduction in global 5hmC is a biomarker for cancer (68). Taken together, our data suggest that a reduction in the level of global 5hmC may be a better hallmark of radiation exposure than an increased level of global 5mC. In the future, it will be important to conduct studies to determine the genome-wide profiling of 5hmC/5mC to reveal the affected regions of the genome so that, in turn, the identification of affected genes will be possible.

Regarding the testes collected at 6 months from the same mouse from which the lung tissue was collected for our study, the data clearly showed that there were dose-dependent increases in the levels of activated NF-κB and expression of NF-κB-regulated pro-inflammatory cytokines (i.e., TNF-α, IL-1β, and IL-6). These findings represent the effects of 1 GeV/n 48Ti ions on the primitive type of spermatogonial stem cells (SSCs), i.e., type Asingle SSCs. The induced damage arising from exposed SSCs is highly relevant for genetic risk assessment since SSCs are capable of self-renewal and differentiation into spermatocytes and mature sperm. Hence, any induced damage in the SSC compartment, if not repaired, will be carried onto the next generation and will adversely impact self-renewal, proliferation, and differentiation. In contrast, the damage that is induced in other male germ cell stages (e.g., spermatocytes, where cell divisions, both in meiosis and mitosis, take place) will affect progenies that are conceived shortly after irradiation. Our new data are important because it has been well recognized that SSCs are responsible for long-term effects of radiation on fertility (15, 89). Further, it was suggested that inflammation in SSCs leads to failure of testicular androgen and sperm production, resulting in infertility (90), and testicular cancer (91). Thus, exposure to 1 GeV/n 48Ti ions may lead to health risks associated with the male reproductive system. At 6 months postirradiation, the effects of 1 GeV/n 48Ti ions on levels of global 5mC and 5hmC in the testes of exposed mice are similar to those found in the lung of the same mouse. As mentioned previously, altered DNA methylation plays an important role in male infertility (62–64), germ cell tumors (59, 60), and transgeneration effects (65, 78). Hence, our data provide critical information for conducting further studies to investigate the potential induction of these untoward outcomes on male germinal cells from exposure to 1 GeV/n 48Ti ions.

In summary, our results provide new information on in vivo biological responses to 48Ti ions. Our new data show that 1 GeV/n 48Ti ions (at doses ranging from 0.1 to 0.5 Gy, delivered at 0.01 Gy/min) can induce chronic inflammation, and a persistence of altered DNA methylation (at the global level) in lung and testicular tissues of exposed CBA/CaJ mice. Importantly, our findings provide an important foundation for further investigations on the genes/proteins involved in 48Ti-ion-induced chronic inflammation and altered DNA methylation. Knowing such detailed molecular markers for health risks from exposure to heavy ions would not only greatly improve radiation protection guidance for astronauts (or cancer patients receiving heavy-ion radiation therapy) but would also provide significantly valuable insight for developing biological countermeasures.
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The adverse biological effects of ionizing radiation (IR) are commonly attributed to the generation of DNA double-strand breaks (DSBs). IR-induced DSBs are generated by clusters of ionizations, bear damaged terminal nucleotides, and frequently comprise base damages and single-strand breaks in the vicinity generating a unique DNA damage-clustering effect that increases DSB “complexity.” The number of ionizations in clusters of different radiation modalities increases with increasing linear energy transfer (LET), and is thought to determine the long-known LET-dependence of the relative biological effectiveness (RBE). Multiple ionizations may also lead to the formation of DSB clusters, comprising two or more DSBs that destabilize chromatin further and compromise overall processing. DSB complexity and DSB-cluster formation are increasingly considered in the development of mathematical models of radiation action, which are then “tested” by fitting available experimental data. Despite a plethora of such mathematical models the ultimate goal, i.e., the “a priori” prediction of the radiation effect, has not yet been achieved. The difficulty partly arises from unsurmountable difficulties in testing the fundamental assumptions of such mathematical models in defined biological model systems capable of providing conclusive answers. Recently, revolutionary advances in methods allowing the generation of enzymatic DSBs at random or in well-defined locations in the genome, generate unique testing opportunities for several key assumptions frequently fed into mathematical modeling – including the role of DSB clusters in the overall effect. Here, we review the problematic of DSB-cluster formation in radiation action and present novel biological technologies that promise to revolutionize the way we address the biological consequences of such lesions. We describe new ways of exploiting the I-SceI endonuclease to generate DSB-clusters at random locations in the genome and describe the possible utility of Zn-finger nucleases and of TALENs in generating DSBs at defined genomic locations. Finally, we describe ways to harness the revolution of CRISPR/Cas9 technology to advance our understanding of the biological effects of DSBs. Collectively, these approaches promise to improve the focus of mathematical modeling of radiation action by providing testing opportunities for key assumptions on the underlying biology. They are also likely to further strengthen interactions between experimental radiation biologists and mathematical modelers.
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INTRODUCTION

All living organisms are continuously exposed to background ionizing radiation (IR) deriving from space, solar activity, or emitted by certain minerals and soils. Although it is generally accepted that IR “per se” can be harmful, IR is nevertheless extensively used for diagnostic purposes and in cancer therapy. Therefore, it is of a great importance to investigate and rationalize the mechanisms of IR action on living organisms, as this will directly help to maximize human radiation protection and to optimize approaches to cancer treatment.

Ionizing radiation generates a broad spectrum of DNA damages, encompassing single-strand breaks (SSB), a variety of oxidative base lesions, DNA–DNA crosslinks as well as DNA–Protein crosslinks, and double-strand breaks (DSBs) (1, 2). However, from the variety of lesions induced by IR, the DSB elicits most of the documented detrimental effects (3, 4), including genomic rearrangements, chromosome aberrations, cell death, genetic mutations, and cancer (5–8).

It has long been known that different IR modalities generate markedly different biological responses although they generate in principle the same basic lesions described above. Thus, α-particles, neutrons, or high-charge and energy particles (HZE ions) are significantly more effective in killing cells than high-energy electrons or protons, γ-rays, or X-rays (9, 10). This increased efficacy, typically described by the higher relative biological effectiveness (RBE), depends on the linear energy transfer (LET) of the radiation modality – which for charged particles is the energy absorbed per unit particle track-length, expressed as kiloelectron-volts/micrometer. Typically, RBE increases with increasing LET of radiation up to a maximum and declines subsequently (11–14).

In the recent years, charged particles such as carbon ions are increasingly considered as main modality for cancer radiotherapy and inflammation treatment in an effort to harness in a targeted manner their higher LET (15–18).

COMPLEXITY OF IR INDUCED DSBs: THE ROLE OF LET

Bacteria harness the severity of DSB as a lesion to protect themselves from foreign DNA. A family of enzymes, known as restriction endonucleases (RE), recognize and cut specific DNA sequences generating DSBs with blunt or staggered ends. During this process, nucleotides are not altered and the phosphodiester bond retains the 5′-phosphate and 3′-OH groups at each DNA strand. As a result, processing and removal of the DSB by simple ligation is in principle possible. RE-generated DSBs have been used to model IR-induced DSBs (see below) (19, 20) and found to have reparability that depends on the type of ends generated (21–23).

The approach to model DSBs using nucleases gained ground with the introduction of I-SceI homing endonuclease, whose 18-bp long recognition sequence (5′-TAGGGATAA/CAGGGTAAT-3′) is not present in the mammalian genome. The I-SceI recognition sequence can nevertheless be inserted into a mammalian genome according to a pre-conceived design using molecular biology approaches (24–27). I-SceI recognition sequences artificially introduced in a genome can be cut to generate DSBs by expressing constitutive or inducible forms of the endonuclease (28, 29). The biological consequences of these DSBs can then be analyzed using molecular biology approaches. The strength of the method lies in the fact that DSBs are generated at defined locations in the genome, and that combination with appropriately constructed reporters allows analysis of the underlying processing mechanisms.

When DSBs are induced by IR via oxidation reactions – either direct loss of an electron or attack from an ⋅OH produced from the radiolysis of water – they frequently comprise ends with a 3′-damaged sugar in the form of phosphoglycolate and a 5′-OH groups (30–33). Such ends prevent direct DNA ligation and necessitate end-processing during repair (34). Moreover, the adverse biological effects of X-rays or γ-rays are thought to derive from DSBs generated within ionization clusters (35, 36), and not by the coincidence of independently generated ionizations on opposite DNA strands. Indeed, track-structure calculations using computational approaches (37–39) show that secondary electrons, at the end of their tracks generate clusters of ionizations, i.e., multiple ionizations confined in a small volume.

Despite the generation of ionization clusters at the ends of low-energy electron tracks, X-rays and γ-rays still deposit 50–70% of their energy in well-separated ionization events that generate a relatively even ionization pattern within the cell (35, 36). Consequently, X-rays and γ-rays are considered low-LET forms of IR. On the other hand, charged particles (e.g., α-particles or carbon ions) are considered as high-LET forms of radiation because they ionize along their tracks at a higher rate than the electrons generated by X-rays (40).

This increased clustering of ionizations generates DNA damage that is more complex than that induced by low-LET radiations, in the sense that it comprises more DNA lesions within one or two turns of the DNA helix (33). It constitutes what is sometimes called clustered damage sites (CDS) or multiply damaged sites (MDS) (41, 42). While MDS are generated by low-LET radiation such as X-rays, they occur more frequently after exposure to high-LET radiations and are implicated in their enhanced biological effects.

Indeed, about 30% of DSBs contain additional lesions following exposure to low-energy electrons; notably, this fraction increases up to 70% at the same dose of α-particles. In addition, the ratio of the number of SSBs to DSBs decreases from 22.8 for 60Co γ-rays to 3.4 for 50 MeV 12C-ions (39, 43). Since these shifts in the spectrum of lesions do not increase the yields of DSBs in a manner corresponding to the increased killing after exposure to high- versus low-LET radiation, it can be inferred that increased clustering of DNA damage is an important determinant of the biological effect (see also below) (44).

Complexity at a DSB may compromise repair through the simultaneous recruitment of multiple repair-pathway-factors (e.g., from one of the DSB repair pathways together with factors of BER) to close-by lesions in the DNA. Moreover, it may even generate a DSB indirectly when in a complexly damaged DNA, individual lesions in the two strands are processed independently (6, 43, 45, 46). There is evidence that this form of clustered DNA damage outnumbers direct DSBs after exposure to low-LET radiation by nearly 4:1. Similarly, delayed formation of DSBs can occur from the chemical evolution in cells of thermally unstable lesions, which initially do not break the DNA, but which do so minutes after irradiation as they become chemically modified in the cellular milieu (47–52). DSB repair models considering DSB complexity have been also developed to describe radiation effects and DSB repair kinetics throughout the cell cycle (53).

It is thus evident that IR-induced DSBs are the products of ionization clusters that generate clustered DNA damage, which can present in different forms of complexity including modified ends, presence of other lesions in the vicinity of the break, as well lesions that generate DSBs only after enzymatic or chemical processing. Since the size of ionization clusters that generate complex DSBs increases with increasing LET, it is plausible to consider this form of DNA damage complexity as a relevant determinant of the increased effectiveness of high-LET radiation.

HIGHER ORDER OF DNA DAMAGE COMPLEXITY: DSB CLUSTERS

An additional level of DSB complexity is generated by clusters of DSBs (33, 54). This form of DNA damage severely undermines local chromatin stability and thus overall processing in a chromatin-location and composition-dependent manner. DSB clustering as a cause of irreversible radiation effects has been considered by several investigators [see Ref. (39) for a review]. Thus, Bryant and his group developed a non-ionic neutral filter elution assay to generate histone-depleted nuclear structures retaining higher order nuclear matrix organization, and used it to measure DNA fragment loss from two or more DSBs within a single-looped chromatin domain (55–57). They proposed that the spatial distribution of DSBs in higher order chromatin loops affects their reparability, and that misrepair involves DNA fragment-loss at such DSB clusters.

Holley and Chatterjee also considered DSB clusters as a particularly consequential form of radiation damage particularly for high-LET radiations (58). In their calculations, they found fragmentation peaks at 85 bp and then again at multiples of 1000 bp, which they interpreted as reflecting aspects of chromatin structure. Notably, such fragments could indeed be detected by pulsed-field gel electrophoresis in irradiated cells (59, 60) and have also been postulated using alternative modeling approaches (14, 39, 61, 62).

Atomic force microscopy imaging shows clustered DSBs and formation of short DNA fragments – even when irradiating “naked” DNA (63). Small (<30 bp) DNA fragments generated from clustered DSBs have also been propose to compromise Ku function (64). Further work shows that DNA–PK, a complex between the Ku and DNA–PKcs, is also inhibited by short (14–20 bp) DNA fragments (63).

The contribution of DSB clusters to the adverse effects of IR has been the focus of extensive mathematical modeling (39). Ostashevsky developed a model according to which DSB clusters generate small DNA fragments, which can be lost from the chromatin context, thus compromising repair of the constituent DSBs (65, 66). A more specialized induction of DSB clusters within chromatin loops, similar to that considered by Bryant, has been used to develop alternative mathematical models (39, 61, 62, 67, 68). In addition, Scholz and his group (69–71) use an extension of the Giant LOop Binary LEsion (GLOBLE) model (72) and classify DNA lesions with respect to their distribution in giant chromatin loops as single DSBs or DSB clusters (~2 Mbp in size) (73–75). These assumptions generally allow successful fitting of cell survival data (76, 77), including fluctuations of radiosensitivity throughout the cell cycle (72).

Mathematical models to analyze DSB repair kinetics based on DSB complexity have been also recently developed (78). In the synapsis formation (SF) model, the rejoining of complex DSBs is not simulated as a first order event (break filling/joining). Rather the rejoining of complex DSBs is assumed to be realized through SF, similar to a second-order reaction between DNA ends. This approach allows DNA ends to be clearly defined before the SF, which is essential for predicting higher number of chromosomal aberrations after high- as compared to low-LET radiation.

Notably, the generation of DSB clusters represents a form of chromothripsis, defined as chromosome shattering and subsequent incorrect rejoining that underpins carcinogenesis (79–82).

The satisfactory fitting of experimental data achieved under these assumptions points to the biological relevance of DSB clusters as a level of DNA damage complexity that likely explains the increased biological efficacy of high LET radiation.

MATHEMATICAL MODELING OF RADIATION ACTION WILL BENEFIT FROM MOLECULAR BIOLOGY APPROACHES DIRECTLY TESTING THEIR BASIC ASSUMPTIONS

Collectively, the above outline shows how the physical clustering of ionizations generates DSBs of different complexity, as well as DSB-clusters, and places these forms of DNA damage to the center of responses elicited by radiation modalities of different LET. The recognition that discontinuities in the genome may be caused by DSBs of widely different complexity, immediately implies different biological consequences.

Information on the molecular underpinnings of the responses elicited by genomic breaks of different complexity is scarce despite the central contribution widely attributed to this parameter in the overall radiation effect. As a result, DNA damage complexity is typically only mathematically “modeled” in radiation response formalisms, without direct knowledge of the biological effects of each complexity level. As a consequence, quality of fitting is the only way for testing the validity of the basic assumptions on which these models rest. Yet, this approach is not satisfactory due to the large spectrum of DNA damages induced by IR and their dependence on LET that increases the number of parameters required for complete mathematical modeling.

Furthermore, IR-dependent DSB induction by nature precludes mechanistic molecular biology experiments on the molecular processing of individual lesions, as irradiated cells sustain DSBs in a stochastic manner at different numbers and severity that are randomly distributed throughout the genome. As a result, analysis of effects is only possible by theoretical modeling (39).

The above difficulties and shortcomings suggest that the field will benefit from molecular biology approaches allowing induction and processing analysis for specific forms of DSBs generated at specific locations in the genome. With such model-DSBs, the probability associated with each form to be processed correctly or incorrectly by each of the available repair pathways can be estimated. This information may subsequently be fed as a defined constant in mathematical models, reducing thus the number of free parameters and increasing the predictive power of the model. In the following sections, we describe such biological approaches and explain strengths and limitations.

ENDONUCLEASE-INDUCED DSBs: THE SIMPLEST FORM

Almost a decade ago, a fundamentally new approach for analyzing the effects of DSBs in living cells was introduced using rare cutting homing endonucleases. The most widely used member of this family of enzymes is the Saccharomyces cerevisiae I-SceI endonuclease. As already mentioned, I-SceI recognizes a unique 18-bp long DNA sequence (Figure 1A), which is absent from the human and mouse genomes. Thus, in order for I-SceI to generate a DSB in these genomes, its recognition sequence must first be inserted using molecular biology approaches. Subsequent expression of I-SceI will generate a DSB, specifically at the site of integration of the recognition sequence, which can be preselected or random (83, 84). Expression of I-SceI must be transient and can be mediated by transient transfection of constitutively expressing vectors, or by the proper activation of an inducible enzyme.


[image: image1]

FIGURE 1 | Background information on I-SceI based constructs. (A) Top: recognition sequence of I-SceI endonuclease. Note the generation of 3′ 4-bp overhangs. Bottom: domain structure of an expression vector, pCMV3xnls-I-SceI, used frequently in transient transfection experiments to express I-SceI (85). Note the three NLS sites that ensure the nuclear localization of the expressed enzyme. (B) Schematic representation of the MSGneo2S12His neomycin reporter vector developed to specifically analyze repair of the I-SceI DSB by HRR (86). (C) Schematic representation of the DR-GFP vector developed to specifically analyze repair of the I-SceI DSB by HRR (87). The GFP signal allows analysis by flow cytometry 1–3 days after transfection. (D) Schematic representation of reporter constructs utilizing the Pem1 intron and the Ad2 exon elements, and specifically developed to analyze repair of the I-SceI-DSB by HRR and c-NHEJ, respectively (88).



In the most typical application of this model system, the I-SceI recognition sequence is combined in a construct including a reporter gene [e.g., neomycin or in recent reporter assays, green fluorescence protein (GFP)] and located to interrupt its expression. Restoration of reporter expression serves as readout for the operation of a particular repair pathway in the processing of the DSB. These reporter constructs are in their majority integrated in the genome and are appropriately designed to evaluate repair efficiency through homologous recombination repair (HRR), classical non-homologous end joining (c-NHEJ), alternative end joining (alt-EJ), or single-strand annealing (SSA). Thus, analysis of DSB processing by a specific DSB repair pathway requires the construction of the appropriate vector and its integration into the genome.

In initial studies, I-SceI was utilized to induce a DSB between two inactive neomycin (neo) direct repeat genes integrated into the genome of CHO cells, processing of which by homologous recombination generated a functional neo gene (86, 89) (Figure 1B). In these constructs, the fist neo allele is inactivated by the I-SceI recognition sequence. The second neo allele is promoterless or truncated and may carry silent single-base substitutions that create restriction sites useful in product characterization through restriction fragment length polymorphism analysis. In the native state of this construct, neo is not expressed, and cells are sensitive to neomycin. However, after I-SceI-mediated DSB induction, gene conversion may generate a functional neo gene and thus also neomycin-resistant clones. Such events are considered to reflect successful processing of the DSB by HRR.

More recently, DR-GFP reporter systems based on two directly repeated copies of the gene encoding GFP have been developed in the laboratory of Dr. Jasin (87) (Figure 1C) and find in different forms wide application in the field. In this system, gene conversion events result in expression of GFP, which can be quantitated by flow cytometry. The two mutated GFP genes are oriented as direct repeats and are separated by a puromycin N-acetyltransferase gene, which allows selection for cells carrying the construct. Distinct advantage of this version of the assay is that results are typically available 1–3 days after transfection of the I-SceI expression plasmid. Analysis of neomycin resistance, on the other hand, requires 1–2 weeks.

The DR-GFP reporter system has been successfully adapted to human cells, resulting in generation of U2OS–DR-GFP cells (90) (Figure 2A). Similar to the previously described system, one of the GFP genes in DR-GFP, SceGFP, is mutated by the insertion of the I-SceI recognition site, while the second, internal GFP fragment, iGFP, located 821 bp downstream from SceGFP, has lost its active promotor element.
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FIGURE 2 | Outline of reporter constructs developed in the laboratory of Dr. J. Stark (90) to analyze efficiency of I-SceI-DSB-processing by different DSB repair pathways in human cells. (A) DR-GFP construct for analyzing HRR. (B) EJ5-GFP for analyzing c-NHEJ (C) SA-GFP construct for analyzing single-strand annealing (SSA) and (D) EJ2-GFP construct for analyzing alt-EJ.



All reporter systems described above are designed to determine the activity of HRR in the processing of a single DSB induced by I-SceI endonuclease. In addition to the above systems, a set of GFP-based fluorescent reporter constructs has been generated by Gorbunova et al. (88, 91) (Figure 1D), allowing analysis of NHEJ and HRR. These constructs are also based on artificially engineered GFP genes containing I-SceI recognition sites for the induction of a DSB. In their native state, the integrated constructs do not express GFP as a result of an N-terminal truncation and mutations in the duplicated gene (in the case of the HRR construct), or by the integration within the GFP gene of an exon (Ad) flanked by the Pem1 intron elements (in case of the NHEJ construct). Here again, successful repair of the I-SceI-induced DSB by NHEJ or HRR will restore the GFP gene, an event that is quantitated by flow cytometry.

Green fluorescence protein-based reporter substrates are now also available to specifically assess c-NHEJ, SSA, or alt-EJ (29, 90, 92, 93). Most of these constructs rely on the principles described above, but include elements allowing analysis of a specific DSB repair pathway (Figures 2A–D).

As already mentioned, use of I-SceI as DSB inducer requires integration of its recognition sequence in the genome of human, mouse, or hamster cells. During the last few years, alternative approaches have been developed using endonucleases for which recognition sequences are present in the genome. One of these systems utilizes the I-PpoI endonuclease, a member of a His–Cys box family of homing endonucleases isolated from the myxomycetous Physarum polycephalum (94), to induce multiple DSBs in the human genome (95–97).

I-PpoI is a relatively small enzyme (18–20 kDa), operating as a homodimer, which in its natural host functions to cleave the highly conserved 15-bp ribosomal DNA homing sites (Figure 3A) to generate target intron transposition or “homing” (98). Expression of I-PpoI in human cells causes cleavage of approximately 10% of the identified I-PpoI genomic target sites (200–300 per genome) (95), generating 20–30 DSBs per cell, equivalent to the number of DSBs introduced by 1 Gy of X-rays. For increased versatility, a system has been developed using an I-PpoI fused to a mutant estrogen receptor hormone-binding domain. The fusion protein stays constitutively in the cytoplasm unable to generate DSBs. Translocation into the nucleus can be mediated by incubation with 4-hydroxytamoxifen (4-OHT) (99–101), allowing thus the regulated induction of DSBs.
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FIGURE 3 | (A) Recognition sequences of I-PpoI (top) and AsiSI (bottom) endonucleases (see text for details). Note that both endonucleases generate 3′ overhangs. (B) The inducible system of AsiSI endonuclease developed in the laboratory of Dr. Legube (102). The DIvA cell line expresses a form of the AsiSI endonuclease fused to estrogen receptor (ER) and the auxin-inducible degron (AID). The enzyme sequesters under normal conditions in the cytoplasm unable to reach the nucleus and thus to induce DSBs. Administration of tamoxifen (4-OHT) causes efficient translocation of the enzyme to the cell nucleus and the induction of DSBs (top part of the schematic). In this system, the endonuclease activity of AsiSI can be rapidly turned off by removing 4-OHT and administering auxin that activates the degron element and causes ubiquitin-mediated degradation of the enzyme (bottom part of the schematic).



This system allows characterization of several features of the DSB response in human cells and has certain advantages over I-SceI-based systems. First, I-PpoI sites are present at well-known locations in the genome, which obviates their artificial introduction. Second, evolutionary conservation of the endogenous I-PpoI sites permits DSBs to be introduced and assays to be performed in virtually any eukaryotic cell line. Third, as I-PpoI induces multiple DSBs in the genome, full activation of the DNA damage response ensues, which allows analyses that go beyond repair pathway utilization.

An elegant assay along similar lines has also been proposed by Aymard et al. (103). These investigators developed a cellular system harboring a stable integration of a gene expressing the rare-cutting AsiSI restriction nuclease, which targets an 8-bp double-stranded DNA sequence (Figure 3A) and cleaves between the T and C to generate a 2-bases, 3′ overhanging ends (25, 104, 105). The genome-integrated AsiSI endonuclease in this model system is also fused to a modified estrogen-receptor ligand-binding domain. Thus, treatment of cells with 4-OHT triggers nuclear localization of the AsiSI enzyme and the rapid induction of approximately 150 sequence-specific DSBs dispersed across the genome (25, 104). This system provides a unique opportunity to simultaneously study, at a molecular level, repair events that transpire at many different DSBs located within various known chromatin locations (103).

Furthermore, as the AsiSI cleavage-sites are known, it is possible to use chromatin immunoprecipitation (ChIP) to directly monitor recruitment of repair factors onto damaged chromatin (103). Using this approach, it could be demonstrated that DSBs induced across the genome are not repaired by the same DSB repair pathway, and that transcriptionally active, H3K36me3 enriched, chromatin is preferentially repaired by homologous recombination, thereby pointing out a critical role of pre-existing chromatin state as determinant of DSB repair pathway selection (103).

As with the I-SceI and I-PpoI systems, the AsiSI system does not allow analysis of DSB repair kinetics because the enzyme remains present in the nucleus for prolonged periods of time and can cut repeatedly. To reduce this limitation, the same group added an auxin-inducible degron (AID) to AsiSI-ER fusion nuclease, thus allowing fast and efficient degradation upon auxin addition (102, 106) (Figure 3B). A similar improvement has also been successfully introduced in the I-SceI system and was coupled with an extension allowing parallel analysis of HRR and alt-EJ (29).

Zn-F NUCLEASES AND TALENs: TOOLS FOR SITE-SPECIFIC DSB GENERATION

Before the discovery of the CRISPR/Cas9 system that rapidly overtakes all previous systems (see below), significant effort and investment in resources was placed in two families of site-specific nucleases: the zinc-finger nucleases (ZFNs) and the transcription activator-like effector nucleases (TALENs). Both families of engineered proteins have a chimeric design with a common nuclease domain and a DNA-binding domain (Figure 4). In both families, DSB formation is mainly catalyzed by FOK1 endonuclease (107, 108) that generates, depending on the design, cohesive, or blunt DNA ends without sequence specificity (Figure 4). Yet, the concepts underlying the DNA-binding characteristics of ZFNs and TALENs are distinct and responsible for their inherent strengths and limitations. Their versatility arises from the ability to customize through molecular biology approaches their DNA-binding domains in ways that allow the recognition of virtually any DNA sequence.
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FIGURE 4 | (A) Schematic representation of ZFNs showing the DNA binding and the FOK1 nuclease domains. Two zinc fingers bind left and right the site of DSB generation and localize the activity of FOK1 in a DNA molecule. The DNA binding domains are frequently designed to recognize a 9 bp target sequence. The FOK1 nuclease cuts the DNA strand 5–7 bp 3′ of the target site. Depending on the design of the target sites, expression of a ZNF nuclease will result in the formation of cohesive or blunt DNA ends. (B) Schematic representation of TALENs showing the DNA binding and the FOK1 nuclease domains. Targeting sites and spacer regions are indicated. Here again, cohesive or blunt ends are generated at the DSB depending on the selection of the recognition sites left and right the DSB.



The Cys2–His2 zinc-finger domain is among the most common types of DNA-binding motifs in eukaryotes operating in a widely different array of DNA sequences. It actually represents the second most frequently encoded protein domain in the human genome. The ZFN technology harnesses this biological evolution. An individual zinc-finger consists of approximately 30 amino acids in a conserved ββa (beta-sheet, beta-sheet, and alpha-helix) motif configuration. Each zinc-finger domain contacts 3 or 4 bp in the major groove of the DNA (108). In this technology, different zinc-finger motifs are combined to generate ZFNs that recognize the desired sequence 9 bp left and right from the target region (Figure 4A). The two components of the ZFN cut the corresponding DNA strands using FOK1, which is attached to the C-terminus of the ZFN modules (Figure 4A). Moreover, the cleavage domain requires the 5′ edge of each binding site to be separated by a 5–7 bp spacer region (Figure 4A).

Despite distinct strengths, the construction of ZFNs is complex requiring extensive know-how; it is very time consuming and shows limited flexibility in terms of engineering proteins recognizing any DNA sequence. As a result, their utilization, even before the advent of the CRIPSR/Cas9 system, had given way to the much more flexible TALENS.

TALENs contain TALE repeats of about 33–35 amino acids that recognize a single base pair via two hypervariable residues (repeat-variable di-residues, RVDs) (108). Combined TALE repeats can recognize a specific DNA target site of about 17 bp in length (Figure 4B). As a result of this unique property, TALENs can be easily and flexibly engineered to recognize DNA sequences of arbitrarily chosen lengths and compositions. For the application of TALENs discussed here, the number and location of the induced DSBs will depend on the frequency and the location in the genome of the selected sequence used to design the nuclease (109, 110). Thus, sequences can be selected and TALENs designed inducing in the genome a single DSB or multiple DSBs in variable configurations, depending on the specific question addressed.

The TALEN technology is powerful and flexible, and engineering of a site specific TALEN can be accelerated by “off-the-shelf” components that are combined to generate a functional protein within 1–2 weeks. Although the second generation of TALEN technology further improves on the distinct advantages of the approach, the work required to generate and test a single site specific TALEN nuclease is still considerable (111). As a result, this technology is also rapidly losing ground to CRIPR/Cas9 technology.

THE CRISPR/Cas9 SYSTEM: GREAT VERSATILITY, SHORT LEARNING CURVE

The CRISPR/Cas9 system with all its applications and potential is arguably the most rapidly expanding and evolving field in modern biology (Figure 5). From the initial discovery of the system as part of bacteria immunity to its modification for sequence specific genome editing, the technology has gone through a series of revolutionary developments that have been extensively reviewed (112–114). Relevant for the present outline is the potential of the system to generate a DSB anywhere in the genome by targeting at the specific location the Cas9 nuclease. Cas9 cuts the DNA as shown in Figure 5 to generate blunt DNA ends, guided by a partially complementary RNA molecule (gRNA). In its current stage of development, gRNA carries in addition to the sequence required for the proper targeting of Cas9 to the DNA molecule also a sequence for its activation.
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FIGURE 5 | (A) Schematic representation of the CRISPR/Cas9 system in S. Pyogenes (see text for details). Cas9 generates blunt ends by cutting 3 bp downstream the PAM region of the target DNA molecule. (B) Schematic representation of Cas9 activation with a chimeric gRNA combining crRNA and tracrRNA (see A; see also text for more details). Cas9 nuclease harbors two nuclease domains: HNH and RuvC-like; mutation of one or both of these nuclease domains results in Cas9 enzymes with “nickase” properties, or with null nuclease activity. The latter form of Cas9 can be tethered to other proteins for gain-of-function DNA sequence-specific operations.



Originally, Clustered Regularly Interspaced Short Palindromic Repeats (CRISPR) were found in the genome of Escherichia coli, but their function remained unknown until recently, when it was shown that these genetic elements are essential for the development of resistance against bacteriophages (115). Moreover, the CRISPR-associated protein 9 (Cas9) was described as a RNA-guided DNA endonuclease associated with the CRISPR-adaptive “immune” system in Streptococcus pyogenes (115, 116).

Three types of CRISPR systems have been identified thus far; from these forms type II is the most widely studied and the most relevant to the present outline. In type II CRISPR system, invading DNA is nucleolytically processed into small fragments (approximately 20 bp) that are incorporated into the CRISPR locus. This locus is transcribed, and transcripts are then processed to generate small CRISPR-RNAs (crRNA), which together with a trans-activating-CRISPR-RNA (tracrRNA) guide Cas9 to digest invading DNA upon repeat encounter (Figure 5A).

An important element of Cas9 activation is the Protospacer Adjacent Motif (PAM) at the target DNA sequence, which is essential for interactions between Cas9 and DNA (Figure 5A). Early work revealed that all three components (Cas9 protein, mature crRNA and tracrRNA) are required for efficient recruitment to and digestion of the target DNA sequence. A major development in the field was the recognition that crRNA and tracrRNA can be combined to generate a single guide RNA (gRNA) that enables all operations required for the targeted function of Cas9 (Figure 5B). This development greatly simplified the evolution of a large array of applications and forms the basis of the applications described here.

The number of applications utilizing CRISPR/Cas9-related genome editing/manipulation approaches is increasing exponentially with time. The technology is also very powerful for studies on the effects of single DSBs and DSB clusters in the mammalian genome (117, 118). Thus, existing CRISPR/Cas9 systems (116, 119) can be combined with appropriately designed gRNAs with the aim of inducing single DSBs or DSB clusters of different complexity within exons or introns of selected genes and study consequences in cell survival, genome integrity, DSB-response, or gene function. Figures 6A,B show as an example possible site selections for DSB induction within the HPRT gene, since it has been extensively used in the past to study IR-induced mutation induction (120, 121). Here, single DSBs and DSB clusters are induced at selected locations throughout the gene and at various constellations by combining different gRNAs (Figure 6).
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FIGURE 6 | (A) Organization of the HPRT gene in the Chinese hamster C. griseous (Cg) near exons 7 and 8. Possible recognition sites of gRNAs allowing the generation of DSBs at different locations within exons and introns are indicated. (B) Exon 3 of the HPRT gene in H. sapiens (Hs). Possible recognition sites for gRNAs allowing the generation of single DSBs or DSB clusters within exons and introns are indicated. (C) Constructs carrying different combinations of I-SceI sites engineered at different distances to model DSB clusters of increasing complexity. The schematic shows I-SceI constructs that would generate upon integration in the genome of a cell, single DSBs, DSB pairs, DSB quadruplets or a cluster of six DSBs. The distances shown are arbitrary and chosen only for illustration purposes.



The CRISPR/Cas9 technology is extremely powerful and promises to revolutionize the field by virtue of its ability to generate DSBs with great ease at any location of a known genome. In addition, mutated forms of Cas9 can be introduced in which one or both endonuclease domains are inactivated, thus generating enzymes with “nickase” or “null” activity (Figure 5B). Combination of Cas9 “nickase” with other systems of DSB generation, including the I-SceI system described below, will allow testing of the biological consequences of a single-strand break in the vicinity of a DSB (complex DSB). Finally, fusions between a non-functional Cas9 enzyme and protein domains generating additional forms of DNA damage will further expand the spectrum of experiments investigating DSB complexity as a parameter in biological responses (Figure 5B). As with the I-SceI, I-PpoI, and the AsiSI systems, Cas9 will also generate repeated DSBs in the genome and its prolonged presence in the cell nucleus precludes analysis of DSB repair kinetics.

The fact that the generation of each DSB using the CRISPR/Cas9 technology requires individual gRNAs restricts somewhat its application for generating multiple DSBs, which at times may be a desirable outcome (see next session). This is because the generation of multiple single DSBs or DSB clusters at different genomic locations will require a number of gRNAs. This problem may be partly overcome by designing gRNAs, which recognize sequences in the genome that are repeated several times – excluding of course highly repeated DNA sequences. For example, many proteins contain common functional domains, encoded by similar if not identical DNA sequences, which could be targeted at once using a single gRNA molecule. An alternative solution for this limitation is offered by the model system described in the following section.

I-SceI-BASED MODELS OF DSB CLUSTERING

We conclude this overview by outlining a recently introduced I-SceI-based model system, complementary to the system outlined in the previous section using the CRISPR/Cas9 technology that allows direct analysis of assumptions regarding the biological effects of multiple single DSBs and DSB clusters (54). The model system utilizes transposon technology (122) to generate clonal cell lines with multiple genomic integrations of constructs carrying I-SceI restriction sites at arrangements selected depending on the specific question addressed (Figure 6C). Cleavage of these sites by transient or conditional expression of I-SceI to generate single DSBs or DSB clusters at different numbers (typically 1–15) and constellations allow analysis of the biological consequences at different endpoints. First results obtained using this model system (54) indicate that DSB clusters compromise c-NHEJ and possibly HRR, leaving alt-EJ as last resort in DSB processing.

Application of the same technology to mutant cell lines with defects in different aspects of DSB repair will allow extensive analysis of the DSB repair pathways handling this form of damage (4, 123, 124).

CONCLUDING REMARKS

It is evident from the above outline that numerous novel technologies are available that promise to revive and revolutionize the ways we address fundamental questions of radiation damage and the associated radiation responses. These technologies allow the testing in well-defined systems of key hypotheses of mathematical models of radiation action, and the generation of data that may help to reduce their free variables. Such systems will be particularly useful in the analysis and characterization of the role of single DSBs and DSB cluster formation in the biological responses of high LET radiation.

The system utilizing the I-SceI meganuclease to generate single DSBs and DSB clusters at random locations in the genome will extend the successful application this enzyme saw during the past 15 years to new questions relevant to DNA damage response. Zn-finger nucleases and TALENs will perhaps remain useful in addressing related questions at specific settings. Certainly, the most promising technology is the one utilizing the CRISPR/Cas9 system to introduce DSBs at pre-selected locations in the unmodified genome, with a pre-defined constellation.

One aspect with all systems of enzymatic DSB generation that needs to be considered in comparisons with the effects of IR concerns the specifics of DSB induction. Thus, IR by virtue of its well defined and typically short exposure times induces DSBs through non-recurring, distinct energy deposition events; DSBs induced in this way are subsequently processed and terminally removed from the genome. Nucleases, on the other hand, through their prolonged presence after expression or activation in the cell nucleus, will generate cycles in which initial DSB induction and subsequent processing will be followed by additional cutting and processing cycles, which will in principle continue until repeat processing mutates the nuclease recognition sequence, or until enzyme expression or activity subside. Since both “solutions” require a relatively long window of time, which is also likely to be different for each individual DSB, they generate a condition of chronic assault to the DNA generating “chronic” DSBs. Such chronic DSBs may induce responses with facets not present to those generated by the single events of IR, and which may engage distinct processing mechanisms that change the ultimate outcome. Additional problems may arise from off-target effects, variable on-target cutting frequencies, and the induction of a single form of DSB these systems allow.

Despite these inherent limitations, the approaches described above promise to enrich our knowledge of the biological responses to DSBs, to improve the focus on this form of DNA damage, and to enhance the power and utility of mathematical modeling by generating first principles that can be used as starting points. Last but not least, they are likely to strengthen interactions between experimental radiation biologists and mathematical modelers.

AUTHOR CONTRIBUTIONS

VM and EM wrote the manuscript and participated in preparation of the figures. GI generated the main outline of the article and wrote the manuscript.

FUNDING

Work supported by grants from BMBF (02NUK043B –COLLAR) and the DFG (GRK1739).

REFERENCES

1. Goodhead DT, Thacker J, Cox R. Effects of radiations of different qualities on cells: molecular mechanisms of damage and repair. Int J Radiat Biol (1993) 63:543–56. doi:10.1080/09553009314450721

2. Prise KM, Ahnström G, Belli M, Carlsson J, Frankenberg D, Kiefer J, et al. A review of dsb induction data for varying quality radiations. Int J Radiat Biol (1998) 74:173–84. doi:10.1080/095530098141564

3. Kinner A, Wu W, Staudt C, Iliakis G. γ-H2AX in recognition and signaling of DNA double-strand breaks in the context of chromatin. Nucleic Acids Res (2008) 36:5678–94. doi:10.1093/nar/gkn550

4. Mladenov E, Iliakis G. Induction and repair of DNA double strand breaks: the increasing spectrum of non-homologous end joining pathways. Mutat Res (2011) 711:61–72. doi:10.1016/j.mrfmmm.2011.02.005

5. Bryant PE, Riches AC, Terry SYA. Mechanisms of the formation of radiation-induced chromosomal aberrations. Mutat Res (2010) 701:23–6. doi:10.1016/j.mrgentox.2010.03.016

6. Sage E, Harrison L. Clustered DNA lesion repair in eukaryotes: relevance to mutagenesis and cell survival. Mutat Res (2011) 711:123–33. doi:10.1016/j.mrfmmm.2010.12.010

7. Byrne M, Wray J, Reinert B, Wu Y, Nickoloff J, Lee S-H, et al. Mechanisms of oncogenic chromosomal translocations. Ann N Y Acad Sci (2014) 1310:89–97. doi:10.1111/nyas.12370

8. Soni A, Siemann M, Pantelias GE, Iliakis G. Marked contribution of alternative end-joining to chromosome-translocation-formation by stochastically induced DNA double-strand-breaks in G(2)-phase human cells. Mutat Res (2015) 793:2–8. doi:10.1016/j.mrgentox.2015.07.002

9. Barendsen GW. Responses of cultured cells, tumours, and normal tissues to radiations of different linear energy transfer. Curr Top Radiat Res (1968) 4:293–356.

10. Bertsche U, Iliakis G, Kraft G. Inactivation of Ehrlich ascites tumor cells by heavy ions. Radiat Res (1983) 95:57–67. doi:10.2307/3576071

11. Bedford JS, Goodhead DT. Breakage of human interphase chromosomes by alpha particles and X-rays. Int J Radiat Biol (1989) 55(2):211–6. doi:10.1080/09553008914550261

12. Hall EJ, Giaccia AJ. Radiobiology for the Radiologist. Philadelphia, Baltimore, New York, London, Buenos Aires, Hong Kong, Sydney, Tokyo: Lippincott Williams & Wilkins (2006).

13. Franken N, Ten Cate R, Krawczyk P, Stap J, Haveman J, Aten J, et al. Comparison of RBE values of high- LET α-particles for the induction of DNA-DSBs, chromosome aberrations and cell reproductive death. Radiat Oncol (2011) 6:64. doi:10.1186/1748-717X-6-64

14. Li Y, Qian H, Wang Y, Cucinotta FA. A stochastic model of DNA fragments rejoining. PLoS One (2012) 7:e44293. doi:10.1371/journal.pone.0044293

15. Brenner DJ, Doll R, Goodhead DT, Hall EJ, Land CE, Little JB, et al. Cancer risks attributable to low doses of ionizing radiation: assessing what we really know. Proc Natl Acad Sci USA (2003) 100:13761–6. doi:10.1073/pnas.2235592100

16. Durante M, Cucinotta FA. Heavy ion carcinogenesis and human space exploration. Nat Rev Cancer (2008) 8:465–72. doi:10.1038/nrc2391

17. Durante M, Loeffler JS. Charged particles in radiation oncology. Nat Rev Clin Oncol (2010) 7:37–43. doi:10.1038/nrclinonc.2009.183

18. Loeffler JS, Durante M. Charged particle therapy – optimization, challenges and future directions. Nat Rev Clin Oncol (2013) 10:411–24. doi:10.1038/nrclinonc.2013.79

19. Obe G, Winkel E-U. The chromosome-breaking activity of the restriction endonuclease Alu I in CHO cells is independent of the S-phase of the cell cycle. Mutat Res (1985) 152:25–9. doi:10.1016/0027-5107(85)90042-9

20. Bryant PE, Johnston PJ. Restriction-endonuclease-induced DNA double-strand breaks and chromosomal aberrations in mammalian cells. Mutat Res (1993) 299:289–96. doi:10.1016/0165-1218(93)90105-M

21. Pfeiffer P, Feldmann E, Odersky A, Kuhfittig-Kulle S, Goedecke W. Analysis of double-strand break repair by non-homologous DNA end joining in cell-free extracts from mammalian cells. Methods Mol Biol (2005) 291:351–71. doi:10.1007/978-1-62703-739-6_39

22. Van Gent DC, Van Der Burg M. Non-homologous end-joining, a sticky affair. Oncogene (2007) 26:7731–40. doi:10.1038/sj.onc.1210871

23. Lieber MR. The mechanism of double-strand DNA break repair by the nonhomologous DNA end-joining pathway. Annu Rev Biochem (2010) 79:1.1–1.31. doi:10.1146/annurev.biochem.052308.093131

24. Jasin M. Genetic manipulation of genomes with rare-cutting endonucleases. Trends Genet (1996) 12:224–8. doi:10.1016/0168-9525(96)10019-6

25. Iacovoni JS, Caron P, Lassadi I, Nicolas E, Massip L, Trouche D, et al. High-resolution profiling of γH2AX around DNA double strand breaks in the mammalian genome. EMBO J (2010) 29:1446–57. doi:10.1038/emboj.2010.38

26. Fenina M, Simon-Chazottes D, Vandormael-Pournin S, Soueid J, Langa F, Cohen-Tannoudji M, et al. I-SceI-mediated double-strand break does not increase the frequency of homologous recombination at the Dct locus in mouse embryonic stem cells. PLoS One (2012) 7:e39895. doi:10.1371/journal.pone.0039895

27. Gunn A, Stark JM. I-SceI-based assays to examine distinct repair outcomes of mammalian chromosomal double strand-breaks. Methods Mol Biol (2012) 920:379–91. doi:10.1007/978-1-61779-998-3_27

28. Soutoglou E, Misteli T. Activation of the cellular DNA damage response in the absence of DNA lesions. Science (2008) 320:1507–10. doi:10.1126/science.1159051

29. Bindra RS, Goglia AG, Jasin M, Powell SN. Development of an assay to measure mutagenic non-homologous end-joining repair activity in mammalian cells. Nucleic Acids Res (2013) 41:e115. doi:10.1093/nar/gkt255

30. Henner WD, Grunberg SM, Haseltine WA. Sites and structure of γ radiation-induced DNA strand breaks. J Biol Chem (1982) 257:11750–4.

31. Henner WD, Rodriguez LO, Hecht SM, Haseltine WA. Gamma-ray Induced deoxyribonucleic acid strand breaks. J Biol Chem (1983) 258:711–3.

32. Von Sonntag C. Free-Radical-Induced DNA Damage and Its Repair. Berlin, Heidelberg: Springer (2006).

33. Schipler A, Iliakis G. DNA double-strand-break complexity levels and their possible contributions to the probability for error-prone processing and repair pathway choice. Nucleic Acids Res (2013) 41:7589–605. doi:10.1093/nar/gkt556

34. Weinfeld M, Mani RS, Abdou I, Aceytuno RD, Glover JNM. Tidying up loose ends: the role of polynucleotide kinase/phosphatase in DNA strand break repair. Trends Biochem Sci (2011) 36:262–71. doi:10.1016/j.tibs.2011.01.006

35. Ward JF. DNA damage produced by ionizing radiation in mammalian cells: identities, mechanisms of formation, and reparability. Prog Nucl Acid Res (1988) 35:95–125. doi:10.1016/S0079-6603(08)60611-X

36. Goodhead DT, Nikjoo H. Track structure analysis of ultrasoft X-rays compared to high- and low-LET radiations. Int J Radiat Biol (1989) 55:513–29. doi:10.1080/09553008914550571

37. Paretzke HG. Radiation track structure theory. In: Freeman GR, editor. Kinetics of Nonhomogeneous Processes. New York City, NY: John Wiley & Sons, Inc (1987). p. 89–170.

38. Friedland W, Jacob P, Kundrá TP. Stochastic simulation of DNA double-strand break repair by non-homologous end joining based on track structure calculations. Radiat Res (2010) 173:677–88. doi:10.1667/RR1965.1

39. Friedland W, Dingfelder M, Kundrát P, Jacob P. Track structures, DNA targets and radiation effects in the biophysical Monte Carlo simulation code PARTRAC. Mutat Res (2011) 711:28–40. doi:10.1016/j.mrfmmm.2011.01.003

40. Allen C, Borak TB, Tsujii H, Nickoloff JA. Heavy charged particle radiobiology: using enhanced biological effectiveness and improved beam focusing to advance cancer therapy. Mutat Res (2011) 711:150–7. doi:10.1016/j.mrfmmm.2011.02.012

41. Ward JF. Biochemistry of DNA lesions. Radiat Res (1985) 104:S103–11. doi:10.2307/3576637

42. Ward JF, Evans JW, Limoli CL, Calabro-Jones PM. Radiation and hydrogen peroxide induced free radical damage to DNA. Br J Cancer (1987) 55:105–12.

43. Georgakilas AG, O’neill P, Stewart RD. Induction and repair of clustered DNA lesions: what do we know so far? Radiat Res (2013) 180:100–9. doi:10.1667/RR3041.1

44. Goodhead DT. Initial events in the cellular effects of ionizing radiations: clustered damage in DNA. Int J Radiat Biol (1994) 65:7–17. doi:10.1080/09553009414550021

45. Eccles LJ, O’neill P, Lomax ME. Delayed repair of radiation induced clustered DNA damage: friend or foe? Mutat Res (2011) 711:134–41. doi:10.1016/j.mrfmmm.2010.11.003

46. Wilson DM 3rd, Kim D, Berquist BR, Sigurdson AJ. Variation in base excision repair capacity. Mutat Res (2011) 711:100–12. doi:10.1016/j.mrfmmm.2010.12.004

47. Singh SK, Wu W, Wu W, Wang M, Iliakis G. Extensive repair of DNA double-strand breaks in cells deficient in the DNA-PK dependent pathway of NHEJ after exclusion of heat-labile sites. Radiat Res (2009) 172:152–64. doi:10.1667/RR1745.1

48. Singh SK, Wang M, Staudt C, Iliakis G. Post-irradiation chemical processing of DNA damage generates double-strand breaks in cells already engaged in repair. Nucleic Acids Res (2011) 39:8416–29. doi:10.1093/nar/gkr463

49. Singh SK, Wu W, Stuschke M, Bockisch A, Iliakis G. Reduced contribution of thermally-labile sugar lesions to DNA double-strand break formation after exposure to neutrons. Radiat Res (2012) 178:581–90. doi:10.1667/RR2996.1

50. Singh SK, Bencsik-Theilen A, Mladenov E, Jakob B, Taucher-Scholz G, Iliakis G. Reduced contribution of thermally labile sugar lesions to DNA double strand break formation after exposure to heavy ions. Radiat Oncol (2013) 8:77. doi:10.1186/1748-717X-8-77

51. Cheng Y, Li F, Mladenov E, Iliakis G. The yield of DNA double strand breaks determined after exclusion of those forming from heat-labile lesions predicts tumor cell radiosensitivity to killing. Radiother Oncol (2015) 116:366–73. doi:10.1016/j.radonc.2015.08.004

52. Li F, Cheng Y, Iliakis G. The contribution of thermally labile sugar lesions to DNA double-strand break formation in cells grown in the presence of BrdU. Int J Radiat Biol (2015) 91:312–20. doi:10.3109/09553002.2014.996260

53. Taleei R, Nikjoo H. Biochemical DSB-repair model for mammalian cells in G1 and early S phases of the cell cycle. Mutat Res (2013) 756:206–12. doi:10.1016/j.mrgentox.2013.06.004

54. Schipler A, Mladenova V, Soni A, Nikolov V, Saha J, Mladenov E, et al. Chromosome thripsis by DNA double strand break clusters causes enhanced cell lethality, chromosomal translocations and 53BP1-recruitment. Nucleic Acids Res (2016). doi:10.1093/nar/gkw487

55. Johnston PJ, Bryant PE. A component of DNA double-strand break repair is dependent on the spatial orientation of the lesions within the higher-order structures of chromatin. Int J Radiat Biol (1994) 66:531–6. doi:10.1080/09553009414551571

56. Johnston PJ, Olive PL, Bryant PE. Higher-order chromatin structure-dependent repair of DNA double-strand breaks: modeling the elution of DNA from nucleoids. Radiat Res (1997) 148:561–7. doi:10.2307/3579731

57. Johnston PJ, Macphail SH, Banáth JP, Olive PL. Higher-order chromatin structure-dependent repair of DNA double-strand breaks: factors affecting elution of DNA from nucleoids. Radiat Res (1998) 149:533–42. doi:10.2307/3579785

58. Holley WR, Chatterjee A. Clusters of DNA damage induced by ionizing radiation: formation of short DNA fragments. 1. Theoretical modeling. Radiat Res (1996) 145:188–99. doi:10.2307/3579174

59. Löbrich M, Cooper PK, Rydberg B. Non-random distrubution of DNA double-strand breaks induced by particle irradiation. Int J Radiat Biol (1996) 70:493–503. doi:10.1080/095530096144680

60. Rydberg B. Clusters of DNA damage induced by ionizing radiation: formation of short DNA fragments. 11. Experimental detection. Radiat Res (1996) 145:200–9. doi:10.2307/3579175

61. Friedland W, Jacob P, Paretzke HG, Stork T. Monte carlo simulation of the production of short DNA fragments by low-linear energy transfer radiation using higher-order DNA models. Radiat Res (1998) 150:170–82. doi:10.2307/3579852

62. Friedland W, Dingfelder M, Jacob P, Paretzke HG. Calculated DNA double-strand break and fragmentation yields after irradiation with He ions. Radiat Phys Chem (2005) 72:279–86. doi:10.1016/j.radphyschem.2004.05.053

63. Pang D, Winters TA, Jung M, Purkayastha S, Cavalli LR, Chasovkikh S, et al. Radiation-generated short DNA fragments may perturb non-homologous end-joining and induce genomic instability. J Radiat Res (2011) 52:309–19. doi:10.1269/jrr.10147

64. Wang H, Zhang X, Wang P, Yu X, Essers J, Chen D, et al. Characteristics of DNA-binding proteins determine the biological sensitivity to high-linear energy transfer radiation. Nucleic Acids Res (2010) 38:3245–51. doi:10.1093/nar/gkq069

65. Ostashevsky JY. A model relating cell survival to DNA fragment loss and unrepaired double-strand breaks. Radiat Res (1989) 118:437–66. doi:10.2307/3577405

66. Ostashevsky JY. Higher-order structure of interphase chromosomes and radiation-induced chromosomal exchange aberrations. Int J Radiat Biol (2000) 76:1179–87. doi:10.1080/09553000050134410

67. Friedland W, Jacob P, Bernhardt P, Paretzke HG, Dingfelder M. Simulation of DNA damage after proton irradiation. Radiat Res (2003) 159:401–10. doi:10.1667/0033-7587(2003)159[0401:SODDAP]2.0.CO;2

68. Ponomarev AL, Cucinotta FA. Chromatin loops are responsible for higher counts of small DNA fragments induced by high-LET radiation, while chromosomal domains do not affect the fragment sizes. Int J Radiat Biol (2006) 82:293–305. doi:10.1080/09553000600637716

69. Elsässer T, Brons S, Psonka K, Scholz M, Gudowska-Nowak E, Taucher-Scholz G. Biophysical modeling of fragment length distributions of DNA plasmids after X and heavy-ion irradiation analyzed by atomic force microscopy. Radiat Res (2008) 169:649–59. doi:10.1667/RR1028.1

70. Friedrich T, Durante M, Scholz M. Modeling cell survival after photon irradiation based on double-strand break clustering in megabase pair chromatin loops. Radiat Res (2012) 178:385–94. doi:10.1667/RR2964.1

71. Friedrich T, Scholz U, Elsässer T, Durante M, Scholz M. Calculation of the biological effects of ion beams based on the microscopic spatial damage distribution pattern. Int J Radiat Biol (2012) 88:103–7. doi:10.3109/09553002.2011.611213

72. Hufnagl A, Herr L, Friedrich T, Durante M, Taucher-Scholz G, Scholz M. The link between cell-cycle dependent radiosensitivity and repair pathways: a model based on the local, sister-chromatid conformation dependent switch between NHEJ and HR. DNA Repair (2015) 27:28–39. doi:10.1016/j.dnarep.2015.01.002

73. Sachs RK, Van Den Engh G, Trask B, Yokota H, Hearst JE. A random-walk/giant-loop model for interphase chromosomes. Proc Natl Acad Sci USA (1995) 92:2710–4. doi:10.1073/pnas.92.7.2710

74. Ostashevsky J. A polymer model for the structural organization of chromatin loops and minibands in interphase chromosomes. Mol Biol Cell (1998) 9:3031–40. doi:10.1091/mbc.9.11.3031

75. Gauter B, Zlobinskaya O, Weber K-J. Rejoining of radiation-induced DNA double-strand breaks: pulsed-field electrophoresis analysis of fragment size distributions after incubation for repair. Radiat Res (2002) 157:721–33. doi:10.1667/0033-7587(2002)157[0721:RORIDD]2.0.CO;2

76. Menegakis A, Yaromina A, Eicheler W, Dörfler A, Beuthien-Baumann B, Thames HD, et al. Prediction of clonogenic cell survival curves based on the number of residual DNA double strand breaks measured by γH2AX staining. Int J Radiat Biol (2009) 85:1032–41. doi:10.3109/09553000903242149

77. Koch U, Höhne K, Von Neubeck C, Thames HD, Yaromina A, Dahm-Daphi J, et al. Residual γH2AX foci predict local tumour control after radiotherapy. Radiother Oncol (2013) 108:434–9. doi:10.1016/j.radonc.2013.06.022

78. Li Y, Reynolds P, O’neill P, Cucinotta FA. Modeling damage complexity-dependent non-homologous end-joining repair pathway. PLoS One (2014) 9:e85816. doi:10.1371/journal.pone.0085816

79. Stephens PJ, Greenman CD, Fu B, Yang F, Rignell GR, Mudie LJ, et al. Massive genomic rearrangement acquired in a single catastrophic event during cancer development. Cell (2011) 144:27–40. doi:10.1016/j.cell.2010.11.055

80. Forment JV, Kaidi A, Jackson SP. Chromothripsis and cancer: causes and consequences of chromosome shattering. Nat Rev Cancer (2012) 12:663–70. doi:10.1038/nrc3352

81. Kloosterman WP, Tavakoli-Yaraki M, Van Roosmalen MJ, Van Binsbergen E, Renkens I, Duran K, et al. Constitutional chromothripsis rearrangements involve clustered double-stranded DNA breaks and nonhomologous repair mechanisms. Cell Rep (2012) 1:648–55. doi:10.1016/j.celrep.2012.05.009

82. Molenaar JJ, Koster J, Zwijnenburg DA, Van Sluis P, Valentijn LJ, Van Der Ploeg I, et al. Sequencing of neuroblastoma identifies chromothripsis and defects in neuritogenesis genes. Nature (2012) 483:589–93. doi:10.1038/nature10910

83. Rouet P, Smih F, Jasin M. Expression of a site-specific endonuclease stimulates homologous recombination in mammalian cells. Proc Natl Acad Sci USA (1994) 91:6064–8. doi:10.1073/pnas.91.13.6064

84. Richardson C, Jasin M. Frequent chromosomal translocations induced by DNA double-strand breaks. Nature (2000) 405:697–700. doi:10.1038/35015097

85. Liang F, Han M, Romanienko PJ, Jasin M. Homology-directed repair is a major double-strand break repair pathway in mammalian cells. Proc Natl Acad Sci USA (1998) 95:5172–7. doi:10.1073/pnas.95.9.5172

86. Taghian DG, Nickoloff JA. Chromosomal double-strand breaks induce gene conversion at high frequency in mammalian cells. Mol Cell Biol (1997) 17:6386–93. doi:10.1128/MCB.17.11.6386

87. Pierce AJ, Johnson RD, Thompson LH, Jasin M. XRCC3 promotes homology-directed repair of DNA damage in mammalian cells. Genes Dev (1999) 13:2633–8. doi:10.1101/gad.13.20.2633

88. Mao Z, Bozzella M, Seluanov A, Gorbunova V. Comparison of nonhomologous end joining and homologous recombination in human cells. DNA Repair (2008) 7:1765–71. doi:10.1016/j.dnarep.2008.06.018

89. Johnson RD, Liu N, Jasin M. Mammalian XRCC2 promotes the repair of DNA double-strand breaks by homologous recombination. Nature (1999) 401:397–9. doi:10.1038/43932

90. Bennardo N, Cheng A, Huang N, Stark JM. Alternative-NHEJ is a mechanistically distinct pathway of mammalian chromosome break repair. PLoS Genet (2008) 4:e1000110. doi:10.1371/journal.pgen.1000110

91. Mao Z, Seluanov A, Jiang Y, Gorbunova V. TRF2 is required for repair of nontelomeric DNA double-strand breaks by homologous recombination. Proc Natl Acad Sci USA (2007) 104:13068–73. doi:10.1073/pnas.0702410104

92. Mansour WY, Rhein T, Dahm-Daphi J. The alternative end-joining pathway for repair of DNA double-strand breaks requires PARP1 but is not dependent upon microhomologies. Nucleic Acids Res (2010) 38:6065–77. doi:10.1093/nar/gkq387

93. Gomez-Cabello D, Jimeno S, Fernández-Ávila MJ, Huertas P. New tools to study DNA double-strand break repair pathway choice. PLoS One (2013) 8:e77206. doi:10.1371/journal.pone.0077206

94. Muscarella DE, Ellison EL, Ruoff BM, Vogt VM. Characterization of I-Ppo, an intron-encoded endonuclease that mediates homing of a group I intron in the ribosomal DNA of Physarum polycephalum. Mol Cell Biol (1990) 10:3386–96. doi:10.1128/MCB.10.7.3386

95. Monnat RJ Jr, Hackmann AFM, Cantrell MA. Generation of highly site-specific DNA double-strand breaks in human cells by the homing endonucleases I-PpoI and I-CreI. Biochem Biophys Res Commun (1999) 255:88–93. doi:10.1006/bbrc.1999.0152

96. Berkovich E, Monnat RJ Jr, Kastan MB. Roles of ATM and NBS1 in chromatin structure modulation and DNA double-strand break repair. Nat Cell Biol (2007) 9:683–90. doi:10.1038/ncb1599

97. Berkovich E, Monnat RJ Jr, Kastan MB. Assessment of protein dynamics and DNA repair following generation of DNA double-strand breaks at defined genomic sites. Nat Protoc (2008) 3:915–22. doi:10.1038/nprot.2008.54

98. Belfort M, Roberts RJ. Homing endonucleases: keeping the house in order. Nucleic Acids Res (1997) 25:3379–88. doi:10.1093/nar/25.17.3379

99. Vigo E, Müller H, Prosperini E, Hateboer G, Cartwright P, Moroni MC, et al. CDC25A phosphatase is a target of E2F and is required for efficient E2F-induced S phase. Mol Cell Biol (1999) 19:6379–95. doi:10.1128/MCB.19.9.6379

100. Berkovich E, Lamed Y, Ginsberg D. E2F and Ras synergize in transcriptionally activating p14ARF expression. Cell Cycle (2003) 2:127–34. doi:10.4161/cc.2.2.293

101. Goldstein M, Derheimer FA, Tait-Mulder J, Kastan MB. Nucleolin mediates nucleosome disruption critical for DNA double-strand break repair. Proc Natl Acad Sci USA (2013) 110:16874–9. doi:10.1073/pnas.1306160110

102. Caron P, Choudjaye J, Clouaire T, Bugler B, Daburon V, Aguirrebengoa M, et al. Non-redundant functions of ATM and DNA-PKcs in response to DNA double-strand breaks. Cell Rep (2015) 13:1598–609. doi:10.1016/j.celrep.2015.10.024

103. Aymard F, Bugler B, Schmidt CK, Guillou E, Caron P, Briois S, et al. Transcriptionally active chromatin recruits homologous recombination at DNA double-strand breaks. Nat Struct Mol Biol (2014) 21:366–74. doi:10.1038/nsmb.2796

104. Massip L, Caron P, Iacovoni JS, Trouche D, Legube G. Deciphering the chromatin landscape induced around DNA double strand breaks. Cell Cycle (2010) 9:2963–72. doi:10.4161/cc.9.15.12412

105. Caron P, Aymard F, Iacovoni JS, Briois S, Canitrot Y, Bugler B, et al. Cohesin protects genes against γH2AX induced by DNA double-strand breaks. PLoS Genet (2012) 8:e1002460. doi:10.1371/journal.pgen.1002460

106. Nishimura K, Fukagawa T, Takisawa H, Kakimoto T, Kanemaki M. An auxin-based degron system for the rapid depletion of proteins in nonplant cells. Nat Methods (2009) 6:917–22. doi:10.1038/nmeth.1401

107. Wood AJ, Lo T-W, Zeitler B, Pickle CS, Ralston EJ, Lee AH, et al. Targeted genome editing across species using ZFNs and TALENs. Science (2011) 333:307. doi:10.1126/science.1207773

108. Gaj T, Gersbach CA, Barbas Iii CF. ZFN, TALEN, and CRISPR/Cas-based methods for genome engineering. Trends Biotechnol (2013) 31:397–405. doi:10.1016/j.tibtech.2013.04.004

109. Ghezraoui H, Piganeau M, Renouf B, Renaud J-B, Sallmyr A, Ruis B, et al. Chromosomal translocations in human cells are generated by canonical nonhomologous end-joining. Mol Cell (2014) 55:829–42. doi:10.1016/j.molcel.2014.08.002

110. Nakade S, Tsubota T, Sakane Y, Kume S, Sakamoto N, Obara M, et al. Microhomology-mediated end-joining-dependent integration of donor DNA in cells and animals using TALENs and CRISPR/Cas9. Nat Commun (2014) 5:5560. doi:10.1038/ncomms6560

111. Sun N, Bao Z, Xiong X, Zhao H. SunnyTALEN: a second-generation TALEN system for human genome editing. Biotechnol Bioeng (2014) 111(4):683–91. doi:10.1002/bit.25154

112. Doudna JA, Charpentier E. The new frontier of genome engineering with CRISPR-Cas9. Science (2014) 346:1077. doi:10.1126/science.1258096

113. Sanchez-Rivera FJ, Jacks T. Applications of the CRISPR-Cas9 system in cancer biology. Nat Rev Cancer (2015) 15:387–95. doi:10.1038/nrc3950

114. Shalem O, Sanjana NE, Zhang F. High-throughput functional genomics using CRISPR-Cas9. Nat Rev Genet (2015) 16:299–311. doi:10.1038/nrg3899

115. Marraffini LA. CRISPR-Cas immunity in prokaryotes. Nature (2015) 526:55–61. doi:10.1038/nature15386

116. Mali P, Yang L, Esvelt KM, Aach J, Guell M, Dicarlo JE, et al. RNA-Guided Human Genome Engineering via Cas9. Science (2013) 339:823–6. doi:10.1126/science.1232033

117. Maddalo D, Manchado E, Concepcion CP, Bonetti C, Vidigal JA, Han Y-C, et al. In vivo engineering of oncogenic chromosomal rearrangements with the CRISPR/Cas9 system. Nature (2014) 516:423–7. doi:10.1038/nature13902

118. Li Y, Park AI, Mou H, Colpan C, Bizhanova A, Akama-Garren E, et al. A versatile reporter system for CRISPR-mediated chromosomal rearrangements. Genome Biol (2015) 16:111. doi:10.1186/s13059-015-0680-7

119. Mali P, Esvelt KM, Church GM. Cas9 as a versatile tool for engineering biology. Nat Methods (2013) 10:957–63. doi:10.1038/nmeth.2649

120. Iliakis G. The influence of conditions affecting repair and expression of potentially lethal damage on the induction of 6-thioguanine resistance after exposure of mammalian cells to x-rays. Mutat Res (1984) 126:215–25. doi:10.1016/0027-5107(84)90063-0

121. Thacker J. The molecular nature of mutations in cultured mammalian cells: a review. Mutat Res (1985) 159:431–42. doi:10.1016/0027-5107(85)90140-X

122. Hyland KA, Olson ER, Clark KJ, Aronovich EL, Hackett PB, Blazar BR, et al. Sleeping Beauty-mediated correction of Fanconi anemia type C. J Gene Med (2011) 13:462–9. doi:10.1002/jgm.1589

123. Mladenov E, Magin S, Soni A, Iliakis G. DNA double-strand break repair as determinant of cellular radiosensitivity to killing and target in radiation therapy. Front Oncol (2013) 3:113. doi:10.3389/fonc.2013.00113

124. Iliakis G, Murmann T, Soni A. Alternative end-joining repair pathways are the ultimate backup for abrogated classical non-homologous end-joining and homologous recombination repair: implications for the formation of chromosome translocations. Mutat Res (2015) 793:166–75. doi:10.1016/j.mrgentox.2015.07.001

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2016 Mladenova, Mladenov and Iliakis. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) or licensor are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.







	 
	ORIGINAL RESEARCH
published: 10 June 2016
doi: 10.3389/fonc.2016.00130





[image: image1]

Short DNA Fragments Are a Hallmark of Heavy Charged-Particle Irradiation and May Underlie Their Greater Therapeutic Efficacy
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Growing interest in proton and heavy ion therapy has reinvigorated research into the fundamental biological mechanisms underlying the therapeutic efficacy of charged-particle radiation. To improve our understanding of the greater biological effectiveness of high-LET radiations, we have investigated DNA double-strand breaks (DSBs) following exposure of plasmid DNA to low-LET Co-60 gamma photon and electron irradiation and to high-LET Beryllium and Argon ions with atomic force microscopy. The sizes of DNA fragments following radiation exposure were individually measured to construct fragment size distributions from which the DSB per DNA molecule and DSB spatial distributions were derived. We report that heavy charged particles induce a significantly larger proportion of short DNA fragments in irradiated DNA molecules, reflecting densely and clustered damage patterns of high-LET energy depositions. We attribute the enhanced short DNA fragmentation following high-LET radiations as an important determinant of the observed, enhanced biological effectiveness of high-LET irradiations.
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INTRODUCTION

DNA is the critical target of ionizing radiation-induced cellular damage, and DNA double-strand breaks (DSBs) are the most lethal of more than 100 various DNA lesions induced by ionizing radiation (1–3). Biological observations implicate DNA DSBs resulting from high-LET radiation in cell death and carcinogenesis to a greater extent than that observed following low-LET radiations (4–6). Mechanisms underlying such observations have focused on dense and complex ionization events resulting in clustered DNA DSBs that are more difficult to repair (7, 8).

Established methods for measurements of DSBs include sucrose gradient sedimentation (9), neutral filter elusion (10), continuous or pulsed-field gel electrophoresis (PFGE) (11–13), the comet assay (14, 15), and, more recently, the γ-H2AX foci quantification (16, 17). DSBs induced in cellular environment and in denatured DNA have been determined (18–23); however, measured DSBs following high-LET radiations were reported equal to or only marginally greater than that observed following low-LET radiations (6, 24, 25). This is in contradiction to the observed greater relative biological effectiveness (RBE) by several fold for cell survival following high-LET radiation exposures (26, 27). However, a better correlation between RBE survival and DSB induction was found with assays of unrepaired DSBs (28–31).

This apparent discrepancy between RBE for cell survival as compared to DSB induction contradicted the accepted thesis of DSB as the primary lesion for cell killing. Subsequently, detailed examination of the techniques used for DSB measurements has revealed that they were reliable only for DNA fragments in the kilobase-pair region and possible shorter DNA fragments were potentially unaccounted for (32–34).

In addition to experimental investigation of DSB induction by ionizing radiation, theoretical modeling employing individual particle track structures has also been pursued (35–38). Ionizing events by individual particles based on established physics principles have shown that heavy charged-particle radiations produce a much greater clustered energy depositions (within a few base pairs) imparting sufficient energy to generate free radicals, which can lead to DNA DSBs or directly cause DSBs when occurring on the opposite strand within a certain distance (39–41). Such Monte Carlo simulations have revealed induction of short DNA fragments less than a few hundred base pairs by both low- and high-LET radiations, which were not quantified in experimental measurements (41, 42).

As a single molecule imaging instrument, the atomic force microscopy (AFM) offers the resolution to image individual atoms of solid state materials and nanometer resolution to visualize biological molecules, e.g., DNA molecules (43–46). Unlike Electron Microscopy or Scanning Tunneling Microscopy, AFM requires minimum sample preparation, reducing or eliminating potential distortions attributable to sample preparation (47, 48). In addition, its ability to measure biomolecules in aqueous solutions, similar to the native environment, offers the possibility for examining in vitro behaviors and interactions of biomolecules of interest (49–51).

We have previously reported the presence of short DNA fragments in neutron irradiated plasmid DNA, reflecting the high-LET energy deposition of neutrons (52). Here, we address the effectiveness of high-LET charged-particle irradiation in producing short DNA fragments in plasmid DNA. Use of plasmid DNA molecules as the targets allows for high-resolution imaging and easy identification of DNA fragmentation in sizes of a few to a few hundred nanometers in lengths. We investigated DNA fragmentation following radiations of the low-LET Co-60 photon and electron, and the high-LET Beryllium and Argon ions.

MATERIALS AND METHODS

DNA Samples

Plasmid DNA (pUC19, 2686 bp in length) was purchased from New England Biolab at a concentration of 1000 μg/ml in HEPES buffer (Beverley, MA, USA). The samples were diluted to a concentration of 5 μg/ml in buffer containing 10 mM HEPES and 1 mM MgCl2 and aliquoted into vials containing 250 μl DNA solution each.

Irradiation

Irradiation of the aliquots of DNA solutions was performed at the following sites.

Electron irradiations were performed at the Georgetown University Medical Center in Washington, DC, USA on a medical linear accelerator with 6 MV energy (Varian 2100 C/D, Varian, Palo Alto, CA, USA) to doses of 1000–8000 Gy in 1000 Gy increment. The dose was calibrated using a NIST traceable ionization chamber.

Co-60 photon irradiations were performed at Neutron Products in Dickerson, MD, USA using an industrial Co-60 irradiator at a dose rate of 20 kGy/h in the same dose range as that for electrons.

Beryllium ion irradiations were performed at the Oak Ridge National Laboratory in Oak Ridge, TN, USA. The energy of the Beryllium particle beam was 100 MeV/n, and the LET was 11.6 keV/μm. The doses delivered ranged from 3 to 12 kGy, calculated as the product of the particle fluence rate and the LET of the ion multiplied by the time the beam was on.

Argon ion irradiations were performed on the HIMAC charged-particle accelerator at the National Institute of Radiological Science in Chiba, Japan. The energy of the Argon ion beam was 390 MeV/n, and the LET was 99.5 keV/μm. The doses delivered were 3–12 kGy, using a similar way for dose determination as that for Beryllium irradiation.

As a control, a set of three un-irradiated DNA samples was prepared for each experiment.

AFM Imaging

A Bruker Nano Scope IIIa AFM (Bruker, Santa Barbara, CA, USA) was used for DNA imaging in tapping mode in air. The AFM cantilevers were commercially available from Bruker with a tip radius of approximately 10 nm. Sample preparation for imaging consisted of deposition of 2 μl of the DNA solution on freshly cleaved mica surface, followed by a gentle rinse with 1 ml of distilled water and subsequent drying in the gentle flow of Nitrogen gas. The Scanning frequency was 1 Hz and typical scanning size was 2 μm × 2 μm.

The sizes of the DNA fragments in each image were measured individually using the NanoScope IIIa software. Over a thousand DNA fragments were measured for each irradiated DNA sample to ensure a statistical uncertainty of <5%. Fragment size distribution profiles relating the numbers of DNA fragments to their sizes were constructed. The average numbers of DSBs per DNA, per broken DNA, and DSB distributions as a function of spatial distance were derived from the constructed size distribution profiles. For details on the technique and data analysis, the reader is referred to our previous paper (52).

RESULTS

Figures 1A–E show representative AFM images of the plasmid DNA of un-irradiated controls and following irradiation by Co-60 photon, electron, Beryllium, and Argon ions to doses of 6 kGy. As shown in Figure 1A, the majority of the control DNA molecules were in relaxed circular conformation with occasional super coiling of one or two twists. In Figures 1B,C, the amount of DNA fragmentation and sizes appear similar, demonstrating similar physical characteristics of low-LET energy deposition patterns following Co-60 photon and electron irradiations. Examination of Figures 1D,E shows that DNA fragmentation is markedly greater than that shown in Figures 1B,C. Furthermore, the average sizes of DNA fragments are shorter, demonstrating the enhanced capability of the high-LET Beryllium and Argon ions to fragment DNA to a much greater extent.
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FIGURE 1 | (A) Sample image of un-irradiated pUC19 plasmid DNA. The size of the image is 2 μm × 2 μm, as that for the rest of the images. (B) Sample image of Co-60 photon irradiated pUC19 plasmid DNA. The radiation dose is 6 kGy. (C) Sample image of electron irradiated pUC19 plasmid DNA. The radiation dose is 6 kGy. (D) Sample image of Beryllium ion irradiated pUC19 plasmid DNA. The radiation dose is 6 kGy. (E) Sample image of Argon ion irradiated pUC19 plasmid DNA. The radiation dose is 6 kGy.



Figures 2A–E show the corresponding reconstructed DNA fragment size distributions based on individually measured DNA fragment sizes for each irradiated samples. The size of the original, un-fragmented pUC19 plasmid DNA is 850 nm and is evenly divided into 50 nm bins in the range of 0–850 nm. Size profile of the un-irradiated DNA was marked by a near 100% uni-spike at the 850 nm bin, represented by the unbroken and occasional DNA molecules with one break only. Mirroring images shown in Figures 1B,C, the DNA fragment size distributions in Figures 2B,C are essentially identical, and approximating an exponential distribution as a function of the fragment sizes. However, the size distributions shown in Figures 2D,E are quite different from that in Figures 2B,C, marked by pronounced spikes of fragments in the shortest bin of 50 nm. This demonstrates a much enhanced induction of short DNA fragments by the Beryllium and Argon ions. Size distributions in bins longer than 50 nm follow a similar exponential-like distribution as that in Figures 2B,C, but at a more accelerated drop off with increasing fragment size.
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FIGURE 2 | (A) DNA fragment size distribution of un-irradiated pUC19 plasmid DNA. (B) DNA fragment size distribution of 6 kGy Co-60 photon irradiated DNA. (C) DNA fragment size distribution of 6 kGy electron irradiated DNA. (D) DNA fragment size distribution of 6 kGy Beryllium ion irradiated DNA. (E) DNA fragment size distribution of 6 kGy Argon ion irradiated DNA.



Based on the measured DNA fragment sizes, the average numbers of DNA DSB per DNA molecule are derived for DNA molecules including both fragmented and intact DNA. In addition, DSBs per DNA for fragmented DNA molecules only are also derived to further illustrate the DNA fragmentation capability by different types of radiation. Derivation of these quantities is based on the following considerations. If a plasmid DNA contains only one DSB, it becomes linearized as a single linear DNA fragment of the original length of 850 nm; if it contains two DSBs, a plasmid is broken into two pieces and the combined lengths of the two fragments add up to the original DNA length and this pattern holds for DNA containing N DSBs. Therefore, the number of fragments equals the number of DSBs, and consequently, the number of DSBs per DNA molecule simply equals to the number of fragments divided by the total number of DNA molecules from which the fragments are originated, which can be calculated as the sum of all the fragment lengths divided by the length of an intact DNA.

In addition to the average number of DSB per DNA, which provides a general indication of the DNA breaking capability by ionizing radiation, information on the spatial correlation of the DSBs on a DNA molecule can be further derived from the size distributions. As an illustrative example, we calculate the number of DSBs distributed within a distance of 50 nm on a DNA molecule. This is derived by counting the number of fragments in the length interval from 0 to 50 nm, which is then divided by the total number of DNA molecules as determined in the previous paragraph. This calculation can be extended to determine DSBs distributed in other longer length intervals. By this information, we obtain a clear indication of whether DSBS are distributed in a confined small spatial region or more spread out on a DNA molecule. Correlation of this DSB distribution pattern with the type of radiation provides a simple measure for the assessment of ionization clustering. In Figure 3, we construct the number of DSBs per DNA for electron and Beryllium irradiated DNA samples to a dose of 6 kGy in relation to the fragment sizes to demonstrate the DSB spatial distribution on a DNA molecule. Clearly, Beryllium ions induce more dense and localized DSBs, whereas electrons generate more uniformly distributed DSBs on a DNA molecule, demonstrating the high degree of DNA damage clustering by high-LET irradiations.
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FIGURE 3 | DSB spatial distribution on a pUC19 plasmid DNA molecule induced by Beryllium ion and electron irradiation to a dose of 6 kGy.



We further calculated the RBE for DSB induction as a function of radiation quality. The RBE calculated in this report is defined as the ratio of the number of DSBs per unit DNA molecule of a given type of radiation to that by Co-60 photon. Table 1 gives the DSB per DNA molecule for the radiations investigated and the corresponding RBEs determined at 6 kGy. For comparison purposes, we also have included the RBE for neutron studied in a previous publication (52).

TABLE 1 | Measured DSB per DNA molecule and corresponding RBE for radiations investigated in this and a previous report (52).
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DISCUSSION

In this report, we employ AFM for the measurement of DNA fragmentation by the charged particles of Beryllium and Argon in comparison to that by the low-LET photon and electron to demonstrate the enhanced DNA fragmentation capability of high-LET radiations. As shown in the AFM images, short DNA fragments are produced after plasmid DNA exposure to both low- and high-LET radiations. However, the relative amounts of short DNA fragments are substantially greater after high-LET irradiations, with Beryllium and Argon ions, demonstrating a prevalence of clustered DNA DSBs produced by high-LET radiations not previously quantified due to limitations in the conventional biological techniques.

As discussed in the Section “Introduction,” the RBE for cell killing reported in the literature are generally a few fold higher for high-LET radiations (4, 5), but the DSB induction as measured using gel electrophoresis or other biological techniques are approximately unity or only slightly higher (25), presenting a contradiction to the fundamental concept of lethality of DSBs. Using Monte Carlo modeling of radiation-induced DNA damage, the groups led by Paretzke and Goodhead have reported clustered DNA lesions after exposure of modeled DNA molecules to high-LET radiations (38, 41, 53, 54). Campa and coauthors have further calculated the frequency of short DNA fragments generation by high energy protons and ions (42). The prominence of short DNA fragments induced by high-LET radiations presented in this and our previous publications, as well as reports by other investigators, provide experimental validation of the model-predicted short DNA fragments (52, 55, 56). It is apparent that short DNA fragments were undetected by techniques exploiting the migratory property of DNA fragments in gels, leaving accounted the DSBs corresponding to short DNA fragments, in particular, DSBs induced by high-LET radiations. It appears likely that with short DNA fragments included, the DSB induction by high-LET radiations should correlate better to RBE for cell survival.

To evaluate the capacity for DNA strand breakage by radiations of different quality, we calculated the RBE for DSB induction by the radiations investigated in this report together with that by neutrons for which the DNA fragment size distributions have been reported before (52). As shown in Table 1, the RBE increases as the LET of radiation increases, demonstrating the greater capacity of DNA damage by high-LET radiations. The ability of AFM to image short DNA fragments has permitted measurement of DSBs produced in close proximity resulting from clustered DSBs by high-LET radiations, and therefore offers a sensitive technique to quantify clustered DSBs not easily measurable using conventional biological methods.

In a previous report, we investigated the biological significance of short DNA fragments in DNA damage and repair and their potentially important roles in cell survival and carcinogenesis (57). We evaluated DNA binding and rejoining by Ku and DNA-PK, two major DNA repair proteins involved in the non-homologous end-joining (NHEJ) pathway and confirmed reports by other investigators on the minimum DNA length requirements for protein binding and activation (58, 59). When DNA fragments are short, the challenge to rejoin and repair them by the cell’s repair mechanisms becomes greater. Furthermore, the presence of un-rejoined and repaired short DNA fragments in cells can trigger genomic instability, leading to mutation or cell death by way of apoptosis (57, 60). Compared to longer DNA fragments, which are more frequently produced by low-LET radiations, short DNA fragments present a more lethal challenge to cellular repair mechanisms and survivability after exposure to high-LET radiations.

The fragment size distribution data for Co-60 photon and Argon ion at 10 kGy presented in this paper were for illustrative purpose only to show the greater capacity of high-LET radiations in generating short fragments. That data, as well as the data at 6 kGy presented in this report, are a subset of the range explored in our experiments. Naturally, it would be desirable to construct a complete dose–response for DSB induction for all the doses and radiation types investigated. However, contamination of certain samples has precluded AFM image acquisition of sufficient quality for more extensive analysis as we performed in our previous study of neutron and electron irradiations (55). Nonetheless, the DSB data at 6 kGy clearly show a radiation quality dependence of RBE for DSB induction.

The RBE for DSB induction has been measured for both cells and in aqueous solutions. Prise et al. summarized the DSB induction data for radiations of varying quality for various cell line (25). It was shown that the RBE generally remained approximately close to 1 for a wide range of LET values from 10.9 to 998 keV/μm. In a subsequent report, Prise et al. presented additional DSB induction data for a few additional ions in the LET range of 40–225 keV/μm obtained with the PFGE either using the fraction of activity released (FAR) or fragmentation method and showed a substantial difference in RBE values obtained with these two techniques (61). Again, the RBE values obtained with the FAR method remained close to 1 or less, but varied from 1.1 to 1.5 when measured using the fragmentation method. They concluded that the fragmentation method permitted quantification of shorter DNA fragments that were not measured with the FAR method and thus resulted in increased DSB collection.

The RBE values determined in this report were based on AFM measurement of individual DNA fragments induced in aqueous solution that were orders of magnitude shorter than what measured using the gel electrophoresis fragmentation method. The much larger RBE values obtained here reflect a much enhanced capability of AFM to measure short DNA fragments. It is, however, difficult to make a direct comparison of these RBE values to what Prise and coauthors have summarized, as our DNA model system is plasmid DNA in aqueous solution, while that in Prise’s report were DNA in cellular environments. The different DNA configuration and the substantially greater scavenging capacity of cells influence greatly the induction of DSB. Nevertheless, the techniques employed for DSB measurement have much greater impact on the accuracy of RBE values determined.

Therapeutic application of proton and heavy charged-particle irradiation has been gaining increasing acceptance, recognition, and popularity in the radiation oncology community worldwide (62–64). Heavy charged particles possess highly desired dosimetric advantages over photon or electron irradiations, exemplified by their finite range in tissue and Bragg peak in energy deposition (65). Furthermore, the biological advantage, as represented by their greater RBE for cell survival, adds another important dimension to the medical application of charged-particle irradiation. As presented in this and previous studies, heavy charged-particle radiations produce significantly more short DNA fragments than do low-LET radiations. We propose that the greater RBE of high-LET radiations is a result of the increased production of short DNA fragments by high-LET radiations.

CONCLUSION

Atomic force microscopy imaging of plasmid DNA molecules as the DNA targets of irradiation demonstrates that heavy charged particles induce a significantly greater proportion of short DNA fragments than observed following low-LET irradiations. The increased short DNA fragment generation is attributed to clustered DNA DSB generation following high-LET irradiations. The increased short DNA fragment production may be a critical factor underlying the greater biological effectiveness of heavy charged-particle radiation.
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We have investigated chromosome exchanges induced in human cells by seven different energies of protons (5–2500 MeV) with LET values ranging from 0.2 to 8 keV/μm. Human lymphocytes were irradiated in vitro and chromosome damage was assessed using three-color fluorescence in situ hybridization chromosome painting in chemically condensed chromosomes collected during the first cell division post irradiation. The relative biological effectiveness (RBE) was calculated from the initial slope of the dose–response curve for chromosome exchanges with respect to low dose and low dose-rate γ-rays (denoted as RBEmax), and relative to acute doses of γ-rays (denoted as RBEγAcute). The linear dose–response term was similar for all energies of protons, suggesting that the decrease in LET with increasing proton energy was balanced by the increase in dose from the production of nuclear secondaries. Secondary particles increase slowly above energies of a few hundred megaelectronvolts. Additional studies of 50 g/cm2 aluminum shielded high-energy proton beams showed minor differences compared to the unshielded protons and lower RBE values found for shielded in comparison to unshielded beams of 2 or 2.5 GeV. All energies of protons produced a much higher percentage of complex-type chromosome exchanges when compared to acute doses of γ-rays. The implications of these results for space radiation protection and proton therapy are discussed.
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INTRODUCTION

The study of the biological effectiveness of accelerated proton exposures is of interest for clinical treatment plans and for assessing normal tissue damage from protons of various energies that are generated outside of the Bragg peak during proton therapy (1–4). Protons are also a concern for space radiation exposures to astronauts because the space radiation flux is predominantly energetic protons or secondary protons produced in nuclear interactions (5–7). Although evidence now indicates that relative biological effectiveness (RBE) varies considerably along the proton depth-dose distribution, RBE modeling in treatment planning still involves significant uncertainties and, consequently, clinical proton therapy is usually based on the use of a generic RBE of 1.1 (4). Further experimental data are required before a consensus can be reached on weighting factors across the depth-dose profile and for different tissue effects.

Experimental studies have shown that the RBE of protons varies with biological endpoint, tissue type, dose, and energy of the protons. RBE values calculated by cell killing and mutation induction indicate that low energy protons are significantly higher than unity and values are LET dependent (8). Published data on chromosome damage have indicated that RBEs or RBEmax values for protons of energies above 10 MeV vary from <1 to about 2 in comparison to X-rays or γ-rays, whereas lower energy protons (<10 MeV) were significantly higher than unity and the values were LET dependent (9–11). RBEs for tumor induction were close to 1 in several studies (12, 13), and as high as 2 for Harderian gland tumors (14) and for rat mammary carcinomas (15) that were induced by 250 MeV protons. The choice of reference radiation can complicate the analysis of RBE because differences have been found for X-rays and γ-rays (16), and variability has been reported for low doses of photons and protons. In addition, high-energy protons induce nuclear spallation and other interactions that produce secondary protons, neutrons, and heavy ion fragments. Nuclear interaction cross sections generally increase with the energy of the protons (3), and the secondary particles typically have higher LET values that can increase RBE.

In the present study, we considered the induction of simple and complex-type chromosome exchanges in normal human lymphocytes. Chromosome exchanges, especially translocations, are positively correlated with many cancers, and are therefore a potential biomarker of cancer risk associated with radiation exposure (17–19). In addition, RBE factors for chromosome aberrations are similar to RBEs observed for induction of solid tumors in mice (16, 20, 21). Therefore, chromosome exchanges are a useful biomarker for cancer risk and can be compared with other biomarkers in the absence of human data for galactic cosmic rays (GCR). In earlier work (22), we considered the effects of 250 MeV protons at different dose-rates. Here, we consider several proton energies from 5 to 2500 MeV with additional studies on the effects of heavy aluminum and polyethylene shielding for the high-energy proton exposures.

MATERIALS AND METHODS

These studies were conducted in accordance with accepted ethical and humane practices, and were approved by the appropriate institutional and/or governmental committee(s) and/or organization(s).

Irradiation

Whole blood was collected from healthy volunteers and was irradiated with accelerated protons using the NASA Space Radiation Laboratory (NSRL) facility at Brookhaven National Laboratory (BNL). The same volunteer donated the blood samples for each experiment. All samples were exposed in the plateau portion of the Bragg curves and dose rates were between 0.2 and 0.5 Gy/min, depending on the dose delivered. Doses were measured at the target using ionization chambers. Samples were exposed at room temperature. Each sample received at least three pulses and no exposure lasted more than 10 min. The beam uniformity was checked using a digital beam imager and dose did not vary more than 5% over the target area. For the 2.5 and 2 GeV protons exposures, the target areas was shielded, respectively, with 50 g/cm2 of aluminum and 50 g/cm2 of aluminum plus 10 cm of polyethylene. At these proton energies, the dose increases as the protons pass through the shielding due to secondary radiation, and doses were normalized using BNL dosimetry to generate the same total dose to the sample as the unshielded studies.

Cell Culture

Immediately after exposure, whole-blood cultures in RPMI 1640 medium (Gibco BRL) supplemented with 20% calf serum and 1% phytohemagglutinin (Gibco, BRL) were incubated at 37°C for 48–50 h. Chemically induced PPC were collected using the method described by Durante et al. (23), which results in well-condensed chromosomes from cells in G2 and metaphase. Briefly, 50 nM calyculin A (Wako Chemicals) was added to the growth medium for the last 30 min of the incubation. Cells were then treated with hypotonic KCl (0.075M) for 15 min at 37°C and fixed in methanol:acetic acid (3:1). A 0.5 ml volume of blood from each sample was cultured with 10 μm bromodeoxyuridine (BrdU), and a differential replication staining procedure was completed on chromosomes from these samples by incubating slides in 0.5 mg/ml of Hoechst during exposure to black light (General Electric 15T8/BL bulb). Chromosomes were stained with Giemsa to visualized replication rounds, revealing the percentage of cells in first mitosis was >95% for all samples analyzed.

Fluorescence In situ Hybridization

Chromosomes were dropped onto clean microscope slides and hybridized in situ with a combination of fluorescence whole-chromosome probes for chromosomes 1, 2, and 4, or chromosome 1, 2, and 5 (Rainbow Scientific) using the procedures recommended by the manufacturer. Chromosome 1 was painted with a Texas red fluorophore, chromosome 2 was painted with FTIC, and chromosome 4 (or 5) was painted with a 1:1 combination of Texas Red and FITC that appeared yellow under the triple-band-pass filter set. Unlabeled chromosomes were always counterstained with 4′,6-diamidino-2-phenylindole (DAPI).

Chromosome Analysis

Chromosomes were analyzed on a Zeiss Axioplan fluorescence microscope. The images of all damaged cells were captured electronically using a Sensys charge-coupled device (CCD) camera (Photometrics Ltd., AZ, USA) and the Cytovision computer software. The number of cells analyzed for each sample varied, exact numbers are listed in Table 1. All slides analyzed in this study were coded and scored blind. Complex exchanges were scored when it was determined that an exchange involved a minimum of three breaks in two or more chromosomes (24). An exchange was defined as simple if it appeared to involve two breaks in two chromosomes, that is, dicentrics and translocations. Incomplete translocations and incomplete dicentrics were included in the category of simple exchanges, assuming that in most cases the reciprocal fragments were below the level of detection (25). Each type of exchange – dicentrics, apparently simple reciprocal exchanges, incompletes, or complex exchanges – was counted as one exchange, and values for total exchanges were derived by adding the yields. When two or more painted chromosomes were damaged, each was scored separately.

TABLE 1 | Dose–response data for chromosome aberrations per 100 cells induced by 5 different energies of protons measured in first post irradiation chemically induced PCC.
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Statistical Analysis

The frequency of chromosomal aberrations in the painted chromosomes was evaluated as the ratio between aberrations scored and total cells analyzed. Several studies have indicated that the distribution of radiation damage among chromosomes is random, and the yield of exchanges measured within the first division after exposure is proportional to the DNA content of the chromosome analyzed, with some fluctuation of data (26). Therefore, the frequencies of exchanges in individual chromosomes can be extrapolated to whole-genome equivalents using a modified version of the Lucas et al. (27) formula, Fp = 2.05[fp(1−fp) + fp1fp2 + fp1fp3 + fp2fp3]FG. Fp is the combined frequency of exchanges in all painted chromosomes, fp is the fraction of the whole genome comprised of the painted chromosomes, fp1, fp2, and fp3 are the fractions of the genome for each individual chromosome, and FG is the whole-genome aberration frequency. Using this formula, the genomic frequency for a male donor was estimated as 2.48 times that detected in chromosomes 1, 2, and 4.

Standard errors for aberration frequencies were calculated assuming Poisson statistics. Error bars in each figure represent SEs of the mean values. The data were modeled assuming binomial errors per number of chromosomes analyzed with the frequencies of aberrations of various types extrapolated to whole-genome equivalents as described above.

A weighted linear-quadratic (LQ) or linear (L) regression model was used to fit dose–responses for each proton energy, and the γ-ray dose–responses. Using the maximum likelihood method, the linear and quadratic coefficients α and β in
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were found for simple, complex, and total exchanges. Estimates of RBE were made from the α-coefficient from the acute response (21), denoted as RBEγAcute, and from the ratio of initial slopes for γ-rays using our previous data (28–30) of low dose and low dose-rate irradiation, denoted as RBEmax. For estimating a low dose and low dose-rate γ-ray component, we combined the data from our previous analysis of 0.1 Gy/h with additional data at low doses (<0.5 Gy) from the same volunteer used for the proton experiments. For complex exchanges, the low dose and dose-rate γ-rays, complex exchanges were rare and RBEmax estimates could not be made.

RESULTS

Tables 1 and 2 list the dose–response data for simple and complex-type chromosome exchanges for each energy of protons, and are represented as whole-genome equivalent values with background subtracted. The data, plotted in Figure 1, show a high degree of similarity in the dose–response for simple and complex exchanges for all proton energies considered. A weighted regression model based on the experimental errors was used to estimate α and β values with SEs for a linear-quadratic dose–response fit to the data for γ-rays and each proton energy. Tables 3–5 show results of this analysis for total exchanges, simple exchanges, and complex exchanges respectively. Comparison of the α values for acute and low dose rate (LDR) γ-rays fits indicates a dose-rate modifier factor of 1.83 and 1.74 for total exchanges and simple exchanges, respectively.

TABLE 2 | Dose–response data for chromosome exchanges per 100 cells induced by 2 and 2.5 GeV protons with and without shielding and measured in first post irradiation chemically induced PCC.
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FIGURE 1 | Dose response curves for simple (A) and complex (B) chromosome exchanges induced by each ion. Error bars indicate SEMs and background values have been subtracted for all data.



TABLE 3 | Results for parameter estimates of linear-quadratic dose–response model for total exchanges, and relative biological effectiveness (RBE) factors for protons of different energies compared to acute, or low dose or low dose-rate γ-rays.
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TABLE 4 | Results for parameter estimates of linear-quadratic dose–response model for simple exchanges, and relative biological effectiveness (RBE) factors for protons of different energies compared to acute or low dose or low dose-rate γ-rays.
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TABLE 5 | Results for parameter estimates of linear-quadratic dose–response model for complex exchanges, and relative biological effectiveness (RBE) factors for protons of different energies compared to acute γ-rays.
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The linear (α) coefficients from the dose–response data (Tables 3–5) are similar for all energies as determined by either the LQ or L weighted regression models. The α values produced from the LQ models resulted in somewhat larger SD compared to fits from the linear weighted regression model (results not shown). RBE values for simple exchanges were slightly less or more than unity using the RBEγAcute and RBE max models, respectively. However, a much higher frequency of complex exchanges was observed for each proton beam compared to γ-rays resulting in RBEs for complex exchanges varied from 2.1 to 4.1, and this led to a modest increase the RBEs for total exchanges. A trend toward increasing RBEmax values for proton energies of 1 GeV and higher was found for simple and total exchanges.

Data for the yield of chromosome exchanges in the shielded samples are listed in Table 2 where values are represented as whole-genome equivalent with background subtracted. The 2.5 GeV protons were shielded with 50 g/cm2 of aluminum, and the 2 GeV protons were shielded with 50 g/cm2 of aluminum plus 10 cm polyethylene. The doses represent the values measures at the target. A comparison of shielded and unshielded data shown in Figure 2 indicates similar dose–responses for the shielded and unshielded high-energy proton beams. However, RBEmax values were reduced with shielding. For example, RBE values for total exchanges induced by unshielded and shielded 2 GeV protons were 2.09 ± 0.34 and 1.26 ± 0.11, respectively, and values were 1.91 ± 0.67 and 1.53 ± 0.14 for unshielded and shielded 2.5 GeV protons, respectively.
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FIGURE 2 | Dose–response curves for chromosome exchanges induced by 2500 MeV protons (A) and 2000 MeV/μ protons (B). The 2000-MeV exposures were shielded with a combination of 50 g/cm2 aluminum and 10 cm polyethylene. The 2500-MeV exposure were shielded with 50 g/cm2 aluminum only. Error bars indicate SEMs and background values have been subtracted for all data points. Curve fit is extrapolated to the axis.



DISCUSSION

The similarity in frequency of simple and complex exchanges over a wide range of proton energies found in our experiments suggests that decreases in LET with increasing proton energy is balanced by the increase in doses from secondary radiation, most notably secondary protons and neutrons (3, 31, 32). When the proton LET decreases from about 5 keV/μm at 5 MeV to 0.24 keV/μm at the highest energy of 2.5 GeV, there is concomitant increase in the contribution from nuclear secondaries and their contribution to the biological action cross section (3). Details of the beam characteristics for the shielded and unshielded protons used in our study are given in Table 6. Neutrons are produced in the absorbers or tissue equivalent materials through nuclear reactions by protons and other charged particles. Low energy neutrons (<5 MeV) are known to have large RBEs for different types of biological damage, including late effects (16). For our unshielded proton experiments, neutrons produced by the small amount of absorbing material present in the NSRL beam-line and biological samples themselves are largely high energy and unlikely to have slowed down to the more biologically effective neutron energies (<5 MeV). However, our experiments comparing shielding to unshielded protons at high energies led to similar yields of chromosome exchanges per unit dose. This is consistent with previous radiobiology studies with high-energy proton beams using very thick absorbers (33) and suggests that neutrons are ineffective in producing biological damage at high energy (>100 MeV). This observation is readily predicted by the mean-free path of neutrons which is generally >10 g/cm2 for materials of interest. Because the nuclear absorption cross sections are similar, secondary particles and target fragmentation spectrum produced by protons and neutrons are nearly identical for energies above a few hundred megaelectronvolts. Thus, high-energy protons are biologically more effective than neutrons of the same energy per unit fluence because of the proton charge state, while high-energy neutrons will have higher effectiveness per unit dose.

TABLE 6 | Details of protons shielding characteristics.
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The NSRL beam-line and the sample holders provide a minimum of 1.2 g/cm2 of aluminum equivalent shielding. The additional shielding used in our experiments had a minor influence on the biological effectiveness when comparing unshielded high-energy proton beams because the secondary radiation produced behind the shielding will be of similar biological effectiveness as the primary beam, while similar numbers of low energy target fragments of high-LET produced for both the primary and secondary protons and neutrons will be produced for the shielded and unshielded beams.

The α values for acute and LDR γ-rays fits indicate a dose-rate modification factor of 1.83 and 1.74 for total exchanges and simple exchanges, respectively. These values are similar to those reported for dose-rate reduction factors found by Peng et al. (34), dose and dose-rate reduction effectiveness factors (DDREF) for tumor induction in mice (21), and larger than values reported for solid tumors in the atomic bomb survivors where a DDREF of 1.3 is estimated in the BEIR VII report (35).

In the present study, we used three-color combinations of fluorescence in situ hybridization (FISH) chromosome painting probes (chromosomes 1, 2, and 4, or 1, 2, and 5) to analyze our data. Presumably complex exchanges would be underestimated with this method due to the presence of some pseudosimple-type exchanges [that is, complex patterns that are indistinguishable from those created by simple reciprocal exchanges (36)]. Although the true complexity of exchanges can be determined only by analysis of all chromosomes, a significant number of chromosome exchanges found for all proton energies in this study were determined to be complex, which were significantly increased compared to acute or low dose-rate γ-rays.

In conclusion, our study of the proton energy dependence of chromosome exchanges in human lymphocytes suggests that biological effects are similar over a wide range of proton energies (5–2500 MeV) with RBE values for total exchanges are close to unity when measured against acute γ rays, and approach 2 when measured against low dose rate γ rays due to the increased number of complex exchanges at all proton energies compared to γ-rays.
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Whole-chromosome painting (WCP) typically involves the fluorescent staining of a small number of chromosomes. Consequently, it is capable of detecting only a fraction of exchanges that occur among the full complement of chromosomes in a genome. Mathematical corrections are commonly applied to WCP data in order to extrapolate the frequency of exchanges occurring in the entire genome [whole-genome equivalency (WGE)]. However, the reliability of WCP to WGE extrapolations depends on underlying assumptions whose conditions are seldom met in actual experimental situations, in particular the presumed absence of complex exchanges. Using multi-fluor fluorescence in situ hybridization (mFISH), we analyzed the induction of simple exchanges produced by graded doses of 137Cs gamma rays (0–4 Gy), and also 1.1 GeV 56Fe ions (0–1.5 Gy). In order to represent cytogenetic damage as it would have appeared to the observer following standard three-color WCP, all mFISH information pertaining to exchanges that did not specifically involve chromosomes 1, 2, or 4 was ignored. This allowed us to reconstruct dose–responses for three-color apparently simple (AS) exchanges. Using extrapolation methods similar to those derived elsewhere, these were expressed in terms of WGE for comparison to mFISH data. Based on AS events, the extrapolated frequencies systematically overestimated those actually observed by mFISH. For gamma rays, these errors were practically independent of dose. When constrained to a relatively narrow range of doses, the WGE corrections applied to both 56Fe and gamma rays predicted genome-equivalent damage with a level of accuracy likely sufficient for most applications. However, the apparent accuracy associated with WCP to WGE corrections is both fortuitous and misleading. This is because (in normal practice) such corrections can only be applied to AS exchanges, which are known to include complex aberrations in the form of pseudosimple exchanges. When WCP to WGE corrections are applied to true simple exchanges, the results are less than satisfactory, leading to extrapolated values that underestimate the true WGE response by unacceptably large margins. Likely explanations for these results are discussed, as well as their implications for radiation protection. Thus, in seeming contradiction to notion that complex aberrations be avoided altogether in WGE corrections – and in violation of assumptions upon which these corrections are based – their inadvertent inclusion in three-color WCP data is actually required in order for them to yield even marginally acceptable results.

Keywords: chromosome painting, mFISH, radiation biomarkers

INTRODUCTION

Whole-chromosome painting (WCP) involves the labeling of a few select chromosomes of the genome, thereby producing discrete changes in fluorescent color patterns that accompany the junctions of exchange breakpoints. These include junctions between the painted and unpainted chromosomes, and between the painted chromosomes themselves.

Whole-chromosome painting data can be extrapolated in order to approximate the total number of exchanges that would have been detected if all homologous chromosome pairs would have been painted a unique color, as in the combinatorial painting technologies of multi-fluor fluorescence in situ hybridization (mFISH) (1) or spectral karyotyping (SKY) (2). Converting WCP data to that of whole-genome equivalency (WGE) provided by mFISH or SKY makes use of relationships similar to that developed by Lucas and colleagues (3). These consider exchanges between painted and unpainted (counterstained) chromosomes, adjusting for unseen exchanges presumed to have occurred between unpainted chromosomes. After three-color WCP was introduced, subsequent refinements were made to accommodate exchanges occurring among the individually painted chromosomes as well (4, 5).

There are two central assumptions common to these mathematical extrapolations. First, that exchange breakpoints are produced randomly throughout the genome, in direct proportion to the size of chromosomes participating in an exchange. Second, these corrections (extrapolations) are derived solely in consideration of simple reciprocal interchange events (dicentrics and translocations). Complex exchanges, which involve rejoining among multiple chromosomes, are ignored. For that reason, corrections are usually restricted to data associated with low to moderate doses of X- or gamma rays, where the incidence of complex exchanges is assumed to be minimal. Earlier work provided support for the soundness of the basic approach and whole-genome corrections soon became routinely applied to WCP (3, 6–8) data. However, papers began to appear shortly thereafter questioning the first of the aforementioned assumptions (9–11).

More recently, and with basic intent similar to ours, Braselmann and colleagues compared genome-corrected three-color WCP data with experimental data derived independently using mFISH and SKY (4). When applied to three-color WCP data, they found that modification to the original Lucas formula (3) produced results comparable to that of mFISH or SKY. Attached to this conclusion, however, was a cautionary note about the influence of pseudosimple exchanges – aberrations that appear to be simple pairwise interchanges by WCP, but that are actually complex, involving three or more exchange breakpoints distributed among multiple chromosomes (12–14).

In this paper, we reconsider the issue in detail by comparing 24-color mFISH data to 3-color data retrospectively extracted from mFISH images. This method was used to assess the accuracy with which a commonly used mathematical formalism can be applied 3-color WCP data in order to extrapolate full 24-color genome equivalency for simple chromosome interchanges. It involves experimental conditions under which WCP extrapolations are ostensibly valid, such as low to moderate doses of gamma rays. Unlike previous reports, however, it also includes situations where the validity of such extrapolation is dubious: higher doses of gamma rays and exposure to heavy ions, both of which are well known to favor the production of complex exchanges (5, 15–22).

MATERIALS AND METHODS

Irradiations and Culture Conditions

Methods pertaining to the exposure of lymphocytes to gamma rays have been detailed elsewhere (22, 23). Whole venous blood from two healthy consenting male volunteers was exposed to graded doses of 137Cs γ-rays at a rate of 1.3 Gy/min using a J.L. Shepherd Mark I cesium irradiator located at the University of Texas Medical Branch (UTMB), following procedures approved by UTMB’s Institutional Review Board (IRB). 0.4 ml aliquots of blood were cultured in RPMI-1640 (Gibco) medium containing 0.1 ml phytothemagglutinin (PHA; Murix, Dartford, UK) and supplemented with 15% fetal bovine serum. Colcemid (GIBCO), to a final concentration of 0.1 μg/ml, was added 45 h later, and cultures were harvested for metaphase analysis at 48 h.

Heavy ion irradiations took place at Brookhaven National Laboratory (BNL; Upton, NY, USA) within the NASA Space Radiation Laboratory (NSRL). Procedures followed those of BNL’s IRB. Whole blood was suspended in RPMI-1640 medium, supplemented with 20% fetal bovine serum. From this suspension, approximately 2 × 106 cells were loaded into custom-made Lucite holders and irradiated at room temperature with graded doses of 1.1 GeV/amu 56Fe ions. The dose average LET of this beam was 147 keV/μm. Immediately after exposure, lymphocytes were aspirated from the holder and transferred into 25 cm2 tissue culture flasks containing 10 ml of RPMI-1640 medium supplemented with 1% phytohemagglutinin (PHA; Gibco). Cultures were incubated at 37°C for 46 h before Colcemid (Gibco) was added (0.2 μg/ml final concentration) 2 h prior to the harvest of mitotic cells. Calyculin-A (50 nM final concentration) was added to Colcemid-blocked cultures to induce premature chromosome condensation (PCC) in G2-phase cells (24). As a result, mitotic figures contained a mixture of metaphase chromosomes and G2-phase PCC. Cells were fixed in a 3:1 mixture of methanol to acetic acid and transported to the University of Texas Medical Branch at Galveston for further processing and subsequent analysis.

mFISH Hybridization and Image Capture

Following fixation in methanol/acetic acid, lymphocytes were spread onto glass microscope slides by standard cytogenetic procedures. Slides were then treated with acetone, RNase A, and proteinase K before another fixation in 3.7% formaldehyde. Slides were dehydrated through an ethanol series (70, 85, and 100%) and air dried. In order to denature chromosomal DNA, they were next incubated in 70% formamide (72°C) in 2× SSC (0.3 M NaCl, 0.03 M sodium citrate) for 2 min. After dehydration through another ethanol series, 10 μl of denatured (10 min at 72°C) SpectraVision 24-color mFISH Assay probe (Vysis) was applied to each slide. Slides were covered with a 22 mm × 22 mm glass cover slip, sealed into position with rubber cement. Samples were allowed to hybridize for 48 h in a 37°C incubator. Following hybridization, cover slips were removed and the slides were washed for 2 min in 0.4× SSC containing IGEPAL (0.3%) non-ionic detergent at 72°C. This was followed by a 30-s wash in 2× SSC (0.1% IGEPAL) at room temperature.

Prior to image capture, 15 μl of DAPI (0.14 μg/ml) dissolved in anti-fade mounting medium (Vectashield; Vector Laboratories) was applied to each slide and covered with a 24 mm × 40 mm cover slip. Images of chromosome spreads were captured using a Zeiss Axiophot epifluorescence microscope interfaced with a SensSys black-and-white CCD camera. Karyotypes were constructed from good-quality chromosome spreads using PowerGene image analysis software (23).

24-Color Analysis

We conducted a retrospective examination of a large 24-color mFISH data base that contained detailed information on aberrations produced in human cells by graded doses radiations of different ionization densities (22, 23). Metaphase cells were analyzed by procedures previously established (23). Briefly, mPAINT descriptors were assigned to chromosomes involved in each rearrangement. Next, each rearrangement was brought to “pattern closure” by grouping elements in the most conservative way possible, minimizing the number of breakpoints required to reconstruct the exchange (25). Reciprocal pairwise rejoinings between one chromosome (rings and interstitial deletions) or two chromosomes (translocations and dicentrics) were scored as simple exchanges. Exchanges involving three or more breakpoints were regarded as complex. This classification was also applied to incomplete exchanges where one or more elements failed to rejoin, as well as the so-called “one-way” exchanges where one or more translocated segments appeared to be missing, presumably because they were too small to be resolved by chromosome painting. The large majority of one-way staining patterns are known to be complete exchanges (26). And since we lacked the ability to simultaneously visualize telomere signals in mFISH preparations, such rearrangements were treated as being complete for the purpose of achieving pattern closure.

Retrospective Three-Color Analysis

We focused on chromosomes 1, 2, and 4, since this represents one of the more commonly used three-color painting schemes. On a cell-by-cell basis, we stripped from the full 24-color mFISH profile all information concerning exchanges except that pertaining to the three painted chromosomes. In other words, from a full 24-color karyotype, we imagined what the microscopist would have observed if, instead of mFISH, three-color WCP had been applied to the samples. From this information, we used a mathematical correction of the form described by Braselmann et al. (4) to scale WCP data back to full genome equivalency originally provided by mFISH. The correction we used applies only to simple reciprocal interchanges involving exactly two chromosomes (translocations and dicentrics). Neither mFISH nor WCP analysis specifically considered intrachanges: rings, interstitial deletions, inversions; nor were terminal deletions considered. To be clear then, the term “exchange” (as used hereafter) refers only to interchanges. One-way exchanges were handled in a manner similar to that for mFISH.

Extraction of Three-Color Data from mFISH Images

Figure 1 depicts the process used in rendering 24-color mFISH images in order to produce 3-color WCP data. It is also meant to illustrate some of the problems inherent to WCP for aberration analysis. The figure shows various staining protocols applied to a metaphase cell that had previously been exposed in G0 phase to 4 Gy of 137Cs gamma rays. The cell is replete with various chromosome rearrangements whose complexity becomes increasingly apparent as different chromosomes are painted. Panels A, B, and C derive from an mFISH image that was rendered to exclude painting information from all chromosomes except chromosomes 1, 2, and 1 + 2 + 4, respectively.
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FIGURE 1 | Whole-chromosome paints applied to a human metaphase spread from a cell previously exposed to gamma rays. The same spread is shown following WCP applied to chromosomes 1 and 2 [(A,B), respectively]. (C) The same spread following simultaneous painting with the same two probes. In (D), mFISH reveals the full extent of exchange complexity. mPAINT nomenclature is used to describe the various visible rearrangements (25).



Figure 1A is of a cell probed for chromosome 1 that contains an apparently simple (AS) translocation between chromosome 1 and an anonymous blue (DAPI-counterstained) chromosome. The cell also contains an AS dicentric involving the other homolog of chromosome 1. [In this case, the accompanying compound acentric fragment shows a “one-way” staining pattern, and is therefore assumed joined with a submicroscopic counterstained segment (26–29)]. Figure 1B shows the same cell, as it would appear if probed for chromosome 2 instead. Here, an AS translocation has occurred. Figure 1C simulates the three-color painting patterns of the same cell that derive from mFISH data, rendered so as to include data for chromosomes 1, 2, and 4 simultaneously. The full extent of complexity is revealed by mFISH in Figure 1D. Actually, the cell in question is shown to harbor three rearrangements. It contains a simple dicentric between chromosome 1 and the X (red arrows). This exchange would be correctly identified given the staining patterns shown in Figures 1A,C. Judging by staining patterns of Figure 1A, it also contains a simple translocation involving the homologous chromosome 1. In reality, the exchange is pseudosimple. mFISH reveals the chromosome to be part of a large complex exchange involving five other chromosomes marked by white arrows. Likewise, the AS translocation involving chromosome 2 is also pseudosimple, since mFISH shows it to be part of the same large complex exchange (white arrows).

The three-color rendering shown in Figures 1C represents the type of WCP data to which the CF corrections of equation (8) (shown below) were applied in order to calculate WGE. In this particular cell, three-color painting was able to detect the occurrence of the complex exchange. However, from the three-color staining pattern alone, one may conclude only that the complex involved a minimum of three chromosomes: 1, 2, and an anonymous third DAPI-stained chromosome, when six chromosomes were actually involved (Figure 1D). In fact, there are many instances where three-color painting fails to detect the occurrence of complex exchanges altogether. The misidentification of complex exchanges as being simple is of concern to mathematical extrapolations applied to three-color data, because it violates a central assumption that only simple exchanges be considered, a point made repeatedly in this paper.

Extrapolation to Whole-Genome Equivalency

Over the years, various modifications to the original Lucas formula (3) have been used to estimate the fraction of total interchanges visible by WCP. The extrapolation we used follows closely that of Braselmann and colleagues (4). It considers exchanges between painted and unpainted (counterstained) chromosomes, as well as exchanges taking place among the uniquely painted chromosomes. It also makes provisions for the fact that dicentrics involving homologous chromosomes are detectable by mFISH, whereas translocations are not. Values for the genomic content of chromosomes used in the following derivation are from Mendelsohn et al. (30) as cited by Morton (31). Its derivation, as applied to our particular experimental system, is as follows.

Let fp represent the fractional sum of the genome covered by the individual chromosomes 1, 2, and 4, where f1 = 0.0821; f2 = 0.0804; f4 = 0.0635
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The unpainted (DAPI-counterstained) fraction then becomes
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For WCP, the frequency of visible interchanges in the genome that can occur between painted and unpainted chromosomes (FP) is given by the cross product of the binomial expansion (p + q)2 = p2 + 2pq + q2 – namely 2pq – where p = (fp) and q = 1−(fp). Substituting values in Eq. (2) gives the following expression.
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If, as is the case here, the individual painted chromosomes can be distinguished from one another, then Eq. (3) can be expanded to include exchanges that now become visible among the three possible pairs of uniquely colored chromosomes (4, 32).
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Thus, three-color WCP is theoretically capable of detecting 38.4% of the interchanges occurring throughout the whole genome. However, in the context of this paper, three-color WCP frequencies are to be compared to those detected by mFISH and it should be recognized that the latter is not capable of detecting all interchanges. The frequency of all mFISH-detectable interchanges (FmFISH), including translocations and dicentrics, is proportional to the sum of all products (fi) x (fj) representing the fractional DNA content of chromosomes i and j. But because mFISH cannot reliably detect events that occur between homologous chromosomes, an additional stipulation is that i ≠ j. For a human karyotype containing 23 individually identifiable types of chromosomes, this can be represented by the following expression (4).
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The numerical value resulting from Eq. (5) is essentially a constant for a given diploid species. We note that our calculated value of 0.948 (for human males) is virtually identical to the number 0.949 reported by Braselmann et al. for females (4).

A final point to consider is that mFISH typically allows for the detection of asymmetrical exchanges (dicentrics) involving homologous chromosomes, but not their symmetrical counterpart (translocations). In that sense, Eq. (5) “overcorrects” for undetectable exchanges between homologs. If we make the usual assumption that symmetrical and asymmetrical exchanges, as measured by mFISH, occur with approximately equal frequency (23), then half the deviation from unity shown in Eq. (5) no longer applies. Thus, the true frequency of interchanges visible by mFISH – to include dicentrics between homologs (but not translocations) – is given by Eq. (6).
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In order to calculate the detection efficiency of WCP, we compare this value to the theoretical frequency of interchanges detectable by three-color FISH, FP of Eq. (4). As compared to the frequency of interchanges visible by 24-color mFISH, the WGE for such detection by three-color WCP becomes:
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Thus, by covering 23% of the genome [Eq. (1)], three-color FISH is capable of detecting 39% of the interchanges seen by mFISH. In theory, three-color WCP frequencies can be multiplied by the following correction factor CF in order to achieve full 24-color mFISH equivalency.
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This value differs from the CF of 2.9 reported by Braselmann and colleagues, mainly because the three chromosomes we have chosen to analyze (1, 2, and 4) constitute a larger proportion of the genome than the chromosome 1–4–12 triplet used by these authors. Hereafter, the derivation of Eq. (8) will be referred to the CF derived from first principles.

Dose Dependency

As discussed later, correction factors derived from Eq. (8) are of limited value if they display dose dependency. In other words, the transformation of three-color data to WGE is based on the tacit assumption that the two dose–responses can be scaled to match each other (made superimposable)over a range of doses through use of a single multiplier, i.e., the constant CF of Eq. (8). It should be intuitively obvious that this is not possible unless certain conditions are met, foremost is that the two dose–responses share the same functional form – a comparison of two linear dose responses would be a trivial example here. However, this alone is insufficient for the general case, as demonstrated for the familiar linear-quadratic formalism of Eq. (9) below. It will be used to describe each of the underlying dose–responses considered in this paper. Let F(D) represent the dose-dependent frequency for simple exchanges, as given by the second-order polynomial where α, β ≥ 0.
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Assume that Eq. (9) represents exchanges as measured by mFISH, and that a similar expression F2(D) describes the dose–response as measured by three-color WCP.
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The ratio of Eqs. (9) and (10) defines CF as a function of D, which hereafter is referred to as the empirically derived CF.
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If we let the proportionality constant (k) hold the place of CF, then
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Equivalently,
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For our purposes, corrections must be applicable over a range of doses (interval of D). It follows that if either of the polynomial coefficients in Eq. (13) is non-zero, then the equation is either linear or quadratic, and can therefore have at most two solutions. Therefore Eq. (13) cannot hold over an interval of dose with k fixed unless both its coefficients are 0. In this case, the following relationships are satisfied which, as required, are invariant of dose:
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It then follows that
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Thus, formally speaking, the concept of a single CF can be applied to a pair of second-order polynomials only when α/β ratios of the two are equal. In principle, the validity of Eq. (15) can be used to ascertain the appropriateness of using a single CF to convert a three-color WCP data set to full genome equivalency. In practice, we found that designing a statistical test for this purpose to be problematic, largely because AS and TR frequencies are actually subsets mFISH data and, therefore, cannot be considered independent measurements. Thus, whereas testing the identity of ratios in Eq. (15) is conceptually sound (and useful in the discussion that follows) an alternative statistical approach was required to ascertain dose dependency. We used the approach described below, which models the proportions of AS interchanges among all interchanges (pAS = AS/mFISH) and true simple (TR) exchanges among AS exchanges (pTR = TR/AS).

Statistical Analysis

If pAS is constant and independent of radiation dose, then a multiplicative CF can be used to predict the total number of simple exchanges (interchanges) in all chromosomes (mFISH) based on the number of AS exchanges in chromosomes 1, 2, and 4. The same applies to pTR. Alternatively, if either pAS or pTR depend on dose, their dose responses will have slopes statistically different from 0.

We used logistic regression to model the potential dose dependences of pAS and pTR. Using matrix notation, the model structure is summarized as follows, where logit(x) = 1/[1 + exp(−x)]:
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Here, o is a vector of outcome variables: predicted pAS and pTR. V is a vector of radiation doses, φ is a vector of regression coefficients, and [image: image1] is a vector of errors.

Three types of radiation dose dependences for pAS and pTR were assessed using this approach:

(a) a dose–response with intercept (the predicted value of pAS or pTR at zero dose) and slope (the predicted rate of change of pAS or pTR per unit dose), with quasi-binomial error distribution;

(b) intercept plus slope with a binomial error distribution; and

(c) intercept only (with slope effectively set to 0 and not counted as an adjustable parameter) having a binomial error distribution. We performed these analyses separately on γ-ray and Fe ion data. Model fitting was performed using R software (version 3.2.0).

According to the binomial distribution, the variance is not an independent parameter, whereas the quasi-binomial option allows the variance to be adjustable (33). Consequently, comparison of binomial and quasi-binomial model fits to the same data (i.e., options a and b), using the X2 (Chi-squared) test on residual deviances, provides information on whether or not there is evidence of “overdispersion” in the data – in other words, whether or not the variance of the data is larger than what would be expected from the binomial distribution.

Comparison of the slope plus intercept versus intercept-only models (i.e., options b and c) on the same data provides information on whether or not the data are consistent with being represented by a constant dose-independent term (intercept-only), or if there is evidence for dose dependence (slope). This assessment was performed using the sample-size corrected Akaike information criterion (AICc). AICc is an information theoretic criterion that quantifies relative support from the data for the compared models, taking into account the sample size (number of data points) and the number of adjustable parameters in each model.

Goodness of fit (GOF) was assessed for the models under the assumption that the residual deviance follows the X2 distribution. The null hypothesis was that the model provides an adequate fit to the data, and small p-values were interpreted to mean that the null hypothesis has poor support.

RESULTS

There are two separate issues to consider when determining how well multiplicative correction factors predict the mFISH dose–responses from three-color data. The overarching first issue is whether such a multiplicative factor even exits that can bring three-color data into registry with mFISH data over a range of relevant doses. Obviously, this necessitates that CFs not exhibit dose dependency. That is, assuming a linear-quadratic model for the dose responses that Eq. (15) is not violated.

The analysis of frequencies of AS and TR, as function of dose for both types of radiation (γ-rays and Fe ions) is shown in Figure 2, which derives from data shown in Table 1. For the densely ionizing Fe ions, there was no evidence for dose dependence for the proportion of AS exchanges among all exchanges (pAS), or for the proportion of TR exchanges among AS ones (pTR). This conclusion was reinforced by the finding that AICc for the intercept-only dose–response model was lower (suggesting higher support from the data), than the AICc for the intercept plus slope model. The best-fit values for pAS and pTR at all doses were 0.420 (95% CI: 0.365, 0.477) and 0.593 (0.505, 0.677), respectively. For sparsely ionizing γ-rays, pAS was also consistent with dose-independence with a best-fit value of 0.426 (0.382, 0.471).
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FIGURE 2 | Data (symbols) and model predictions (curves) for the proportion of apparently simple exchanges among all exchanges (pAS) and for the proportion of true simple exchanges among apparently simple exchanges (pTR). Error bars represent 95% confidence intervals (CIs) from the binomial distribution. Details are described in the main text.



TABLE 1 | Chromosome exchange data and fit parameters.
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However, the pattern was altogether different for TR exchanges. The γ-ray-induced pTR decreased with dose with a best-fit logistic slope coefficient of −0.3416 (SE: 0.1806, p = 0.0585) Gy−1. Although the p-value for this coefficient was marginally higher than the commonly used significance threshold of 0.05, the intercept and slope model had higher support (by 1.87 AICc units) than the intercept-only model. This favors a response model containing a slope parameter over the intercept-only model having no dose dependence: the strength of evidence for the first model over the second is exp(1.87/2) = 2.54. In other words, although the strength of statistical evidence falls short of being overwhelming, the data suggest that pTR decreases with radiation dose for γ-rays (Figure 2).

From a dose-dependency standpoint, these results show that the response for AS exchange frequencies for gamma rays and 56Fe ions are theoretically capable of being transformed to match that from mFISH data using a simple multiplicative CF; the same for TR exchanges induced by iron ions. Unfortunately, the same cannot be said for TR exchanges produced by gamma rays, due to the aforementioned dose dependency.

Findings concerning dose dependency, however, say nothing about the inherent accuracy of the transformation constant itself, which depends entirely on the assumptions underlying the derivation of Eq. (8). This is the second issue that determines how well a particular CF applied to three-color data predict genome-equivalent frequencies. Figures 3 and 4 are introduced to help visualize the added influence this aspect brings to whole-genome correction. The figures are not intended to imply any sort of rigorous statistical analysis, but to illustrate the overall effect of applying CFs to both AS and TR exchanges. Here, we performed least-squares regression on the data using the linear-quadratic dose–response model [Eqs. (9) and (10)]. The parameters derived from this procedure (Table 1) were used to generate the dose–responses for simple exchanges shown in Figures 3 and 4. The response in lymphocytes exposed to gamma rays is shown in Figure 3. The uppermost solid curve shows a regression to the data (filled circles) for all simple reciprocal exchanges measured by mFISH. These are truly simple exchanges and represent WGE of Eq. (9) having the fitted parameters shown in the table. The open symbols of the figure represent three-color data that was extracted from this dose–response. Open circles show the response for simple exchanges as they would appear to the observer using three-color WCP; see Eq. (10). These are labeled “AS” because (as revealed by mFISH) they are partly comprised of pseudosimple exchanges.


[image: image1]

FIGURE 3 | Gamma ray dose–responses for apparently simple (AS) and true simple (TR) exchanges (open circle and triangle symbols, respectively) as reconstructed from mFISH data. Arrowed brackets show the predicted dose responses following the application of the CF from Equation (8), which can be compared to the actual whole-genome frequencies for simple exchanges measured by mFISH (solid circles).
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FIGURE 4 | Dose–responses for apparently simple (AS) and true simple (TR) exchanges (open circle and triangle symbols, respectively) following exposure to 56Fe ions. Arrowed brackets project the dose–responses following the application of the CF from Equation (8). Solid circles are actual whole-genome frequencies for simple exchanges, as measured by mFISH.



The CF of Eq. (8) was applied to the (extracted) AS data in order to convert them to WGE (i.e., mFISH frequencies). The resultant dose–responses are shown by the two dashed-line curves of the figure. Since pseudosimple exchanges are (by definition) hidden to three-color analysis, CFs can only be applied to AS exchanges during actual three-color painting. The resulting AS to WGE extrapolation (long-dashed curve) is symbolized by the vertical arrowed bracket of the figure labeled “apparent.” As shown in the figure, the extrapolated genome-equivalent dose–response based on three-color WCP systematically overestimates the total frequency of simple exchanges measured by mFISH. Nevertheless, as a first approximation for gamma rays, WGE corrections produce results whose accuracy is probably adequate for many purposes, even if only marginally so at higher doses.

A noteworthy aspect of our retrospective analysis is that it also allows the extraction of TR exchanges from the three-color data, as shown by the triangles of the lowermost curve. This represents the dose–response for TR exchanges involving the three painted chromosomes, whose associated fit parameters appear in Table 1.The result of corrections applied to TR exchanges is symbolized by the vertical bracket of the figure labeled “true”; it is associated with the dose–response shown by the short-dashed curve. It should be noted that, in this case, extrapolation underestimates the frequencies of the mFISH dose–response.

The difference between CFs applied to AS versus TR exchanges is magnified when we consider exposure to 1.1 MeV 56Fe ions, as shown in Figure 4. The solid symbols represent full genome equivalence for TR exchanges (mFISH). The open circles and triangles are for AS and TR exchanges, respectively, and represent 3-color data rendered from 24-color mFISH images. As with gamma rays, CFs applied to AS exchanges produced rather good results, although they tended to overestimate the mFISH response. However, the same corrections applied to TRs grossly underestimated WGE across the full range of doses examined.

The situation is graphically represented in Figure 5, which compares the results of actual (empirically derived) CFs of Eq. (11) to those derived from first principles of Eq. (8), as expressed by the following Eq. (17).
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FIGURE 5 | Percentage errors as a function of dose that result from the application of the CF to AS (upper panel) and TR exchanges (lower panel) for gamma rays and iron ions. Symbols mark dose points where raw data (Table 1) was collected and whose ordinate values derive from Eq. (17). Errors for AS exchanges induced by gamma rays are invariant of dose. Dose dependency is apparent for the three remaining responses, a result statistically supported for TR exchanges induced by gamma rays. A perfect correction would be represented by a flat dose–response that is centered on 0%. See text for full explanation.



The figure shows errors associated with CFs as a function of dose applied to both AS and TR exchanges. The upper portion of the Figure 4 shows deviations as applied to AS exchanges. The errors are positive for both radiation types, meaning that the CF of Eq. (8) over estimates the WGE mFISH response. For gamma rays, the deviations are relatively small (~10%) and (as we have shown statistically) are practically invariant of dose. Plotted this way, errors for 56Fe ions increase with dose, although as shown in a previous section, this increase could not be validated on the basis of our statistical tests. Rather unexpectedly, errors are practically nil at doses approaching 0, before climbing to about 8% at the highest dose of 1.5 Gy. When extrapolated beyond this dose (extended dashed curve) errors continue to rise in a near-linear fashion, crossing that for gamma rays at ~1.8 Gy, the significance of which is discussed in the following section.

The lower portion of the Figure 5 refers to corrections applied to TR exchanges. Here, extrapolation to WGE badly underestimates the true frequency for both types of radiation, as indicated by negative percentage values shown in the figure.

For gamma rays, the (absolute) errors associated with lower doses exceed 50%. Consistent with our statistical analysis, errors decrease sharply with dose, but even at 4 Gy, values are still some 30% lower than those measured by mFISH. Although unsubstantiated by our statistical tests, for 56Fe ions there is a seemingly linear increase in relative error with dose, from about 35% at doses approaching 0, to roughly 40% at 1.5 Gy, the highest dose used in these experiments. The response extrapolated to 4 Gy is shown by the dotted line, based on fitted parameters of Table 1.

DISCUSSION

We feel compelled to point out – after attending to various tedious details specific to our experimental system – that the 2.053 constant appearing in Eq. (7) is practically identical to the 2.05 value originally published by Lucas et al. (3). Actually, we find it amusing that ignoring all such adjustments made subsequent to Eq. (4) leads to a mere 2.5% error by comparison to Eq. (7), which is small compared to the errors shown in Figure 5, and which we imagine would be sufficiently accurate for most experimental purposes.

Clearly, mFISH is capable of providing more cytogenetic information than three-color WCP, including the ability to distinguish TR exchanges from psuedosimples. It is also considerably more demanding of resources and, in many cases, yields data superfluous to the investigator. Presupposing that the two approaches produce quantitatively comparable results, WCP would be the method of choice in instances where less detailed information is an acceptable compromise given its lower expense, rapidity of data acquisition, and ease of analysis.

Regarding the study of whole-genome corrections, there are a couple of points in favor of our retrospective mFISH approach. Unlike earlier studies that sought to establish correlations between mFISH and multi-color data, we establish a proper correspondence. In other words, for each and every “three-color cell,” there is a corresponding cell for which 24-color data are obtained. Most WCP studies are vexed by the very prospect of pseudosimple exchanges. For that reason, they are limited to experimental doses and radiation types for which one can reasonably assume the frequency of complex aberrations is minimal, namely low doses of sparsely ionizing radiation. The ability to cull psuedosimples from AS exchanges allows us to analyze full dose–response relationships for TR exchanges, irrespective of dose and radiation quality. Later in this section, we consider the theoretical implications of WGE corrections applied to TR exchanges (TR). But first we discuss the more practical aspects of WGE corrections, which involve their application to AS exchanges.

Apparently Simple Exchanges

As routinely practiced, WCP to WGE corrections are confined to AS events, simply because WCP is incapable of distinguishing TRs from pseudosimple exchanges. Looking to Figure 3, we find basic agreement with conclusions of Braselmann (4) and others (3, 7, 8) that biophysically based corrections do a reasonably good job of predicting WGE for gamma rays. Applying a multiplicative CF of Eq. (8) to three-color data overestimates mFISH frequencies for simple exchanges, but only by about 10%. Equally important is that the 10% error is essentially constant over the dose interval examined. This is a direct consequence of α/β ratios for mFISH and AS dose–responses being equal, and is reflected in the flat dose–response shown in the leftmost panel (blue-coded data) of Figure 2, and the upper panel of Figure 5 for gamma rays. Thus, reducing the CF of 2.54 in Eq. (8) by 10% would lead to a near perfect match across the full range of doses examined for AS versus mFISH dose–responses shown in Figure 3.

Although not detected with confidence by our statistical methods (Figure 2), α/β ratios for 56Fe ions (WCP data versus that of mFISH) are probably not precisely equivalent. This would explain the apparent sloped dose–response shown in the upper panel of Figure 5. If true, then there is no interval of dose over which Eq. (11) is stable enough to be represented by a constant. That being said, the Figure shows that the errors are not large. Across the range of 56Fe ion doses studied, they deviate from the empirically derived CF by less than 10%, and actually diminish with dose. Said differently, we suspect that Eq. (15) has been violated by some small degree, but as a practical matter, this produces a CF that would be deemed acceptable for many purposes. At first glance, these results seem counterintuitive, since high LET radiations are known to produce copious quantities of complex aberrations that are cryptically embedded in the AS data as pseudosimples. However, they are entirely consistent with the interpretation that, to a first approximation, all effects from high LET radiation are “intra-track.” Consequently, there would be the same fixed fraction of aberrations (of any kind, including complex exchanges) per unit dose of Fe ions.

Chromosome aberrations are a viable surrogate endpoint for mutations and cancer, and have long been the de facto “gold standard” for biodosimetry (34). WCP to WGE corrections, therefore, have implications for radiation protection, where concerns over the biological effects of very low doses are paramount. At issue is the concept of relative biological effectiveness (RBE), which for the present work, involves a comparison between the effects of gamma rays and heavy ions. Here, WCP finds a place because of cost and sample throughput considerations related to the need to score many cells.

As shown graphically in Figure 5, it is debatable whether a common CF can be assigned to both types of radiation that is valid over a range of doses. It was previously mentioned that the upper portion of the Figure shows that AS errors for both radiations intersect at about 2 Gy. A common CF is valid for both radiations only at this dose, which is far too large to be of practical use as regards issues of radiation risk. At more relevant lower doses, the two curves diverge sharply. This significantly complicates RBE calculations, which are made on the basis of the ratio of doses for a given isoeffect. For RBEs other than unity, the isoeffective doses will differ, meaning that separate CFs would need to be applied to each type of radiation. Moreover, in the case of 1.1 GeV 56Fe ions used in these studies, CFs will also change depending on the chosen level of isoeffect. That said, and as a practical matter, Figure 4 indicates these errors are capable of altering RBE values for 56Fe ions by about 8% at very low doses. Whereas these errors do not seem particularly large in an experimental setting, in the context of RBE-related radiation protection issues, they probably should not be ignored.

True Simple Exchanges

The remaining discussion focuses on TR exchanges. Recall that the presence of complex aberrations – in this case, taking the form of pseudosimple exchanges in AS data – is specifically ignored during the derivation of Eq. (8), and only simple pairwise exchanges are considered. So, in theory, one would imagine that CFs applied to TR exchanges would produce better results than CFs applied to AS exchanges. As we have seen, the opposite is true. Errors of mFISH predictions based on TR show a pronounced dose dependency for γ-rays (Figure 2), and underestimates of WGE for both radiation types occur (Figures 3 and 4). From a predictive standpoint, the errors for 56Fe ions are severe enough to render such extrapolation practically useless. Ironically then, after culling pseudosimples from the data – thus satisfying a principle assumption underlying the derivation of Eq. (8) – the resulting predictions were much poorer than if CFs were applied to AS exchanges. Said differently, our data show that the “contaminating” influence of pseudo simple exchanges actually serves to improve the predictive ability of WGE corrections. So, to the extent that WGE corrections are considered sufficiently accurate, they owe this accuracy to the very presence of complex aberrations! While this result may be reassuring from a practical standpoint, from theoretical perspective it is disconcerting, because it implies either that the basic approach underpinning WCP-to-WGE conversion is fundamentally flawed, or that a violation of some primary assumption has taken place.

The Discrepancy for True Simples

The derivation of Eq. (8) makes the assumption of random pairwise interactions between primary radiogenic breaks leading to interchanges. In that case, variance/mean ratios of unity should result, consistent with the expectations of a Poisson distribution (35, 36). The total counts of chromosomal exchanges in the genome (mFISH), as well as subsets of these data – AS and TR exchanges – showed no clear evidence of overdispersion. For both γ-rays and Fe ions, the dispersion parameter in quasi-binomial fits was always in the range of 0.58–1.19, close to unity. The X2 test for residual deviances, which compares the fits of dose–response models with binomial and quasi-binomial errors, produced p-values of 0.43–0.88, also suggesting no overdispersion. These results are largely consistent with the analysis of the raw data to which the U-test (36) was also applied to check σ2/Y ratios for overdispersion (data not shown). By applying this latter criterion to the data for gamma rays, we found no evidence that the distribution of TR or AS exchanges deviated from that of the Poisson. For the high LET 56Fe ions, significant over dispersion was detected by the U-test, but only for one of the five doses examined. From this, we conclude that systematic deviation from randomness in the distribution of exchanges per cell is not the principle cause for the failure of Eq. (8) to predict the outcomes of TR exchanges measured by mFISH.

We think a more likely explanation for the large discrepancy involves the remaining fundamental assumption attached to the derivation of Eq. (8), namely that the probability of an exchange between two chromosomes is a product of their proportional genomic content. [We hasten to make a minor point here that, strictly speaking, it is probably more accurate to consider the length of interphase chromosome arms, or chromatin fibers (the chromonema) of individual chromosomes in such interactions (37), rather than gross DNA content, although the two parameters are sufficiently related (38) that they can probably be used interchangeably in the present context.]

During interphase, it is now well established that chromosomes occupy rather distinct globular domains (39–41), which, it is reasonable to assume, severely limit the opportunity for the interaction of radiogenic breaks between different chromosomes. Consequently, models have been developed that consider interchanges constrained to boundary regions where two chromosomes abut (42), in which case interchanges would be proportional to the product of domain surface areas. For chromosome domains of spherical shape, exchange frequencies would, therefore, be proportional to [DNA content]2/3 (43). For spherical domains of radii r, the ratio of volume to surface area varies as r/3. Consequently, by comparison to models based on volume, predictions based on DNA content tend to systematically overestimate exchange frequencies involving larger chromosomes (9, 44, 45). Unfortunately, this leads to a further lowering of predicted frequencies for exchanges involving the large-sized chromosomes examined here – the opposite of what is needed to bring three-color data in line with that of mFISH for TRs (Figure 5; lower panel). The problem is further exacerbated when one considers that chromosome domains are not actually spherical, but globular instead, because for any irregular volume the surface-to-volume ratio is larger than that of a sphere, or for that matter, any platonic solid.

One should appreciate that simple pairwise exchanges do not form in a vacuum, meaning their formation is always in potential competition with the formation of complex exchanges. Said another way, simple and complex exchanges often compete for the same radiogenic breaks. Consider a constellation of four such proximate breaks, defined as breaks that – by virtue of being close in time and space – are capable of freely interacting (rejoining) with one another. An obvious rejoining possibility is that the four breaks rejoin in such a way as to give two simple exchanges. But, should any other misrejoining possibility occur, a complex exchange will result, simultaneously negating the possibility of simple pairwise exchange. Crudely put, the formation of complex exchanges can be envisioned to “steal away” breaks that would otherwise be destined to become involved in forming simple exchanges (46). In this sense, complex exchanges form at the expense of simple exchanges, a process that is bound to be dose dependent, since it is strongly influenced by lesion density. To our knowledge, no one has formally modeled this scenario, but it most assuredly would have the overall effect of depressing the expected yields of simple exchanges.

Other explanations for our results involve the higher order organization of the mammalian cell genome (i.e., beyond that of the 30 nm chromatin fiber). Since this remains as one of the least understood aspects of cell biology, a fair amount of speculation is unavoidable. Until now, we have assumed random interaction between radiogenic breaks – either those contained within interphase chromosome domains, or those associated with their surface areas. In fact, the radial distribution of chromosomes in the nucleus is often not random, and differs among cell type and stage of cellular differentiation (47). There is some evidence that larger human chromosomes tend to be located near the periphery of the nucleus. If true, then larger chromosomes would share a proportion of their surface area with the outside nuclear boundary – regions that presumably would be unavailable for interaction with that of more interior domains (48, 49). Such is the case for chromosome 1, at least in fibroblasts (50, 51), although there is also evidence to the contrary for lymphocytes (52, 53). Such a relationship (in principle) would necessitate a higher correction factor be applied exchanges involving the large-sized chromosomes used in this study, which would have the effect of reducing CF errors shown in Figure 5 for TRs.

The assumption of random breakage also implies a more-or-less uniform breakage per unit length of DNA or chromatin. While this is probably true for the initial radiogenic lesions (i.e., DNA double-strand breaks), there is evidence that exchanges themselves occur preferentially in G-light bands (54, 55) or at the interface between light and dark bands (56). These regions, particularly T-bands (a subset of G-light bands) have a much higher than average gene density (57). As long as these “sensitive” regions are randomly distributed among various chromosomes, this should not materially affect the underlying assumptions relating to Eq. (8). However, certain chromosomes are known to be gene-rich, on average, a case in point being chromosome 19 (41) which, perhaps not by coincidence, is thought to occupy an interior position within the nucleus (58). By this argument, gene-rich chromosomes may be subject to increased exchange involvement compared to chromosomes with lower gene density. Additionally, if one equates gene density with transcriptional activity, then the DNA of such regions would presumably have a more “open” or diffuse structure (59, 60), and consequently be less dense in terms DNA content/surface area. In this way, increased transcription associated with gene-rich regions (or whole chromosomes) may have the secondary effect of lowering the physical density of DNA per unit volume. The opposite would be true of more gene-poor chromosomes. With respect to interactions based on surface area, larger chromosomes would then require larger CFs to compensate, again mitigating CF discrepancies shown in Figure 5. These ideas represent little more than a speculative attempt to explain our findings. Whether or not they help to resolve the thorny issue of dose dependency of CFs associated with violation of Eq. (15) remains to be seen.

CONCLUSION

The good news – at least from a utilitarian perspective – is that for the purpose of converting WCP data to WGE, CFs work reasonably well across the range of doses to which they are usually applied. The less welcome news is the large discrepancy between WGE-corrected TR exchange frequencies compared to those detected by mFISH, which implies problems with the biophysical underpinnings upon which the derivation CFs rely. We imagine that the fundamental assumptions underlying Eq. (8) are overly simplistic, failing to account for structural features of chromatin, and its dynamic interactions within the interphase nucleus. Sophisticated methods are being applied to this area of study that, in principle, can provide the investigator a “snapshot” into physical relationships that exist between interphase chromosomes (61, 62), but these fall short in addressing any potential time-dependent dynamic interactions. We have known, for the better part of a century, that initial radiogenic breaks in chromosomes need to be both spatially and temporally close for exchanges to occur (63). And yet, there are almost certainly aspects of this relationship that we do not fully understand. A phrase used often by the preeminent cytogeneticist J.R.K Savage seems an appropriate closing note: “Everything is more complex than it appears at first sight.”
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Development of novel approaches linking the physical characteristics of particles with biological responses are of high relevance for the field of particle therapy. In radiobiology, the clonogenic survival of cells is considered the gold standard assay for the assessment of cellular sensitivity to ionizing radiation. Toward further development of next generation biodosimeters in particle therapy, cell-fluorescent ion track hybrid detector (Cell-FIT-HD) was recently engineered by our group and successfully employed to study physical particle track information in correlation with irradiation-induced DNA damage in cell nuclei. In this work, we investigated the feasibility of Cell-FIT-HD as a tool to study the effects of clinical beams on cellular clonogenic survival. Tumor cells were grown on the fluorescent nuclear track detector as cell culture, mimicking the standard procedures for clonogenic assay. Cell-FIT-HD was used to detect the spatial distribution of particle tracks within colony-initiating cells. The physical data were associated with radiation-induced foci as surrogates for DNA double-strand breaks, the hallmark of radiation-induced cell lethality. Long-term cell fate was monitored to determine the ability of cells to form colonies. We report the first successful detection of particle traversal within colony-initiating cells at subcellular resolution using Cell-FIT-HD.
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INTRODUCTION

Radiotherapy with protons and heavier ions has become a swiftly growing field, and it is becoming an integrative part of therapy of solid tumors, due to its high success rate in treating certain tumors (1). Nevertheless, intracellular molecular events caused by interactions between the charged particles and cellular structures are not yet well understood. Development of novel approaches that will facilitate deciphering those processes is of high relevance for the field.

Recently, a cell-fluorescent ion track hybrid detector (Cell-FIT-HD) was engineered by our group. It provides information on spatial correlation between single ion traversals and the events within a cell (2, 3). Cell-FIT-HD technology is based on growing a cellular monolayer (biological compartment) on a surface of a fluorescent nuclear track detector [FNTD; physical compartment (4)]. Due to its unique design, Cell-FIT-HD enables simultaneous investigation of microscopic beam parameters and their effect on various cellular structures and biological processes, using confocal laser scanning microscope (5).

In this work, we investigated the feasibility of Cell-FIT-HD for colony formation analysis. Colony formation assay (also called clonogenic assay), developed in 1950s (6), is the most reliable and relevant method for studying the efficacy of the radiation treatment in vitro. It has been named “gold standard” in radiation research as it combines contribution of all types of cell death, as well as ability of surviving cells’ to indefinitely proliferate and form colonies (7, 8). For particle therapy planning, clonogenic survival data are of utmost importance for studying radiobiological effectiveness (RBE) and they continue to be used as the main biological experimental outcome for testing biophysical models for predicting tumor response to irradiation (9). Colony formation and cellular clonogenic survival after irradiation are highly depend on radiation potential to induce complex, difficult to repair, DNA damage [such as DNA double-strand breaks (DSB)] (10). Commonly used molecular surrogate for detecting DNA damage and DNA DSB is p53 binding protein 1 (53BP1), which localizes at the sites of DSB and forms nuclear radiation-induced foci (RIF) (11, 12). In irradiated cells, on DNA DSB sites, 53BP1 foci colocalize with Serine 139 phosphorylated histone H2AX foci (γ-H2AX) flanking a larger area around a DSB and hence considered another sensitive marker for DNA DSB damage (13, 14).

Combination of Cell-FIT-HD technology, clonogenic assay, and RIF detection should provide a platform for simultaneous analysis of microscopic beam parameters, particle effects on RIF formation and the ability of cells to form colonies as a function of particle number, quality, and spatial distribution.

MATERIALS AND METHODS

Cell Culture

Cell lines used in this study were murine (Balb/c) renal adenocarcinoma cells (RENCA) and human alveolar adenocarcinoma cell line (A549), obtained from ATCC. RENCA were cultured in RPMI-1640 Medium (Gibco) supplemented with 10% fetal bovine serum (FBS, Gibco), non-essential amino acids (0.1 mM, Sigma), sodium pyruvate (1 mM, Sigma), and L-glutamine (2 mM, Sigma). A549 cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM, ATCC) supplemented with 10% heat-inactivated FBS (Millipore), 2 mM glutamine, and 1% penicillin/streptomycin (complete DMEM).

Cells Transduction and Immune Staining

A549 cells were transduced using a retroviral construct ­containing mCherry-53BP1-2 pLPC-Puro [Addgene plasmid # 19836; (15)]. Retrovirus production and cells transduction with mCherry-53BP1 construct were carried out, as previously described (15). Retrovirus production was performed using Retro-X Universal Packaging System (Clontech), according to manufacturer’s instructions. Transduction was conducted by the incubation of cells and viral particles in a complete medium containing 8 μg/ml Polybrene (Sigma) at 37°C, 5% CO2. Selection of transduced cells was performed using 2 μg/ml of Puromycin (Gibco). A549 cells expressing mCherry-53BP1 were cultured in complete DMEM containing 0.4 μg/ml of Puromycin (Gibco). All cells were incubated at 37°C at 5% CO2 atmosphere. A549 cells expressing mCherry-53BP1 construct were counterstained for γ-H2AX marker as described (16). Fixed (4% paraformaldehyde, for 10 min) and permeabilized (0.1% Triton-X for 10 min) cells were labeled using primary anti-γ-H2AX antibody (1:100, Cell Biolabs) and secondary Alexa Fluor 488-conjugated donkey ­anti-mouse antibody (Molecular Probes).

Colony-Forming Cell Assay and Irradiation

For preparation of colony-forming cell assay using FNTD as a substrate (Cell-FIT-HD), FNTDs were first washed in an ultrasonic bath (Bandelin Sonorex) for 15 min at room temperature (RT). FNTDs were then placed in 70% ethanol overnight at RT. FNTDs were thoroughly washed in PBS, before used for cell culture.

Standard clonogenic assay (8) was performed using RENCA cells in six-well cell culture plates (200 cells/well). After attachment, cells were irradiated with 12C ion beam at Heidelberg Ion-Beam Therapy Center (HIT). Cells were positioned in the middle of a 1-cm widespread out Bragg peak (SOBP, 1 Gy) centered at approximately 3.5 cm water-equivalent depth, mimicking the clinical-like settings. Dose averaged linear energy transfer (LET) was 95 keV/μm. Non-irradiated cells were used as control. After colonies were formed, cells were fixed with 75% methanol and 25% acetic acid for 10 min at RT and stained with 0.1% crystal violet for 15 min.

Standard clonogenic assay was modified for studying the colony formation on FNTDs. Forty microliters of growth medium drop containing 50 cells were placed on the polished surface of the FNTD. The growth area was approximately 4 mm × 8 mm. For studying the ability of cells to grow on FNTD surface and form colonies, FNTDs containing cells (Cell-FIT-HD) were either irradiated as described above, or left without irradiation (control) and incubated for 7 days. After colony formation, cells were fixed and stained as in standard clonogenic assay (as above). FNTDs containing colonies were scanned (EPSON Scan). All obtained images were corrected for brightness and contrast by ImageJ (http://rsb.info.nih.gov/ij/) using the same image processing settings.

To correlate colony forming ability of a single cell and microscopic ion beam parameters, mCherry-53BP1 A549 cells were allowed to attach (100 cells/FNTD for control and 200 cells/FNTD for irradiated sample) at 37°C at 5% CO2 for at least 8 h prior to irradiation. Cell-FIT-HD was irradiated perpendicularly with respect to the incident 12C ion beam, as described above.

Approximately 30 min post-irradiation (t = 30 min), the entire area of the Cell-FIT-HD was imaged by widefield microscopy (see below). After the initial imaging, Cell-FIT-HD was placed in the incubator (37°C at 5% CO2 atmosphere) for 7 days to allow colony formation on the polished surface of the FNTD. The ability of colony formation with/without irradiation after 7 days (t = 7 days) was assessed by additional imaging of Cell-FIT-HD by widefield microscopy.

Read-Out of Cell-FIT-HD

The read-outs of the physical compartment (FNTD) and of the biological compartment (single cells or colonies) of Cell-FIT-HD were uncoupled. 53BP1 (mCherry signal) and γ-H2AX (Alexa Fluor 488) in Figure 2 were imaged by Zeiss LSM710, Confocor 3 confocal laser scanning microscope, as previously described (3), at 30 min post-irradiation.

Initial cell attachment and colonies were imaged by the inverted widefield microscope Cell Observer (Carl Zeiss AG). To record the initial cell attachment, an overview scan of the entire cell attachment area (polished surface of the FNTD) was performed. Image stacks of regions of interests (ROIs) containing single cells were subsequently recorded. The stacks contained 41 and 45 image planes (each separated by 2 μm) for the imaging at t = 30 min, and at t = 7 days, respectively. The entire depth of the cell layer was covered. For each imaging plane, the bright field (BF) as well as the mCherry fluorescent channel (mPlum filter set) was recorded. After recording the overview scan, single ROI was subsequently imaged to allow for visualization of 53BP1 foci formation in individual cell nuclei of the colony. ROIs were chosen to match approximately the positions of time point 0. Individual tiles of the overview scan were corrected for shading and stitched using the ZEN software. The cells were washed away from FNTDs after the last widefield microscopy read-out. ROIs in the FNTD were then imaged by the Zeiss LSM710, Confocor 3 confocal laser scanning microscope. The imaging parameters were adjusted to gain optimal read-outs for the primary particles (5). The frequency distribution of fluorescence intensity of the ion tracks was assessed as a proxy for the LET spectrum. There are two distinct peaks that can be attributed to the primary carbon ions and the lighter fragments, respectively. A threshold was set to separate between the two species. Obviously, some heavier fragments might be considered as primaries, what, however, does not affect the generality of the results of this study. For each position, a z-stack of 35 imaging planes was recorded by 633 nm HeNe laser line (17). T-PMT detection was recorded in parallel. For widefield and for confocal imaging uncoated glass bottom, culture dishes (MatTek Corp.) were used.

Registration of Biological and Physical Beam Data

Widefield (biological compartment) and confocal images (physical compartment) were registered employing point mapping to correlate cellular response to microscopic ion beam parameters spatially at time point 0. To this end, non-fluorescent Al–Al spinel cubical inclusions in the Al2O3:C, Mg crystal – both visible in the T-PMT and the BF channel – were used as point pairs. At least four point pairs were used yielding an accuracy of the projective registration smaller than 0.3 μm, i.e., on a sub-pixel scale. The same registration procedure was performed when projecting the nuclei positions at time point 0 into the cell layer at time point 7 days post-irradiation. It was ensured that the fluorescence (mCherry) and the brightfield channels of the widefield microscopy were spatially aligned.

Ion-Hit Statistics

Due to perpendicular irradiation setup, all track spot centers at z = −3 μm (measuring from the FNTD surface, z = 0 μm) were projected onto the maximum intensity projection (MIP) of the 53BP1 mCherry signal of the cell layer. Positions of single ion traversals were assessed by using an in-house developed thresholding algorithm. To determine intranuclear ion hits, the positions of the track spot center (rounded to pixel values) were projected onto the nuclei mask of the MIP of the 53BP1 mCherry signal. Trajectory reconstruction and angle assessment confirmed the validity of perpendicular extrapolation (3, 5). In the imaging plane at approximately z = −3 μm each track spot was masked and the maximum intensity value assessed. The maximum intensity value was converted into count-rate and was corrected for non-linearity in APD detection (18).

RESULTS

Colony Formation on FNTD

To study the feasibility of a FNTD’s surface for colony formation, murine renal adenocarcinoma cells (RENCA) were used. As shown in Figure 1A, the cells were able to attach and form colonies on FNTD surface. The mean plating efficacy and SD on FNTD surface was 33 ± 1.2%, whereas in a six-well plate it was 37 ± 6%. The results for colony formation and clonogenic survival on FNTDs correspond to those obtained using the standard clonogenic assay in cell culture dishes (Figure 1B).
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FIGURE 1 | Example of colony formation on FNTDs. (A) Spots on FNTD surface: crystal violet staining of cell colonies. Brightness/contrast was adjusted for better visualization. (B) Comparison of clonogenic survival on FNTDs and in culture flasks. Means and SDs of triplicates are shown.



To investigate colony formation on FNTDs, on a microscopic level, as well as DNA damage foci formation, we utilized human A549 cells expressing mCherry-53BP1 fusion protein. A549 cell line was selected because of its low level of background foci (2). The stable expression of the fluorescent fusion protein, localized in cell nuclei, provided homogeneous pan-nuclear staining, which enabled microscopic imaging of cellular nuclei, as well as individual foci formation after irradiation (Figure 2A). 53BP1 signal in irradiated cells colocalizes with γ-H2AX signal, which confirms the fact that 53BP1 accumulates at the DNA DSB sites (Figure 2B).
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FIGURE 2 | mCherry 53BP1 and γ-H2AX signal in cell nuclei of A549 cells. (A) Pan-nuclear expression of 53BP1-mCherry fusion protein in a control sample (panel left). Irradiated (1 Gy 12C) nucleus showing accumulation of 53BP1-mCherry signal (53BP1 foci, arrow). (B) mCherry-53BP1 signal (left panel, arrows point to 53BP1 foci), γ-H2AX signal (middle panel; dashed arrows point to γ-H2AX foci) in irradiated mCherry-53BP1 cells. Colocalization of 53BP1 and γ-H2AX foci (panel right). Sum of intensities of Z-stack slices is shown. Brightness and contrast were adjusted for better visualization.



In order to localize colony-initiating cell within a respective colony, the whole surface of Cell-FIT-HD was imaged at early (t = 30 min; red pseudocolor) and late (t = 7 days; green pseudocolor) time point, and the images were overlaid (Figure 3). At the seventh day post-irradiation, A549 cells formed dense colonies. This stands particularly true in case of control samples, where most of the cells were able to produce colonies (Figure 3A). Irradiated cells showed lower capability for clonogenic growth when compared to the control cells. They produced smaller colonies in comparison to a control sample, and many cells were not dividing (Figure 3B).
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FIGURE 3 | Microscopic visualization of Cell-FIT-HD. (A) Control sample (mock irradiation) and (B) irradiated sample (1Gy 12C-irradiation). FNTD surface was imaged at two time points: 30 min post irradiation (t = 30 min) and at 7 days (t = 7 days) post-irradiation. Early and late image orientations as well as brightness and contrast were adjusted and images were merged. Pan-nuclear mCherry-53BP1 signal was shown in red pseudocolor for t = 30 min, and in green pseudocolor for t = 7 days. White empty circles were used to mark different colonies. White empty squares indicate ROIs used for Figure 4. Numbers seen on FNTDs’ surface are identification numbers engraved in each FNTD.



Even though cells can migrate on the surface during the colony formation time, it was assumed that the colony-initiating cell retained its position within the respective colony region. In the previous experiments, we observed that A549 cells can migrate up to 1 μm within 30 min in different directions, and these motion patterns of A549 cells would not be sufficient for a colony-initiating cell to leave the colony regions, especially in the case of larger colonies. Continuous live imaging of a colony formation was impossible due to the cytotoxicity induced by the long-term imaging settings.

Irradiation-Induced Foci and Ion Hits

To demonstrate the feasibility of a Cell-FIT-HD for analyzing ion traversals together with the irradiation-induced foci formation in a single cell, and investigate cell’s fate in regards to colony formation, ROIs were selected in both control and irradiated Cell-FIT-HD. For the control sample, ROI containing three cells (at the early time point) was selected. These cells divided multiple times forming a large colony (Figure 4A). Initial positions of the colony-initiating cells’ nuclei are marked by green closed lines (Figure 4A). At the seventh day post-irradiation, in case of irradiated samples, we analyzed the ROI containing cells that were not capable of colony formation (Figure 4B, right panel). Even though those cells did not form colonies, additional cells were found in their close proximity. This could imply either cell migration, or a single division of a cell (Figure 4B, top right panel). For the same ROI, we extracted the particle beam information from a physical compartment (FNTD) of a Cell-FIT-HD to visualize ion tracks. Within selected ROI, two nuclei showed large 53BP1 foci formation. Respective ion track spots were assigned to these irradiation-induced 53BP1 foci based on the closest proximity (orange circles, Figure 4B, left panel). These track spots were induced by primary-like carbon ions, since the imaging parameters were adjusted to detect primarily carbon ions. However, secondary high LET fragments can be in principle also included. Fast protons of low LET were not visualized. The ion beam fluency assessed was approximately 7.0 × 106 particles/cm2.
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FIGURE 4 | Maximum intensity projections of 53BP1-mCherry signal and ion hits. (A) Control sample at t = 30 min (panel left) and t = 7 days (large colony formation; middle panel). Position of selected ROI on FNTD (white empty square). Insert: magnification of selected ROI (panel right). (B) Irradiated sample at t = 30 min (panel left). The cross sectional area of the nuclei at t = 30 min is encircled in green. The bright spots in the nuclei are 53BP1-mCherry foci most probably induced by carbon ions (highlighted by yellow circles, closest proximity). The positions of ion traversals and fragments are indicated by the red and blue crosses, respectively. Insert: magnification of the upper nucleus. Upper right panel shows the irradiated nuclei at t = 7 days, and no colony formation. Dense aggregation of 53BP1 signal is marked in yellow. The position of the nuclei at t = 30 min is labeled by green lines. The positions were registered to t = 7 days using the unique spinel fingerprint of spinels in the FNTD. Position of selected ROI on FNTD (white empty square). Insert: magnification of selected ROI (bottom right).



DISCUSSION

Colony formation assay is a quantitative, macroscopic assay, which represents the standard for studying cell’s sensitivity to irradiation (8). It provides valuable information on the outcome of a large cell population upon the irradiation. However, this assay does not provide an insight on a single cell fate within a population, and why certain cells within a population will stop dividing and eventually die, whereas the other ones will still be capable of clonogenic growth. It can be hypothesized that certain cells within a population accumulate lethal level of irradiation-induced damage, and lose capability to divide and form colonies, whereas the other cells remain unaffected. The unaffected cells might have higher DNA damage repair potential or may be “missed” by the irradiation particles (19, 20). The first step for addressing these questions is to develop a platform that provides direct information about spatial distribution of irradiation particles and correlates it at a single cell level with the clonogenic capacity. For that purpose, we adapted the conventional approach for colony formation assay and combined it with the usage of FNTDs (Cell-FIT-HD). This approach enables simultaneous analysis of the microscopic beam parameters together with the events in colonies, single cells, and at sub-cellular level. We were able to show that single cells can attach and grow as colonies on FNTD surface. The size of a surface area of a FNTD (4 mm × 8 mm) is not optimal for clonogenic growth, resulting in many overlapping colonies, and therefore the current design of the Cell-FIT-HD is not suitable for performing large-scale quantitative clonogenic assay. This might be restricted to certain cell types, such as the RENCA, where circumscribed colonies could be detected at an early phase of colony formation. Further studies are needed to find the optimal constraints for colony forming cell lines/primary cells in the Cell-FIT-HD setting. Nevertheless, our primary purpose was the application for analyzing single colonies, single cells, subcellular structures, and microscopic beam parameters, which was successfully demonstrated.

The current work represents a proof of principle study for correlation of particle traversal with long-term colony formation using Cell-FIT-HD. The entire workflow is established and builds a solid foundation for further improvements toward population level quantitative analysis. Further application of Cell-FIT-HD may provide necessary information for dissecting underlying mechanisms for colony formation of irradiated cells, which is important for studying time-dependent repair capability analyzing eventually correlation between fast and slow repair and the complexity of the induced damage, as well as bystander effect.
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This review is focused on the radiobiology of carbon ions compared to X-rays using multicellular models of tumors and normal mucosa. The first part summarizes basic radiobiological effects, as observed in cancer cells. The second, more clinically oriented part of the review, deals with radiation-induced cell migration and mucositis. Multicellular spheroids from V79 hamster cells were irradiated with X-rays or carbon ions under ambient or restricted oxygen supply conditions. Reliable oxygen enhancement ratios could be derived to be 2.9, 2.8, and 1.4 for irradiation with photons, 12C+6 in the plateau region, and 12C+6 in the Bragg peak, respectively. Similarly, a relative biological effectiveness of 4.3 and 2.1 for ambient pO2 and hypoxia was obtained, respectively. The high effectiveness of carbon ions was reflected by an enhanced accumulation of cells in G2/M and a dose-dependent massive induction of apoptosis. These data clearly show that heavy charged particles are more efficient in sterilizing tumor cells than conventional irradiation even under hypoxic conditions. Clinically relevant doses (3 Gy) of X-rays induced an increase in migratory activity of U87 but not of LN229 or HCT116 tumor cells. Such an increase in cell motility following irradiation in situ could be the source of recurrence. In contrast, carbon ion treatment was associated with a dose-dependent decrease in migration with all cell lines and under all conditions investigated. The radiation-induced loss of cell motility was correlated, in most cases, with corresponding changes in β1 integrin expression. The photon-induced increase in cell migration was paralleled by an elevated phosphorylation status of the epidermal growth factor receptor and AKT-ERK1/2 pathway. Such a hyperphosphorylation did not occur during 12C+6 irradiation under all conditions registered. Comparing the gene toxicity of X-rays with that of particles using the γH2AX technique in organotypic cultures of the oral mucosa, the superior effectiveness of heavy ions was confirmed by a twofold higher number of foci per nucleus. However, proinflammatory signs were similar for both treatment modalities, e.g., the activation of NFκB and the release of IL6 and IL8. The presence of peripheral blood mononuclear cell increased the radiation-induced release of the proinflammatory cytokines by factors of 2–3. Carbon ions are part of the cosmic radiation. Long-term exposure to such particles during extended space flights, as planned by international space agencies, may thus impose a medical and safety risk on the astronauts by a potential induction of mucositis. In summary, particle irradiation is superior to gamma-rays due to a higher radiobiological effectiveness, a reduced hypoxia-induced radioresistance, a multicellular radiosensitization, and the absence of a radiation-induced cell motility. However, the potential of inducing mucositis is similar for both radiation types.
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INTRODUCTION

This article summarizes data which we have acquired in close collaboration with a number of scientists at the Gesellschaft fuer Schwerionenforschung (GSI) Darmstadt, Germany, for more than one decade. At the beginning of this collaboration, little was known about the basic radiobiology of particle irradiation, although there was emerging evidence already at that time for the usefulness of a carbon ion radiotherapy in clinical oncology (1). Consequently, the ultimate goal of the interactive work at the GSI accelerator was to augment our knowledge on biological effects of heavy charged particles in malignant tumors and in healthy tissue in comparison to the effect of conventional X-rays under equivalent conditions.

In most of the experiments, a carbon-12 (12C6+) beam was applied in the scanning mode either in the extended Bragg peak or in the plateau region at 227 MeV/nucleon. Conventional X-rays served as a reference, and X-ray equivalent doses were derived for heavy charged particle irradiation. Since beam-time is highly cost-intensive and since there is a pronounced competition among scientists for the acquisition of beam-time, design and performance of experiments with heavy charged particles are subjected to practical limitations by the restricted availability of the particle beam. This reduces the number of experiments within a given time frame and consequently restricts statistical corroboration of findings by multiple approaches. This has to be kept in mind, when data from particle irradiation are compared with those from other assays.

All irradiation experiments were carried out on cultured cells using various tumor and normal cell models. Besides conventional single cell cultures, complex three-dimensional (3D) cell cultures were used; these included organotypic cultures of the human oral mucosa with or without immune cells, planar cell multilayers of WiDr colon adenocarcinoma cells or of SiHa cervix carcinoma cells, and multicellular spheroids (MCS) from V79 cells. With a few exceptions, irradiation was routinely performed under standardized cell culture conditions at 37°C and ambient (20% O2) or reduced (pO2 close to 0 mmHg) oxygen supply conditions.

“Classical” radiobiological endpoints, such as clonogenic cell survival, spheroid volume growth, or cell cycle effects as a function of radiation dose, were used to quantify the efficiency of particle versus conventional radiation. Furthermore, the relative biological effectiveness (RBE) and the oxygen enhancement ratio (OER) for the two radiation modalities were derived. One specific endpoint was cell migration and motility in 2D and 3D conditions under the impact of irradiation. The gene toxicity of both radiation types in normal tissue was quantified using the γH2AX technique in organotypic mucosa cultures. In this multicellular model, assays for early events of a radiation-induced mucositis, such as activation of the transcription factor NFκB or release of cytokines IL6 and IL8, were applied. The cocultivation of the mucosa model with human peripheral blood mononuclear cells (PBMCs) revealed a significant role of immune cells in the emergence of radiation-related mucositis.

Following the introduction, the experimental part of this review article is subdivided into three major chapters. The first chapter deals with our data related to the basic radiobiology of carbon ion irradiation compared to that of conventional gamma-radiation. This includes the relative biological effectiveness, the oxygen effect, and the multicellular radioresistance. The second chapter is focused on our findings regarding clinical aspects of undesirable side effects of the two radiation types considered. These aspects refer to radiation-induced cell motility and to radiation-associated mucositis. The third chapter of this review links our own data to findings from the literature. For many years, radiobiological studies on heavy charged particles have remained sparse, but very recently, there is a tremendous increase in the number of reports on radiobiology of heavy ions, on their clinical use, as well as on a combination of their radiobiological and clinical aspects. Consequently, the intention of the third chapter of this review is by no means to give a comprehensive review of the literature on particle irradiation, but rather to present a selection of very recent reports that are closely related to the data presented here. The final paragraph of this review presents a brief resume of the article.

BASIC RADIOBIOLOGY OF HEAVY CHARGED PARTICLES

RBE and OER Values for Carbon Ion Irradiation of Multicellular V79 Spheroids

Ever since the pioneering work of Robert Sutherland and colleagues (2), reviewed in Ref. (3), MCS represent classical 3D cell models in radiation research. Based on a sabbatical in Sutherland’s laboratory (4) and on the pioneer’s personal assistance as a Humboldt awardee at the University of Mainz (5), one of us set up a state-of-the-art spheroid laboratory at our research institute. Within the frame of a number of different research projects, we collected a large amount of data on 3D versus 2D growth characteristics, on 3D interaction between tumor and immune cells, or on tumor microenvironment with regard to hypoxia, hypoglycemia, acidosis, and other factors (6).

Occasionally, these data sparked the interest of scientists at the GSI in using our expertise with the spheroid technology for the exploration of heavy charged particle radiobiology. Spheroids from immortalized and tumorigenic V79 hamster cells have been frequently used in radiobiological investigations, and we decided to initiate our studies on heavy ion radiobiology with this spheroid type having an abundance of comparative data from X-ray experiments.

Multicellular spheroids from V79 cells with 200 μm in diameter were irradiated with X-rays or carbon 12C6+ ions under elevated, ambient, or restricted oxygen supply conditions. From previous microelectrode measurements, the oxygen tension distribution within the MCS as a function of the external oxygen tension was known, which made it possible to exactly relate the local oxygen to the radiation effects. For reasons of simplicity, average numbers for the environmental oxygen tension (pO2) in mm Hg are given for characterizing the experimental conditions. Figure 1 shows clonogenic cell survival curves for V79 MCS irradiated with X-rays (Figure 1A) in environmental pO2 values of 144 mmHg (circles), 35 mmHg (squares), and 0 mmHg (diamonds) or irradiated with 12C6+ ions in the extended Bragg peak (Figure 1B) in environmental pO2 values of 690 mmHg (circles) and 0 mmHg (diamonds). It is obvious that (i) survival curves after particle irradiation are close to being linear with almost no shoulder compared to the X-ray data and (ii) the oxygen effect is much less pronounced with particle compared to photon irradiation. Survival curves of V79 single cells were almost identical with that of V79 spheroids with no indication of a multicellular resistance or contact effect (data not shown). Irradiation of V79 MCS with carbon ions in the plateau region (227 MeV/nucleon 12C6+) in the same oxygen atmospheres as used with X-ray treatment produced survival curves that were almost identical with those from photon irradiation (data not shown).


[image: image1]

FIGURE 1 | Relative clonogenic survival of cells from V79 MCS as a function of dose [modified according to Ref. (7)]. (A) Following X-ray irradiation at external pO2 values of 144 mmHg (circles), 35 mmHg (squares), and 0 mmHg (diamonds), (B) following 12C6+ irradiation in the extended Bragg peak at external pO2 values of 690 mmHg (circles) and 0 mmHg (diamonds); dose values represent X-ray equivalent dose.



The survival curves of V79 MCS displayed in Figure 1 were fitted with the linear quadratic model. This was used for deriving reliable OER and relative biological effectiveness (RBE values). OER values at several survival levels S (=37, 10, 1, and 0.1%) were calculated as the ratio of doses to achieve a given survival under hypoxia compared to normoxia. Averages were derived from the individual values, which varied with S by around 5%. A corresponding procedure was used for the derivation of RBE, which was defined as the ratio of X-ray dose to that of particle radiation to reach a given S. These data are compiled in Table 1. Besides the very low OER value of 1.40 for particle irradiation, the RBE value of heavy charged particles is remarkably high at 4.31. Further details on the data evaluation were published earlier (7).

TABLE 1 | Oxygen enhancement ratio (OER) and relative biological effectiveness (RBE) values derived from the clonogenic survival curves shown in FIGURE 1 after irradiation in atmospheres with a pO2 of 690 mmHg or 145 mmHg (aerobic) or 0 mmHg (hypoxic).
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Furthermore, the high effectiveness of heavy charged particles in the extended Bragg peak compared to conventional radiation was reflected by a massive, dose-dependent induction of apoptosis [quantified by the TUNEL assay (7)], as shown in Figure 2. Although a respective curve for the extended Bragg peak induction of apoptosis under ambient oxygen conditions could not be assessed in this set of experiments for technical reasons, explorative data were indicative of an absence of an oxygen effect with regard to apoptotic cell kill [for further details, see Ref. (7)]. All data obtained in this spheroid study clearly show that heavy charged particles are more efficient in sterilizing tumor cells than conventional irradiation even under hypoxic conditions.
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FIGURE 2 | Induction of apoptosis (relative to untreated controls) by X-ray (open circles) or 12C6+ irradiation in the plateau region (filled diamonds) or in the extended Bragg peak (filled squares) under ambient or hypoxic oxygen supply conditions [modified according to Ref. (7)]. (A) At an external pO2 of 144 mm Hg and (B) at an external pO2 of 0 mm Hg.



Unexpected Multicellular Radiosensitization in Human Colon Adenocarcinoma-Derived Multilayer Cells

Planar cell multilayers in comparison with monolayer cultures of WiDr and SiHa human colon adenocarcinoma-derived cells were used for investigations on the role of cell cycle effects in the treatment with photon or particle irradiation. Development of a special cryostat sectioning technique made it possible to assess histology and growth characteristics of the planar 3D model (8). This is exemplified by Figure 3, with Figure 3A displaying cryostat sections that were cut perpendicular to the multilayer plane at three different times of growth for both cell lines considered. Figure 3B shows the multilayer thickness and viable cell content as a function of time in culture. Obviously, the total layer thickness is expanding continuously after the emergence and expansion of a central necrotic layer, whereas the total number of viable cells is stagnating. As such, planar cellular multilayers grow in a way, which is very similar to that of MCS despite the different diffusion geometries.
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FIGURE 3 | Multilayers of WiDr cells at various days in culture [modified according to Ref. (7, 8)]. (A) H&E-stained cryosections of multilayers on three different days (d) in culture (scale bar: 100 μm), (B) multilayer thickness and cell content as a function of days in culture (the arrow indicates the emergence of a central necrotic layer).



Unexpectedly, there was a multicellular radiosensitization of multi- versus monolayers under all treatments considered, as demonstrated by standardized clonogenic survival curves for 12C6+ ion irradiation in the plateau region and the Bragg peak (Figure 4). This is in contrast to the generally detected multicellular radioresistance. The phenomenon was attributable, at least in parts, to a difference in the proportion of cells in the G0/G1 phase between the two culture types used. Furthermore, Figure 4 illustrates cell line-dependent differences in the type of cell survival curves: whereas WiDr cells exhibit “classical” shoulder curves except for Bragg peak particle irradiation, SiHa cell survival curves are very close to linearity with all treatments considered. This difference may indicate a different extent of DNA repair in these two cell lines due to either a different intensity/quality of DNA damage or different repair capacities.
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FIGURE 4 | Clonogenic survival of cells in monolayer (squares) or multilayer (circles) culture as a function of dose after carbon-ion irradiation in the plateau region (370 MeV/nucleon; open symbols) or in the extended Bragg peak [closed symbols; modified according to Ref. (8)]. (A) SiHa cells (n = 4) and (B) WiDr cells (n = 2–3).



Flow cytometric studies showed that X-rays induced a G2/M arrest, which was considerably prolonged in multi- compared to monolayers (Figure 5A). After Bragg peak irradiation of monolayers, the arrest time was increased compared to X-rays by 12–24 h, and more cells were arrested than with X-rays (Figures 5A,B). However, in multilayers, both radiation modalities lead to similar growth arrests (see Figures 5A,B).
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FIGURE 5 | Percentage of WiDr cells from mono- or multilayers in G2/M phase as a function of time after irradiation [modified according to Ref. (8)] with (A) X-rays and (B) carbon ions.



In essence, our data obtained in the multilayer project contribute to accumulating results in the literature regarding differences in biological properties and molecular mechanisms between 2D and 3D culture systems. Under many aspects, 3D planar cellular multilayers and 3D spherical cellular aggregates share common properties and behave in similar ways. On the other hand, multilayers tend to show a small but reproducible multicellular radiosensitization, whereas most spheroids exhibit a multicellular resistance. It is worth noting that this effect is even more pronounced with heavy charged particles than with photons [for further details on planar multilayers, see Ref. (8)].

CLINICAL ASPECTS OF POTENTIAL SIDE EFFECTS OF HEAVY CHARGED PARTICLE IRRADIATION

Differential Effects of Radiation on Cell Migration Depending on Radiation Type and Cell Line

When we initiated this project, there was an ongoing controversy within the science community about radiation-related modulation of tumor cell migration, mainly with regard to irradiation of glioblastomas (GBMs). The cellular motility of certain tumor cell lines is enhanced under in vitro conditions by sublethal doses of photon irradiation, as we and others have previously reported (9–11). In contrast, several other studies demonstrated that either similar sublethal or slightly higher doses impair GBM cell migration and invasion (12) or fail to modify these cell functions (13). The clarification of the respective controversy is clinically highly relevant: if therapeutic irradiation would enhance cell motility, tumor cells may leave the therapeutic field without receiving a cytotoxic dose and may thus be a source of recurrence. Some recent data were suggestive of heavy charged particle irradiation to consistently reduce the migratory potential of tumor cells, but the respective study was lacking parallel evaluation of radiation-induced cell killing (14).

Recent therapeutic strategies target the epidermal growth factor receptor (EGFR), which is overexpressed in about 40–50% of GBMs (15). There is evidence in the literature for such anti-EGFR therapeutics to improve the efficacy of conventional radiotherapy (16). EGFR is a member of the cell-surface receptor family ErbB and functions as an oncogene. Activation of EGFR by binding of its specific ligands, including epidermal growth factor (EGF), leads to dimerization of the receptor and subsequently to autophosphorylation of its tyrosine-kinase domain. Following activation, the EGFR kinase stimulates a number of cellular signaling cascades, such as the phosphatidylinositol-3-kinase (PI3K)/AKT or the mitogen-activated protein kinase (MAPK) pathway (17). Thereby, numerous cellular responses are precisely regulated, such as proliferation, cell survival, and cell migration. EGF-induced EGFR activation has been shown to promote tumor cell migration (18). In addition to auto- and paracrine stimulation, it remains to be clarified whether therapies, such as radiotherapy, induce EGFR activation and pro-proliferative signaling directly or indirectly via production of radicals. Before starting our research in this field, no data existed with respect to EGFR activation by heavy charged particle irradiation.

Considering this background information, we initiated investigations on the impact of carbon ion irradiation on GBM cell motility and EGFR-related cell signaling in vitro. Most cell migration data were generated in “classical” Boyden (or transwell) chamber assays. Core proteins and phospho-proteins were analyzed with Western Blotting.

Investigations on U87 and LN229 glioma cells (with overexpression of EGFR++) showed that the migratory response of cancer cells to radiation is dependent on radiation dose, as well as on cell and radiation type. Clinically relevant doses (2 or 3 Gy) of X-rays induced a small, but consistent and significant, increase in migratory activity of U87, but not of LN229, as illustrated in Figure 6A. 12C6+ ion treatment was associated with a dose-dependent decrease in migration with all cell lines and under all conditions investigated (Figure 6B). The radiation-induced loss of cell motility was correlated, in most cases, with corresponding changes in β1 integrin expression (9, 14). The photon-induced increase in cell migration in U87 glioma cells was paralleled by an elevated phosphorylation status of the EGFR and AKT–ERK1/2 pathway (see Figures 7 and 8). Such a hyperphosphorylation did not occur during 12C6+ irradiation under all conditions registered (see Figures 7 and 8). Using a 3D collagen type I invasion and migration model, glioma cell migration remained unaffected by irradiation with either photon or particles, despite the induction of massive gene toxicity as determined by the γH2AX technique (13).


[image: image1]

FIGURE 6 | Relative cell migration 24 h after photon and 12C heavy ion irradiation. U87 EGFR++ and LN229 EGFR++ were irradiated with single doses of 2 and 6 Gy of photon radiation, respectively (A) and 12C heavy ions (B) and migrated cells were counted after Boyden Chamber assay. The relative mean numbers of migrated cells ± SD of at least three independent experiments are plotted with the migration of untreated cells set to 100%. All differences between treated and untreated cells are significant (p < 0.05, t-test). There was no significant change in cell viability under all conditions investigated (data not shown) [modified according to Ref. (19)].
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FIGURE 7 | Relative EGFR-phosphorylation (pEGFR) and total EGFR-protein (EGFR) in U87 glioma cells as a function of time after irradiation with 2 Gy [modified according to Ref. (19)] applying (A) X-rays and (B) carbon ions.
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FIGURE 8 | Relative AKT/ERK-phosphorylation (pAKT/pERK) and total AKT/ERK-protein (AKT/ERK) in U87 glioma cells as a function of time after irradiation with 2 Gy [modified according to Ref. (19)] applying (A) X-rays and (B) carbon ions.



On the one hand, with a few exceptions, our in vitro findings on the interrelationship between irradiation and tumor cell migration are in accordance with data from the literature (14, 20, 21). On the other hand, in vivo studies are warranted for the evaluation of the clinical significance of this issue.

Four major conclusions were derived from the in vitro migration studies on glioma cells: (i) the impact of radiation on glioma cell migration depends on the migration assay used with both X-rays and carbon ions; (ii) under certain conditions and in a few glioma cell lines, clinically relevant doses of photons but not particles consistently increases cell migration; (iii) under a wide spectrum of conditions, glioma cell migration in vitro was either unaffected or reduced by 12C6+ irradiation; and (iv) this differential between photon and particle irradiation may contribute to a higher efficiency of a local carbon ion treatment compared to X-rays with regard to tumor recurrence.

Studies on Early Events in Radiation-Induced Mucositis Using Organotypic Cultures of the Oral Mucosa Including Immune Cells

Oral mucositis is a frequent complication of standardized radiotherapy in the clinic. There is an abundance of literature regarding preclinical and clinical research in this field, as reviewed recently, among others, by Mallick and colleagues (22). Much less is known, in this regard, about the side effects of particle irradiation, although the induction of mucositis by carbon ions has been clearly documented in patients already in 2002 (23). Although the number of centers for treatment with heavy charged particle is still undesirably low, the successful application of this technology in radiation oncology for the past two decades confers clinical relevance to particle treatment-associated mucositis (24).

A relatively novel aspect of radiation-associated mucositis results from the ambitious plans of several space agencies, in particular of the NASA and the ESA, for manned missions to the Mars. During such a mission which would last around 3 years, astronauts would be chronically exposed to cosmic radiation due to the absence of a protecting magnetic field. Space radiation consists of protons (87%), α-particles (12%), and heavy ions (1%) in solar particle events and galactic cosmic rays (25). In particular, highly ionizing heavy ions can be hardly shielded exposing the crew members to a serious medical safety risk (26), since the probability of getting a hit by heavy charged particles increases with time in space. It is obvious that the occurrence of oral or intestinal mucositis during a prolonged space flight would lead to hazardous situations.

Oral mucositis as a result of X-ray exposure has been studied in numerous animal models, the advantages and limitations of which have been reviewed recently by Viet and co-workers (27). One major cutback of animal models that has been reported earlier is their unsuitability for the assessment of early molecular and pathophysiological events following irradiation (28).

Based on this background knowledge, we initiated a project, which was supported mainly by the GSI Darmstadt and the ESA, with investigations on early inflammatory events induced by heavy charged particle irradiation in organotypic cultures of the human oral mucosa. We re-activated a 3D culture model, previously established in our laboratory (29). The artificial mucosa, which was cultured at the liquid–gas interface, consisted of immortalized human gingival keratinocytes (IHGK) and immortalized human dermal fibroblasts (HH4ded), grown with or without PBMCs. The organotypic mucosa culture exhibited many features of the human oral mucosa, such as the formation of a basal membrane, a papillary shape of the epithelium-connective tissue boundary, or the differentiation status of the keratinocytes with regard to expression of keratins. A special technology was designed making it possible to irradiate the 3D cultures in the extended Bragg peak of the heavy ion beam including an appropriate dosimetry. Further details are described in Ref. (30).

Comparing the gene toxicity of X-rays with that of particles using the γH2AX technique, the superior effectiveness of heavy ions was confirmed by a roughly twofold higher number of foci per nucleus 4 and 48 h after treatment. This is shown in Figure 9 for X-rays (Figure 9A) and 12C6+ irradiation (Figure 9B).
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FIGURE 9 | Double-strand breaks (DSB) in organotypic cultures of oral mucosa, determined by evaluation of γH2AX stainings in immune fluorescence microscopy, as a function of radiation dose and time after radiation [modified according to Ref. (19)] applying (A) X-rays and (B) carbon ions.



Proinflammatory signs were quantitatively similar for both treatment modalities. For example, confocal microscopy made it possible to quantify the activation of NFκB by the assessment of the nuclear location of NFκB p50. The corresponding results are depicted in Figures 10A,B for photons and particles, respectively. The release rates of the proinflammatory cytokines IL6 and IL8 from the organotypic cultures into the culture medium was registered using commercial ELISA assays [further details in Ref. (30)]. Figure 11 demonstrates a consistent and significant elevation of the release of both cytokines upon irradiation for both photons (Figures 11A,B) and particles (Figures 11C,D), albeit in the absence of a consistent dose dependency. Figures 12A,B illustrate for X-rays and carbon ions, respectively, that the addition of PBMC increases the radiation-induced release of IL6 and IL8 by factors of 2–3.
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FIGURE 10 | Activation of NFκB in organotypic cultures of oral mucosa, determined by evaluation of nuclear translocation of NFκB p50 stainings in immune fluorescence confocal microscopy, as a function of radiation dose and time after radiation [modified according to Ref. (19)] applying (A) X-rays and (B) carbon ions.
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FIGURE 11 | Cytokine release [IL6: (A,B); IL8: (C,D)] in organotypic cultures of oral mucosa, determined by commercial ELISA test, as a function of radiation dose and time after radiation [modified according to Ref. (19)] applying (A,C) X-rays and (B,D) carbon ions.
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FIGURE 12 | Cytokine release following X-ray treatment of organotypic cultures of oral mucosa, determined by commercial ELISA test, as a function of radiation dose and time after radiation with or without coculturing of peripheral blood mononuclear cells [PBMCs; modified according to Ref. (19)]. (A) IL6 and (B) IL8.



DISCUSSION AND RESUME

Data from the Literature

The very recent literature on heavy charged particle research clearly emphasizes the advantages of particle versus X-ray irradiation in a meanwhile broad spectrum of tumor entities as shown in a large number of patients mainly in Japan (more than 8,000 patients) and Germany (31, 32). Whereas different ions, such as carbon, helium, or protons (33), may be used in different treatment scenarios, carbon and helium appear to be superior to protons in the majority of cases (34). One review lately points out the importance of combining radiobiological and clinical research with carbon ion therapy (35–37). There is a common optimism among these authors with regard to further spread of charged particle treatment facilities world-wide (31, 32, 34, 38). Besides these clinical aspects, the already-mentioned significance of charged particle radiobiology for long-term exposition to space radiation during extended space flights has been detailed explicitly by an international consortium of experts in a recent article (39).

Several actual reports on cell and animal studies using carbon ions present RBE values, which are in a fairly good agreement with our data from multicell spheroid studies (35, 40, 41). At the same time, data are presented that show a multitude of parameters to impact on RBE values, such as radiation dose, linear energy transfer (LET), and the model used for the derivation of RBE (35, 37). Taking this into account, the derivation of RBE values for clinical dosimetry is still a matter of debate (37). In a recent simulation study on hypoxia in clinical tumors treated with carbon ions, OER were found that corresponded well to our data from MCS (42). The authors also point to the existence of a non-negligible oxygen effect that can influence the outcome of carbon ion therapy at low LET in the spread-out Bragg peak. A recent investigation using a carbon ion beam or X-rays for irradiating neuro-spheres of human GBM cells documents the occurrence of a multicellular resistance that was much less pronounced – but still detectable – with particle radiation compared to photons (43). As many studies with X-rays before, this investigation demonstrates a multicellular radioresistance, eventually termed contact effect, to exist for carbon ions as well. This is in contrast to the multicellular radiosensitization, which we have shown for charged particle irradiation of planar tumor cell multilayers compared to corresponding single cells [(8); see above].

There are two recent reports confirming our observation on charged particle effects on cell migration and related signaling pathways. Simon et al. (44) were able to show that migration of meningioma cells was promoted by photon but not by carbon ion irradiation. Our results on an increased cell migration associated with an elevated phosphorylation status of the EGFR and AKT–ERK1/2 pathway following X-ray but not carbon irradiation was partially confirmed by corresponding findings of Jin and colleagues (45). These data are in accordance with previous observations regarding the inhibitory influence of heavy charged particle irradiation on tumor cell migration and formation of metastasis (21, 46). Recent reviews, such as the article by Fujita (47), mirror a still ongoing and partially controversial debate with regard to the impact of radiation on cancer cell motility, invasiveness, and metastatic potential. Interestingly, a recent experimental study using carbon ion irradiation in a rat prostate carcinoma has demonstrated an increase in the metastatic rate upon treatment (48).

As a brief resume, the experimental therapeutics part of the data compiled clearly demonstrates the efficiency of 12C6+ irradiation to be consistently higher than that of conventional X-rays; this is mirrored by RBE values for particles versus photons of >1.0 and up to 4.3 under hypoxic conditions. Since hypoxia occurs in 50–60% of all human solid tumors (49), it is of high clinical relevance that 12C6+ irradiation is much more efficient than conventional radiation under these conditions. Whereas OER values are close to 3 for X-rays, an OER value of 1.4 was derived for carbon ions. Here, multicellular tumor spheroids proved themselves as useful models for quantitative studies on the radiobiology of heavy charged particles. In the experimental inflammation part of the data compilation, organotypic cultures of the oral mucosa were shown to be useful for investigations on immediate and early inflammatory events, i.e., within a few hours up to 2 days following 12C6+ radiation treatment. Besides the quantification of gene toxicity and proinflammatory cytokine release, the consistent, immediate, and early, as well as dose-dependent activation of NFκB by 12C6+ irradiation of oral mucosa cultures is one of the core results of this part of the studies.
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The use of charged particle therapy in cancer treatment is growing rapidly, in large part because the exquisite dose localization of charged particles allows for higher radiation doses to be given to tumor tissue while normal tissues are exposed to lower doses and decreased volumes of normal tissues are irradiated. In addition, charged particles heavier than protons have substantial potential clinical advantages because of their additional biological effects, including greater cell killing effectiveness, decreased radiation resistance of hypoxic cells in tumors, and reduced cell cycle dependence of radiation response. These biological advantages depend on many factors, such as endpoint, cell or tissue type, dose, dose rate or fractionation, charged particle type and energy, and oxygen concentration. This review summarizes the unique biological advantages of charged particle therapy and highlights recent research and areas of particular research needs, such as quantification of relative biological effectiveness (RBE) for various tumor types and radiation qualities, role of genetic background of tumor cells in determining response to charged particles, sensitivity of cancer stem-like cells to charged particles, role of charged particles in tumors with hypoxic fractions, and importance of fractionation, including use of hypofractionation, with charged particles.

Keywords: charged particles, proton therapy, carbon-ion therapy, relative biological effectiveness, clustered DNA damage, cancer stem cells, hypoxic radioresistance, altered fractionation

INTRODUCTION

Radiation therapy is a mainstay of cancer treatment, being a common and effective therapy for both curative and palliative treatment of cancer patients. In the last few decades, there has been increasing use of charged particles in radiation therapy. Protons were first proposed for use in cancer therapy by Robert R. Wilson (1), and the number of patients treated with protons has increased dramatically in recent years to a total of over 100,000 patients now treated worldwide (http://www.ptcog.ch/index.php/facilities-in-operation). Radiation treatment of cancer with helium ions began at Berkeley in the late 1950s and was expanded to heavier ions in the 1970s [see a review of the history of charged particles by Skarsgard (2)]. Much of the emphasis has been on carbon ions, with most patients treated in Japan and now totaling over 10,000 patients treated worldwide. The major clinical advantage of protons and heavier charged particles, such as carbon, comes from physics: the Bragg curve provides excellent radiation dose distributions [see reviews in Ref. (3, 4)]. In addition, heavier ions, e.g., carbon, offer the potential of additional biological gains such as increased relative biological effectiveness (RBE) and decreased oxygen enhancement ratio (OER) due to their higher linear energy transfer (LET) in the Bragg peak region, where the tumor is located [reviewed, e.g., in Ref. (3, 5, 6)].

Despite the often-made assumption that the RBE for tumor cells is higher than that for normal cells irradiated under identical conditions, there is only a limited amount of experimental in vitro data that support that assertion (3). However, there have been interesting recent research findings on the differential DNA repair pathways of cancer cells after particle versus photon irradiation, new studies on the effects of charged particles on cancer stem cells, and increasing questions about different responses of tumor and normal cells to hypofractionation, especially with charged particle irradiations, suggest that there may be novel ways to take advantage of differences in characteristics of tumor cells from normal cells to improve or better tailor the use of charged particles in cancer therapy. This review will discuss these issues, with emphasis on data on responses of human tumor cells, largely based on in vitro findings. As discussed in more detail below, RBE is a complex quantity, depending on physical parameters, such as particle type and energy, dose and LET, and biological parameters, including cell/tissue type, cell cycle phase, oxygen level, and endpoint. In vitro assays have limitations compared to in vivo studies and the clinical situation due to lack of 3D architecture and microenvironmental context, including interactions among various cell types, vasculature, and immune system influences. Nevertheless, for studies of RBE, in vitro assays are critical for systematic testing and characterization of effects of various ions, elucidation of DNA damage pathways, and the importance of DNA repair processes and other genetic factors. Furthermore, in vitro studies provide experimental tests for validation of biophysical models, e.g., the local effects model (LEM), prior to clinical application (7), and yield insight on systematic variations in RBE relevant to clinical use (8, 9).

In this review, we start with brief overview sections on the unique biological advantages of charged particle therapy and DNA damage responses that may be important for particle therapy. That introduction is followed by consideration of recent findings on RBEs in human tumor cells, including discussion of the possible roles of genetic factors on RBE, then discussions of new findings on cancer stem cells, hypoxia, and fractionation. In particular, we stress approaches to use the increasing knowledge of the properties of tumors and tumor cells to better advantage when using charged particles in cancer therapy.

AN OVERVIEW OF THE UNIQUE BIOLOGICAL ADVANTAGES OF CHARGED PARTICLE THERAPY

A number of reviews [e.g., in Ref. (3–5)] have discussed the substantial dose distribution advantages of charged particles where, as a result of the Bragg peak, normal tissues can be spared by limiting dose to them, while maximum dose is deposited in the tumor. Heavier ions, such as carbon, have an additional dose distribution advantage over protons because of their reduced lateral scattering compared to protons. However, the major potential advantage of heavier ions in tumor irradiations is their enhanced biological effects, which include increased cell killing, decreased protection by hypoxia, decreased effect of fractionation, and decreased cell cycle dependence. The biological effectiveness of cell killing by higher LET radiations is usually quantified by use of RBE, the ratio of the dose of low-LET radiation (usually X-rays or gamma-rays) to dose of high-LET radiation (e.g., charged particle) for the same biological effect. Many in vitro studies over the years have shown the bell-shaped dependence of RBE for cell killing on LET (6, 10–12) wherein RBE increases with LET to a maximum at about 30–150 keV/μm, then decreases at higher LET. The LET value at which the RBE is maximal depends on the individual ion species, with the peak at higher LET with increasing atomic number of the ions (2). Furthermore, it has also long been recognized that there is great variation in the absolute values of RBE because RBE depends on numerous factors, including particle type and energy, cell type, experimental endpoint, cell cycle phase, dose and dose rate, oxygenation status, culture conditions, etc. (6, 7, 11).

The increased biological effectiveness of radiations with increasing LET lies in the physical dose distribution of the energy of the particles on the micro, and even nano, scale as they traverse matter, the clustering of DNA damages that results from the particle tracks and the increased difficulty cells have in accurately repairing the clustered damage (13–16). As energetic charged particles traverse matter, e.g., cells and tissues of organisms, their electronic interactions with atoms and molecules, mostly through inelastic collisions with atomic electrons, create a path, or track of ionizations before they run out of energy at a finite range, the Bragg peak. The tracks of heavy charged particles are fairly straight, but the electrons ejected from atoms along the track, being much lighter, follow paths that are quite tortuous, with their ranges depend on the energy they acquired when ejected. LET is a measure of the energy imparted to matter by the passage of an ionizing particle. Along the path of a charged particle, the three-dimensional distribution of energy depositions, which cause ionizations and excitations, is called the track structure. For low-LET sparsely ionizing radiations, there are relatively long distances between the energy depositions except at track ends, but with increasing LET, the ionizations along the track become denser and there is lateral spread of the track due to delta-ray electrons, the spectrum of which is determined by the velocity of the heavy charged particle.

If the ionizations from radiation were randomly distributed in cells, the consequences of those energy depositions would likely be minimal, but the non-randomness of the energy depositions accounts for the increased effectiveness of ionizing radiation (14, 17, 18). The clustering of ionizations along radiation tracks occurs on the same scale as the diameter of a DNA molecule and nucleosomes such that if a track traverses DNA it can effectively create clustered DNA damages, such as double-strand breaks (DSBs), clusters of two or more base damages, or clusters of single-strand breaks with base damages. As LET of radiation increases, the clustering becomes more complex, creating, for example, a complex DSB where the break is associated with additional damages, such as base changes or single-strand breaks. Both the proportion and degree of complexity increase with high-LET radiations (19). A number of studies have shown that the complex DNA damages produced by high-LET radiations are repaired less rapidly, less accurately, and less completely than damages from low-LET photons [reviewed recently in Ref. (20, 21)]. Additionally, it is important to bear in mind that track structure has biological relevance not only at the level of DNA damage but also at higher levels of chromatin organization (17): a single high-LET particle track passing through a cell nucleus may cause correlated damages through chromatin structures, such as chromatin fibers, or in adjacent chromosome territories via a string of DSBs along its path, and these correlated damages may result in complex chromosome aberrations. Altogether, the net effect is that complex DNA damages resulting from the greater clustering of ionizations with increasing LET of radiation increases the production of all chromosome aberrations, simple as well as complex.

The increased DNA damage complexity and decreased repair accuracy with radiations of increasing LET not only cause increased cell killing but also result in decreased cell cycle dependence of that killing and play a factor in the decrease in OER. Cells exposed to low-LET radiation show increased resistance when irradiated in late S-phase and increased sensitivity when irradiated in M-phase (22). This fluctuation through the cell cycle decreases with higher LET radiations. However, since in many tumors, the majority of cells are not in the radiation-resistant phases, this effect on treatment outcome in irradiated tumors is likely to be modest (3). The importance of the decreased OER with high LET is discussed below.

Although there has been increasing interest in recent years in the so-called “non-targeted” effects of radiation, including bystander effects and genomic instability in progeny of irradiated cells [for recent reviews, see Ref. (23, 24)], it remains far from clear whether non-targeted effects are similar or different after irradiation with photons versus charged particles (25–27). Furthermore, the role of non-targeted effects or intercellular signaling in response of tumors to radiation remains under investigation (28, 29), with very little work having been done with charged particles. This review is limited to discussion of targeted effects of charge particles.

OVERVIEW OF DNA DAMAGE RESPONSES RELEVANT TO CHARGED PARTICLE BIOLOGY

Central to any consideration of the effects of charged particles on cells and tissues must be DNA damage response processes. Cells have two main pathways for the repair of radiation-induced DSBs: non-homologous end-joining (NHEJ) and homologous recombination (HR) (30–32). NHEJ is active throughout the cell cycle and is responsible for the repair of most DSBs in cells. NHEJ involves the initial binding of the Ku70/Ku80 heterodimer, recruitment of DNA–PKcs and eventual ligation of the DNA ends by XRCC4–DNA Ligase IV. However, NHEJ is an error-prone repair, and the quality of its repair processes can decrease with increasing levels of DNA damage. HR is active primarily during the S/G2 phases of the cell cycle, when a homologous DNA region is available, and generally results in the preservation of the original DNA sequence. HR involves DSB recognition by the MRN complex (Mre11, Rad50, Nbs1), 3′–5′ DNA resection, DNA stabilization by replication protein A (RPA), Rad51-mediated formation of Holliday junctions, and ultimately resolution of the Holliday junction (31, 33). HR is also involved in the repair and restart of collapsed DNA replication forks (34). At the forks, the BRCA1/2-dependent HR pathway converges with the Fanconi anemia (FA) pathway to resolve the damage (35). It has been suggested that unrepaired clustered DNA damages that collide with replication forks in cells in S-phase require HR for DNA repair and replication restart (36, 37).

It also has been reported that the end-resection activity in cells in the G1 phase may promote micro-homology-mediated end joining (MMEJ) to repair DSBs that cannot be repaired efficiently by NHEJ (38). However, it is unknown how much the activation of HR and MMEJ pathways contribute to escaping cell death in high-LET-irradiated cells. Recently, we showed that targeting and suppressing NHEJ repair yields a high radiosensitivity in cells exposed to carbon-ion beams when compared to the suppression of HR repair (39).

RBEs OF CHARGED PARTICLES IN HUMAN TUMOR CELLS

Experimental studies to determine RBEs have been conducted for many years, with the majority using clonogenic cell survival as the endpoint. It has been felt that lack of clonogenicity is a highly relevant indicator of the efficacy of radiation and its modification because eradication of tumor cells is needed to cure tumors (22). In fact, the shape of curves of tumor control probability, as detected in a clinical context, can be explained from the random nature of tumor cell killing by radiation and the need to kill every cell, as a single cell may give rise to tumor regrowth (22). Furthermore, RBE values, measured or predicted by computer models, are used in clinical treatment planning approaches, which are continually being updated [e.g., Ref. (40, 41)].

It has been argued recently that further studies measuring RBE values may be of limited usefulness because they will have little impact on reducing the uncertainties in ion beam therapy (4, 6). However, determinations of RBEs can help guide understanding of mechanistic underpinnings to the increased effectiveness of higher LET radiations and, thus, may lead to better identification, based on genetic profiles or biomarker evaluation, of patients’ tumors that may benefit most from charged particle therapy.

Shifting the Paradigm of a Generic RBE for Clinical Proton Beam Therapy

Clinical proton beam therapy has been based on the use of a generic RBE of ~1.1 at the center of the spread-out Bragg peak (SOBP) for cancer as well as for normal tissues (8). This RBE value represents an average of a wide range of experimental data in vitro and in vivo and has been intended to be a conservative estimate (8, 42). However, there is now a growing appreciation that the use of a generic value ignores RBE variations that may result, for example, from the heterogeneity of human cancers, LET variations along the SOBP, or the particular clinical endpoint under consideration (42–46). In this section, we will focus primarily on recent data that indicate a dependence of RBE on certain DNA repair defects, with the implication being that proton therapy may have a biological advantage in human tumors that harbor such defects.

There exists very little experimental data on RBE variations in human cancers. In a 2002 review by Paganetti and colleagues (8), the average RBE at the mid-SOBP was estimated as ~1.2 in vitro and ~1.1 in vivo. However, most of the 20 cell lines considered in that analysis were of rodent origin resulting in a somewhat higher in vitro RBE. Only seven human cancer cell lines were included. There is growing evidence for considerable genomic heterogeneity across cancers even of the same type and histology, and it is increasingly appreciated that much of the variations in treatment sensitivity observed clinically are due to genomic heterogeneity, which may include alterations of DNA repair pathways (47–49). Therefore, it is highly doubtful that small numbers of non-representative cell lines are adequate pre-clinical models for assessing clinically relevant variations in RBE values in human cancers. In a recent screen of 17 lung cancer cell lines, RBE estimates at the mid-SOBP of a clinical beam relative to Co60 photons [Co60 equivalent (Eq)] ranged from 0.93 to 1.77 and 1.09 to 1.48 for clonogenic survival fractions of 0.5 and 0.1, respectively (44). In five cell lines (29%), the RBE increase was statistically different from 1.1. Furthermore, in at least three of these cell lines, the RBE increase correlated with defects in the so-called FA/BRCA pathway of DNA repair, and this observation was confirmed in several isogenic cell line models. The FA/BRCA pathway is critical for the maintenance and repair of DNA replication forks [reviewed in Ref. (34, 50)]. Inactivation of any of the FA/BRCA genes has been known to result in hypersensitivity to a variety of anti-cancer agents. However, apart from an involvement of the RAD51 recombinase (FANCR) in the cellular response to proton radiation (43, 51), the importance of the FA/BRCA genes for the repair of proton damage to DNA had been unknown. These observations are clinically significant because genetic or epigenetic defects in the FA/BRCA pathway have been found in large subsets of human cancers (34).

What are the mechanisms through which the FA/BRCA pathway acts on proton damage? For low-LET radiation, which includes X-rays and protons, it has been estimated that 20–40% of the initial damage is clustered, and the majority of clustered damage is present as non-DSB damage (52, 53). Proton radiation causes slightly more complex clustered DNA damages than photons, which is a reflection of the different LET values, i.e., ~2.5 keV/μm for protons at mid-SOBP versus ~0.3–2.0 keV/μm for different photon radiations. DNA repair-proficient tumor cells and normal cells remove these damages almost equally well, consistent with a proton RBE of 1.1 (Co60Eq). Because the FA genes are specifically involved in replication fork maintenance and repair, it can be inferred that the RBE increase that is seen with defects in this pathway results from impaired repair of forks that collide with clustered proton damages. The requirement for the FA/BRCA pathway is greater for proton damage compared to damage caused by, for example, X-rays, even though the RBE (Co60Eq) and LET of these two radiation modalities are almost identical [RBE(Co60) ~1.1 and LET = 2.0–2.5 keV/μm]. This is illustrated in Figure 1A. Proton-irradiated FA/BRCA-defective cells will accumulate greater numbers of DNA DSB in S-phase and subsequently G2-phase than X-irradiated cells, as has been shown experimentally (44) (Willers et al., unpublished). Interestingly, an increase in the size of DSB-associated foci persisting after proton irradiation has been observed (44), likely signifying unrepaired clustered damages (Figure 1A). It has been proposed that these DSB foci could serve as predictive biomarkers to identify cancers that may be more susceptible to proton beam therapy (44). Alternatively, genetic or epigenetic defects in the FA/BRCA pathway could be detected through genomics techniques in order to identify patients for proton therapy. This approach will require a more detailed knowledge of the genes involved in the cellular response to clustered proton damages. The available data indicate that functional loss of any of several key genes in the FA/BRCA pathway will increase the RBE, with the best current estimate being an average RBE of 1.33 (95% confidence limits, 1.25–1.41) at mid-SOBP as shown in Figure 1B. This is a conservative estimate derived at a surviving fraction of 0.1. For 0.5 survival fraction, which is more applicable to fraction sizes of 2 Gy as used in the clinic and which overlaps with the shoulder of the survival curves, the RBE values of the most proton-sensitive cell lines tended to be even higher than for 0.1 survival fraction. For example, the five most sensitive lung cancer cell lines in the report by Liu et al. (44) had an average RBE of 1.30 (range, 1.22–1.48) and 1.46 (range, 1.31–1.77) at survival fractions of 0.1 and 0.5, respectively.
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FIGURE 1 | A “New Biology” of proton beam therapy. (A) Illustration of how FA/BRCA defects may sensitize cells to proton irradiation. Left, clustered DNA damages after equal physical doses of X-rays and mid-SOBP protons are slightly different despite similar LET (2–2.5 keV/μm) and identical RBE in repair-proficient cells (~1.1). In the presence of a FA/BRCA defect that affects the repair of replication forks encountering clustered damages, there will be greater unrepaired damage after proton-irradiation, as marked by an increased number and relative size of repair-related protein accumulations of DNA double-strand break markers. Representative immunofluorescence microscopy images showing nucleus (DAPI) and 53BP1 foci (green) in FANCD2-mutant cells are shown on the right. (B) Summary of RBE estimates relative to Co60 photons as a function of defects in the FA/BRCA pathway (44, 45). Other, taken from unpublished data (Willers et al.); CoEq, Co60 equivalent; SF, surviving fraction; CL, confidence limits.



In conclusion, these recent pre-clinical data strongly suggest inter-tumoral heterogeneity of proton RBE that may yield opportunities to identify proton susceptible tumors in the clinic within the next few years. This “New Biology” of protons in cancer coupled with the increasing knowledge of RBE variations as a function of physical proton beam parameters in both cancers and normal tissues is expected to shift the paradigm of a generic proton RBE to a variable RBE.

RBE Determinations with Heavy Charged Particles

The proton studies just described provide a possible DNA repair capacity-based explanation for some of the variation seen in proton RBE values at a given LET. Could a similar finding apply to human tumors exposed to high-LET charged particles? Unfortunately, no single study with a substantial number of cell lines has yet been done for any heavy ion, although many small studies with a few cell lines each have been performed. Some large compilations of cell survival RBE values for many cell types, endpoints and radiation qualities have been published recently (7, 54, 55), and the composite data clearly show that RBEs depend on LET, endpoint, ion, etc. In this section, we focus on analysis of RBE values for human tumor cells exposed to ions heavier than protons. Published papers that describe the cell survival RBE of human tumor cells have been searched by using PubMed; many of these papers are included in the compilations mentioned. A total of 430 RBE values were collected from 36 published papers (56–91). When authors provided RBE values along with dose–response data, those values were used. In cases where authors showed dose–response curves but did not cite any RBE value, an isoeffect line was drawn in the dose–response curves to read corresponding doses of ions and reference photons. As reference beam, 30 papers used X-rays and 6 papers used gamma-rays. For the analyses here, the biological differences in effect between X-rays and gamma-rays were not considered.

Endpoint

Endpoint is one of the major factors, which affects the values of RBE (7, 54, 55, 92). The RBE data as a function of LET sorted by endpoint are shown in Figures 2 and 3. All papers included in Figure 2 presented RBE values for colony formation after exposure to a range of single doses. Within a total of 363 RBE values, 295 values in 31 papers were calculated using an isoeffect dose of 10% survival (D10). The other values that were calculated included D0, D30, D50, D75, ratio of alpha parameters, or isodose effectiveness. The RBE values for D10 ranged from 1.03 to 4.99, showing the “classic” increase in RBE with LET followed by a decrease at higher LET (22) although the range in RBE values at any given LET is substantial in many cases. The RBE values based on D0, D30, D50, and D75 also showed considerable variation at any given LET, but, as expected, there was a trend for higher RBE values at higher levels of survival (22). Some of the highest RBE values were derived using the alpha ratio; this, too, is consistent with higher RBEs at higher survival, since alpha ratios would tend to be derived based on high survival data.
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FIGURE 2 | RBE versus LET for human tumor cell lines for various endpoints. RBE values are all based on colony formation assays. (A) RBE values calculated as the ratio of isoeffect doses at 10% survival (D10). (B) RBE values calculated as ratios of doses for D0, D30, D50, and D75. D0 was calculated by fitting the survival curve to the single-hit multi-target (SHMT) model: S/S0 = 1 − (1 − e−D/D0)n. (C) RBE values calculated as the ratio of doses at the level of photon doses of 2 Gy (SF2) or 3 Gy (SF3). (D) RBE values calculated as the ratios of the alpha parameters of survival curves.
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FIGURE 3 | RBE versus LET for human tumor cell lines for chromatin breaks and apoptosis. (A) is from data on unrejoined chromatin breaks in cells after premature chromosome condensation (PCC). Residual unrejoined chromatin breaks were detected using Giemsa staining in cells after chromatin condensation. (B) is RBE values for apoptosis.



The other endpoint that tends to show high RBE values is apoptosis (Figure 3B). This is consistent with the observations that most solid tumor cell lines are resistant to X-ray-induced apoptosis (93) and that apoptosis may be characterized by the alpha-component of the cell survival curve [reviewed, e.g., in Ref. (94)]. In a recent review on proton radiobiology, Tommasino and Durante (95) pointed out that there is a general tendency for an increased apoptotic response with increasing LET and that tumor cells resistant to photon-induced apoptosis may have apoptosis triggered by an alternative pathway by protons, a suggestion that could likely extend to heavier charged particles. However, it should also be pointed out that several groups, including Brown and colleagues (96), have demonstrated that apoptosis induction can be markedly affected by tumor cell genetics and the overall level of cell killing as determined in a clonogenic assay in vitro may not correlate well with apoptosis induction [also reviewed in Ref. (94)].

Two papers reported RBE values calculated for residual unrepaired chromatin breaks using premature chromosome condensation (PCC) (Figure 3A), with the paper by Suzuki et al. using primary cells obtained by biopsy from patients (67, 72). Authors of both studies noted the good correlation between their data on residual chromatin breaks as measured using the PCC technique and colony formation, and concluded that the PCC technique was a potential predictive assay of tumor response to ion therapy. Information on correlation of chromatin breaks using PCC with DNA repair protein foci formation and/or FA/BRCA pathway status, as discussed above for potential use with proton therapy patients, would be helpful for assessment of possible predictive assays.

Ion

The data on RBE values calculated using D10 and sorted by ions are shown in Figure 4. A total of 29 papers reported 247 RBE values for carbon-ion beam, whereas there were 21 RBE values for helium ions in 3 papers, 24 values for neon ion in 2 papers, 6 values for boron ions in 1 paper, 6 values for silicon beam in 2 papers, 5 values for iron beam in 3 papers, 2 values for nitrogen beam in one paper, and 3 values for argon beam in 2 papers. The RBE values showed substantial variation at any given LET, independent of ion species used, but in all cases the RBE increased with LET to a maximum then decreased at high-LET levels. It is well known that the RBE values of carbon ions peak around an LET of 100 keV/μm (7, 54, 55, 92). The other ion beams had peaks between LETs of 100 and 200 keV/μm, with a trend toward a maximum at higher LET with heavier ions.
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FIGURE 4 | RBE at 10% survival (D10) versus LET for human tumor cell lines exposed to various charged particles heavier than protons. RBE values derived at 10% survival from clonogenic survival curves from all available literature are shown as a function of LET for human tumor cells exposed to (A) carbon ions; (B) helium ions; (C) neon ions; (D) boron ions; (E) silicon ions; and (F) argon and iron ions. The RBE values showed substantial variation at any given LET, independent of ion species, but in all cases the RBE increased with LET to a maximum, then decreased at high-LET levels.



Furusawa et al. (59) exposed human salivary gland tumor cells to carbon, neon, and helium ion beams and calculated the RBE values of each beam. They showed that the RBE values for helium ions were higher than those for the other ions, which seems unexpected. This finding deserves more investigation as there is some interest in development of helium ion beams for cancer therapy since they have less lateral dose than protons (i.e., a better dose distribution) (97), which might make their use particularly relevant in children. Furthermore, in their report, Furusawa et al. show that the peaks of the RBE values shifted to higher LET values with increasing atomic number, an observation that had been made earlier on the basis of work by a number of authors [e.g., Ref. (11, 98, 99)] as reviewed by Skarsgard (2). Such findings deserve emphasis as they highlight the fact that LET is not adequate as the sole descriptor of energy deposition in cells and tissues, but that ion track structure, the nanometer scale distribution of energy, must be considered when evaluating biological effects. In this context, it is interesting to note that NASA’s model for calculating risk of radiation-induced cancer from space radiation takes into account track structure of heavy ions rather than simply LET (100). In a clinical context in heavy ion therapy, the LEM, which is used for RBE prediction, also provides particle species and LET-specific RBE values that are then propagated, using a treatment planning system, to a representative RBE value at each position in the irradiated field (9, 101), a process needed because ion fragmentation produces a mixed radiation field.

With regard to ions, it is worth pointing out that we did not include data with oxygen ions in Figure 4 because we found only one study using oxygen ions, and that work used only a single LET (87). That work reported that for four human hepatocellular carcinoma cell lines irradiated in the SOPB of oxygen ions with a mean energy of 154 MeV/u (LET of 146 keV/μm), the clonogenic RBE10 values ranged from 1.9 to 3.1, with the values not being significantly different from those obtained in the same study using 130 MeV/u carbon ions (LET of 112 keV/μm). However, this study is noteworthy because of the current interest in using oxygen ions, with their lower OER, in treating tumors with large hypoxic fractions (102).

Type of Tumor Cells

The data on RBE values as a function of LET for carbon-ion beam only, calculated using D10 and sorted by tumor type, are shown in Figure 5. Figure 6 shows a subset of the data separated out by adenocarcinoma and squamous cell carcinoma. The graphs show data only for LET < 100 keV/μm. The number of data points, or cell lines, varies greatly with tumor type. Generally, the brain tumors (composite slope of 0.018) and adenocarcinomas (composite slope of 0.018) appear to have lower slopes for the RBE versus LET curves than do squamous cell carcinomas (composite slope of 0.024 or higher). It should be noted, however, that data from Suzuki et al. (71) for cervical cancer included in the squamous cell carcinoma graph were derived from primary cultured cells from biopsies from patients, the only data from primary cultures included in this analysis. These primary culture data appear to have lower slopes than the other squamous cell data, although it should also be noted that the steeper slopes for the established squamous carcinoma cell lines are determined by only four data points at high-LET values. Thus, it is not possible to determine whether there is a systematic difference between primary squamous cell cultures compared to established tumor cell lines or between squamous cell carcinomas and adenocarcinomas. It is not clear from clinical data with carbon ions whether a difference exists between sensitivity of squamous tumors and adenocarcinomas, suggesting an area for further in vitro, in vivo, and/or clinical study. For comparison, it can be pointed out that in a similar analysis approach, Ando (54) found that the RBE versus LET plot for cultured human fibroblasts had a slope of 0.027, which the author noted was steeper than the composite slope for the human tumor data he analyzed.
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FIGURE 5 | RBE at 10% survival versus LET for cells from various types of human tumors exposed to carbon ions. RBE values as a function of LET for carbon-ion beam only, calculated using D10 and sorted by tumor type, are shown. Tumor types included are: (A) brain tumor; (B) lung cancer; (C) head and neck squamous cell carcinoma; (D) melanoma; (E) salivary gland tumor; (F) hepatoma; (G) cervical cancer; (H) pancreatic cancer and (I) chordoma. The graphs include data only for LET < 100 keV/μm. The number of data points, or cell lines, varies greatly with tumor type. The slopes of the RBE versus LET curves are calculated for each cell line and tumor type.
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FIGURE 6 | RBE at 10% survival versus LET for cells from human adenocarcinomas and squamous cell carcinomas exposed to carbon ions. RBE values as a function of LET for carbon ion beam only, calculated using D10 for (A) adenocarcinomas and (B) squamous cell carcinomas. The graphs show data only for LET < 100 keV/μm. The slopes of the curves are shown for each cell line.



The RBE values for the pancreas cancer cells are the lowest in all the data (64). The slope of the graph of pancreas is 0.0084, which is gentler than the others. This might suggest that pancreatic cancer would not be a good candidate for carbon-ion therapy, yet clinical trials of carbon ions for pancreas cancer in Japan have shown promising results (4, 103). The clinical results may reflect properties of the human tumors in situ, such as high hypoxia, radioresistance (high cancer stem cell component?), and anatomic location, that might not be evident in studies of isolated tumor cells.

It is noteworthy that there are few tumor cell data on RBE values with charged particles for prostate cancer or bone and soft tissue cancers, which are the two cancer types with the most patients treated to-date with carbon ions at NIRS in Japan (103). Furthermore, we found no experimental RBE data for human cell lines of mucosal malignant melanoma, adenoid cystic carcinoma, or rectal carcinoma, which are all being treated with carbon ions at NIRS with favorable outcomes (103).

D10 has been used as the parameter for calculating RBE values in this analysis by tumor type (Figures 5 and 6) because that is the parameter most frequently reported in the literature. However, the use of D10 may have minimized the ability to see differences between tumor cell types, resulting in the relatively similar values of the slopes of the RBE versus LET curves for the various tumor cells. Generally, inherent photon radiosensitivity differences between cell types become most evident at high and low cell survival levels, and it has long been recognized that RBE values are larger at high survival levels than at low ones because of the “shoulder” on photon survival curves (22). For example, this is consistent with the data shown in Figure 2 where RBEs based on alpha ratio (generally reflecting high survival, low dose results) tend to be higher than those based on D10. Since it has been shown that photon dose–response curves for different tumor cell types have significant differences [e.g., Ref. (104, 105)], one might expect that the RBE versus LET curves would also differ in a manner consistent with the photon sensitivity. The finding here (Figures 5 and 6) that the differences seem small may reflect the use of the less discriminating parameter, D10. If sufficient data existed to do this analysis with a parameter more weighted toward lower or, especially, higher survival levels, e.g., alpha ratio, greater differences in dependence of RBE on LET for various cell types might be seen.

Role of Genetic Background of Tumor Cells in Response to Charged Particles

In light of the proton data, discussed above, indicating a correlation between cell lines with higher proton RBE values and defects in DNA repair, specifically in HR repair, we wondered whether the same finding would extend to heavier ions, notably carbon ions. Although the literature data on RBEs for human tumor cell lines shows substantial variations at any given LET, even just for carbon ions (Figures 2–6), we could not find any information in the literature on possible DNA repair deficiencies, particularly in HR repair, for the cell lines with the highest RBEs after carbon-ion irradiation, e.g., TK-1 brain tumor, Ca9–22 gingival squamous cell carcinoma, SQ20B head-and-neck cancer. Therefore, experiments to ascertain carbon RBE values for human tumor cell lines known to be defective in the FA/BRCA DNA repair pathway are warranted. Furthermore, both the proton data of Liu et al. (44) and the carbon-ion data of Suzuki et al. (70) on residual unrepaired DNA damage (assays of 53BP1 foci and DNA damage revealed by PCC, respectively) suggest that such assays may be useful biodosimeters to select patients for charged particle therapy.

What would be the clinical application of increased tumor RBE values in subsets of patients? Identifying patients with proton- and/or heavy ion-sensitive tumors may allow us to: (a) de-escalate the physical dose of charged particles if normal tissue damage is a particular concern; (b) select patients for proton or heavy ion treatment slots who would have not otherwise had the opportunity to be treated with such radiations, thereby increasing the odds of local tumor control; or (c) biologically optimize tumor-directed therapy, for example, by employing intensity-modulated ion therapy algorithms to superimpose an LET increase on the already pre-existing RBE advantage, thereby further improving local tumor control. Because RBE values tend to increase with increasing fractionation sensitivity of tumors (i.e., decreasing alpha/beta values) (42), there exists additional opportunity to improve the outcome of ion beam therapy in tumors with low alpha/beta values, such as prostate or breast cancer. However, this approach will require better knowledge of the inter-tumoral variation of alpha/beta values and the development of predictive biomarkers to identify appropriate tumors.

SENSITIVITY OF CANCER STEM-LIKE CELLS TO CHARGED PARTICLES

In recent years, considerable interest has developed in the possibility that cancer stem-like cells (CSCs) in human tumors could be major contributors to resistance of tumors to conventional photon radiotherapy (RT) (106–108). However, intriguing data also suggest that the presence of CSCs might be overcome by carbon-ion therapy (89, 109). In this section, we discuss such a potential from a radiobiological perspective.

Cancer stem-like cells, also called cancer-initiating cells (CICs), are tumorigenic and have the potential to give rise to all cell types identified in hematological cancers and in several types of solid tumors (110). CSCs are regarded as “roots of cancer,” analogous to normal stem cells in hierarchical tissues, although the origin of CSCs is still not clear and various theories have been proposed to explain their origin (111). It is believed that tumor growth is driven by a discrete subpopulation of CSCs that are defined by their capacity for self-renewal and their ability to generate heterogeneous lineages of cancer cells (110). The CSCs can survive and usually persist in tumors for a substantial length of time as a distinct population and can eventually cause cancer recurrence after treatment and tumor metastasis. It seems reasonable to suggest that cancer cure can be achieved only if this population is eliminated.

There is growing evidence that CSCs are inherently resistant to conventional fractionated RT. This radioresistant phenomenon of CSCs has been described within the framework of the four Rs of radiobiology: (i) repair, (ii) redistribution, (iii) reoxygenation, and (iv) repopulation (112).

(i)   Regarding DNA repair, CSCs exhibit fewer DNA DSBs after exposure to ionizing radiation than non-tumorigenic cancer cells, which has been correlated with efficient DNA repair machinery due to constitutive hyperphosphorylation of the DNA checkpoint kinases Chk1 and Chk2 (106).

(ii)  Regarding redistribution, quiescent or slowly cycling cells, normal or cancer stem cells, generally are radioresistant, although dose fractionation can cause redistribution of radioresistant S-phase cells into a more sensitive phase of the cell cycle. If this happens only in tumor cells, it could result in a therapeutic benefit for slowly cycling normal cells, sparing late responding normal tissues during fractionation. However, if tumors also have a significant proportion of CSCs that are slowly cycling, any benefit from redistribution may not apply (112).

(iii) Regarding reoxygenation, if the niche in which CSCs reside is hypoxic, during radiation fractionation the quiescent CSCs may be exposed to increasing oxygen levels causing increasing radiosensitivity due to transition of cells into an activated, proliferative state. It appears that in some cases, the CSC niche may be in perivascular regions (113, 114) where they may be exposed to rapidly changing cycles of hypoxia-reoxygenation (112). During reoxygenation, the cells would become more radiosensitive, and reoxygenation triggers metabolic processes that generate damaging reactive oxygen species (ROS). However, CSCs manifest enhanced protection against ROS (107, 108). It was reported that expression of the CSC marker CD44, in particular that of a variant isoform (CD44v), contributes to ROS defense by promoting the synthesis of glutathione (GSH), a primary intracellular antioxidant radical scavenger (115). Hence, the roles of hypoxia, reoxygenation, and ROS defenses in CSCs appear quite complex, and more research is required to elucidate their roles in radiation response.

(iv) Regarding repopulation, it was reported that developmental signaling pathways, such as TGF-β, Notch, Wnt/B-catenin, and Sonic hedgehog pathways greatly contribute to maintenance of CSCs, as they do with normal tissue stem cells (112). Intrinsic inter-conversion and dynamic equilibrium between CSCs and non-stem cancer cells (NSCCs) exist under normal and irradiation conditions, and TGF-β might have important roles in the equilibrium (116).

In addition to the four Rs of radiobiology, it has been shown that CSCs can acquire radioresistance through activation of anti-apoptotic Bcl-2 (117) and serine/threonine protein kinase B (PKB, also known as AKT) survival signaling (118, 119). Hence, there is substantial reason to believe that CSCs are a radiation-resistant cell population in at least some tumors exposed to photon irradiation.

On the other hand, intriguing studies have reported that CSCs may be more effectively killed by carbon ions compared to photons in colon and pancreas cancers both in vitro and in vivo (89, 109, 120), and CSCs from colon and breast cancers may be more efficiently eliminated by proton irradiation than photon treatment, at least in vitro (121, 122). One or more of several processes may explain the observations that ion beams have biological advantages for killing CSCs compared to photons. These include the diminished capacity for NHEJ repair, which may play an important role in the quiescent G0 cell cycle phase, after heavy ion exposure (39); a decreased OER with heavy ions (59, 123), and an efficacy in dealing with radioresistant tumor cells (TP53-mutated and BCL2-overexpressing cells) (124) compared with results produced by photon beams. We demonstrated that heavy ion beams depress AKT-related survival signaling (125). Therefore, we speculate that heavy ion beams may target CSCs via depression of AKT survival signaling. Indeed, we demonstrated that the population of CSCs is only slightly increased or unchanged after carbon-ion irradiation because carbon ions may simultaneously kill CSCs and non-CSCs, while X-rays have less effect on CSCs than on the bulk cancer cells (126). These results suggest that carbon ions may enhance apoptosis and autophagy through activation of death signaling and may target CSCs via the depression of AKT survival signaling (Figure 7). However, it should be noted that the observations of CSCs being preferentially more sensitive to charged particles is not universal as it has been reported that head-and-neck cancer CSCs are resistant to both photon and carbon-ion irradiation (127). Clearly, more detailed studies are necessary, for example, using tumor samples from carbon- and photon-irradiated patients, to understand the potential significant therapeutic benefit of heavier charged particles on CSCs. It is also worth investigating whether, or how, the enhanced DNA repair advantages in CSCs might relate to the potential for development of biomarkers based on residual DNA damage for identifying patients whose cancers might be treated more efficaciously using charged particles, as discussed in the section above.
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FIGURE 7 | A model for carbon ion-induced apoptosis and autophagy through the enhancement of death signals and the depression of survival signals. The model is based on AKT survival signaling as shown in our work (126). An arrow “→” indicates enhancement; a sidewise “⊣” indicates depression.



SENSITIVITY OF HYPOXIC TUMOR CELLS TO CHARGED PARTICLES

A long-recognized property of tumors is their development of hypoxic regions. It has also been documented, for many years, that hypoxic cells are resistant to photons, but that resistance is reduced when hypoxic cells are irradiated with higher LET particles (22). Suit et al. (3) postulated that the potential gain from high-LET radiations in the clinic may be due principally to the lower OER (ratio of doses for a given endpoint in hypoxic to well-aerated cells). This section discusses the reduced hypoxic protection with carbon-ion therapy and how that might be exploited in cancer therapy.

Cellular sensitivity to low-LET radiations (photons, clinical energy protons) depends on the degree of hypoxia at the time of irradiation, increasing in a sigmoid fashion from an OER = 1.0 (no difference between anoxic and well-aerated cells) at very low oxygen levels to a maximum (OER ~ 3.0) usually obtained by about 2–3% oxygen (22, 128). Sensitivity also depends on the duration of exposure to the hypoxic conditions. There are two distinct mechanisms that promote oxygen deficiency in tumor cells; each exposes cells to different periods of hypoxia. Acute or perfusion-limited hypoxia is caused by poorly formed or dysfunctional vasculature that can cause transient closing of blood vessels that deprives the surrounding cells of an appropriate oxygen supply (129). On the other hand, in chronic or diffusion-limited hypoxia, the imbalance of oxygen supply and consumption in actively proliferating tumor cells causes cells far from blood vessels to experience a deficiency in oxygenation for long periods of time (130). Historically, most studies of hypoxic radioresistance have dealt with chronic hypoxia, but experiments investigating the influence of acute and chronic oxygenation conditions on cell response have shown increased radioresistance for the acute case (131–133). Ma and colleagues demonstrated that for both X-ray and carbon-ion irradiation, cells under acute anoxia were more radioresistant than those under chronic anoxia, whereas cells subjected to acute and chronic hypoxia (0.5% O2) exhibited no significant difference in sensitivity (131, 132). They argued that prolonged exposure to anoxia induced a breakdown in cellular energy metabolism, which led to delays in cell cycle progression. They found that cells were arrested in the G1 phase of the cell cycle with a significant decrease in the number of active S-phase cells after 24 h of hypoxia. However, abrupt changes in the oxygenation status did not result in changes in the cell cycle distribution. The energy deficiency of cells also has been associated with the reduction of DNA damage repair (133). Therefore, chronically hypoxic cells were found to be more vulnerable to radiation damage.

The poor performance of photons in curing hypoxic tumor cells has prompted researchers to turn to high-LET radiation, such as ion beams that have lower OERs [reviewed, e.g., in Ref. (22, 128, 134, 135)]. Radiation damage from low-LET beams is mostly mediated by free radicals (indirect effects), i.e., secondary electrons generated from the ionizations interact with molecules, such as water, to produce free radicals which in turn damage the DNA. In contrast to their low-LET counterparts, the contribution of radiation damage by direct ionizations in DNA is higher for high-LET beams. Here, the secondary electrons directly interact with the critical target, thus producing, at least in part, different damage. Hence, the oxygen effect can be explained, at least in part, by differences in induction and repair of DNA damage. Hirayama et al. reported that the rejoining kinetics of DNA DSBs incurred from carbon-ion irradiation were the same for cells in oxic and hypoxic conditions (136). This led them to postulate that DNA DSBs produced by carbon ions are the same for the two oxygenation conditions. However, their results for X-ray irradiation showed a dependence of the repair dynamics on the oxygen level, with DSBs generated under oxic conditions rejoined more efficiently than those produced under hypoxia. They postulated that this resulted from different mechanisms for DNA damage depending on oxygenation, namely, that in the presence of oxygen, oxygen-reacting radicals could cause additional DNA DSBs but in hypoxia more damage is produced by direct ionizations or by radicals irrelevant to oxygen. Furthermore, the repair times were longer after carbon-ion irradiation and more unrepaired DNA DSBs remained after 5 h while for X-rays almost all DSBs were efficiently rejoined. This can be explained by the high ionization density generated along the track of heavy charged particles that produces complex DNA damages, making repair more difficult. Therefore, the OER decreases with increasing LET values, with the OER of carbon ions about half that with X-rays. Typical survival curves obtained using carbon-ion and X-ray irradiation under oxic and hypoxic conditions are illustrated in Figure 8. The difference with oxygenation status is diminished with the high-LET carbon ions and the survival curves tend to converge. By contrast, the larger variation in the cell response seen for X-ray irradiation is reflected by the higher OER value. A consequence of the enhanced radioresistance observed in X-ray survival curves under hypoxia is that RBEhypoxic generally exceeds RBEoxic. In vitro studies have also shown that OER approaches unity at dose-averaged LETs of ~300 keV/μm (59, 134). Oxygen ions, with their high-LET values within therapeutic fields, might be advantageous for tumors with significant hypoxic fractions. Scifoni et al. (135) compared computed OER values in a tumor irradiated with oxygen or carbon ions, and showed that, assuming the same dose in the entrance region, there was a dramatic decrease in OER for the oxygen ions.
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FIGURE 8 | The dependence of survival curves on oxygen concentration typically observed after exposure to X-rays and carbon ions. The importance of the oxygen effect is reduced with high-LET carbon-ion irradiation as is apparent in the small separation of the survival curves compared to that seen with X-rays. The large difference between the cell response in air and hypoxia for X-rays results in a RBEhypoxic that is greater than RBEoxic.



The advantage of high-LET carbon ions over photons in treating tumor hypoxia has been confirmed in the clinical setting by Nakano et al. (137). They measured the intratumor oxygen partial pressure of uterine cervical cancer patients prior to and at the fifth day of treatment with either photons or carbon ions using a polarographic electrode. The 4-year local control rates were found to be independent of the oxygenation condition for carbon-ion treatment, whereas the control rate for photon therapy of patients with high pO2 status was more than twice that with low pO2.

It has been suggested that further improvements in treatment outcome with carbon therapy can be achieved by considering the time course of reoxygenation of hypoxic areas in the tumor. According to Antonovic et al. (138), the number of fractions and the dose per fraction for carbon therapy can be optimized by taking into account the effect of local oxygenation changes on tumor control probability. In the future, more detailed studies are necessary to take into account the OER and rates of reoxygenation in treatment planning for carbon-ion RT, as are underway (134, 135).

DOSE FRACTIONATION WITH CHARGED PARTICLES

Fractionated irradiation is a valuable tool in conventional RT to reduce early and late effects in normal tissue by allowing repair of sublethal damage or increase tumor response due to reoxygenation of a hypoxic tumor. The linear quadratic (LQ) model describes cell killing using single-hit and double-hit components (22). The shape of the curve is determined by:
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The α parameter describes the linear component of the curve, while the β component describes the quadratic portion of the curve. The α/β ratio, the point at which linear cell killing is equivalent to quadratic cell killing, is an important parameter used to model cell killing by radiation. Presently, this ratio is used as a staple for predicting the clinical effects in response to RT despite various limitations. A high α/β ratio, seen in many human tumors, suggests a predominance of the α component, implying a decreased response to fractionation and, therefore, clinical benefit from hypofractionation (decreased number of fractions of larger dose per fraction). A lower α/β ratio is usually associated with late responding normal tissue and is the basis for the therapeutic gain achieved using hyperfractionation (increased number of fractions of small dose per fraction), which allows for greater repair/recovery of normal tissues (139). However, some human tumors, e.g., prostate cancer, melanoma, and some sarcomas, may have α/β values similar to late responding tissues (140–142).

In image-guided RT, intensity-modulated RT, and X-ray stereotactic body RT (SBRT), there are tendencies to reduce the number of fractions and increase the dose per fraction (i.e., hypofractionation) (143, 144). With carbon-ion RT, superiority of the physical dose distribution can lead to a reduction in the number of fractions (145), allowing hypofractionation. There are few relevant experimental data using human tumor cells on hypofractionation effects with high-LET charged particles. Experiments involving high-LET fast neutron beams demonstrated that increasing the dose per fraction tended to decrease the RBE for both tumor and normal tissues (146). However, the dose-dependent decrease in the RBE for the tumor was less pronounced than that for normal tissues, such as skin and lung (147). These experiments led to the assumption that the therapeutic gain of carbon-ion RT would increase when the dose per fraction increased. This assumption was confirmed in animal experiments that compared RBE for carbon ions between tumor and skin (148). In additional studies with high-LET radiation, RBE depends on dose and dose per fraction: dose-dependent decrease of RBE was reported after fast neutrons to normal skin, intestine, growing cartilage, and hematopoietic tissues (149), and after Ne-ions to the skin of mice and hamsters (150). The change in dose dependence is caused by the higher α/β ratio of target cells after high-LET radiation than after photons (151).

The value of the α term increases with increasing LET in both tumor and normal tissue, while the issue of whether the value of the β term changes with LET remains controversial (148, 152). In our study (153) by evaluating the therapeutic gain of carbon-ion fractionation using intestinal crypt survival and tumor growth delay (TGD) assays, the values of the α and β terms for the mouse fibrosarcoma (NFSa) tumor are close to those reported by Ando et al. (148), while those for normal tissues are different (Figure 9). In addition, the LET-dependent increase (e.g., slope of the regression line) of the α term for NFSa is similar to that for human salivary gland tumor cells (148, 154). LET-dependent increase of α terms for crypt is greater than that for the early skin reaction after daily fractionated doses to leg skin (148), whereas it is similar to that for the late skin reaction after 4-h interval fractionations to foot skin (154). These results indicate that therapeutic gain for carbon-ion RT depends on the normal tissue and fractionation schedule. Further studies with mouse skin and rat spinal cord where the normal tissues were exposed to varying numbers of fractions and doses per fraction of γ-rays and carbon ions have shown that the magnitude of damage repair depends on both the number of fractions and the size of dose per fraction for high-LET radiation (155, 156). It was concluded that repair of radiation injury is much reduced with dose per fraction, especially with 125 keV/μm carbon ions. Unfortunately, few studies of fractionation effects with carbon ions have been performed with tumors, especially human tumors.
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FIGURE 9 | α and β terms for mouse normal tissues and tumors plotted against LET. The comparison of survival parameters of Ando et al. (red) (148) and our study (153) using crypt survival and tumor growth delay assays (black). The solid lines show NFSa tumor and broken lines show the normal tissues (crypt or skin).



As discussed above, hypoxia is one of the main factors reducing local control in some solid tumors, and fractionation in RT may have an advantage because of reoxygenation of the hypoxic areas. It has been reported that reoxygenation in several tumors irradiated with carbon ions occurs earlier than that in those irradiated with photons (157, 158). Reoxygenation in the NFSa fibrosarcoma was observed at 4 days, 1 day, and within 0.5 days after irradiation with photons, low-LET carbon ions (14 and 18 keV/μm) and high-LET carbon ions (43, 58, and 74 keV/μm), respectively (157). Thus, short-term fractionated irradiation with carbon ions may be effective in the treatment of tumors, at least in part, because of altered reoxygenation.

The clinical RBE is replaced by an LET-dependent RBE for in vitro cell killing data determined in single-dose experiments and is employed to design the SOBP and in the Japanese treatment planning system for carbon-ion RT (159, 160). A question remains as to whether the biological effects with fractionated doses are also uniform within the SOBP. Uzawa et al. evaluated uniformity of a new ridge filter that was designed based on α and β values for various LETs to cause mouse foot skin reaction by carbon-ion fractionated irradiation (154). The physical dose distribution of the new ridge filter was almost identical to the ridge filter designed based on in vitro cell kill. While the LQ model is useful for conversion between relatively low radiation doses as used in conventional RT, it has been suggested that it is not applicable to higher fractional doses or smaller fraction numbers (6, 161). It has been questioned whether the LQ model is applicable to hypofractionated carbon-ion RT. For establishment of the optimal fractionation strategy in carbon-ion RT, applicability of the LQ model should be investigated in future studies.

With photon RT, the rapidly expanding use of hypofractionation even to the extreme of single fractions as used in stereotactic radiosurgery (SRS) and SBRT has lead to recent discussion about whether “new” biology should be advanced to explain the greater than expected anti-tumor efficacy of some hypofractionation regimens. Some have proposed that consideration of only the clonogenic survival of only the tumor cells is not sufficient to account for the observed responses [e.g., Ref. (162, 163)], although not all agree [e.g., Ref. (164–166)]. Brown et al. reviewed the clinical data for early-stage NSCLC and suggested that radiobiological modeling with the LQ model is adequate to explain the efficacy of SRS and SBRT (166). Fowler showed the potential advantages of hypofractionation for prostate cancer by using the LQ model and concluded that use of the LQ model can yield consistent results, for example, the remarkable agreement for tumor effects of some of the best schedules in regular use (167). It is likely that the same considerations apply to carbon-ion therapy, although few data exist, especially for human tumors in experimental situations. Here, we briefly review some aspects that may pertain.

In some situations, vascular damage may be a dominant pathway for tumor suppression. Irradiation of human tumor xenografts or rodent tumors with 5–10 Gy in a single dose causes relatively mild vascular damages. On the other hand, numerous studies with experimental tumors indicate that irradiation with doses higher than 10 Gy in a single fraction or 20–60 Gy in limited numbers of fractions causes severe vascular damage, including endothelial cell apoptosis, leading to the deterioration of the intratumor microenvironment and indirect death of tumor cells (163, 168, 169). Little is known about the vascular changes in human tumors treated with high-dose hypofractionation, particularly with heavy ions, but experimentation is indicated to address whether radiation-induced vascular damage and the resulting indirect death of tumor cells may play important roles in the response of tumors to high-dose hypofractionation with charged particles.

In addition to potential vascular effects, it has been suggested that high-dose irradiation evokes immune reactions and thereby eradicates tumor cells that escaped radiation-induced death (170, 171). In support of such notion, a recent report showed that ablative RT dramatically increased T-cell priming in lymphoid tissues, leading to reduction/eradication of the primary tumor or distant metastasis in a CD8+ T-cell dependent fashion (170). Several studies have shown that carbon ions induce anti-tumor immunity (172–176), although the effects of high-LET radiation on immune function have not been studied in detail. Hence, enhanced immune reactions might be involved in the response of tumors to high-dose hypofractionation, especially with charged particles (177).

It is also noteworthy that, unlike photon irradiation, particle irradiation may suppress the metastatic potential of cancer cells (172, 178), and a recent paper has shown that there is a decrease in metastasis with decreasing fraction number of carbon ions (179). Clearly, further studies are warranted to gain better insights into the effects of high-dose hypofractionation with heavy ions on tumor vasculature, immune system, and metastasis, and how such biology might impact human tumor RBE values and therapeutic gain.

CONCLUSION

In a recent review of charged particle therapy, Loeffler and Durante (4) stated that “Considering the current uncertainties in clinical results [with charged particles] and the difficulties in performing clinical trials, research in physics and radiobiology should reduce the cost/benefit ratio.” In this review, we have focused on discussion of selected aspects of radiobiological data with human tumors exposed to protons and heavier charged particles, raising specific instances where further laboratory research may contribute to improving particle therapy. With increasing understanding of the genetic heterogeneity in human tumors, particularly with regard to alterations in DNA repair pathways, a fruitful research area appears to be elucidation of DNA repair pathways selectively involved in repair of the unique clustered DNA damages caused by charged particles. With increases in such knowledge, the differences can be exploited to identify patients who may be better treated with particles because of characteristics of their tumors and to develop novel pharmacologic approaches that capitalize on the differences in DNA damage and repair. Another area ripe for charged particle biology study with implications to clinical advances is in cancer stem cells. The intriguing observations that cancer stem cells from human tumors may be more effectively killed by carbon ions than by photons begs for further study on mechanisms involved – altered DNA repair? location in a hypoxic niche? – and consideration of how to exploit such a difference to the advantage of ion therapy. Finally, the biology underlying the notable clinical effectiveness of high dose, hypofractionated charged particles, which may be explained by radiosensitivity of tumor cells themselves at high doses or may involve vasculature and/or immune system responses, requires further elucidation.

This article has focused on data from in vitro studies of human tumor cells, for reasons described in the Section “Introduction” and recognizing that there are limitations when applying in vitro findings to the in vivo and clinical situations. However, it is also clear that because of the stochastic natures of radiation-induced cell killing and tumor cure and the, albeit simplistic, relationship of the two endpoints via TCP = e−(SF × M) (where TCP is tumor control probability, SF is surviving fraction, and M is number of clonogens), understanding effects of radiations of varying qualities on the tumor cells themselves can be informative. The questions and issues raised herein require follow-up in vivo studies leading to transfer of knowledge to the clinic, but guidance from the in vitro work, e.g., on use of DNA damage assays and exploiting DNA repair as biomarkers for patient selection or using in vitro survival α/β information to help guide design of hypofractionation protocols in vivo and in the clinic, is critical.
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Exposure to Carbon Ions Triggers Proinflammatory Signals and Changes in Homeostasis and Epidermal Tissue Organization to a Similar Extent as Photons
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The increasing application of charged particles in radiotherapy requires a deeper understanding of early and late side effects occurring in skin, which is exposed in all radiation treatments. We measured cellular and molecular changes related to the early inflammatory response of human skin irradiated with carbon ions, in particular cell death induction and changes in differentiation and proliferation of epidermal cells during the first days after exposure. Model systems for human skin from healthy donors of different complexity, i.e., keratinocytes, coculture of skin cells, 3D skin equivalents, and skin explants, were used to investigate the alterations induced by carbon ions (spread-out Bragg peak, dose-averaged LET 100 keV/μm) in comparison to X-ray and UV-B exposure. After exposure to ionizing radiation, in none of the model systems, apoptosis/necrosis was observed. Carbon ions triggered inflammatory signaling and accelerated differentiation of keratinocytes to a similar extent as X-rays at the same doses. High doses of carbon ions were more effective than X-rays in reducing proliferation and inducing abnormal differentiation. In contrast, changes identified following low-dose exposure (≤0.5 Gy) were induced more effectively after X-ray exposure, i.e., enhanced proliferation and change in the polarity of basal cells.
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INTRODUCTION

The increasing application of charged particles in radiotherapy motivates our assessment of inflammatory reactions and homeostasis of tissue exposed to carbon ions and to compare the response to X-rays. In the current study, we focus on the analysis of cell death, proliferation, differentiation, and reorganization of different layers of the epidermis.

Charged particles display particular physical characteristics, such as high mass and electrical charge, resulting in an inverted depth dose profile compared to photons with a high relative dose deposition at the end of their trajectory. This enables a volume conform treatment of deep-seated tumors (1) as well as sparing of critical organs. In addition, when using ions heavier than protons, the exposure of cells or tissue in the “Bragg Peak” region at the end of the trajectory leads to a higher local intensity of ionizing events, and thereby clusters of DNA damage (2). As a consequence, an enhanced biological efficiency compared to photons is observed (3, 4).

New treatment approaches with carbon ions make use of these advantages by increasing the dose to the tumor to enhance the tumor control probability (1, 2). However, this also implies the delivery of a higher dose to the surrounding normal tissue, including skin (5). Skin reactions associated with carbon ion therapy for deep-seated tumors are reported to be moderate and comparable to classical photon exposure (6). However, dose escalation trials in particle therapy applying a higher dose via only 1–2 entrance channels may cause skin toxicity (5). A typical case is breast cancer proton therapy, where the target (lumpectomy cavity) is shallow, and therefore skin toxicity is the limiting factor for beam arrangement and prescription doses (7, 8).

Skin is of interest because a considerable part of the side effects occurring after radiotherapy are observed in this organ due to its sensitivity (9) and its involvement in all radiation exposures (10). Radiation effects observed in the epidermis of the skin are erythema, desquamation and, for very high doses, late necrosis. In the dermis late effects occur, i.e., persisting vascular damage and fibrosis (11–13). In addition, anti-inflammatory effects induced by low-dose radiation (14) exposure can be anticipated as they are already shown for UV exposure (15, 16).

In the work presented here, we aimed to investigate the cellular and molecular changes related to the early inflammatory response of irradiated skin, in particular the occurrence of cell death and changes in differentiation and proliferation of the epidermal cells. In this context, a comparison between X-rays and carbon ions was intended. The first experiments were performed in monolayer- and cocultures of skin cells (keratinocytes, cocultured with fibroblasts); the respective results are reported in the supplement.

Based on these results obtained in cell cultures, we used a 3D human skin equivalent (HSE) and human skin explants to approach the physiological conditions in tissue and tested the following working hypotheses:

(1) Cell death of keratinocytes does not play a major role in the inflammatory response to ionizing radiation within the first days postexposure.

(2) An early release of inflammatory cytokines in irradiated skin tissue may be elicited by other typical changes (proliferation, differentiation, and tissue organization) than cell death.

(3) Taking into account previous knowledge about irradiation-induced changes in tissue, we hypothesize that activation of proliferation, differentiation, and tissue organization may be affected.

(4) Carbon ions, delivered to normal skin under therapy conditions, induce similar effects related to inflammation, proliferation, differentiation, and tissue organization compared to the same physical doses of photons.

Throughout the assessment of cell death, cytokine release, homeostasis, and tissue organization, the effects of carbon ions, using an extended Bragg Peak as a therapy-like configuration, were compared to X-rays. As the efficiency of carbon ions in inducing the respective effects has not been reported for skin cells and tissue before, we have chosen the same low and moderate doses to compare the radiation qualities and, in addition, a high X-ray dose to take into account a potential higher but not yet determined efficiency of carbon ions. A considerable number of data sets on non-ionizing UV-B exposure are available, and therefore UV-B irradiation served as a reference, and the respective results for all model systems used are reported in the supplement.

MATERIALS AND METHODS

Tissue Culture

Human full-thickness skin equivalent constructs (EpiDermFT™), referred to as HSE herein, were purchased from MatTek Corporation (Ashland, MA, USA) and cultured according to the manufacturer’s protocol. The HSE consists of an epidermal layer composed of normal human epidermal keratinocytes, which is not submerged in culture medium and a dermal layer built up of fibroblasts and extracellular matrix (collagen1). All HSE constructs were equilibrated for at least 16 h before the experiments were started. During irradiation, the samples were maintained in PBS (Biochrom; Berlin, Germany) and fresh medium was added after irradiation. Media exchange was repeated on a daily basis until the experiment was terminated.

Human skin tissue explants were obtained from surgical discard (Dermatology Clinic, Darmstadt, Germany). The study was approved by the Local Ethics Committee (FF136/2014). The skin was washed in PBS, cut into small pieces (5 mm × 5 mm) and explanted in cell culture inserts (BD Falcon, Heidelberg Germany). The membrane of the inserts was in contact with medium (RPMI 1640, with 10% FCS and 2% Pen/Strep; all Biochrom, Berlin, Germany). The skin explants were cultured under standard conditions.

Irradiation

X-ray irradiation (X-RAD 320 R X, 250 kV, 16 mA) of HSE was performed with a dose rate of 1 Gy/min (0.5–10 Gy).

Carbon ion irradiation (0.5–2 Gy) was performed using a pencil beam in a spread-out Bragg peak (SOBP) with 20.0 mm width equivalent to a depth of 5 cm in water (110–145 MeV/μm; LET 100 keV/μm), at the heavy-ion synchrotron (SIS) at GSI Helmholtzzentrum für Schwerionenforschung (Darmstadt, Germany). A subset of carbon ion irradiations has been performed with the same parameters of exposure at the heavy-ion synchrotron of the Heidelberg Ion-Beam Therapy Center HIT (Heidelberg, Germany).

For carbon ion irradiation, the HSE were positioned vertically. In order to protect the samples from drying out, a sterile gaze soaked with prewarmed PBS was put in the wells under the membrane, and the wells were closed with Parafilm during exposure, which typically took 10 min.

Histochemistry, Immunohistochemistry, Imaging, and Quantitative Analysis

For histological analyses, HSE was fixed in a 4% PFA-solution, processed for paraffin embedding, and cut into 5 μm sections using a microtome (RM2235; Leica Microsystems, Wetzlar, Germany). For hematoxylin and eosin (H&E) staining, slides were deparaffinized, rehydrated, and stained according to commonly used procedures (17).

For immunostaining, the sections were deparaffinized, rehydrated, treated with 10 mM citrate acid buffer (pH 6.0), and heated in a microwave to unmask the antigens. After rinsing in deionized water, the slides were incubated in 0.3% H2O2 for 30 min to block the endogenous peroxidase activity. After washing in PBS (three times), non-specific binding sites were blocked by incubating the sections with blocking solution (1.5% normal goat serum in PBS with 0.1% (v/v) Triton X-100). Finally, the slides were incubated with the primary antibody at 4°C overnight. Used antibodies and dilutions were: rabbit anti-active caspase-3 (Ab-2; Calbiochem, San Diego, CA, USA; 1:100), rabbit anti-Ki67 (SP6, ab16667; Abcam, Cambridge, UK; 1:100), and rabbit anti-E-Cadherin (EP700Y; ab40772; Abcam, Cambrigde, UK; 1:500). The detection of the binding of the primary antibody was performed with the Ultra-Sensitive ABC Peroxidase rabbit IgG staining kit (Thermo Scientific, Waltham, MA, USA) and the ImmPACT VIP-Peroxidase substrate kit (Vector, Burlingame, CA, USA) or SigmaFast-DAB-Tablets (Sigma, St. Louis, MO, USA) according to the manufacturer’s protocol. The nuclei were counterstained with hematoxylin and the slides were dehydrated, cleared in xylene, and mounted. HSE, submerged entirely with medium, was used as positive control for apoptosis.

Tissue sections were imaged using an Olympus BX61 microscope with an E-330 camera (Olympus, Hamburg, Germany). For the quantitative or semiquantitative analysis, 20 pictures per sample were taken with a 40-fold magnification. Pyknotic cells in the stratum corneum (parakeratosis) and in the viable epidermis were counted by eye and the mean per field of view was calculated. Ki67-positive cells (proliferation) were also counted by eye and normalized on the total number of basal cells. The thickness of the stratum corneum and the viable epidermis were measured using the software Image J. The thickness of the stratum corneum was normalized on the thickness of the viable epidermis. For the semiquantitative analysis of the structure of the basal layer, for each picture, it was evaluated if the cells in the basal layer were palisadic, in part or completely cobblestoned; the fraction of pictures displaying the respective characteristic is given. Each analysis was performed from two independent experiments, in total for four samples (n = 4, N = 2); values are given as SEM.

Western Blot

The HSE epidermis was separated mechanically from dermis and lysed separately in RIPA buffer as previously described (18). In addition, tissue was homogenized with a pestle and with ultrasound treatment. Proteins were loaded (10 μg) and separated on 12% SDS-polyacrylamide gels, and then transferred to polyvinylidenfluoride membranes (Immobilon-P; Merck Millipore, Billerica, MA, USA). After blotting, the membranes were washed and incubated overnight at 4°C in 5% dry milk (Carl Roth GmbH, Karlsruhe, Germany) in Tris-buffered saline to reduce non-specific binding. Membranes were incubated with the primary antibodies for 2 h at room temperature.

Primary antibodies used were rabbit anti-caspase-3 (Cell Signaling, Danvers, MA, USA; 1:1000) and rabbit anti-PARP (46D11; Cell Signaling, Danvers, MA, USA; 1:1000). GAPDH (rabbit anti-GAPDH, Cell Signaling, Danvers, MA, USA; 1:1000) and α-Tubulin (mouse anti-α-Tubulin; Sigma, Steinheim, Germany; 1:4000) were used as a loading control. HaCaT cells, irradiated with 10 Gy X-rays and lysed 5 days after exposure, were used as a positive control. After washing, the membrane was incubated with a horseradish peroxidase-conjugated secondary antibody for 1 h at room temperature (anti-mouse IgG or anti-rabbit IgG HRP linked antibody; GE Healthcare, München, Germany; 1:10,000). Protein expression was visualized using enhanced chemiluminescence (Pierce ECL Plus Western; Thermo Scientific, Waltham, MA, USA) according to the manufacturer’s instructions and detected on a X-ray film.

Enzyme-Linked Immunosorbent Assay

To quantify the levels of released cytokines in the medium of HSE, ELISA kits for the detection of TNF-α, IL-2, IL-6, IL-8, IL-10, TGF-β (all ELISA Ready-SET-go!; eBioscience, San Diego, CA, USA), and IL-1α (Platinum ELISA, eBioscience, San Diego, CA, USA) were used according to the manufacturer’s protocol. The measured values for each sample were normalized on the controls. In the first step, we checked the cytokine release from each sample before irradiation separately, but as the values were very similar to each other, this additional normalization step according to Varnum et al. (19) was not pursued. The concentration of HMGB1 in the medium of HSE was measured using an ELISA kit (human HMGB1; Cloud-Clone-Corp., Houston, TX, USA), according to the manufacturer’s instructions and normalized on the controls.

Statistical Analysis

Unless stated otherwise, the error bars represent the mean ± SEM. Statistical significance was tested using a Student’s t-test. The number of independent irradiation experiments (N) and the total number of samples (n) are mentioned in the figure legends. At least two irradiation experiments and four samples were analyzed.

RESULTS

The results obtained in keratinocytes (normal human epidermal keratinocytes; NHEK), either in monolayers or cocultured with fibroblasts (normal human epidermal fibroblasts; NHDF), are presented in the supplement. The results obtained in a 3D HSE and in human skin explants are presented in the following paragraphs for X-ray and carbon irradiation, for UVB exposure in the supplement.

Induction of Apoptosis

We first assessed clonogenic cell survival after radiation exposure (Figure S1 in Supplementary Material). As expected, the dose–response curve shows a typical shoulder for X-ray, whereas the curve is linear for carbon ions, indicating a higher efficiency of carbon ions compared to X-ray in terms of cell inactivation. Please note that for cell inactivation, monoenergetic carbon ions (170 keV/μm) were used, whereas all the following experiments have been performed with SOBP carbon ions (100 keV/μm), which corresponds to the conditions used in radiotherapy.

Then, we investigated if this cell inactivation is due to the induction of cell death during 144 h after exposure to ionizing radiation (X-rays and SOBP carbon ions) in a monolayer culture of keratinocytes. In addition, we repeated this experiment in cocultures of keratinocytes and fibroblasts. The results are shown in Figures S1, S2, and S4 in Supplementary Material. In spite of clearly detectable cytogenetic damage in terms of micronuclei formation for both radiation qualities, the results did not indicate an occurrence of apoptosis (no detection of annexin V positive cells, pyknotic nuclei, apoptotic bodies, activated caspase-3, and cleaved PARP), not even at high doses, and showed only low levels of necrosis (release of HMGB, High Mobility Group Box 1 protein, an established marker for necrosis (20, 21), Figure S5 in Supplementary Material).

From these results, we hypothesized that cell death of keratinocytes does not play a major role in the inflammatory response to ionizing radiation, at least not within the first days after exposure. To test this in tissue, we moved on using a model system of higher complexity, i.e., a commercially available, three-dimensional HSE, and for selected experiments also human skin explants. We used the same physical doses of photons and carbon ions (0.5 and 2 Gy), and in addition a higher dose (10 Gy) of photon irradiation.

The occurrence of apoptosis was assessed in irradiated HSE and human skin up to 72 h after exposure. Figure 1A shows representative pictures of the immunodetection of active caspase-3 in HSE tissue sections, 24 h after exposure to moderate/high doses. In the positive control, apoptotic cells were identified in the basal layer by positive caspase-3 staining and condensed pyknotic nuclei. In contrast, no pyknotic nuclei or cells positive for active caspase-3 could be detected after irradiation, regardless of radiation quality and dose. This also applies for 72 h after irradiation (Figure S6A in Supplementary Material). Consistently, no cleaved caspase-3 and PARP (only assessed for X-ray exposure) were detected in lysates of irradiated HSE (western blot analysis for 24 h after exposure, Figure 1B, additional time points shown in Figure S6B in Supplementary Material). For X-ray exposure, these observations were confirmed in sections of ex vivo irradiated human skin explants where no active caspase-3 and no pyknotic nuclei were observed (Figure 1C). The use of TUNEL assay turned out to be inappropriate to detect apoptotic cells because differentiating keratinocytes showed intensive staining, irrespective of radiation exposure, and can therefore not be distinguished from apoptotic cells (not shown), which is in line with independent observations (22).
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FIGURE 1 | Detection of apoptosis in situ and in western blot in HSE and human skin explants 24 h after irradiation with high doses of X-ray and carbon ions. (A) Immunodetection of active caspase-3 (brown) in HSE; cleaved caspase-3 was not detected in the epidermis after irradiation, but in the PCs (arrows in a); N = 3, n = 5. (B) Western blot analysis of caspase-3 and PARP in HSE; apoptosis is detected by the presence of caspase-3 and PARP cleavage fragments (17 and 19 kDa; 89 kDa) in PCs; active/cleaved caspase-3 and cleaved PARP were not detected in the epidermis of HSE after irradiation; N = 2, n = 4. (C) Immunodetection of cleaved caspase-3 (pink) in human skin explants; cleaved caspase-3 was not found after low or high doses of X-rays; *: melanocytes in the basal layer (brown); N = 3, n = 5.



In addition, signs of necrosis were not observed morphologically and release of HMGB1 was not detectable after irradiation neither in the medium of HSE nor in the medium of human skin explants (not shown).

All in all, our results indicate no major role for early apoptosis and necrosis neither for photon nor for carbon ion exposure within 72 h after irradiation. This we conclude from the absence of caspase-3-dependent apoptosis, HMGB1 release, and typical morphological alterations, observed in a 3D HSE, and confirmed in human skin explants, irradiated ex vivo.

Release of Cytokines Related to Inflammation

By analyzing cytokine release after irradiation of NHEK, an upregulation of proinflammatory cytokines on the level of gene and protein expression has been shown (12). In good agreement with published data, our own results have shown an enhanced release of IL-1α, IL-2, and TGF-β (Figure S7A in Supplementary Material, only assessed for X-rays). For IL-6 and IL-8, the measured cytokine concentration in the supernatant of the controls was below the detection limit. Thus, the relative radiation-induced increase could not be calculated reliably. The induction of IL-6 was induced by moderate doses of X-ray and UV-B irradiation, whereas IL-8 was only inducible by a high UV-B intensity (40 mJ/cm2, not shown).

Of note, when the keratinocytes have been cocultured with normal dermal fibroblasts, a significant influence on the pattern of release, i.e. an inhibitory feedback loop between release of IL-1α and TGF-β, has been observed in the non-irradiated cells, which is in agreement with published data (Figure S7B in Supplementary Material) (23–26). Despite this modulating effect, a radiation-induced moderate increase in the release of IL-1α, and a clear increment of IL-6 and IL-8 release, has been detected 24 h after photon irradiation, whereas no significant change of TGF-β has been measured (Figure S7C in Supplementary Material, only assessed for X-ray).

Based on these findings, we assessed the cytokine release for relevant candidates after exposure to X-rays and carbon ions in the HSE. The results are summarized in Figure 2. As the kinetics of cytokine release turned out to be different for low versus high doses and for X-ray versus carbon ion exposure, the intended comparison of the respective impact of both radiation qualities was difficult. Furthermore, the release of TNF-α und IL-2 was very low, below the detection limit in all HSE experiments, except in positive controls of human skin, which were generated by submerging the skin explant with liquid. When these human skin explants were irradiated additionally, an increase of TNF-α could be measured (not shown).
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FIGURE 2 | Detection of cytokine release from HSE after irradiation with X-ray and carbon ions. (A) Enhancement of IL-6 and IL-8 release 24 and 48 h after exposure to moderate doses of X-rays. (B) No changes 24 h after carbon ion irradiation, enhanced release of IL-10 and IL-8 was detected 48 h after irradiation with carbon ions; SEM; *p ≤ 0.05, **p ≤ 0.01; N = 2–3, n = 3–10; IL-2 and TNF-α were not detectable.



For X-ray exposure (Figure 2A), we observed a trend for an enhancement of IL-1α release 24 h after 2 and 10 Gy, whereas after 48 h, the increment was around threefold compared to the level of controls, although not significant. For the highest X-ray dose (10 Gy), the increase was the same as for 2 Gy, and for 0.5 Gy, the release was unchanged at both time points. However, this was the only change observed after exposure to 10 Gy X-rays. The release of IL-6 after X-ray irradiation was only slightly, albeit significantly enhanced for 2 Gy at both time points (1.5-fold).

The level of the chemoattractant IL-8 protein showed a more than twofold enhancement after exposure to 0.5 Gy as early as 24 h after irradiation, and the increment for 2 Gy was significant at 24 h and also at 48 h postirradiation. As in the case of IL-6, no change in IL-8 release was observed for 10 Gy at none of the time points assessed.

Notably, for carbon ions (Figure 2B), after 24 h, no increment in the release of any of the measured cytokines was observed. At 48 h after exposure, there was a trend for an enhancement of IL-1α, but not for IL-6 release. The release of IL-8 was significantly increased about a factor of two.

The cytokines that are considered to have an anti-­inflammatory effect at early times after irradiation, TGF-β and IL-10 (12, 27, 28), were not enhanced up to 48 h after exposure, regardless of the radiation quality. Although for IL-10, a significant enhancement was measured 48 h after carbon ion exposure (Figure 2B), the increment was around 1.5-fold compared to controls, raising the question about the biological significance of this modification.

Taken together, for the inflammatory cytokines IL-6 and IL-8, an enhancement within 48 h was detected after X-ray irradiation (Figure 2A). However, the observed changes were not strictly dose-dependent, and after carbon ion exposure (Figure 2B), only small changes were measured compared to the same physical doses of X-rays (0.5 and 2 Gy).

Abnormal and Accelerated Differentiation

Epidermal homeostasis is maintained by a balance between proliferating and differentiating keratinocytes. For epithelial and other tissues (29, 30), early radiation-induced changes in proliferation, differentiation of keratinocytes, and reorganization of the epidermal layer are discussed to play a crucial role in early inflammation of the skin (31). Keratinocytes are organized in stratified layers. The basal layer (stratum basale) contains proliferating keratinocytes, which migrate into the upper layers (stratum spinosum and stratum granulosum) during their differentiation process by disconnecting from the basal membrane. During this process, morphology and protein expression profiles change. When keratinocytes finally reach the outer layer of the epidermis (stratum corneum), they have lost their nuclei and are terminally differentiated to cornified cells, which constitute the mechanical barrier of the skin, protecting the organisms against any type of external stress (10).

An abnormal pattern of morphology and differentiation is the occurrence of keratinocytes with pyknotic nuclei. If they are observed in the stratum corneum, which in healthy tissue consists of denucleated keratinocytes, this phenomenon is called parakeratosis and is associated with skin diseases (32, 33). These cells are also found in the viable part of the epidermis and in this case they are termed “sunburn cells”, as they were first described after UV exposure (34, 35).

We assessed parakeratosis and “sunburn cells” in irradiated HSE at 24 and 72 h after exposure (Figure 3). In Figure 3A, a representative picture of parakeratosis is shown. Quantification was achieved by counting the number of pyknotic cells in the stratum corneum per field of view. As can be seen in Figure 3B, we observed parakeratosis at a low level in non-irradiated HSE (0.1–0.6 pyknotic nuclei in the stratum corneum per field of view) and an indication for an increase, albeit not statistically significant in HSE after carbon ion exposure. In Figure 3C, so-called “sunburn cells” are shown, which are not only characterized by pyknotic nuclei but also by an eosinophilic cytoplasm and the occurrence in the viable epidermis (34, 35). Quantification (Figure 3D) of these cells in the viable epidermis revealed a comparable increase 24 h after exposure to a moderate dose of X-ray and carbon ions (2 Gy), which was still persisting 72 h after irradiation. Notably, the increment was not observed for a low (0.5 Gy) and a high X-ray dose (10 Gy).
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FIGURE 3 | Abnormal and accelerated differentiation in HSE after irradiation with X-ray and carbon ions. (A) Pyknotic keratinocytes are observed in the stratum corneum (parakeratosis). (B) Quantification of parakeratosis shows a slight increase after X-ray and a more pronounced increase after carbon ion exposure. (C) Morphology of typical “sunburn cells“ characterized by pyknotic nuclei and an eosinophilic cytoplasm. (D) Quantification of “sunburn cells” shows a clear increase after 2 Gy of X-ray and carbon ions exposure. (E) Cytokeratin 10 expression (only in differentiating layers) in HSE 72 h after irradiation with carbon ions shows an enhanced thickness of the stratum corneum, where Cytokeratin 10 is not expressed. (F) Thickening of the stratum corneum (hyperkeratosis). (G) Quantification of hyperkeratosis shows an increase of the thickness of the stratum corneum 72 h after X-ray and carbon ion irradiation; SEM; *p ≤ 0.05, **p ≤ 0.01; N = 2, n = 4.



In some studies, sunburn cells are reported to be apoptotic, because the morphological alteration overlaps for part of the cells with positive staining for activated, cleaved caspase-3 (36). This was clearly not the case for the HSE in our study; in none of the experimental conditions, a colocalization of sunburn cells and caspase-3 positive staining was detected (see Figure 1; Figure S6 in Supplementary Material).

Another physiological change reported after UV-B exposure (37) is the thickening of the stratum corneum. The stratum corneum is the epidermal layer where the differentiation is terminal and Cytokeratin 10 is not expressed (38) (example shown in Figure 3E). The thickening of the stratum corneum corresponds to an accelerated differentiation leading to an accumulation of cornified cells and is considered as a protective mechanism (39). In Figure 3F, a thickened stratum corneum (so-called “hyperkeratosis”) of an irradiated HSE is depicted. For quantification, we measured the thickness of the stratum corneum and normalized this value to the thickness of the viable epidermis. As shown in Figure 3G, an increase of the stratum corneum was observed 72 h after exposure. The enhancement was significant for 2 and 10 Gy X-rays and 2 Gy carbon ions, whereas irradiation with a low dose (0.5 Gy) did not yield an effect.

The results show that abnormal differentiation patterns occur for moderate doses and were more pronounced for carbon ion than for X-ray exposure, whereas accelerated differentiation is significantly enhanced for X-ray exposure, also for a high dose, and for carbon ions, only a trend is observed. Both abnormal and accelerated differentiation is not detectable for low doses.

Proliferation

Enhanced proliferation due to a chronically activated state of keratinocytes has been reported for human skin, where skin biopsies have been taken from patients who had undergone radiotherapy and investigated months later (31). As we have observed accelerated differentiation for moderate and high doses, we set out to investigate a potential association with enhanced proliferation at early times after irradiation.

Proliferation activity was measured by Ki67 staining 72 h after irradiation of HSE. Figure 4A shows Ki67-positive cells in the basal layer. In controls, around 5% of the basal cells were positive for Ki67. Quantification of the fraction of Ki67-positive cells is depicted in Figure 4B, normalized on the level of non-irradiated HSE. An enhanced proliferation activity was observed after irradiation with a low X-ray dose (0.5 Gy), though not significant due to interexperimental variation. For higher X-ray doses and a low dose of carbon ions (0.5 Gy), no changes were observed, whereas following exposure to 2 Gy carbon ions a reduced fraction of proliferating cells was detected.


[image: image1]

FIGURE 4 | Proliferation activity measured by Ki67 staining in HSE and human skin explants after irradiation with X-ray and carbon ions. (A) Ki67-positive cells (arrows) in the basal layer of HSE. (B) Number of Ki67-positive cells in the HSE, normalized on the total number of cells in the basal layer and shown relative to the controls, shows enhanced proliferation after 0.5 Gy X-ray irradiation. (C) Ki67-positive cells in human skin explants (arrows); quantification shows an increase of proliferation after low dose of X-rays; N = 2, n = 4.



An increase in proliferation activity of the basal cells for 0.5 Gy and an unchanged activity for 10 Gy was confirmed in first experiments using explants of human skin (Figure 4C), which were ex vivo exposed to X-ray irradiation (24 and 48 h).

These results show an enhanced proliferation occurring only after exposure to a low dose of X-rays, but not for carbon ions, pointing to a specific effect, which is inversely correlated to increasing dose and ionizing density. According to this, at higher doses, no changes or even a reduced proliferation activity have been detected, the latter indicating an inhibition of cell cycle progression. This is consistent with the results obtained in NHEK (Figure S8 in Supplementary Material).

Changed Polarity of the Basal Cells

The polarity of the basal keratinocytes is a prerequisite for a balanced homeostasis of the epidermal layer (40). The typical palisade-like morphology of the basal cells allows for an attachment to the basal membrane and for a regular alignment, determining the polarity of the basal cells. When the basal cells are not attached to the basal membrane, the order and structure of the basal layer is disturbed, potentially leading to uncontrolled proliferation and migration (41).

After irradiation, we observed a transition from the typical palisade-like morphology to a cobblestoned morphology of the basal cells, as shown in a representative picture in Figure 5A. As quantification is difficult, we performed a semiquantitative scoring by determining if in the field of view all basal cells display a palisade-like morphology or if the cells have undergone a partial or a complete transition to a cobblestoned morphology. The semiquantitative evaluation in Figure 5B shows a shift to a cobblestoned morphology for X-ray exposure compared to controls. A transition to more areas with cobblestoned morphology was observed 24 and 72 h after irradiation, and in some fields of view, all basal cells displayed a cobblestoned morphology. Interestingly, the effect was inversely correlated with increasing dose and most pronounced after 0.5 Gy. Similar changes were found after carbon ion irradiation (Figure 5B) but less pronounced comparing the low dose (0.5 Gy) for both radiation qualities. In addition, we observed an alteration, which may be related to the described changes in morphology and polarity of basal keratinocytes, i.e., a delocalization of E-Cadherin from the cytoplasmic membrane to the cytoplasm (Figure 5C).
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FIGURE 5 | Changed polarity of basal cells in HSE after irradiation with X-ray and carbon ions. (A) Transition of palisade-like morphology of basal cells to a cobblestoned morphology indicating a change in polarity and disorganization of the basal layer. (B) Quantification of palisade-like morphology and cobblestoned (partial or total) morphology shows a transition for all doses of X-ray and carbon ions; most pronounced and highly significant for 0.5 Gy. (C) E-Cadherin staining shows a delocalization of the protein in the cells from the basal layer (arrows) 72 h after irradiation with 0.5 Gy X-rays; SEM; *p ≤ 0.05, **p ≤ 0.01; ***p ≤ 0.001; N = 2, n = 4.



In summary, the transition of basal cells from a palisade-like to a cobblestoned morphology, indicating a change in polarity and disorganization of the basal layer, occurs for low and high doses, and for all radiation qualities. However, the effect is clearly more pronounced for low compared to high doses and for X-rays compared to carbon ions comparing the same physical doses.

DISCUSSION

The early and late skin response to ionizing radiation in classical photon therapy is clinically well known (31, 42) and constitutes a dose-limiting factor (43, 44). However, for reactions occurring within the first days in the epidermal layer of the skin, the cellular and molecular basis is explored much more intensive for UV exposure than for ionizing irradiation. For carbon ion exposure, the early radiation response of skin tissue has been investigated for the first time on a cellular level in our current study.

Cell Death Does Not Play a Major Role in the Early Radiation Response of Skin

The onset of an inflammatory reaction is one of the first events after irradiation of skin (45), and cell death can trigger this response (14, 46). Given the well-known enhanced efficiency for cell inactivation and higher relative biological effectiveness (RBE) of two to five of carbon ions (depending on the energy) compared to photons in mammalian cell types (47–49), a careful investigation of cell death induction in epidermal cells within the first days after exposure was conducted. As expected, clonogenic survival of NHEK was reduced after X-ray exposure and even more pronounced after high LET carbon ion irradiation (170 keV/μm, Figure S1A in Supplementary Material). However, cell death was not detectable in mono and coculture of NHEK (Figures S1 and S4 in Supplementary Material, assessed for X-rays), which is consistent with reported results, where no or only a minor early increment in apoptotic cells was observed in primary keratinocytes exposed to moderate and high doses of γ-rays (50, 51). This indicates different mechanisms of clonogenic inactivation, such as accelerated differentiation, as shown for other primary cells (49, 52).

Using the more complex skin models, HSE and human skin explants, we confirmed that caspase-3-dependent apoptosis and necrosis do not play a role within the first days after radiation exposure to both X-rays and carbon ions in the assessed dose range (Figure 1). A low level of apoptosis, remaining unchanged after irradiation of the same HSE as used in our experiments, was also mentioned in an independent study (53). In biopsies of radiotherapy patients, the low basic level of apoptosis was increased only after more than 6 weeks (42), and in animal experiments, caspase-3-dependent apoptosis (22) and epidermal cell loss (54) were shown for very high doses. We conclude that apoptosis occurs only for very high doses and/or later than a few days. Early after exposure to low and moderate doses, apoptosis and necrosis do not contribute to inflammatory reactions.

Carbon Ions and X-Rays Trigger an Early Release of ProInflammatory Signals in Irradiated HSE with Similar Efficiency

For X-ray exposure, an early upregulation of inflammatory pathways on the transcriptional level in the irradiated epidermis is well established and has been investigated in skin biopsies of radiotherapy patients, in HSE (12, 53, 55, 56), and in keratinocytes in animal and cell culture studies (50, 57). We could show in a HSE that both photon and carbon ion irradiation induce an early, significantly increased release of cytokines, which are known to trigger inflammation, such as IL-6 and IL-8, and a trend in increase of IL-1α. Anti-inflammatory cytokines (TGF-β and IL-10) were not elevated after exposure, except for a small enhancement of IL-10 at 48 h following carbon ion irradiation. This argues against an anti-inflammatory response at low doses elicited in the model systems investigated here. However, TGF-β mRNA was reported to be upregulated for high γ-ray doses (58), probably related to its key role in the late fibrotic response of skin.

In our study, comparing the same physical doses, the response to carbon ion irradiation compared to X-ray exposure was weak, detectable only after 48 h and significant only for IL-8 release (Figure 2). This indicates a similar enhancement in the release of proinflammatory cytokines after X-ray and carbon ion exposure. However, this is more a relative statement concerning the efficiency of carbon ions compared to X-rays than a result which fully represents the inflammatory response in a skin model such as a HSE, because a partially, but not fully overlapping pattern of X-ray induced cytokine release was detected in a study conducted by an independent group in the same HSE (19).

The Differentiation of Epidermal Cells After Irradiation is in Part Abnormal and Accelerated

Typical features that might contribute to the onset of an inflammatory reaction in skin are changes in proliferation and differentiation of keratinocytes, as reported for radiotherapy patients and irradiated animals (31, 59, 60). The normal differentiation and migration process implies nuclear disintegration of the keratinocytes that have reached the stratum corneum (10). When nucleated cells are found in the stratum corneum, the differentiation process is abnormal and called “parakeratosis”. We observed parakeratosis after exposure to carbon ions (2 Gy), whereas only a weak induction was detected after irradiation with moderate and high X-ray doses (Figure 3B). In line with a change occurring at higher ionizing densities, parakeratosis was reported also for proton irradiation in an epidermis equivalent (61).

Another indicator of abnormal development is the occurrence of cells with pyknotic nuclei and eosinophilic cytoplasm, which are located in the viable epidermis. We found an increased number of those cells, albeit at a low level, after exposure to moderate doses of X-rays and, longer persisting, for carbon ions (2 Gy; Figure 3D). However, unlike “sunburn cells”, which have been observed after UV exposure (34, 35), these cells did not show positive staining for activated caspase-3 and were not found in the basal layer. This result indicates that cells with a sunburn-like morphology detected after X-ray and carbon ion irradiation can be ascribed to abnormal differentiation and that this process is not necessarily associated with classical caspase-3-dependent apoptosis. Based on the morphological similarity, the occurrence of these cells might be a prestep for parakeratosis.

In contrast to the aberrant features (parakeratosis, “sunburn cells”), which occur to a higher extent after carbon ion exposure, we found indications for non-aberrant, but accelerated differentiation after exposure to moderate and high but not for a low X-ray dose. Quantitative analysis revealed a significant enhancement of thickness of the stratum corneum (hyperkeratosis) for X-rays and for carbon ions. Similar observations in an epidermal skin equivalent are reported for proton exposure (61) and less pronounced for higher LET ions (62). All in all, our own and published data indicate for X-ray and charged particles of the lower LET range that the induced imbalance of the differentiation process manifests as accelerated and not really aberrant as observed for higher LET radiation qualities.

The Proliferation Activity of Basal Cells is Enhanced for a Low Dose of X-Rays

Differentiation and cell proliferation are directly associated; therefore, we also studied the proliferation activity of the basal cells in the HSE, which we found to be enhanced for a low X-ray dose (Figure 4). Notably, in human ex vivo irradiated skin, we could confirm the enhanced proliferation activity of epidermal cells induced by low X-ray doses (Figure 4C). For higher X-ray doses and for carbon ions, the proliferation activity was unchanged or even inhibited, which is in line with results from animal photon studies (22, 54, 60, 63) and consistent with the cell cycle arrest that we observed in NHEK (Figures 4A,B; Figure S8 in Supplementary Material).

Our results suggest that increased proliferation is a low-dose effect, which is induced within a few days after exposure. Furthermore, the effect seems to be related to ionizing density, which is endorsed by the observation of an increased proliferation after exposure to charged particles with a relatively low LET [protons (61) and oxygen (62)], which was not detected for heavy ions with a higher LET in the HSE construct used in our study (62). These findings and our results indicate a low-dose effect, which is induced by low or moderate LET radiation, and may correspond to an early onset of tissue regeneration but does not occur at high doses and high LET, where cell cycle arrest and terminal differentiation are dominating.

Obvious Changes in the Organization of the Basal Layer Occur After Exposure to Low Doses of X-Rays

In addition to changed differentiation and proliferation, we observed a radiation-induced transition from the typical palisade-like to a cobblestoned morphology of the basal cells for X-rays and carbon ions (Figure 5A). This is independent of the anchorage to the basal membrane, indicating a changed polarity of the basal cells. Semiquantitative analysis revealed a more pronounced effect for low compared to higher doses and comparing the same physical doses, a more pronounced effect for X-rays than for carbon ions (see Figure 5B) and comparing the same physical doses, a more pronounced effect for X-rays than for carbon ions.

A changed polarity has been characterized as a cellular change concomitant to the onset of proliferation and/or to migration (64), in particular in carcinogenic development. Anchorage-independent growth of epidermal cells can be evoked by irradiation as established in a murine epidermal cell line. Interestingly, we detected a delocalization of E-Cadherin from the cytoplasma membrane in HSE after X-ray and carbon ion exposure (Figure 5C). E-Cadherin is involved in cell–cell contacts of keratinocytes, and the transition to a cobblestoned morphology of the basal keratinocytes implies a dissociation of the intercellular contacts in the basal layer. The translocalization of E-Cadherin could be involved in the molecular mechanisms of radiation-induced anchorage independence, which was observed in our study. According to the results obtained so far, changed epidermal tissue organization plays a role for both X-ray and carbon ion exposure.

CONCLUSION

Our results show that ionizing irradiation has an effect on the differentiation and organization of the epidermal layers in the skin equivalent. Densely ionizing charged particle are more effective than X-rays per unit dose in the induction of several biological endpoints, including DNA damage, chromosome aberrations, mutations, and cell killing. Our results suggest that exposure to carbon ions under therapy-like conditions triggers proinflammatory signals and changes in homeostasis and epidermal tissue organization to a similar extent as photons, independent of cell death. On the other hand, heavy ions and X-rays modify epidermal tissue organization at low doses and differentiation at high doses. How these tissue-specific effects can be related to the initial DNA damage, whose quality is different after low and high LET radiation, is unclear yet. Recently, Kang et al. (65) have shown that DNA damage response activates the GATA4 pathway, thus inducing inflammatory responses and reducing proliferation. The establishment of a direct link between DNA repair and late changes in homeostasis is important to explain why some effects can be differently revealed at low/high doses or low/high LET.
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Purpose: The purpose of this study is to link both numeric and structural chromosomal aberrations to the effectiveness of radiotherapy in chemotherapy refractory tumor cells.

Materials and methods: Neuroblastoma (LAN-1) and 79HF6 glioblastoma cells derived from patients and their chemoresistant sublines were artificially cultured as neurospheres and irradiated by X-rays and heavy ions sources. All the cell lines were irradiated by Carbon-SIS with LET of 100 keV/μm. However, 79HF6 cells and LAN-1 cells were also irradiated by Carbon-UNILAC with LET of 168 keV/μm and Nickel ions with LET of 174 keV/μm, respectively. The effect of radiation on the survival and proliferation of cells was addressed by standard clonogenic assays. In order to analyze cell karyotype standard Giemsa staining, multicolor fluorescence in situ hybridization (mFISH) and multicolor banding (mBAND) techniques were applied.

Results: Relative biological effectiveness values of heavy ion beams relative to X-rays at the D10 values were found between 2.3 and 2.6 with Carbon-SIS and Nickel for LAN-1 and between 2.5 and 3.4 with Carbon-SIS and Carbon-UNILAC for 79HF6 cells. Chemorefractory LAN-1RETO cells were found more radioresistant than untreated LAN-1WT cells. 79HF6RETO glioblastoma cells were found more radiosensitive than cytostatic sensitive cells 79HF6WT. Sphere formation assay showed that LAN-1RETO cells were able to form spheres in serum-free culture, whereas 79HF6 cells could not. Most of 79HF6WT cells revealed a number of 71–90 chromosomes, whereas 79HF6RETO revealed a number of 52–83 chromosomes. The majority of LAN-1WT cells revealed a number of 40–44 chromosomes. mFISH analysis showed some stable aberrations, especially on chromosome 10 as judged by the impossibility to label this region with specific probes. This was corroborated using mBAND analysis.

Conclusion: Heavy ion irradiation was more effective than X-ray in both cytostatic naive cancer and chemoresistant cell lines. LAN-1RETO chemoresistant neuroblastoma cells were found to be more radioresistant than the cytostatic naive cells (LAN-1WT), whereas this effect was not found in 79HF6 cells.

Keywords: chemoresistance, X-ray and heavy ion irradiation, relative biological effectiveness, neuroblastoma, glioblastoma

INTRODUCTION

There is convincing evidence that many solid and hematological malignancies are organized hierarchically and contain a small population of cancer stem cells (CSCs) that possess the capacity to self-renew and to cause the heterogeneous lineages of cells that form the tumor (1). Consequently, cell heterogeneity of tumors may play an important role in tumor persistence and metastasis formation. Additionally, there is growing evidence that CSCs are inherently resistant to radiation and perhaps other conventional anticancer treatments, i.e., chemotherapy (2–4). These intrinsic mechanisms of resistance are responsible for a significant number of tumor recurrences (2, 3). Consequently, an effective anticancer treatment can only be achieved if this population is eliminated.

Chemotherapy has the advantage over radiotherapy in fighting the disseminated metastatic situation but at higher costs for the organism as a whole. Contrary to that, radiotherapy is a more localized treatment, but it is less applicable once the cancer has spread to several regions. Contemporaneous studies have consistently shown that CSC phenotypes are triggered after chemotherapy courses with an accompanied radioresistance of cancer cells both in vitro and in vivo probably by preferential activation of the DNA damage response (5). This indicates the urgent necessity for reevaluation of conventional therapies and searching for new ones that focus on CSCs to enhance the efficacy of cancer treatments.

Neuroblastoma is one of the most common extracranial pediatric tumors with a wide spectrum of clinical forms. The long-term survival of children with a high-risk clinical phenotype is <40% (especially those with MYCN amplification) (6). Glioblastoma is the most aggressive brain tumor in adults. In spite of multimodal therapy, the median survival is only around 14 months with early recurrences (and infiltrative events) in the brain (7). The existence (and local spread) of CSCs may be an important reason for the treatment failure due to its resistance to conventional therapy, which leads to a poor prognosis.

Culturing cancer cells in the presence of a low dose of chemotherapeutic agents is one of the approaches to enrich subpopulations with CSC-like phenotypes and related physiology. Etoposide is a topoisomerase inhibitor and causes DNA breaks enforcing apoptosis in dividing cancer cells. It is used as a standard chemotherapy in many tumors, such as neuroblastoma. However, etoposide is also known as an inducing agent of multidrug-resistant cancer phenotypes. In this study, low dose of etoposide was used to enrich CSCs fraction in glioblastoma and neuroblastoma cell lines.

Particle radiotherapy is becoming more widely used because proton and heavy ions have a favorable depth–dose distribution and a higher relative biological effectiveness (RBE) compared with photon. Once cancer cells are exposed to this therapy, they suffer a complex and clustered DNA damage, which is unable to be repaired by cellular mechanisms independent of the reactive oxygen species formed after exposing cells to charged particles. Consequently, malignant cells are less radioresistance because the mechanisms responsible for DNA reparation work less effective (8).

Our works aimed at studying the survival of chemoresistant cells compared with their wild-type parentals after being exposed to X-rays and heavy ions. We also addressed the question if the karyotype and chromosomal number deviations are related to the survival.

MATERIALS AND METHODS

Cell Lines and Culture Conditions

Two parental and their subtypes highly chemotherapy refractory cell lines LAN-1WT, LAN-1RETO neuroblastoma and 79HF6WT, 79HF6RETO glioblastoma multiforme derived from human tumors were used in this investigation. The LAN-1 cells were isolated from a bone marrow metastasis of a 2-year-old boy with neuroblastoma (clinical Stage IV), and the 79HF6 cells were isolated from a female adult patient. The etoposide-resistant sublines usyed in this work exhibit CSC features among a set of CSC markers, broad spectrum of cross-resistance to several cytostatics, and radioresistance. The phenotype characteristics and the CSC features were published previously (5). Cells were cultured in Dulbecco’s modified Eagle medium (DMEM), supplemented with 10% fetal calf serum (FCS) and 1% penicillin/streptomycin (all purchased from Biochrom AG, Berlin, Germany), and kept in a humidified atmosphere of 5% CO2 at 37°C. Resistant to ETOposide (RETO) cells were constantly cultured in the medium containing 4 μg/ml etoposide (Teva, Germany). The cell doubling time (tD) was determined in the exponential phase of the growth with the GSI in house program gd (©M. Krämer, 2003).

Clonogenic Assay

Clonogenic assay was performed to determine both clonogenic behavior and cell survival rates after irradiation. Cells were seeded in T25 flask containing around 100 viable colonies after irradiation. LAN-1WT and LAN-1RETO cells were incubated for 9 days. 79HF6WT cells were incubated for 11 days, whereas 79HF6RETO cells were incubated for 25 days. Colonies were fixed and stained with methylene blue. Colonies containing more than 50 cells were defined as survivors.

Sphere Formation Assay

Cells were cultured in serum-free neurobasal A medium (Gibco, Life Technologies, Germany) supplemented with B27 (Gibco, Life Technologies, Germany), 10 ng/ml human fibroblast growth factor-basic (Biochrom, Germany), 20 ng/ml human epidermal growth factor (Biochrom, Germany), and 0.1% bovine serum albumin fraction V (Roche Diagnostics, Germany) to observe the formation of neurospheres (9).

Karyotyping

For chromosome preparations, cells were seeded 48 h in T75 culture flasks with 10 ml medium before the experiment in order to allow stabile attachment. One hundred microliters of colcemid (Roche Deutschland Holding GmbH, Germany) with the concentration of 10 μg/ml were added to the cultures. After 3.5 h of incubation for LAN-1 and 79HF6WT and 4 h for 79HF6RETO, cells were trypsinized and harvested. Cell suspension was pelleted and carefully treated with prewarmed (37°C) 0.075M potassium chloride solution for 8 min and then fixed with 3:1 ratio of MeOH:glacial acetic acid for 30 min at room temperature. After washing, cells were resuspended in proper volume of the mentioned fixative and dropped on wet slides. The slides were then air-dried for 24 h. The slides were stained with 5% Giemsa (Merck, Germany) solution for 10 min, washed with distilled water, and dried overnight.

Multicolor Fluorescence In Situ Hybridization Technique and Multicolor Banding Technique

For multicolor fluorescence in situ hybridization (mFISH) analysis, the slides were hybridized using the 24XCyte mFISH kit (Metasystems, Altlussheim, Germany) according to the protocol recommended by the manufacturer. In brief, the slides were first subjected to a denaturation followed by dehydration. An appropriate volume of DNA denatured probe was incubated in a humidified chamber at 37°C in the dark for 2 days. Afterward, the remaining hybridization probe was washed off. Finally, all DNA material was counterstained using DAPI/antifade (250 ng/ml), and the slide was covered. The chromosomal dispersal was analyzed using fluorescence microscopy Imager Z1 (Zeiss, Germany). Probes labeled with FITC, Orange, Texas Red®, Aqua, CyTM5 (Cy5), and 4′,6-diamidino-2-phenylindol (DAPI) fluorochromes were used to visualize chromosomal segments. Karyotypes were (re)constructed using the Isis/mFISH software (Metasystems). The procedure of multicolor banding (mBAND) is similar to that of mFISH, performed with the mBAND kit (Metasystems, Altlussheim, Germany), as previously described.

Ionizing Irradiation

All the irradiations were performed in GSI. The X-ray irradiation was carried out using an Isovolt DS1 X-ray machine (Seifert, Ahrensberg, Germany), exposing cells to 250 kVp and 16 mA.

Ion irradiation was performed in a synchrotron machine of the GSI. For irradiation at Carbon-SIS facility, cells were cultured in T12.5 culture flasks and were completely filled with culture medium before irradiation. The cells were irradiated with 10 mm spread out Bragg peak (SOBP) with LET of 100 keV/μm. All the cell lines were irradiated by Carbon-SIS. For experiments using a Carbon-UNILAC, 79HF6 cells were cultured in 3 cm Petri dishes and placed into compatible Petri dish magazines for irradiation. The carbon ions had a primary energy of 11.4 MeV/u and the energy decreased to 9.9 MeV/u when stopping on target with the corresponding LET of 168 keV/μm (10). After irradiation, the inner border of Petri dish was cleaned using sterile cotton to remove unirradiated medium accumulated at the bottom of the inner border, because dishes were irradiated in a vertical position. As survival of cells is related to the LET of the beam, we use those two carbon beams with different LETs. LAN-1 cells were also irradiated by Nickel ions with energy of 1 GeV/u and LET of 174 keV/μm, because the beam time is limited in GSI and we got the chance of irradiated by Nickel ions with similar LET to Carbon-UNILAC, which is a higher LET beam compared with Carbon-SIS.

Samples in triplicate were subjected to irradiation sections for each dose with X-ray, heavy ions, and repeated at least three times. The irradiation doses for LAN-1WT were fixed from 0 to 7 Gy for X-ray, from 0 to 2 Gy for Carbon, and from 0 to 2 Gy for Nickel. However, the doses for LAN-1RETO were from 0 to 9 Gy for X-ray, 0 to 3.2 Gy for Carbon, and 0 to 2 Gy for Nickel. The doses for 79HF6WT and 79HF6RETO were applied from 0 to 10 Gy for X-ray, 0 to 5 Gy for Carbon-SIS, and 0 to 2.72 Gy for Carbon-Unilac.

Cell survival curves of X-ray were fitted with the linear-quadratic model (Eq. 1):
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Cell survival curves of heavy ions were fitted with a pure exponential equation (Eq. 2):
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RBE10 values were calculated at 10% of survival level according to Eq. 3:
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All of the fitting was performed with the GSI in house program gd (©M. Krämer, 2003).

Statistical Analysis

Experiments were performed at least in triplicate, and the survival fraction of cells was given as mean ± SD. Karyotype and mBAND figures were descriptive and therefore not statistically analyzed.

RESULTS

Differential Growth Patterns of LAN-1 Neuroblastoma and Glioblastoma 79HF6 Cell Lines

All four cell lines, both wild type and resistant, grew adherently. The growth kinetic for all cells shows differential pattern as jugged by their doubling times. In this regard, the replication of LAN-1WT, LAN-1RETO, 79HF6WT, and 79HF6RETO was observed at 21.7 ± 0.7, 16.9 ± 0.8, 21.6 ± 0.3, and 56.7 ± 5.2 h, respectively. LAN-1WT could form spheres when cultured in serum-free neurobasal A medium, whereas the other tumor cells lines were not able to form neurospheres once cultured under this condition (Figure 1). LAN-1RETO and 79HF6RETO chemotherapy refractory cells are able to stably grow in the medium containing low concentrations of etoposide. The growth kinetic of LAN-1RETO cells showed a faster cell replication than the wild-type parentals. Contrary to that, 79HF6RETO cells grew slower than 79HF6WT. These dissimilar growth patterns are in part a consequence of the development of chemoresistance of both tumor entities, which are biochemically dissimilar.
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FIGURE 1 | Neurosphere-forming cells. LAN-1WT/RETO neuroblastoma cells and 79HF6WT/RETO glioblastoma cells have shown different morphology in serum-free neurobasal A medium. Resistant LAN-1 subline showed the capacity to form neurospheres, whereas their wild-type parental cells are not able to form spheres. 79HF6WT/RETO cells did not alter their growth pattern once incubated in this defined condition. Magnification: LAN-1, 10×; 79HF6WT, 10×; 79HF6RETO, 10×; central picture, 20×. Pictures are representative for different experiments.



Effectiveness of Heavy Ion Irradiation in Comparison to X-Ray

As previously published by our group and others, resistance to etoposide induces radioresistance in both LAN-1 neuroblastoma and glioblastoma 79HF6 cell lines (5). To explore how heavy ion irradiation has advantages over the conventional X-ray exposures, we monitored the cell survival of these cells exposure to Carbon and Nickel ion irradiation.

The survival curves showed that heavy ion irradiation was more effective than X-ray in all four cell lines (Figures 2 and 3). The RBE values of heavy ions beam relative to X-rays at the D10 values were from 2.3 to 2.6 for LAN-1 cells and 2.5 to 3.4 for 79HF6 cells (Table 1). For LAN-1 cells, the etoposide-resistant subtypes (cultured in the presence of etoposide) were found to be more radioresistant than WT cells (cultured without etoposide) after X-ray and heavy ion irradiation (Figure 2), but for 79HF6 cells, RETO cells are more sensitive than WT cells after X-ray and heavy ion irradiation (Figure 3).
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FIGURE 2 | Survival of LAN-1 neuroblastoma cells after ionizing irradiation. LAN-1WT/RETO cells were irradiated with X-ray, Nickel (174 keV/μm), and Carbon-SIS (100 keV/μm). Graphic depicts the results of three independent experiments. Points, the mean survival fractions; bars, SD.
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FIGURE 3 | Survival of 79HF6 glioblastoma cells after ionizing irradiation. 79HF6WT/RETO cells were irradiated with X-ray, Carbon-SIS (100 keV/μm), and Carbon-Unilac (168 keV/μm). Graphic depicts the results of three independent experiments. Points, the mean survival fractions; bars, SD.



TABLE 1 | Relative biological effectiveness values of heavy ions in LAN-1 neuroblastoma and 79HF6 glioblastoma cells.
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Chromosomal Aberrations Found in LAN-1 Neuroblastoma and Glioblastoma 79HF6 Cell Lines

In order to search for the cause of radioresistance, we analyzed the karyotype of all cells used in our study. Most of LAN− cells had 40–44 chromosomes, and mFISH showed some stable aberrations, especially on chromosome 10 with an unstained region (Figure 4), and mBAND showed the unstained region located on 10p (Figure 5).
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FIGURE 4 | Karyotype of LAN-1 neuroblastoma cells analyzed by mFISH. LAN-1 cells revealed a range of 40–44 chromosomes per cell. Besides the segmental exchange between chromosomes, the most prominent observation in this cell line was an unstained region in chromosome 10. Structurally, chromosome 10 appeared to be intact (lower picture) once stained with Giemsa, but lower arms were not able to hybridize with the corresponding probes. Picture is representative for several cells analyzed under the same conditions. Magnification 100×.
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FIGURE 5 | mBAND analysis of chromosome 10 of LAN-1 neuroblastoma cells. As detected in the karyotype, LAN-1 cells showed an unstained region that was localized on 10p. This arm was not able to hybridize with the corresponding probes directed toward this region. Picture is representative for several cells analyzed under the same conditions. Magnification 100×.



The chromosomal number in 79HF6 glioblastoma cells enormously differed in the resistant subline. Most of the 79HF6WT cells revealed a number of 71–90 chromosomes, whereas 79HF6WT cells reflected 52–83 chromosomes. The chromosomal number of 79HF6RETO revealed two peaks (Figure 6). It indicated that when cells were exposed to etoposide, the chromosome had the tendency to decrease to its relative normal ploidy. This phenomenon could be explained as the effort of tumor cells on maintaining gene stability. Diploid chromosomal distribution is more stable compared with polyploidy numbers, especially when tumor cells suffer the injury of chemical agents or other stressors. Tumors cells carrying a polyploidy derived a subgroup with a more stable karyotype in order to maintain the gene stability.
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FIGURE 6 | Studies on chromosome number in 79HF6 glioblastoma cells. 79HF6WT/RETO glioblastoma cells revealed strong differences in their chromosome number. Wild-type cells showed polyploidy (A). On the contrary, the resistant subline 79HF6RETO showed less numerical aberrations (B). Both diagrams were merged to provide an overall look of the chromosomal dispersion in both cells types (C). These differences were found to be highly significant once applied a descriptive statistic. Graphics are representative for several experiments with the same experimental conditions.



DISCUSSION

Cancer stem cells show continuous self-renewal, extensive parenchymal migration/infiltration, and potential for full or partial differentiation in all cell types, which constitute a tumor. To explore how LAN-1 neuroblastoma and glioblastoma 79HF6 cell lines growth, we cultured these cells under optimal conditions for propagation in serum-free neurobasal A medium. It is known that under these conditions, cells displayed profound biological differences in growth patterns and were enforced to grow as non-adherent, multicellular spheres, inducing CSC-like populations (9).

Every cell type obviously showed different morphologies, as they were cultured in serum-free medium or serum-contained medium. Sphere formation assay (11, 12) performed to select CSC phenotypes from both cell types revealed that LAN-1RETO cells were able to form neurospheres after culturing them in serum-free medium, instead LAN-1WT, 79HF6WT, and 79HF6RETO cells were not capable to form neurospheres under the same conditions. CSCs may have the competence of durable self-renew, the capacity to develop and maintain tumor-related cell heterogeneity, differentiation, as well as the ability of both radioresistance and chemoresistance. To confirm the existence of CSC features, cells were transplanted to hosts and expected to induce tumor and maintain the features of parental tumor cells (13, 14). Studies in the past (5) have shown that both cell lines have CSC-like features, including chemoresistance and radioresistance to X-ray.

Our studies revealed that heavy ions had higher cell killing efficiency in both neuroblastoma and glioblastoma cell lines, despite its chemoresistance and chromosomal normality status. 79HF6WT cells were very resistant to X-ray. The survival rates of these cells were nearly not affected with 1 or 2 Gy of exposure to X-ray and were still around 5% with 10 Gy. This could explain why glioblastoma is so hard to be treated in clinic with conventional X-ray. However, RBE10 was 2.5–2.9, which indicates that heavy ions had notable advantages in killing radioresistant tumors as glioblastoma.

Our studies also revealed that LAN-1RETO cells were found more radioresistant to X-ray than LAN-1WT. Contrary to that, 79HF6RETO glioblastoma cells were less radioresistant than its wild-type parentals. The probable reason for this difference could be the different growth rates or the chromosomal number (15, 16). 79HF6RETO revealed a high variation in number of chromosomes in comparison to the wild-type cells that are more homogeneous. Thus, cells with a chromosomal abnormality in number are more sensible to ion irradiation. Although LAN-1RETO cells were made more resistant to radiation and were able to form neurospheres after exposure to etoposide, the opposite was true for 79HF6RETO. This may imply the higher level point that general CSC features are enhanced by etoposide in LAN-1 and CSC features may be reduced by etoposide in 79HF6. This difference could be caused by the inherent biological difference of neuroblastoma and glioblastoma. It may also be related to the concentration of etoposide. When the concentration is different, the results could change. Clearly, more work is needed to find the reason.

The biological hallmark of neuroblastomas is the complexity of the genetic abnormalities developed by the tumor cells, which are powerful prognostic markers. The most consistent abnormalities found in this tumor entity include ploidy changes, deletions of chromosome arms, amplification of the MYCN oncogene, and most frequently gains of chromosome arm 17q (6). There was a region in LAN-1 cells, which could not be stained by any fluorescence after mFISH procedure on chromosome no. 10. The analysis of mBAND corroborated that the unstained region was located on chromosome arm 10p. Homogeneously staining regions (HSRs) were localized on chromosome arm 10p and 10q of neuroblastoma cells with G-banding technique (17). HSR was cytogenetic evidence of a probable gene amplification. The unstained region of mFISH and mBAND of LAN-1WT cells was probably caused by repeated gene amplification or very short gene sequences. When gene segments are shorter than the probes of mFISH and mBAND, the fluorescently labeled probes could not properly anneal with the complementary sequences. Because of this, chromosome arm 10p showed an unlabeled region.

Recurrent loss of genetic material is normally found on chromosome arms 3p, 10p, 10q, 16q, and 20q in the hereditary neuroblastomas, in addition to regions usually deleted in sporadic neuroblastomas (1p36 and 11q) (18). These chromosomal sites may harbor tumor suppressor genes. Furthermore, loss of heterozygosis (LOH) at chromosome 10 is found exclusively at 10p11.23–p15.1 and consequently associated with MYCN-amplified Stage IV tumors in neuroblastoma tumors (19). LOH could induce different changes in one pair of alleles on certain gene and loss of part or even whole gene sequence of the allele. Usually, LOH is commonly related to the deficiency of tumor suppressor genes, i.e., p53. In the case where two alleles exist, the tumor suppressor gene will suppress the generation of tumors. In normal cells, when one allele is abnormal or lost, this defective suppression drive cells to immortalization. Thus, chromosome 10p probably encloses certain tumor suppressor genes. In our study, chromosome 17 reflects a deletion. Considering that p53 gene is located on this chromosome, the lack of p53 gene due to LOH induces a defeat of tumor suppressor functions in these cells. Previous studies showed that tumor suppressor genes, i.e., p53 and so on, could regulate cell survival and death (20, 21). Chromosomal aberrations in these cells subsequently affecting tumor suppressor gene expressing could influence the survival of cells.

In summary, heavy ion irradiation is more effective than X-ray for both untreated and chemoresistant tumor cell lines. For LAN-1 cells, the chemoresistant subpopulation LAN-1RETO is definitely more radioresistant than untreated cells (WT), while this effect was not found in 79HF6 cells.
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Damage to the endothelium of blood vessels, which may occur during radiotherapy, is discussed as a potential precursor to the development of cardiovascular disease. We thus chose human umbilical vein endothelial cells as a model system to examine the effect of low- and high-linear energy transfer (LET) radiation. Cells were exposed to 250 kV X-rays or carbon ions (C-ions) with the energies of either 9.8 MeV/u (LET = 170 keV/μm) or 91 MeV/u (LET = 28 keV/μm). Subculture of cells was performed regularly up to 46 days (~22 population doublings) post-irradiation. Immediately after exposure, cells were seeded for the colony forming assay. Additionally, at regular intervals, mitochondrial membrane potential (MMP) (JC-1 staining) and cellular senescence (senescence-associated β-galactosidase staining) were assessed. Cytogenetic damage was investigated by the micronucleus assay and the high-resolution multiplex fluorescence in situ hybridization (mFISH) technique. Analysis of radiation-induced damage shortly after exposure showed that C-ions are more effective than X-rays with respect to cell inactivation or the induction of cytogenetic damage (micronucleus assay) as observed in other cell systems. For 9.8 and 91 MeV/u C-ions, relative biological effectiveness values of 2.4 and 1.5 were obtained for cell inactivation. At the subsequent time points, the number of micronucleated cells decreased to the control level. Analysis of chromosomal damage by mFISH technique revealed aberrations frequently involving chromosome 13 irrespective of dose or radiation quality. Disruption of the MMP was seen only a few days after exposure to X-rays or C-ions. Cellular senescence was not altered by radiation at any time point investigated. Altogether, our data indicate that shortly after exposure C-ions were more effective in damaging endothelial cells than X-rays. However, late damage to endothelial cells was not found for the applied conditions and endpoints.

Keywords: cardiovascular disease, endothelial cells, high-LET radiation, carbon ions, carbon ion therapy, chromosome 13, micronucleus formation, senescence-associated β-galactosidase

INTRODUCTION

An increased risk of cardiovascular disease (CVD), i.e., any disease involving the heart or blood vessels, such as ischemic heart disease, myocardial infarction, or hypertension, is a known consequence of radiotherapy for the treatment of certain types of cancer, such as breast cancer or Hodgkin lymphoma, where the heart is typically part of the radiation field and thus may be exposed to relatively high doses of ionizing radiation (IR) (1, 2). Although modern radiotherapy techniques aim to spare organs at risk such as the heart, coronary arteries may still be affected and thus a risk for cardiovascular damage remains (3, 4). Furthermore, there is growing evidence of an increased risk of CVD at low and moderate doses of IR stemming mainly from atomic bomb survivors and occupationally exposed groups, typically developing with a long latency (5–7). Generally, radiation-induced cell killing of endothelial cells and a subsequent induction of a pro-inflammatory response are considered as the mechanism triggering arteriosclerosis and ischemic heart disease (6, 8, 9). The mechanisms by which low and moderate doses of IR provoke CVD are still poorly understood. However, direct damage to endothelial cells followed by an inflammatory response seems to play also a role at low doses (6, 10).

Radiation-induced damage to the endothelium may simply be a consequence of cell loss due to cell killing, as discussed by Little et al. (6). Yet, also radiation-induced genomic instability, oxidative stress disrupting mitochondrial function, and accelerated cellular senescence have been implicated in the pathogenesis of arteriosclerosis (8, 11–14). So far, most data are available on the effects of low-linear energy transfer (LET) radiation, while only few data on the impact of high-LET radiation exist, yet suggesting a higher risk (10). With an increasing use of high-LET particles such as carbon ions (C-ions) in cancer therapy or radiosurgery (15–17), an assessment of their possible cardiovascular effects is important.

To gain a deeper insight into the effects of high-LET radiation on endothelial cells, we chose human umbilical vein endothelial cells (HUVEC) as a model system. HUVEC have been already used to study the radiation response to both low- and high-LET radiation investigating, e.g., cell survival, apoptosis, gene expression, or angiogenesis [e.g., Ref. (18–20)]. We exposed cells to C-ions with two different energies relevant for cancer therapy, i.e., 9.8 and 91 MeV/u corresponding to LET values of 170 and 28 keV/μm. For comparison, X-ray experiments were performed. The focus was set on doses ≤1.5 Gy. We investigated clonogenic cell survival, apoptosis, and cytogenetic damage expressed as micronuclei formation or chromosomal aberrations, premature senescence, and the integrity of the mitochondrial membrane potential (MMP). Measurements were performed up to 46 days post-irradiation.

MATERIALS AND METHODS

Cell Culture

Human umbilical vein endothelial cells were purchased from PromoCell (Heidelberg, Germany) and cultured according to the manufacturer’s protocol in medium optimized for the cultivation of primary endothelial cells from large blood vessels. Briefly, cells were maintained in basal Endothelial Cell Growth Medium supplemented with Endothelial Cell Growth Kit components. The final supplement concentrations in the medium were 2% fetal calf serum, 0.1 ng/ml epidermal growth factor, 1 μg/ml hydrocortisone, 1 ng/ml basic fibroblast growth factor, and 0.4% endothelial cell growth supplement. Cells were passaged every 4–5 days upon reaching ~80% confluency. For cell detachment, a mixture of 0.05% trypsin and 0.02% EDTA was used and neutralized with trypsin neutralizing solution containing 0.05% trypsin inhibitor in 0.1% BSA and plated at a density of 6.6 × 103 cells/cm2 unless otherwise stated. Medium was changed for every 2–3 days, and the cumulative population doubling (CPD) was determined. All cell culture products were purchased from PromoCell.

Irradiation

Sub-confluent cultures with a CPD level of about 6 (culture age: about 11 days) were exposed to X-rays or C-ions with an initial energy of either 11.4 or 100 MeV/u at GSI Helmholtz Centre for Heavy Ion Research (Darmstadt, Germany). For the exposure to X-rays or high energy C-ions, cells were seeded into 25 cm2 culture flasks, whereas for the exposure to low energy C-ions, cells were plated into 35 mm Petri dishes.

X-ray irradiation was performed at a Seifert (Germany) X-ray machine operated at 250 kV and 16 mA with a 1 mm Al + 1 mm Cu filtering. The dose rate was about 1.5 Gy/min. Exposure to 11.4 MeV/u C-ions was done at the linear accelerator UNILAC, as described in detail elsewhere (21, 22). At sample position, the energy was 9.8 MeV/u corresponding to an LET of 170 keV/μm. Irradiation with 100 MeV/u C-ions was performed at the heavy ion synchrotron SIS with the raster scanning technique (23). The resulting energy on target was 91 MeV/u with an LET of 28 keV/μm. For C-ions, the irradiation time was in the range of 0.5–2 min depending on dose and accelerator conditions. All exposures were done at room temperature, and control samples were sham irradiated.

For longer follow-up studies (up to 46 days post-irradiation corresponding to 22 population doublings), we limited the analyses to doses at an isosurvival level of about 50 and 20%, respectively. Cell survival of 50% was expected for 0.75 Gy X-rays, 0.35 Gy 91 MeV/u C-ions, and 0.25 Gy 9.8 MeV/u C-ions, while a survival rate of 20% was estimated for 1.5, 0.75, and 0.5 Gy, respectively. Further details on particle fluences and the number of particle traversals per nucleus are given in Table S1 in Supplementary Material.

Clonogenic Cell Survival

Cell survival was measured using the standard colony forming assay (24). In brief, directly after exposure cells were trypsinized, counted, and plated in triplicate into 25 or 75 cm2 tissue culture flasks. The number of cells seeded was estimated to result in a statistically significant formation of at least 100 colonies. After 12 days of incubation, cells were fixed and stained. Cell clusters consisting of at least 50 cells were counted as a colony.

Micronuclei

To assess the cytogenetic damage 24 h after radiation exposure, the micronucleus assay was applied as described in Fenech (25) with minor modifications. Briefly, cells were incubated for 4 h following irradiation and subsequently treated with 0.75 μg/ml cytochalasin-B for 20 h. Cells were then washed in PBS, fixed in 8% formaldehyde for 5 min, and stained with DAPI (0.2 μg/ml) for 15 min at room temperature. At least 1000 cells were scored, and the number of binucleated cells containing micronuclei was determined. For follow-up studies, i.e., >24 h, cells were regularly subcultured and at selected time points the spontaneously occurring frequency of cells carrying micronuclei was analyzed by scoring 1000 cells per dose and time point.

Apoptosis

For analysis at the early time point, cells were fixed in 8% formaldehyde and stained with DAPI as described for the micronuclei samples. Additionally, cells were subcultered and at consecutive time points 5 × 104 cells were seeded in 35 mm tissue culture dishes and incubated for 2 more days until fixation and staining. At least 1000 cells were scored per dose and time point. Apoptotic cells were identified under a fluorescence microscope (400× magnification) by the typical morphological changes of the cell nucleus, such as chromatin condensation or fragmentation (26, 27).

Senescence-Associated β-Galactosidase

Analysis of cellular senescence-associated β-galactosidase activity (SA-β-gal) was performed using the Senescence Cell Staining kit (Sigma-Aldrich, Germany) according to the manufacturer’s protocol. At several time points after radiation exposure (2 up to 44 days), cells were seeded at a density of 5 × 104 in 35 mm tissue culture dishes. Two days later, cells were fixed and staining. At least 2000 cells were scored by light microscopy (400× magnification), and the fraction of cells exhibiting a blue stain, i.e., SA-β-gal activity, was determined.

Mitochondrial Membrane Potential

To assess the influence of radiation exposure on the MMP (also referred to as ΔΨM), the cationic, lipophilic dye 5,5′,6,6′-tetra-chloro-1,1′,3,3′-tetraethylbenzimidazolyl-carbocyanine iodide (JC-1) was applied. The dye shifts its fluorescence signal from 525 nm (green) to 595 nm (red) due to a dimerization in the presence of protons thus indicating a functional MMP. For MMP analyses, samples were collected 12, 24, and 48 h after exposure. Measurements at later time points were performed using ~80% confluent cultures. Analysis of the MMP was performed as described previously (28) with modifications. Briefly, cells were harvested and incubated for 10 min in medium containing JC-1 (5 μg/ml) at 37°C. Thereafter, cells were washed twice with PBS analyzed by flow cytometry using a Pas III Particle Analysing System and the software FloMax (both from Partec, Germany). The fraction of predominantly red cells, i.e., cells mainly containing mitochondria with an intact MMP, was determined in at least 1 × 104 cells of each sample. As a positive control, cells were treated with 2 mM 2,4-dinitrophenol 10 min before JC-1 staining, resulting in ~5% of cells with a red fluorescent signal.

Chromosome Analysis

Chromosome aberrations were analyzed in control cultures at CPD 13 ± 2 and in the progeny of irradiated cells at CPD 22 ± 2. For cytogenetic analyses, cells were seeded into 75 cm2 flasks and cultured for 2 days. Then, colcemid (0.1 μg/ml) was added for 3 h to accumulate metaphase cells. Chromosome spreads were prepared according to the standard procedures, e.g., cells were trypsinized, treated with hypotonic solution, fixed, and dropped on wet slides. Slides were stained using multiplex fluorescence in situ hybridization (mFISH). For mFISH analysis, slides were hybridized with the 24XCyte mFISH probe kit from MetaSystems (Altlussheim, Germany) following the instructions of the manufacturer. Chromosome spreads were examined using an Olympus BX61 microscope (Olympus, Tokyo, Japan) equipped with six filter sets specific for the applied fluorochromes. Images of the metaphases were captured (100× objective) with a charged coupled device camera, and karyotyping was performed using the ISIS/mFISH software. Both, structural and numerical aberrations were recorded in at least 100 metaphases per dose and time point. Structural aberrations were classified following the mPAINT system, as described in detail elsewhere (29). In the present study, breaks and simple exchanges were detected. Breaks were referred to as terminal deletions, when the centric and acentric part of the same chromosome were present within the cell. Terminal deletions involved either both chromatids at the same location (chromosome-type breaks, csb) or only one chromatid (chromatid-type break, ctb). Additionally, lone truncated chromosomes (T) were found, i.e., the acentric part of chromosome was not visible. Simple exchanges include translocations (complete, incomplete, and one-way forma) and dicentrics.

Statistics

When applicable, data were expressed as the mean value ± SEM or SD as indicated. For data stemming from one experiment only, Poisson statistics were applied to calculate the error bars as indicated, and statistical analysis was performed using a Fisher’s exact test as indicated. Survival data have been normalized by evaluating the plating efficiency not considering control data (0 Gy) only, but rather by performing a fit of the form (α × d + o) to the experimental data, where o is an offset term, which reflects the plating efficiency, determined from all data points. This procedure is more precise, as all measured data are subject to the same plating efficiency and consequently all data points can be exploited to derive this quantity. Deviations for 0 Gy to full survival arises, as also control measurements are affected by uncertainty. Based on the α-values derived from the linear fitting, a Student’s t-test was used for statistical analysis. Curve fitting of the micronuclei formation 24 h after exposure was performed according to
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where Y is the yield of micronuclei, D the dose, and p1 and p2 fitting parameters. Statistical analysis was performed based on the parameters derived from the fitting using a Student’s t-test. Generally, differences were considered significant if the p-value ≤0.01.

RESULTS

Radiation Affects Clonogenic Cell Survival and Micronuclei Formation in a Dose- and LET-Dependent Manner 24 h after Exposure

To examine the putative radiation effect directly after exposure, a clonogenic cell survival assay was performed (Figure 1). For the three radiation types investigated cell survival decreased with dose and showed a clear LET dependence, i.e., 9.8 MeV/u C-ions with LET = 170 keV/μm were most effective, followed by 91 MeV/u C-ions with LET = 28 keV/μm and X-rays with 2 keV/μm. As all survival curves are linear, the relative biological effectiveness (RBE) does not depend on survival level, resulting in values of 2.4 and 1.5 for 9.8 and 91 MeV/u C-ions, respectively. Next, we measured cytogenetic damage in cells undergoing first division after exposure (24 h after exposure, cytochalasin-B treatment). The analysis showed an LET-dependent formation of micronuclei in binucleated cells (Figure 2). Within the limited dose range examined a saturation in the yield of cells carrying micronuclei was observed for >0.5 Gy 9.8 MeV/u C-ions (Figure 2) and >2 Gy X-rays. Thus, the damage induced by IR in first division cells clearly depends on the radiation quality and dose. Apoptosis was assessed 48 h after radiation exposure by investigation of morphological criteria of the cell nuclei. A slightly yet insignificantly increased fraction of apoptotic cells was observed in the irradiated samples independent of dose or radiation quality (Figure 3).
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FIGURE 1 | Clonogenic cell survival of HUVEC. Cells were plated immediately after exposure to X-rays or C-ions. Data points represent the mean X ± SD from replicates stemming from one (C-ions) or three (X-rays) experiments. Curves were fitted by a linear function. Based on the α-values, clonogenic cell survival was found significantly (p < 0.01, Student’s t-test) different for the three radiation types.




[image: image1]

FIGURE 2 | Micronuclei formation 24 h after exposure. Following irradiation, cells were incubated with cytochalasin-B, and the amount of binucleated cells containing micronuclei was determined. Data points represent the mean X ± SEM (for data points with n = 2) or error was calculated according to Poisson statistics for data points stemming from one experiment. Curves for X-rays and 9.8 MeV/u C-ions were fitted as described. For 91 MeV/u C-ions, lines are drawn to guide the eye. Statistical analysis using a Student’s t-test revealed significant differences for 9.8 MeV/u C-ions when compared to X-rays (p < 0.01).
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FIGURE 3 | Apoptosis 48 h after exposure. Cells were fixed 48 h following radiation exposure to X-rays (A), 9.8 MeV/u C-ions (B), and 91 MeV/u C-ions (C). The fraction of apoptotic cells was determined according to morphological criteria of the nucleus. Error was calculated according to Poisson statistics. Fisher’s exact test revealed no significant differences between all samples (n = 1, p > 0.01).



Radiation-Induced Damage Is Transient Rather Than Persistent in Cells Cultured up to 46 Days Following Exposure

For investigation of putative late effects of IR, we cultured both exposed cells and sham-irradiated cells up to 46 days corresponding to 22 population doublings post-irradiation (Figure S1 in Supplementary Material). Generally, radiation exposure did not severely alter the population growth compared to the control. Only in one case, i.e., after exposure to 1.5 Gy X-rays, a slightly lower CPD was found toward the end of the culture time.

Next, we determined the amount of cells harboring micronuclei after an extended culture time (Figure 4). To allow for a better comparison, we plotted the mean value (±SD) of all controls over time instead of single data points. As shown in Figure 4, in all irradiated samples, the fraction of HUVEC containing micronuclei was significantly increased 2 days after exposure. For C-ions, the increase was dose dependent. Generally, at the following time points, only small differences between irradiated and sham-irradiated control cultures were found. Yet, exposure to the high doses (0.5 and 0.75 Gy) low and high energy C-ions resulted in an increased fraction of cells containing micronuclei when comparing to the respective controls (not displayed) 21 and 20 days post-irradiation, respectively. These increases are above the range of the mean value of pooled controls from all experiments and its upper SD, as indicated in the graph (Figure 4). Subsequent investigation time points did not reveal significant dose effects compared to the controls. Thus, analysis of the formation of micronuclei provided no evidence for a radiation-induced chromosomal damage in the progeny of irradiated cells.
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FIGURE 4 | Micronuclei formation in cells after extended culture time. Cells were fixed at several time points after exposure (w/o cytochalasin-B), and all cells harboring micronuclei were scored. The error was calculated according to Poisson statistics, and a Fisher’s exact test was performed (n = 1). Only 2 days after exposure, micronuclei formation was found significantly higher compared to the control (mean ± SD). Note that for better visualization, the samples 2 days after exposure to the different radiation types were plotted separated from each other despite stemming from the same time point.



Furthermore, we investigated radiation-induced apoptosis in the descendants of irradiated cells. The morphological analysis of the cell nuclei showed no differences in the fraction of apoptotic cells in irradiated samples compared to the respective controls (data not shown).

Additionally, the putative damage on the MMP was studied by applying the proton-sensitive dye JC-1. In control cultures (n = 4), the proportion of cells with an intact MMP (mainly red-fluorescing cells) amounted to 79 ± 8.4% (mean ± SD) over the whole time interval investigated (data not shown). After exposure to X-rays or C-ions, we found a slight decrease in cells with an intact MMP between 3 and 8 days post-irradiation, partly falling below the value of the lower SD (i.e., about 71%) down to 61% (for 1.5 Gy X-rays and 0.35 Gy C-ions 91 MeV/u, data not shown). To elucidate whether higher doses are required to profoundly impair mitochondrial function in HUVEC cultures within this period of time, we exposed cells to 1.5, 4, and 10 Gy X-rays and analyzed the MMP daily until 10 days after exposure (Figure S2 in Supplementary Material). We found that 2 days after exposure for all three doses applied, the amount of cells exhibiting mainly red fluorescence was lower compared to the respective control and the lower SD of all controls. Three days after irradiation with 1.5 Gy X-rays, the fraction of cells containing mitochondria with mostly intact MMP rose and reached the control level by day 5. For cells exposed to 4 Gy X-rays, recovery started at day 6 and the control value was reached by day 7, whereas the exposure to 10 Gy resulted in a persistently decreased level of cells with an intact MMP over the period investigated. Hence, the dose dependence was expressed rather in the recovery time than in the fraction of cells with intact MMP.

Furthermore, the expression of SA-β-gal was investigated in the progeny of irradiated and non-irradiated HUVEC to assess whether the radiation exposure induced premature senescence. Generally, the fraction of SA-β-gal positive cells raised with an increasing CPD. The proportion was comparable in irradiated samples and the respective controls. Only in one sample, i.e., 6 days after exposure to 0.5 Gy C-ions 9.8 MeV/u, an increased fraction of SA-β-gal positive cells was found and thus may be considered false positive (Figure S3 in Supplementary Material). Altogether, these data indicate that within the dose range investigated neither X-ray nor C-ion exposure induces a premature cellular senescence of HUVEC cultures.

Analysis of Chromosomal Aberrations by the mFISH Technique Revealed Specific Alterations in the Progeny of Non-Irradiated and Irradiated HUVEC Cultures

To verify the observation that the progeny of non-irradiated and irradiated cells do not express an elevated level of cytogenetic damage (Figure 4), we measured chromosome aberrations in all cultures about 9 doublings post-irradiation corresponding to a CPD level of ~22. Additionally, the baseline level of aberrations was determined (CPD level ~13). The analyses were performed by means of the high-resolution mFISH technique. As shown in Figure 5, in non-irradiated HUVEC cultures at CPD ~13 most cells had a normal (2N) karyotype, occasionally the loss of one chromosome was observed. Overall, about 80% of the cells were diploid or hypodiploid. Notably, also tetraploid cells (4N) and a few cells with a hypotetraploid karyotype were registered (in total 20% of the population). Structural aberrations (mainly breaks and translocations) were detected in ~5% of cells analyzed. With increasing CPD, only small changes occurred in two control cultures (C-ion studies), but chromosome 13 appeared to be non-randomly involved. Either it was truncated or one copy was lost. In one control culture (X-ray study), the proportion of cells with a ~2N karyotype was much higher at CPD ~22, i.e., amounted to 97%. Notably, also the number of cells with structural aberrations was highly elevated, i.e., 88/97 ~2N cells and 3/3 ~4N cells were aberrant. In all affected cells, the same aberration, a large truncation of the q-arm of chromosome 13, was observed indicating a clonal origin.
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FIGURE 5 | Analysis of structural chromosome aberrations in HUVEC cultures (non-irradiated and irradiated) by means of the mFISH technique. The fractions of normal and aberrant diploid/hypodiploid cells (referred to as ~2N) and tetraploid/hypotetraploid cells (referred to as ~4N) are given (n = 1). The terms hypodiploidy or tetradiploidy indicate the loss of one or two chromosomes. Cells were analyzed in controls at a CPD level of 13 ± 2 and about 9 population doublings after exposure (CPD ~22).



Chromosome analysis in cells at CPD ~22 (Figure 5) consistently showed that the fraction of ~4N cells was generally higher in the progeny of irradiated cells than in the respective controls culture. Structural aberrations were found in all cultures and were generally translocations (sporadic or clonal) or truncated chromosomes. As observed in the control cultures chromosome 13 was non-randomly involved in aberrations. Likewise, the loss of one or two chromosomes was registered. Again, chromosome 13 was over-represented (Figure 6). A summary of the data is shown in Table S2 in Supplementary Material.


[image: image1]

FIGURE 6 | Typical aberrations detected in HUVEC by means of the mFISH technique. (A) Hypotetraploid cell, one copy of chromosome 13 is lost. (B) Diploid cell, one chromosome is truncated (here: non-irradiated cells, CPD ~22).



Altogether, these data show that in HUVEC chromosome 13 is inherently unstable. Frequently, cells with a lost or truncated chromosome were observed. Based on the number of cells affected (i.e., the clone sizes), the loss or the deletion of a large part of the q-arm of chromosome 13 results in a survival advantage. As these changes are clonal they remain undetected by micronucleus analysis.

DISCUSSION

Epidemiological data demonstrate an increased risk of CVD when the heart and its adjacent blood vessels are exposed to relatively high doses of low-LET radiation as a consequence of radiotherapy, e.g., breast cancer or Hodgkin lymphoma (1, 2, 30). An increased risk of CVD at low or moderate doses of IR is indicated by epidemiological data stemming mainly from atomic bomb survivors or occupationally exposed groups (7, 31). However, the mechanisms leading to CVD after exposure to IR remain to be elucidated. The available data point at damage to the endothelial cells as the initial event in pathogenesis (31). Hence, we chose HUVEC as a model system. This system bears two advantages. First, the umbilical cord provides a cost-effective source of endothelial cells. Second, in several studies, the effect of low LET on HUVEC has already been examined [e.g., Ref. (32, 33)]. Since data on high-LET C-ions are scarce but of great interest owing to the increased use of C-ions in modern radiotherapy (15–17), we analyzed the response of HUVEC after exposure to C-ions with energies relevant for radiotherapy (see Table S1 in Supplementary Material).

Radiation Induces a Dose- and LET-Dependent Damage in HUVEC 24 h Following Exposure

In HUVEC, radiation-induced damage in terms of clonogenic survival was found to depend on both dose and LET (Figure 1). For 91 MeV/u C-ions, an RBE value of 1.5 was obtained, whereas 9.8 MeV/u C-ions resulted in an RBE of 2.4. This is in line with the data reported for other cell lines [e.g., Ref. (34, 35)]. Cell survival of HUVEC after exposure to low-LET radiation was already measured by others (36, 37), but the radiosensitivity of cells used in the present study was much higher. For example, in the present study, a surviving fraction of 10% was reached after exposure to 2 Gy X-rays (Figure 1), whereas 4 and 5 Gy were needed for the same effect in the studies of Manti et al. and Hei et al., respectively. Furthermore, the survival data published by both authors show a shoulder, typically observed after exposure to low-LET photons. By contrast, our X-ray data display no shoulder. Lack of a shoulder points to a higher radiosensitivity and might be caused, for example, by a reduced DNA repair capacity as reported for Ku80-deficient cell lines [e.g., Ref. (34)]. Since HUVEC originate from apparently healthy donors, it is unlikely that the observed difference in the shape of the survival curves is attributable to compromised DNA repair. Yet, one possible explanation is a difference in the cell culture condition. In the present study, a specialized medium for primary endothelial cells was used with 2% serum, while Hei et al. cultured HUVEC in medium with 20% serum. Manti et al. studied also the response of HUVEC after exposure to C-ions with different LET values (13 and 100 keV/μm) and reported a clear dose and LET dependence as found in our study, too. For C-ions with a high LET (100 keV/μm), Manti et al. did not find a shoulder either.

As observed for cell survival, C-ions were more effective than X-rays with respect to the formation of micronuclei in binucleated cells (Figure 2). Analogously, 9.8 MeV/u C-ions were more effective than 91 MeV/u C-ions due to the higher LET. The fraction generally increased with dose, however, after X-ray irradiation, a saturation was found for doses >2 Gy (data not shown). The available data indicate that for 9.8 MeV/u C-ions, the saturation occurred at a much lower dose (>0.5 Gy). Yet, for firm conclusions, measurements have to be performed over a wider range of doses. A dose-dependent increase in the rate of micronuclei in various rat, bovine, or human endothelial cell cultures (38, 39), and a saturation effect for doses around 2 Gy X-rays (38) has been reported by others and is in line with our findings (Figure 2). Since we screened for micronuclei in binucleated cells, the saturation may be correlated with a hampered cell division capacity for higher doses. Furthermore, cytochalasin-B is cytotoxic, thus an increased rate of apoptosis may compete with the formation of binucleated cells, additionally leading to an underestimation of the damage induced by IR.

In contrast to the damage induced as reduced clonogenic survival or micronuclei formation, apoptosis was found to be only slightly higher after exposure, independent from dose or applied radiation quality (Figure 3). A small increase in the fraction of apoptotic cells for HUVEC after exposure to low doses of X-rays is in line with literature (20).

Taken together, radiation does induce damage up to 24 h following exposure that depends both on dose and the LET value. Such damage to endothelial cells may be considered the initial event in the pathogenesis of CVD (31). However, CVD has a long latency period. Therefore, we investigated whether genetic damage persists in cultures and whether other cellular processes implicated in the pathogenesis of CVD were affected up to 46 days after exposure corresponding to 22 population doublings.

Radiation-Induced Damage Does Not Persist

Genomic instability, disrupted mitochondrial function, and accelerated replicative cellular senescence are implicated in pathogenesis of arteriosclerosis (8, 11–14). To address this topic, we assessed micronuclei formation, occurrence of chromosomal aberrations, apoptosis, and changes in the MMP as well as the expression of SA-β-gal in HUVEC cultured up to 22 population doublings after exposure (Figure S1 in Supplementary Material). For follow-up investigations, we focused on low doses up to 0.75 and 1.5 Gy for C-ions and X-rays, respectively, comparable to each other by isosurvival levels.

A dose-dependent effect on the number of cells with micronuclei was still visible at 48 h following exposure (Figure 4). At the later time points, the fraction of cells with micronuclei was similar in irradiated and control cultures indicating that the genomic stability of the cells was not affected by IR. Genomic instability expressed as micronuclei formation is a known consequence of exposure to IR (40). Yet, to the best of our knowledge, no other data sets for endothelial cells cultured for a prolonged time post-irradiation are available for comparison.

Premature senescence is considered as a key cellular stress response resulting, e.g., from DNA damage (41–43). Likewise, data indicate that premature senescence may contribute to the pathogenesis of arteriosclerosis (44, 45). Along this line, we examined the activation of SA-β-gal, a marker of cellular senescence (46) in the progeny of irradiated HUVEC.

Generally, no radiation-induced alterations were found over the time course investigated when compared to controls (Figure S3 in Supplementary Material). Only in one sample (0.5 Gy of 9.8 MeV/u C-ions), an elevated number of SA-β-gal positive cells was found 6 days after exposure that did not persist. Published data for endothelial cells are in contrast to our results. For example, Grossi et al. (47) registered a higher number of SA-β-gal expressing HUVEC several passages after exposure to 1.75 Gy X-rays or 0.5 Gy C-ions (13 keV/μm), i.e., doses comparable to the one in the current study. An increased number of endothelial cells, including HUVEC expressing SA-β-gal, was also observed after exposure to higher doses (2–10 Gy) of X-rays (48–50). Reasons for this different response are still unknown. Yet, studies over an extended culture time consistently showed an increase in the number of SA-β-gal positive endothelial cells with cell age (47, 51, 52). Our data support this finding.

There is evidence that radiation-induced oxidative stress and hampered mitochondrial function (53) play a role in endothelial dysfunction and CVDs (31, 54, 55). For example, in heart tissue, an impairment of mitochondrial proteins related to oxidative phosphorylation (e.g., complex I and III) was demonstrated following exposure to ≤2 Gy X-rays (56). Therefore, we examined the MMP, a key parameter of mitochondrial function. The dye JC-1, whose red fluorescence is directly correlated with the integrity of the MMP (57), was applied (data not shown). We found a slight decrease in the amount of cells containing mainly mitochondria with an intact MMP shortly after exposure (i.e., up to 8 days) independent of the radiation type and dose. Yet, by applying higher doses of X-rays (1.5, 4, and 10 Gy), we recorded an impairment of mitochondrial function in HUVEC that increased with dose (Figure S2 in Supplementary Material). Likewise, a decrease of the MMP following staining with JC-1 or other fluorescent dyes after high doses of X-rays (≤10 Gy) was reported for other cell lines (58–60).

A stress-triggered decrease of the MMP may be related to the onset of apoptosis via cytochrome c release and subsequent signaling pathways (61). In this context, our findings collectively provide no evidence for a delayed radiation-induced apoptosis in HUVEC.

Interestingly, the number of structural and numerical chromosomal aberrations increased with culture time in the progeny of unirradiated and irradiated cells. Consistently, chromosome 13 was involved. While, to the best of our knowledge, truncation of chromosome 13 in HUVEC has not yet been described, its loss has already been reported by others (51, 62, 63) and was accompanied by a growth advantage, i.e., leading to clonal expansion. Our data show that not only the complete deletion of chromosome 13 but also a deletion of a large part of the q-arm of chromosome 13 confers a growth advantage to the affected cells. Noteworthy, the q-arm of chromosome 13 harbors the Rb gene, encoding for the Rb protein, a well-known tumor suppressor and regulator of the cell cycle (64) that may account for an enhanced replication. As the number of cells with cytogenetic changes increased with time in irradiated cultures and the respective controls in a similar way, it is reasonable to assume that these cytogenetic changes are a feature of aging HUVEC that is barely affected by IR within the dose range examined (0.5–1.5 Gy). Moreover, our data revealed considerable inter-experimental differences in the number and types of aberrations in HUVEC cultures at CPD level 22 (see Figure 4; Table S2 in Supplementary Material). Pronounced inter-experimental differences in the aberration yield were also reported for other cell types, e.g., human foreskin fibroblasts and skin fibroblasts, subcultured up to CPD level 50 (41). Reasons underlying this phenomenon remain to be elucidated.

Taken together, our data point to a radiosensitivity for HUVEC directly after exposure to radiation, i.e., mainly by cell killing and even low or moderate doses as used in this study result in a reduced cellular survival. This is important if endothelial cell damage is taken into account as the initial step in the pathogenesis of arteriosclerosis (31). It was hypothesized that endothelial cell damage may trigger pro-inflammatory signals, which finally results in the enhanced formation of arteriosclerotic lesions [e.g., Ref. (6, 31)]. Yet, the link between radiation-induced damage and pro-inflammatory signaling remains poorly understood and requires further investigation. Since we found C-ions LET dependently more effective (RBE of 1.5 and 2.4 for 91 and 9.8 MeV/u C-ions, respectively) than X-rays, our results demonstrate the need of further studies in order to better estimate a putative risk of high-LET radiation.
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Charged particles, such as carbon ions, bear the promise of a more effective cancer therapy. In human spaceflight, exposure to charged particles represents an important risk factor for chronic and late effects such as cancer. Biological effects elicited by charged particle exposure depend on their characteristics, e.g., on linear energy transfer (LET). For diverse outcomes (cell death, mutation, transformation, and cell-cycle arrest), an LET dependency of the effect size was observed. These outcomes result from activation of a complex network of signaling pathways in the DNA damage response, which result in cell-protective (DNA repair and cell-cycle arrest) or cell-destructive (cell death) reactions. Triggering of these pathways converges among others in the activation of transcription factors, such as p53, nuclear factor κB (NF-κB), activated protein 1 (AP-1), nuclear erythroid-derived 2-related factor 2 (Nrf2), and cAMP responsive element binding protein (CREB). Depending on dose, radiation quality, and tissue, p53 induces apoptosis or cell-cycle arrest. In low LET radiation therapy, p53 mutations are often associated with therapy resistance, while the outcome of carbon ion therapy seems to be independent of the tumor’s p53 status. NF-κB is a central transcription factor in the immune system and exhibits pro-survival effects. Both p53 and NF-κB are activated after ionizing radiation exposure in an ataxia telangiectasia mutated (ATM)-dependent manner. The NF-κB activation was shown to strongly depend on charged particles’ LET, with a maximal activation in the LET range of 90–300 keV/μm. AP-1 controls proliferation, senescence, differentiation, and apoptosis. Nrf2 can induce cellular antioxidant defense systems, CREB might also be involved in survival responses. The extent of activation of these transcription factors by charged particles and their interaction in the cellular radiation response greatly influences the destiny of the irradiated and also neighboring cells in the bystander effect.
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INTRODUCTION

Understanding the cellular radiation response is an essential prerequisite for improving cancer radiotherapy, including carbon ion therapy. The same holds true for the risk assessment of astronauts’ and for effective countermeasure development.

Radiotherapy of cancer with protons and carbon ions profits from a more precise dose deposition with charged particle beams in the tumor and in the case of carbon ions, also a higher biological effectiveness in cell killing compared to conventional radiotherapy. There are hints that with carbon ions, cell killing is less dependent on factors such as oxygen concentration and alterations in cellular signaling pathways such as the p53 pathway.

Astronauts on exploration missions are subjected to not only greater amounts of natural radiation in space than they receive on Earth but also to a differing radiation quality, which can result in immediate and long-term risks. Besides protons and α-particles, heavier nuclei are part of the radiation field encountered in space. Heavy ions represent an important part of galactic cosmic rays because of their high biological effectiveness (1).

The radiation quality of energetic ions, including protons, α-particles, and heavy ions, is usually characterized by the linear energy transfer (LET) in matter which is a measure of the average energy transferred when an ionizing particle passes through matter and loses energy (2). Indirectly, it gives information about the ionization density along the particle track.

In the cellular response to radiation, several sensors detect the induced DNA damage and trigger signal transduction pathways, resulting in cell death or survival with or without mutations (3, 4). The activation of several signal transduction pathways by ionizing radiation (IR) results in altered expression of series of target genes. The promoters or enhancers of these genes may contain binding sites for one or more transcription factors, and a specific transcription factor can influence the transcription of multiple genes. A meta-analysis revealed that two p53-dependent genes, GADD45 (especially GADD45α) and CDKN1A, and genes associated with the NER pathway (e.g., XPC) are consistently upregulated by IR exposure (5). Importantly, the transcribed subset of target genes is critical for the decision between resuming normal function after cell-cycle arrest and DNA repair, entering senescence, or proceeding through apoptosis in cases of severe DNA damage (5) and thereby for the cellular destiny and for the outcome of cancer radiotherapy. The changes in gene expression induced by IR via transcription factors depend on dose, dose rate, time after irradiation, radiation quality, cell type, inherited or accumulated mutations in signaling pathways, cell-cycle phase, and possibly on other factors (Table 1). Twelve years ago, the transcription factors to be activated after exposure to clinically relevant doses of IR were summarized, resulting in the short list of p53, nuclear factor κB (NF-κB), and the specificity protein 1 (SP1)-related retinoblastoma control proteins (RCPs) (6). In this review, the role of transcription factors in the cellular response to IR is summarized with a special focus on charged particles as far as data are available.

TABLE 1 | Transcription factor activation by ionizing radiation.
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p53

The transcription factor TP53 (p53) was first described in 1979 (7), and many names have been attributed to the factor that belongs to the class of tumor suppressor genes. The transcription factor was called “an acrobat in tumorigenesis” (8), the “good and bad cop” (9), a “death star” (10), and even the “guardian of the genome” (11). p53 is involved in the regulation of cellular survival, immune responses, and inflammation, resulting in eminent importance in cancerogenesis and inflammation. Nowadays, it is known that defects in p53 are directly or indirectly involved in the majority (>50%) of human cancers as described by the International Cancer Genome Consortium (ICGC).

The human p53 gene is located on the short arm of chromosome 17 (17p13) and the protein size is 393 amino acids (~43 kDa). It is composed of several domains: the N-terminus contains a transactivation domain for downstream gene activation (1–43). A proline rich domain follows that mediates the response to DNA damage through apoptosis (58–101). The DNA-binding region or domain (DBD) is next (102–292) followed by an oligomerization domain (320–355) that interacts with other p53 monomers (p53 is capable of tetramerize). The C-terminus (356–393) is leucine rich and contains three putative nuclear localization signals (NLS) and so-called nuclear export signals (NES). It is postulated that when oligomerization occurs, NES are masked and p53 is retained in the nucleus. The DBD is the core domain, and it is composed of a variety of structural motifs. Single mutations within this domain can cause a major conformational change. There are in total 12 isoforms of p53 in humans discovered until now (12).

p53 has been recognized as an important checkpoint protein in the DNA damage response (DDR), which transcriptionally controls target genes involved in multiple response pathways that are as diverse as cell-cycle arrest and survival or death by apoptosis (13). It is thereby important for explaining the diversity of cellular responses to IR exposure. p53 has a short half-life and is stabilized in response to a variety of cellular stresses after phosphorylation by ataxia telangiectasia mutated (ATM) (13). After exposure to IR, phosphorylation of the serine residues 15 and 20 on p53 by checkpoint kinase 2 (CHK2) reduces its binding to MDM2, which in its bound state targets p53 for degradation by the proteasome pathway (Figure 1). Thus, dissociation of p53 from MDM2 prolongs the half-life of p53 (14). Other proteins, such as Pin 1, Parc, and p300, and p300/CBP-associated factor (PCAF) histone acetyltransferases regulate the transactivation activity of p53 (13). For efficient repair, especially in non-dividing cells, cellular levels of deoxyribonucleotides are increased during the DDR by p53-dependent transcriptional induction of the ribonucleotide reductase RRM2B (p53R2) (15).


[image: image1]

FIGURE 1 | The p53 pathway. p53 is under normal conditions inactivated by murine double minute 2 (MDM2). When, e.g., DNA damage occurs, p53 dissociates from its regulatory MDM2 complex by various pathways. In this active state, phosphorylated p53 will induce a cell-cycle arrest to permit either repair and therefore survival of the cell or induce apoptosis to eliminate a damaged cell.



It is accepted that the severity of DNA damage is the critical factor in directing the signaling cascade toward reversible cell-cycle arrest or apoptosis (13, 15). As part of the signaling cascade, the abundance of p53 protein, specific posttranslational modifications, and its interaction with downstream effectors, such as GADD45α or p21, may be responsible for directing the cellular response at this decision point (14).

Recently, Gudkov and Komarova (16) proposed that after total body irradiation (TBI) of mice severe damage occurs in tissues prone to p53-dependent apoptosis [the apoptosis response of p53 after X-irradiation was already shown in murine experiments 1996 by Norimura et al. (17)], such as the hematopoietic system, hair follicles, and oligodendroblasts in the spinal cord. Other tissues, such as the vascular endothelial cells (ECs) of the small intestine react to p53 activation by cell-cycle arrest and activation of DNA repair (16). Connective tissues and epithelial cells usually respond with growth arrest to p53 activation (16). The authors conclude from animal models that p53 is the key component of the toxicity of IR or radiomimetic (DNA damaging) drugs. It thereby contributes to the hematopoietic component of the acute radiation syndrome and leads to severe adverse effects of cancer treatment (16).

p53-dependent GADD45α upregulation may play a role in apoptosis by activating the c-Jun N-terminal kinase (JNK) and/or p38 mitogen-activated protein kinase (MAPK) signaling pathways (18). Besides GADD45α, p53 regulates the expression of other proteins involved in apoptosis, including membrane-bound proteins, such as Fas/CD95, TP53 apoptosis effector related to PMP22 (PERP), and KILLER/DR5, cytoplasm-localized proteins, such as p53-inducible death domain-containing protein (PIDD) and PIGs, and mitochondrial proteins, such as BAX, NOXA, PUMA, p53Aip1, and BID (13, 14). The induction of these pro-apoptotic genes seems to be tissue specific (13). p53 also directly interacts with BAX, BCL-XL, and BCL-2 at the mitochondrial membrane (14).

So far, p53 plays a crucial role in the cellular radiation response. In future, the treatment of patients suffering from cancer will be personalized; this means that the combination of cytostatic agents and radiotherapy has to be individualized also depending on the tissue affected. For colorectal carcinoma cell lines, many tests are being performed with distinct agents where, e.g., gemcitabine, paclitaxel, or irinotecan are used in order to optimize the treatment results in combination with carbon ions. It has been already shown that after C-12 ion irradiation in cells lacking p53, paclitaxel and gemcitabine were very effective as well as irinotecan on p53 wild-type (wt) cells (19). Nevertheless, a problem with targeting the p53 pathway as a helping tool in cancer therapy by activation and thereby unleashing the protective attitudes of this pathway is that in hematological malignancies there is a low incidence of p53 mutations. Here, maybe MDM2 proteins can be addressed.

The bystander effect is a field that still needs to be understood and where experiments and the effects of a possible p53 response are barely recognized. First observations though, show that in mammalian cells lacking p53 in comparison to wt p53, the cells respond upon heavy ion exposure in the already known ways when directly irradiated (20). This fact is also to be taken into consideration when irradiation of patients is to be performed even though it does not play a major role, since the main goal is still targeting and eliminating the malignant tumors in an efficient manner.

The tyrosine kinase c-abl is a functional analogous to p53 in regulation of programmed cell death and DNA repair (21) interacting with p53 indirectly through modification of upstream regulators [homeodomain-interacting protein kinase 2 (HIPK2)] (22). C-abl is the ubiquitously expressed product of the cellular homolog of the transforming gene of Abelson murine leukemia virus (v-abl) shuttling between cytoplasm and nucleus of the cell (21, 23). Cytoplasmic c-abl is assumed to function in association with the F-actin cytoskeleton while nuclear c-abl participates in cell-cycle regulation, DDR, and apoptosis (23). Sparsely ionizing leads to an activation of c-abl (21, 24, 25) via phosphorylation by ATM at Ser-465 (26) and by DNA-dependent protein kinase (DNA-PK) (21, 23). It can function as a negative regulator of DNA repair progression, inhibiting DSB re-joining and downregulating γH2AX, decreasing the recruitment of DNA repair factors to the damage site (21), or c-abl can phosphorylate DNA PK and Rad51 to abolish their binding to DNA, thereby impeding their function (21, 25). It can also promote apoptosis with a direct influence on the p73-dependent DDR by phosphorylating the YES-associated protein (YAP). Upon phosphorylation, YAP acts together with p73 on pro-apoptotic gene targets (Figure 2) (21, 22).
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FIGURE 2 | Activation of the transcription factors CREB, AP-1, SP1, p73, and YAP upon irradiation ionizing radiation (IR) can activate protein kinase A (PKA) and B (PKB) as well as ERK/MAPK in the cytoplasm. Exposure to IR can produce reactive oxygen species (ROS) in the cytoplasm and nucleus and DNA double-strand breaks (DNA DSB) in the nucleus. PKA/PKB, ERK/MAPK, and ATM can phosphorylate CREB, which then translocates into the nucleus to bind CRE elements in order to express pro-survival proteins. ATM and DNA-PK can phosphorylate c-abl, which in turn phosphorylates YAP. Phosphorylated YAP acts together with p73 to stimulate expression of pro-apoptotic genes. ATM and DNA-PK can further induce Sp1, which can act pro-apoptotic by inducing p53 or pro-survival by regulating the DNA damage response and inducing DNA repair. IR-induced ROS can activate JNK to phosphorylate the AP-1 complex, thereby initiating DNA binding to TRE genes. Expression of TRE genes leads to induction of DNA repair and promotion of cell-cycle progression.



In response to densely IR, c-abl has been surmised to partake in a p53-independent induction of apoptosis. In the model described, c-abl activates caspase 9 via phosphorylation at Tyr 153, initiating the cleavage of caspase 3 as a point of no return in apoptosis induction (27).

In summary, a potential role in the cellular radiation response can be attributed to c-abl as mediator of apoptosis and coordinator of DNA repair. Albeit greater focus on densely IR, such as carbon therapy, has to be introduced to fully conclude its role for this radiation quality.

NUCLEAR FACTOR κB

Although several genes induced by IR are p53-regulated, the majority are p53-independent (28–31), with the transcription factor NF-κB playing a contributing role (29, 31).

NF-κB/Rel proteins comprise a family of structurally related eukaryotic transcription factors that are involved in the control of a large number of cellular and organismal processes, such as immune system development and performance, inflammation, developmental processes, cellular growth, and apoptosis (32–35). Homo- or heterodimers of NF-κB1 (p50/p105), NF-κB2 (p52/p100), RelA (p65), RelB, or c-Rel (Figure 3) can be activated in response to hundreds of agents (36–38) and thereby modulate environment-induced gene expression. Besides immune modulating agents and pathogen-derived agents (lipopolysaccharides), a variety of other cellular stress factors are able to induce this pathway, such as cytokines, phorbol esters, viruses, ultraviolet (UV) radiation, reactive oxygen species (ROS), necrotic cell products, growth factor depletion, hypoxia, heat shock, and IR (38–41).
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FIGURE 3 | The members of the NF-κB family. (A) NF-κB subunits each contain a Rel homology domain (RHD) for dimerization and DNA binding. p65 (RelA), c-Rel, and RelB bear transcriptional activation domains (TAD). (B) The 5 NF-κB monomers can associate to 15 potential dimers. Of these, nine can bind DNA and activate gene transcription (light gray), three (the p50 or p52 only containing dimers) bind DNA but do not activate transcription (medium gray), and three do not bind DNA (dark gray). Adapted from O’Dea and Hoffmann (43).



In the inactive state, NF-κB is retained in the cytoplasm by the inhibitory IκB proteins (Figure 4), which controls nuclear translocation of NF-κB by masking its NLS (42, 43). IκB proteins bind through their ankyrin repeat domain (ARD) to NF-κB. In their free state, IκB proteins are unstable and rapidly degraded, while binding to NF-κB strongly increases their stability (43). The three (NFκBIA, NFκBIB, and NFκBIE) genes code for the canonical IκB proteins, IκBα, IκBβ, and IκB[image: image1] (Figure 4) (43). The p50:p65 heterodimer is mainly bound by IκBα. p105 and p100 proteins, which are involved in the alternative NF-κB pathway, contain the inhibitory part already in their C-terminal region in addition to the NF-κB part in the N-terminal half. Two novel IκBs (IκBζ and BCL-3) were described. BCL-3 is a non-inhibiting IκB family member that acts as transcriptional co-activator for p50:p50 and p52:p52 homodimers (44). Further novel atypical IκB proteins were recently reviewed by Arnemann et al. (45).
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FIGURE 4 | The members of the inhibitor of NF-κB (IκB) family. IκB proteins contain ankyrin repeat domains (ARDs) and signal response domains (SRDs) and are degraded in response to different signals (BCR, B-cell receptor; TCR, T-cell receptor; LPS, lipopolysaccharide; LT-β, lymphotoxin-β; BAFF, B-cell-activating factor; RANKL, receptor activator of NF-κB ligand). The ARDs on p105 and p100 (which are proteolytically processed to p50 and p52 NF-κB monomers, respectively) can act to self-inhibit p50 and p52. p100 can also form a multimeric complex in which it can inhibit other latent NF-κB dimers. Adapted from O’Dea and Hoffmann (43).



Upon activation, IκBα can be degraded by several proteases (46) and the released NF-κB translocates to the nucleus and binds to κB or κB-like DNA motifs [NF-κB response elements, NREs with the consensus sequence GGGRNNN(N)YCC]1 initiating gene transcription. NREs have been identified in the promoter or enhancer regions of more than 200 genes, including a number of IκBs, growth factors, proinflammatory cytokines (TNF-α, IL-1, IL-6) and enzymes (cyclooxygenase-2, COX-2), chemokines (IL-8/CXCL8; monocyte chemotactic cytokine 1, MCP-1/CCL2), angiogenic factors (vascular endothelial growth factor, VEGF), degradative enzymes (matrix metalloproteinases, MMPs), and adhesion molecules (intercellular adhesion molecule-1, ICAM-1; vascular cell adhesion molecule-1, VCAM-1; E-selectin). These target genes are involved in inflammation, innate immune responses, angiogenesis, tumor progression, and metastasis in various cancers and fibrosis (39, 44, 47, 48). NF-κB regulated expression of cytokines and extracellular matrix proteases after heavy ion exposure might contribute to extracellular matrix remodeling (49). Activation of NF-κB by high radiation doses (1–10 Gy) could contribute to the inflammatory response observed, e.g., in the developing brain after radiation exposure (50).

In addition, NF-κB also regulates the expression of many genes whose products are involved in the control of cell proliferation and cell death (51). In a cell culture model, it has been found that ATM plays a role in sustained activation of NF-κB in response to DNA DSB (52, 53), probably by its PI-3-kinase-like activity (54). Activation of the NF-κB pathway does not only protect cells from apoptosis after treatment with various genotoxic agents via expression of anti-apoptotic proteins, such as Bcl-2, GADD45β, TRAF-1, TRAF-2, cIAP-1, and cIAP-2 (55), but also gives transformed cells a growth and survival advantage and further renders tumor cells therapy resistant (56). NF-κB acts also as a transcriptional enhancer for the protective enzyme manganese superoxide dismutase (Mn-SOD) and might thereby contribute to therapy resistance. NF-κB also enhances the expression of degradative enzymes supporting the idea that it makes a major contribution to tumor progression and metastasis in various cancers (48). Therefore, NF-κB was identified quite early as potential target of innovative cancer therapies (57). Due to this anti-apoptotic effects NF-κB activation, it is an important stress response that may modulate the outcome of chemotherapy- and radiotherapy-induced toxicity.

For cells of the immune system, a misdirection of the NF-κB correlated process that normally creates immunoglobulin diversity might result in increased survivability of cells with oncogenic chromosomal translocations that prevent apoptosis and promote proliferation of pre-malignant cells. Constitutive activity of NF-κB or its over-expression has been reported for many human cancer cells (including breast cancer, colon cancer, prostate cancer, and lymphoid cancers) and can cause malignant changes in lymphoid cells in tissue culture.

NF-κB–Rel complexes can be activated and be functional in three different subpathways in different cells and tissues: the canonical or classical pathway, the alternative or non-canonical pathway, and the genotoxic stress-induced pathway (58–60).

In the canonical or classical pathway, the signals for activation of NF-κB are generated by cytokines, e.g., TNF-α or IL-1, by growth factors, by ligands of toll-like receptors (TLRs) or by antigens, which bind to the T-cell receptor (TCR) or the B-cell receptor (BCR). The NF-κB is mostly composed of p50:p65 and p50:c-Rel dimers.

A central event in the pattern of NF-κB complex activation (Figure 5) is the activation of IκB kinase (IKK). This is achieved via a complex pathway involving several adaptor proteins, ubiquitin ligases, binding proteins, and kinases, such as receptor-interacting protein 1 (RIP1) and TNF-R-associated factor 2, 5, or 6 (TRAF2/5/6) (43, 44, 58–60), resulting in activation of IKK kinases (IKK-K). These kinases are responsible for phosphorylation of IKK and might be TGF-β-activated protein kinase 1 (TAK1) or MAPK kinase kinase 3 (MEKK3) after stimulation with TNF-α (44). The exact contribution of different kinases to IKK activation is not completely known, and redundancy in function may occur.
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FIGURE 5 | The canonical or classical NF-κB pathway. The binding of TNF-α to TNF-R leads to a rapid recruitment of TRADD, RIP1, TRAF2, TRAF5, c-IAP1, and c-IAP2. Formation of this complex triggers TRAF2/5 and c-IAP1/2 to catalyze polyubiquitination of RIP1 and autoubiquitination of TRAF2 and/or c-IAP1 (not shown). Modified RIP1 then recruits the TAK1/TAB1/TAB2 (only TAK1 shown) and IKKα/IKKβ/NEMO complexes, leading to TAK1 activation and TAK1-mediated activation of IKKβ. Upon IL-1 stimulation of IL-1R, proteins, such as MyD88, Tollip, IRAK-1, and IRAK-4, are recruited, leading to IRAK1/4-dependent binding of TRAF6 and Pellino. TRAF6 then undergoes autoubiquitination, whereas Pellino catalyzes IRAK1 ubiquitination. Ubiquitinated TRAF6 in turn serves as a platform to recruit the TAK1/TAB1/TAB2 complex, resulting in TAK1 activation and finally IKKβ activation. TLR signaling can be MyD88 dependent or independent through TRAM, TRIF, and RIP. Activated IKK then phosphorylates IκBα, resulting in its ubiquitination and degradation. This IκBα degradation allows p50:p65 dimer to translocate to the nucleus and activate the expression of genes involved in inflammation, innate immunity, and cell survival. Ultraviolet (UV) irradiation reduces IκB levels via activation of GCN2 or PERK, which phosphorylate the initiation factor elF2α, and via casein kinase 2 (CK2) and thymidine kinase (TK). Phosphorylated elF2α blocks IκB synthesis. The BCR and TCR are expressed by B- and T-lymphocytes and do not act one the same cell. Adapted from O’Dea and Hoffmann (43) and Habelhah (44).



The IKK complex is composed of the two catalytic subunits, IKKα and IKKβ,2 and the regulatory subunit, IKKγ/NF-κB essential modulator (NEMO) (43). The activated IKK phosphorylates IκB at the serine residues 32 and 36 in the signal responsive domain and thereby targets IκB for ubiquitination (61). Phosphorylated IκB is polyubiquitinylated by the E3 ubiquitin ligase containing β-TrCP and subsequently degraded by the 26S proteasome (43, 58, 59). Alternatively, IκB can be phosphorylated at tyrosine 42, which has the potential to connect NF-κB directly to membrane receptor-associated tyrosine kinases (62).

Receptor signaling as described above in the canonical pathway is often dependent on the synthesis of autocrine factors, such as cytokines (64).

In response to TNF-α, IκBα is rapidly degraded, followed by NF-κB-dependent resynthesis. Persisting stimulation by binding of TNF-α to its receptor (TNF-R) results in cycles of IκBα degradation and resynthesis (43). After TNF-α stimulation, the deubiquitinases A20 (or TNF-α-induced protein 3, TNFAIP3) or CYLD (gene mutated in familial Cylindromatosis)3 limit NF-κB activation (44, 65).

Activation of NF-κB after antigen binding to the TCR or BCR is mediated via activation of a phospholipase, which produces diacylglycerol, the activator of protein kinases C (PKC). PKC phosphorylates caspase recruitment domain 11 (CARD11), which then recruits other adaptor proteins – BCL-10 and MALT1 forming the CBM complex4 with CARD11 in B-cells – leading finally to phosphorylation of IKKβ and ubiquitination of NEMO (Figure 5). The activated IKK complex phosphorylates IκB, leading to its degradation, as described above (65).

The alternative or non-canonical pathway is involved in non-inflammatory signaling, e.g., in lymph node development and osteoclastogenesis (43). It starts at membrane receptors of the TNF-R superfamily with binding of B-cell activation factor (BAFF), lymphotoxin β (LTβ), CD40 ligand (CD40L), or receptor activator of NF-κB ligand (RANKL) (Figure 6). BAFF is critical for B-cell survival. LTβ is involved in lymph node development. CD40L has functions in the adaptive immune response, such as B-cell proliferation and differentiation, and immunoglobulin isotype switching. RANKL is essential for osteoclast differentiation from monocytes. Receptor–ligand binding results in activation of the IKKα-containing kinase complex by NF-κB-inducing kinase (NIK) and sometimes of the canonical IKKβ-containing complex (43, 44). TRAF2, c-IAP1, and c-IAP2 negatively regulate NIK via ubiquitination- and proteasome-dependent degradation (43). In unstimulated cells, NIK is marked for degradation by the TRAF2/c-IAP1/2 complex. After receptor binding, NIK is stabilized and forms trimers that activate the IKKα complex.
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FIGURE 6 | The non-canonical or alternative NF-κB pathway. In unstimulated cells, TRAF3 constitutively recruits NIK to the TRAF2–c-IAP1/2 complex, promoting c-IAP1/2-mediated K48-ubiquitination and degradation of NIK. Ligation of CD40 by CD40L leads to recruitment of the TRAF3–TRAF2–c-IAP1/2 complex to the receptor, where TRAF2 catalyzes polyubiquitination of c-IAP1/2. It thereby promotes ubiquitin E3 ligase activity of c-IAP1/2 toward TRAF3, leading to proteasomal degradation of the latter. As a result, NIK can no longer be recruited to the TRAF2–c-IAP1/2 complex. This leads to stabilization and accumulation of newly synthesized NIK and its activation presumably via autophosphorylation, resulting in activation of the IKKα homodimer. Activated IKKα then phosphorylates p100, leading to proteasome-mediated processing of p100 to p52. The p52:RelB heterodimer then translocates to the nucleus and regulates transcription of target genes. CD40L promotes antibody isotype switching in mature B-cells, RANKL initiates osteoclastogenesis from precursor cells, BAFF induces immune cell survival and proliferation of B-cells, and LT-β regulates lymph node development. The receptors represented here on one cell are therefore restricted to distinct cell types and usually do not act in parallel. Adapted from O’Dea and Hoffmann (43) and Habelhah (44).



In the alternative pathway, inactive NF-κB consists of a p100:RelB heterodimer. p100 in the p100:RelB complex is phosphorylated by the activated IKKα, which results in polyubiquitination of p100 and proteolytic degradation of the NF-κB-inhibiting C-terminal region of p100, releasing p52 (43). The resulting p52:RelB dimer translocates to the nucleus where it initiates transcription of genes involved in lymphoid organogenesis, immune cell survival, proliferation and maturation, and osteoclastogenesis (44). It results in low level nuclear translocation of NF-κB for hours or days (43).

Several cross-talk mechanisms of inflammatory and developmental NF-κB signaling via the canonical and the alternative pathway were described (43). For example, developmental signals can also activate canonical p50:p65 dimers bound to a dimer of p100 (called IκBδ) (43). The activated NIK as part of the alternative pathway may amplify canonical IKK activation (43). CD40L can activate the canonical and the alternative NF-κB pathway (65).

Recently, a role for RelB was suggested in the therapy resistance of prostate cancer, which was explained by RelB-dependent induction of MnSOD (67).

DNA DSB in the cell nucleus can activate the genotoxin-induced pathway (68). Early studies supposed DNA-PK (69), PI3K, and MAPK (64) as mediators of radiation-induced NF-κB activation. In a cell culture model, it has been found that ATM plays a role in sustained activation of NF-κB in response to DNA DSB (52, 53), probably by its PI-3-kinase-like activity (54). Activation of NF-κB via this pathway after exposure to IR was described in detail in a recent review (70). Briefly, DNA damage initiates the SUMOylation of NEMO by the sumo ligase PIASy in a complex with PIDD and RIP1, fostering NEMO’s localization in the nucleus (43). This nuclear SUMOylated NEMO associates with ATM with the result of monoubiquitination of NEMO, which is the signal for its cytoplasmic export (43). SUMOylated NEMO in complex with ATM therefore represents the long searched nuclear to cytoplasmic shuttle of the NF-κB activating signal (68). The protein ELKS binds to the cytoplasmic ATM–NEMO complex, enabling ATM-dependent activation of the canonical IKK complex (43). As described for the canonical pathway, IKK activation leads to IκBα degradation and NF-κB activation. The canonical p50:p65 heterodimer initiates gene transcription in the nucleus.

The role of the NF-κB pathway in cellular radiosensitivity was addressed by several studies (6). In a human ovarian cancer cell line, a human breast cancer cell line, and a murine melanoma cell line, radiation-activated NF-κB protected the cells from radiation-induced apoptosis (71). Inhibition of NF-κB activity can be achieved by overexpression of dominant-negative, phosphorylation-defective IκB. This has been reported to enhance the radiosensitivity of human fibrosarcoma cells (72), xenografted fibrosarcomas in mice (73) and human brain tumor cells (61, 74, 75), and to influence X-ray-induced mutations and apoptosis in human malignant glioma cells (76). For low LET radiation, NF-κB inhibition increased radiosensitivity of many cancer cells (6).

As activation of the NF-κB pathway is supposed to play a role in the negative regulation of both death receptor- and stress-induced apoptosis (44), survival of cells with residual DNA damage might thus be favored. Also, NF-κB’s role in the deregulation of inflammatory responses contributes to its tumor-promoting and progression-favoring characteristics (44).

Constitutive NF-κB activation is often found in human cancers, e.g., breast, thyroid, bladder, and colon cancer (56, 77–80). It is thought to be important for maintaining survival of the cancer cells and for angiogenesis or chemoresistance (43, 81). The mechanisms that lead to constitutively activated NF-κB (82) and its critical role in tumor progression are currently only partly understood for some tumors. Mutations of the NFKBIA gene, which encodes IκBα or alterations of its expression level, might be an explanation for the increased NF-κB activity in tumors. In a recent study analyzing 790 human glioblastomas, deletion or low expression of NFKBIA was associated with unfavorable outcomes (83), possibly resulting from uncontrolled NF-κB activity. In 37.5% of patients with Hodgkin lymphoma, mutations in the NFKBIA gene in the tumor cells were detected (84). Lake et al. (85) found NFKBIA mutations in 3 of 20 Hodgkin lymphoma patients (15%). In addition, a NFKBIA polymorphism (A to G variation, rs696 in the 3′ UTR)5 was associated with colorectal cancer risk and poor treatment prognosis (86). In human adult T-cell leukemia or lymphoma associated with human T-cell leukemia virus type I, activation of the NF-κB pathway by the virus protein Tax via the canonical and the alternative pathway seems to be involved in the transformation process (47). Another mechanism of constitutive NF-κB activation was described in malignant melanoma cells: an elevated endogenous ROS production resulted in constitutive NF-κB translocation to the nucleus (87).

NUCLEAR ERYTHROID-DERIVED 2-RELATED FACTOR 2

Nuclear erythroid-derived 2 (NF-E2)-related factor 2 (Nrf2) that binds the antioxidant DNA response element (ARE) to induce cellular antioxidant defense systems was shown to be activated 5 days after irradiation (88). Nrf2 was identified in studies investigating the activation of detoxifying enzymes in the presence of electrophilic chemicals, such as ROS. It belongs to the cap “n” collar (CNC) family of basic leucine zipper (bZIP) transcription factors. In vertebrates, they include the p45–NF-E2 factors and the NF-E2-related factors Nrf1, Nrf2, and Nrf3. In fact, Nrf2 was first identified as a homolog of NF-E2 and was found to interact with NF-E2-binding sites (89). The natural repressor protein of Nrf2 is Kelch-like associated ECH-associated protein 1 (Keap1), also called inhibitor of Nrf2 (INrf2).

Whereas NF-E2 was found in erythroid cells, Nrf1 and Nrf2 expression was observed in many tissues (90). In humans, the Nrf2 gene is located on chromosome 2q31 and in mice on chromosome 2. Target genes of Nrf2 contain a specific binding region, the ARE or electrophilic response element (EpRE). The ARE consensus sequence is TGA(G/C)NNNGC (89). Target genes of Nrf2 include detoxifying enzymes and antioxidative enzymes, such as glutathione-S-transferase, superoxide dismutase (SOD), or NADPH reductase.

The Nrf2 gene consists of five exons and four introns and its promoter region contains two ARE sequences, indicating that Nrf2 controls to some extent its own expression. ARE regions are also found in the promoter regions of Keap1 and the small Maf protein MafG (91–93). The presence of an ARE sequence in the Keap1 gene suggests an auto-regulatory feedback loop between Nrf2 and Keap1 (93).

The Nrf2 protein consists of 605 amino acids in humans and 597 amino acids in mice (90, 94), and is subdivided into six domains, which are evolutionary highly conserved and are termed Nrf2–ECH homology domains, abbreviated Neh1–6. They play important roles in binding to DNA, activation and inactivation of Nrf2. Protein structure, genetics regulation, and history of discovery of Nrf2 are summarized in the in-depth reviews of Baird and Dinova-Kostova (94), Ramkissoon et al. (90), and Morita and Motohashi (89). Baird and Dinova-Kostova discuss several possible activation and regulation mechanisms of Nrf2, i.e., the sequester and release model, which was used in Figure 7, the “dissociation of Keap1 and Cullin 3 model,” the “hinge and latch model,” the “Keap1 nucleocytoplasmic shuttling model,” and the “ubiquitination of Keap1 model,” as well as some evidence suggesting that Nrf2 directly senses stressors (94). In this review, the “sequester and release model” will be featured (Figure 7), but it should be mentioned that it is a significant simplification of the actual mechanism underlying Nrf2 regulation within cells. What is most important from a radiation biological point of view about Nrf2 and its repressor Keap1, it is the fact that the Nrf2–ARE pathway is redox sensitive. IR induces the formation of free radicals, mainly due to radiolysis of water molecules within cells.
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FIGURE 7 | The Nrf2–ARE pathway. Nrf2 is sequestered in the cytoplasm by Keap1 and targeted for ubiquitination by Cullin 3 and proteasomal degradation. Under conditions of oxidative stress or by chemical activators the thiol groups of cysteine residues of Keap1 are oxidized. This leads to the formation of disulfide bridges, which changes the conformation of Keap1 which is unable to bind Nrf2 now. Nrf2 is no released from Keap1 and translocates to the nucleus by forming heterodimers with sMaf proteins. In the nucleus, the Nrf2–sMaf complex binds to antioxidant responsive element (ARE) sequence in the promoter region of Nrf2 target genes, leading to the expression of antioxidative enzymes, such as heme oxygenase, superoxide dismutase, and glutathione-S-transferase.



Reactive oxygen species form adducts with DNA, proteins, carbohydrates, and lipids. Cells are naturally exposed to ROS due to metabolic processes and by other environmental cues. Cells possess different defense mechanisms to maintain their redox equilibrium by increasing the expression of antioxidative enzymes. The activity of Nrf2 depends on the ROS level within a cell.

Nuclear erythroid-derived 2-related factor 2 is repressed by the protein Keap1 under physiological conditions. Keap1 consists of 624 amino acids and is rich in cysteine residues (25 in mice and 27 in humans) (94). Keap1 binds to Nrf2 and sequesters it in the cytoplasm and acts as a scaffold for the Cullin 3–Rbx1-E3 ubiquitin ligase, thereby promoting the proteasomal degradation of Nrf2. Under basal conditions, the half-life period of Nrf2 is thus only 10–30 min (90). As mentioned above, Keap1 possesses many cysteine residues, whose thiol groups are oxidized by ROS, leading to the formation of disulfide bridges. This changes the conformation of Keap1, releasing Nrf2 from its binding to Keap1. Nrf2 then translocates to the nucleus together with co-transcriptional factors, such as small Mafs (also belonging to the class of bZip transcription factors). Nrf2 forms heterodimers with the small Mafs, which then bind to ARE regions.

Nuclear erythroid-derived 2-related factor 2 has many interaction partners: apart from the small Maf proteins (MafG, MafF, and MafK), another cotranscription factor is the CREB-binding protein (CBP). Nrf2 activity is downregulated by nuclear import of Keap1 where it binds Nrf2 and exports it back to the cytoplasm. Furthermore, the kinase Fyn phosphorylates the tyrosine residue 568 of Nrf2, which is a signal for the nuclear export of Nrf2 (90). Of importance is also the interaction of Nrf2 and NF-κB. NF-κB competes for CBP binding and inhibits Maf kinases (95). Keap1 was shown to contribute to the degradation of the NF-κB subunit p65 (96). ERK1/2-dependent pathways were suggested to mediate Nrf2 activation by low-dose γ-irradiation (97).

McDonald et al. (88) investigated the impact of γ-irradiation on Nrf2 activity in mouse embryonic fibroblasts derived from Nrf2 wt and knockout (ko) mice. They analyzed the expression of Nrf2 target genes by quantitative real time RT-PCR (RT-qPCR) and Nrf2 activity by a luciferase reporter system. The reporter system consisted of a plasmid where a firefly luciferase gene was fused with a promoter containing the ARE. No significant increase of either target gene expression or Nrf2 activity could be observed in this cell line 24 h after single exposure to even a high dose of up to 10 Gy of γ-radiation. Yet, 5 days after irradiation, Nrf2 activity markedly increased and this response persisted up to 8 and 15 days after irradiation. By shifting to a fractional irradiation over a time period of 5 days, a significant increase in Nrf2 target gene expression and increased reporter gene expression was observed 3 h after the end of fractionated irradiation. Additionally, they observed no effect on cellular survival of inducing Nrf2 prior to irradiation in murine fibroblasts, lymphocytes, and dendritic cells by using different chemical activators that activate Nrf2 in a brief time period of a few hours. However, immortalized fibroblasts derived from Nrf2-ko mice were more susceptible to irradiation than immortalized fibroblasts derived from Nrf2 wt mice. The increase of ROS inside cells was delayed as well with a response after 5 days. The level of ROS as measured by the fluorescence dye 2′,7′-dichlorofluorescin diacetate (DCF-DA) only increased 5 days after irradiation and was higher in Nrf2-ko fibroblasts, which moreover showed a higher basal ROS level. McDonald et al. (88) concluded from these results that Nrf2 is important for regulating long-term radiation effects and functions as a buffer system for maintaining the redox equilibrium in cells; a function than cannot be altered by exogenous chemical factors, but it is important for long-term cellular survival after radiation exposure. They speculated that long-term radiation effects may be related to an altered mitochondrial function, which results an increased production of ROS. Datta et al. (98) confirmed this for cells of the small intestine by exposing mice to γ-irradiation and accelerated iron (Fe-56, 1000 MeV/n; LET 148 keV/μm) ions. They observed a more potent induction of oxidative stress, DNA damage, and apoptosis in the small intestine of mice, which were exposed to energetic iron ions compared to mice that were γ-irradiated. Interestingly, they also observed long-term changes in the metabolism and gene expression in the intestinal tissue of mice up to 1 year after irradiation: mitochondrial function was altered and the level of ROS produced by mitochondrial metabolism increased as well as expression of NADPH oxidase, resulting in persistent elevated ROS level in the small intestine. Datta et al. (98) suspect that the induction of long-term effects after irradiation is important for the evaluation of chronic or late radiation effects.

Jayakumar et al. (99) found a connection between differences in Nrf2 expression and radiation resistance in the two different prostate cancer cell lines PC3 and DU145. Both cell lines were exposed to γ-radiation and Nrf2 content was measured prior to and after irradiation. Both cell lines differed in Nrf2 expression under basal conditions. It was found that cellular survival was higher after irradiation in the cell line DU145, which showed a higher basal Nrf2 activity. Furthermore, the level of basal and induced ROS after irradiation was higher in PC3 cells, which in contrast to DU145 exhibited a lower basal activity of Nrf2. In both cell lines, Nrf2 protein content increased after irradiation, whereas the protein level of Keap1 was reduced. Also, the expression of antioxidant enzymes increased after irradiation in both cell lines, but this response was significantly stronger in the DU145 cell line. Cellular survival was reduced in both cell lines and especially in the cell line with low basal Nrf2 expression PC3, after exposure to the chemical Nrf2 inhibitor retinoic acid. This outcome was enhanced when Nrf2 was knocked down on transcript level by transfecting both cell lines with small interfering RNA (siRNA) against Nrf2. These findings indicate that Nrf2 is important for cellular survival after exposure to IR and that radiation resistance of different cell lines, especially cancer cell lines depends upon differences in basal Nrf2 activity and upregulation of Nrf2. Examining the expression of Nrf2 in tumor tissue may therefore be important for the planning and predicting the outcome of therapeutic irradiation. Furthermore, as predominantly antioxidant enzymes were upregulated, there seems to be an association between oxidative stress and cellular survival after irradiation. Independently from radiation biological considerations, Wang et al. (100) showed that Nrf2 is antagonized by retinoic acid receptor α (RARα) in the small intestine of mice after treatment with retinoic acid, this opens the possibility to modulate Nrf2 activity chemically. Mathew et al. (101) showed that the Nrf2 activator sulforaphane (which also shows anti-cancerous effects) protects fibroblasts against IR.

In a similar setting, Patwardhan et al. (102) showed that T cell lymphoma EL-4 cells exhibit a high basal Nrf2 activity, show lower ROS levels than non-tumorigenic cells and that enhanced radiation resistance is linked to higher Nrf2 activity. siRNA against Nrf2 or treatment with all-trans retinoic acid (ATRA also called Tretinoin as a pharmaceutical) enhanced radiosensitivity of EL-4 cells.

Apart from IR, such as X-rays and γ-radiation, Nrf2 was also shown to be activated by UV radiation (103). Dermal fibroblasts showed an increased accumulation of Nrf2 in the nucleus after exposure to UV-A irradiation, but not after UV-B irradiation. Moreover, fibroblasts derived from Nrf2-ko mice exhibited a 1.7-fold increase in apoptosis after UV-A exposure compared to fibroblasts derived from wt mouse. The opposite effect was observed in Keap1-ko fibroblasts; here, the apoptosis rate was half of the rate observed in fibroblasts isolated from wt mice.

Nuclear erythroid-derived 2-related factor 2 also seems to be important for the function adult stem cells. Hochmuth et al. (104) showed that inactivation of the Nrf2 analog CncC in Drosophila was required for the maturation of intestinal stem cells. CncC is constitutively active in intestinal stem cells and its inactivation by Keap1 is a signal for intestinal stem cell proliferation. They observed that increased ROS levels lead to increased proliferation of intestinal stem cells, a similar effect could be observed by knocking down CncC with siRNA. This work indicates that the activation pattern of CncC is reversed in stem cells compared with differentiated cells. Whereas in differentiated cells ROS activate CncC or Nrf2, in intestinal stem cells CncC is inactivated by ROS to allow for an increased proliferation of intestinal stem cells to renew the intestinal tissue. This seems to imply an activation mode of Nrf2 that depends on cell type and developmental stage. How oxidative stress inactivates Nrf2 in intestinal stem cells remains to be investigated. Tsai et al. (105) could confirm the role of Nrf2 in controlling stem cell proliferation. They confirmed the findings of Hochmuth et al. (104) in hematopoietic stem cells. Reduced Nrf2 activity or lack of Nrf2 led to hyperproliferation of stem cells and progenitor cells. This was accompanied by a reduced self-renewal of hematopoietic stem cells and reduction of quiescence. Nrf2 proved to be a crucial factor in the regulation and function of hematopoietic stem cells. Whereas both studies did not involve radiation, Kim et al. (106) showed that Nrf2 contributes strongly to the survival of hematopoietic stem cells in a mouse model of total body γ-irradiation. Nrf2-ko mice had a lower survival and a higher impairment of hematopoietic function compared to Nrf2 wt mice. Furthermore, activation of Nrf2 prior to irradiation increased overall survival of mice after TBI. Additionally, hematopoiesis was increased in mice, which were treated with the Nrf2 activator 2-trifluoromethyl-2-methoxychalone (TMC).

Recently, Large et al. (107) investigated the role of Nrf2 in the low-dose response of ECs. Surprisingly, they found a decreased expression of Nrf2 after low-dose X-irradiation (0.5 Gy) in EA.hy926 ECs and primary human dermal microvascular ECs (HMVEC), additionally the DNA binding of Nrf2 was lowered. The expression of Nrf2 target genes and the activity of Nrf2 itself followed a non-linear pattern of expression, meaning that the observed level of mRNA increased and decreased interchangeably with increasing doses (0, 0.3, 0.5, 0.7, and 1 Gy). In all cases, the expression of glutathione peroxidase (GPx) and SOD as well as the Nrf2 binding activity were lowest after 0.5 Gy X-irradiation. This finding is interesting, as it indicates that at least in these cell lines low-dose irradiation may induce an unusual pattern of Nrf2 expression and activity and that certain doses may decrease Nrf2 activity. As they treated cells prior to irradiation with TNF-α to simulate inflammation, there might be an involvement of NF-κB, as TNF-α activates it, in the expression and activity pattern of Nrf2.

Relatively little is known about the role of Nrf2 in the cellular radiation response to heavy ion irradiation. Quite recently, Xie et al. (108) showed that curcumin (an Nrf2 activator) reduces cognitive impairment in mice after exposure carbon ions (4 Gy). They observed an upregulation of Nrf2 and Nrf2 downstream genes, NAD(P)H quinine oxidoreductase 1 (NQO1), heme oxygenase-1 (HO-1), and γ-glutamyl cysteine synthetase (γ-GCS) in the brain tissue of mice that were treated with curcumin. Kim et al. (109) found increased survival of colonic epithelial cells after exposure to iron ions (Fe-56) when Nrf2 was activated prior to radiation exposure. They focused on the interaction of Nrf2 and p53 binding protein 1 (p53BP1), as p53BP1 contains three ARE sequences. Activation of Nrf2 in colon epithelial cells prior to irradiation reduced the frequency of G1 and S/G2 chromosome aberrations. In general, the DDR was enhanced by Nrf2 activation.

The response of Nrf2 to radiation may be an important factor in tumor therapy. Mutations in Nrf2 and Keap1 are known to occur in various cancer cell lines and to confer protection to cancer cell lines toward chemo- or radiotherapy. Some cancer cell lines possess a high basal activity of Nrf2, which increases their resistance against radiation (110). In general, Nrf2 is accumulated in tumors and high levels of Nrf2 expression lead to a poor prognosis for cancer patients (111). In a lung cancer study, samples were taken from 178 lung squamous cell carcinomas (SqCCs) (112, 113) and, apart from 53BP1, most mutations were found in three genes associated with the Nrf2–ARE pathway, NFE2L2 (the gene name of Nrf2), Keap1, and Cul3 (the gene name of Cullin 3). Increased resistance to radiation therapy was linked to a high level of Nrf2.

Further studies of the function and activity of Nrf2 after exposure of cells to heavy ions, especially carbon ions, may give hints how to improve radiation therapy and will be of significance for the planning of long-term human space missions.

ROLE OF OTHER TRANSCRIPTION FACTORS IN THE CELLULAR RADIATION RESPONSE

In addition to the two key transcription factors in the cellular damage response, p53 and NF-κB, and the oxidative stress-induced Nrf2, several other transcription factors are activated in response to IR exposure (Figure 2). ATM-mediated phosphorylation of c-Abl appears to increase the transcription of stress response genes via activation of Jun kinase (15). Also, other MAPK pathways are activated, resulting, e.g., in formation of the transcription factor activated protein 1 (AP-1), which controls proliferation, senescence, differentiation, and apoptosis via growth factors (114). Cataldi et al. (115) propose a role for the transcription factor cyclic adenosine monophosphate (cAMP)-responsive element-binding protein (CREB) in survival responses of Jurkat T-cells after exposure to IR. The transcription factor Sp1, which is involved in cell differentiation, cell growth, apoptosis, immune responses, response to DNA damage, and chromatin remodeling, is rapidly phosphorylated in response to DNA damage, but this phosphorylation did not affect its transcriptional activity (116). The colocalization of phosphorylated Sp1 with activated ATM kinase in nuclear foci was interpreted as a sign for a role of Sp1 in DNA repair (116). A colocalization in nuclear foci was also observed for the forkhead box-O 3 (FOXO-3) transcription factor that is involved in cell-cycle control (117).

cAMP-Responsive Element-Binding Protein

cAMP-responsive element-binding protein (CREB) is a 43-kDa bZIP nuclear transcription factor involved in cAMP signaling (115). Its activation via phosphorylation leads to binding of the transcription factor to the cAMP-responsive element (CRE), a highly conserved sequence, inducing transcription of target genes for several cellular functions, including regulation of apoptosis and proliferation (118, 119). CREB phosphorylation is cell type and stimulus dependent. It is therefore possible for a wide range of molecules to activate the transcription factor. PKA, PKB, and ERK/MAPK phosphorylate CREB at Serine 133 (119, 120), whereas ATR and ATM phosphorylate the factor at Serine 111 and 121, respectively, in response to IR and oxidative stress (121, 122).

Sparsely IR is able to increase the binding of CREB to its consensus sequence (123). Furthermore, γ-irradiation has been shown to induce phosphorylation of CREB, thereby activating it (115, 119). Radiation-induced activation of CREB is connected with survival, as its target genes promote cellular proliferation, such as cyclin A, cyclin D1, proliferating cell nuclear antigen (PCNA), c-fos, and COX-2. In CREB knockdown studies, survival decreased (124). Co-incidental with CREB activation is low caspase-3 activity and a lack of Bax and Bcl2 level difference, further supporting an anti-apoptotic role (119).

Although an increase of ERK/MAPK expression after irradiation with carbon ions (125) and α-particles (126) was shown, no connection to CREB activation has been made. Therapeutic high LET studies lost their focus on CREB as survival factor, but it can be said that with the upcoming trend of therapeutic irradiation using heavy ions, CREB should be considered as means to increase radiosensitivity in tumor cells.

Activated Protein 1

Activated protein 1 (AP-1) is a transcription factor formed by homo- or heterodimerization of proteins of the Jun family (c-Jun, JunB, and JunD) or the Fos family (c-Fos, FosB, Fra-1, and Fra-2). Such dimers (AP-1 complexes) are able to recognize AP-1 binding sites containing the 12-O-tetradecanoylphorbol-13-acetate (TPA) response element (TRE), its DNA target sequence (127). C-jun regulates the expression of cyclin D1, a promoter of cell-cycle progression into G1-phase (128, 129). In addition to genes regulating cell-cycle progression, AP-1 controls its own expression, having a TRE in the promoter region of the c-jun gene (130).

The transcriptional activity of c-Jun can be enhanced by phosphorylation of Serine 63 and 73 by JNK. It has been shown that c-Jun is phosphorylated by JNK in the nucleus after γ-irradiation (Figure 2). Furthermore, the same study showed increased DNA-binding activity of AP-1 in response to sparsely IR with AP-1 complexes containing c-Jun as well as JunD and JunB (131). X-radiation has also been shown to increase DNA-binding activity of AP-1 (132). Exposure to an 18 MeV electron beam (4 Gy) activated AP-1 in HepG2 cells (133).

Elevated gene expression of c-jun and protein expression of AP-1-associated factors (c-jun, c-fos, Fra1, and JNK2) was observed in response to α-particles exposure (134, 135). Binding activity of AP-1 increased after irradiation with very low doses of α-particles (6 mGy). This binding was inhibited by SOD indicating a response of AP-1 to oxidative stress (126). Iron ion (Fe-56, 1000 MeV/n, LET 148 keV/μm) irradiation has been associated with proliferation of intestinal epithelium cells, connecting irradiation-induced oxidative stress with activation AP-1 (98).

Reactive oxygen species and other radiation-released free radicals can stimulate JNK and AP-1 activity (23), therefore promoting cell-cycle progression, although influence in apoptosis induction has also been reported (136). Additionally, the radiation-induced activation of AP-1 was also correlated to increased levels of glutamylcysteine synthetase, which is directly associated with synthesis of glutathione, a cellular radical scavenger (133). Therefore, AP-1 might be relevant in high LET radiation therapy by enhancing the cellular defense against ROS and regulation the cellular apoptotic response to radiation.

Specificity Protein 1

The Sp1 belongs to the specificity protein/Krüppel-like factor (Sp/XKLF) family of transcription factors that contain 3 conserved Cys2His2 zinc fingers for DNA binding (137). Loss of these zinc fingers abolishes not only DNA-binding capacity but also nuclear translocation (138). Sp1 is ubiquitously expressed in all mammalian cells and regulates cellular functions, such as apoptosis, cell-cycle progression, growth/proliferation, and metabolism (137, 139). The fate of Sp1 differs greatly depending on its posttranslational modification. Many different proteins modify Sp1 through all stages of the cell cycle via SUMOylation, glycosylation, ubiquitination, acetylation, or phosphorylation. Overexpression of Sp1 regulates apoptosis in a p53-dependent manner after suppression of cell growth (137).

ATM can activate Sp1 via phosphorylation in response to X-rays and H2O2 (140), which is recruited to DNA DSB and can promote repair in a non-transcriptional manner (141). Sp1 acts also in a transcriptional manner upon IR, as it is associated with coordination of cellular response after treatment with γ-rays, activated by DNA-PK through phosphorylation (142). Furthermore, an increased nuclear expression of Sp1 has been observed for irradiation with 20 Gy X-rays (143) as well as increased binding activity upon γ-irradiation (123, 144).

Microarray gene expression experiments assume activation of Sp1 in cells irradiated with α-particles (LET 123 keV/μm), and its involvement in subsequent cellular responses of directly and indirectly exposed (bystander) cells (145). The Sp1-dependent gene expression profile included up- and downregulation of 16 and 6 genes, respectively, in cells directly hit by α-particles, while upregulation of a smaller subset (10 genes) dominated in bystander cells (145). As with sparsely IR, Sp1 could act in a more administrative manner upon high LET radiation, as DNA-PK is strongly activated after carbon and iron ion exposure (146).

Sp1 has various roles in the DDR, ranging from orchestrating the response, to actively regulating apoptosis or repair. For cancer treatment with carbon ions, Sp1 is well worth investigating, as there are not many distinct approaches to study this versatile transcription factor in context of high LET particle irradiation.

Early Growth Response 1

The transcription factor early growth response 1 (EGR-1) is a member of the EGR family and is suggested to act as anti-proliferative signal for tumor cells, as well as an apoptotic enhancer (147). It has been shown to be activated by X- (147) and γ-rays (148). Radiation-induced activation of EGR-1 is associated with ROS (148). Upon irradiation, EGR-1 can act p53-independently as mediator for TNF-α-induced apoptosis (147). Gene expression of EGR-1 has been found to be increased also in response to irradiation with α-particles (134). The role of EGR-1 in the cellular radiation response is pro-apoptotic and in light of heavy ion radiation therapy, it would be instructive to know the extent of its pro-apoptotic capabilities upon high LET irradiation.

INFLUENCE OF LINEAR ENERGY TRANSFER ON TRANSCRIPTION FACTOR ACTIVATION

The cellular response to high LET radiation shows quantitative and in some aspects qualitative differences compared to the low LET radiation response. For different radiation types, the biological effects, observed at the same absorbed dose, depend on their quality (sparsely or densely IR). Comparison of the biological effects of different radiation qualities is usually being performed in terms of relative biological effectiveness (RBE).6 In radiotherapy, the RBE is not only of highest interest for cell killing but also for late effects such as cancerogenesis (149). For the various biological endpoints, the RBE can depend on many factors, such as LET, dose rate, dose fractionation, radiation dose, and type of the irradiated cells or tissues.

One of the earliest systematic studies of the dependence of RBE on LET showed that the RBE reached a maximum at an LET of 100–200 keV/μm for survival of human kidney T1 cells after irradiation with deuterium [image: image1] and α-particles (151–153). Thereafter, an LET–RBE function was determined for many biological endpoints and reached a maximum at with an LET from 90 to 200 keV/μm (154–157). In these studies, the RBE for mutation induction was higher compared to inactivation for all examined LETs (154). In HEK cells, the maximal RBE for reproductive cell death was 2.5 (158). For LETs above 900 keV/μm, RBE values for reproductive cell death dropped to 1 or below 1. Stoll et al. (159) also found an RBE for inactivation by high LET lead ions (>10,000 keV/μm) far below 1 and for nickel ions (>1000 keV/μm) around 1. In a human neuronal progenitor cell line (Ntera2), the RBEmax for apoptosis 48 h after iron ion exposure (1 GeV/n) was at least 3.4 (160). The RBE for induction of double-strand breaks was determined to be 1.8 for iron ions compared to X-rays, as detected by immunostaining of γ-H2AX 0.5 h after radiation exposure (161), or by pulsed-field gel electrophoresis (162) or other methods such as alkaline elution (163). For α-particles (LET 27–124 keV/μm), it ranged between 1.2 and 1.4 (164).

For improvement of cancer therapy, studies with several cancer cells and with various heavy ions, especially carbon ions, had been performed. In a microarray analysis of oral SqCC cells, 84 genes were identified that were modulated by carbon and neon ion (LET ~75 keV/μm) irradiation at all doses (1, 4, and 7 Gy) (165). Among these genes, three genes (TGFBR2, SMURF2, and BMP7) were found to be involved in the transforming growth factor β signaling pathway and two genes (CCND1 and E2F3) in the cell-cycle G1/S checkpoint regulation pathway. The relevance of these results for normal tissues cells or non-cancer cell lines has to be determined. In normal skin tissue, low doses (0.01 and 1 Gy) of IR resulted in transient alterations in the expression of genes involved in DNA and tissue remodeling, cell-cycle transition, and inflammation (TNF, interleukins) (166), suggesting an involvement of the NF-κB pathway, the main inflammatory pathway, in the cellular response to IR. As exposure to accelerated argon ions (95 MeV/n Ar, LET 271 keV/μm) resulted in strong activation of NF-κB in human cells (167), the RBE for NF-κB activation by heavy ions of different LET was determined (158). NF-κB-dependent gene induction after exposure to heavy ions was detected in stably transfected human 293 reporter cells. For comparison, cells were exposed to 150 kV X-rays. The maximal biologic effect ranged between 70 and 300 keV/μm. Argon ions (271 keV/μm) had the maximal potency (RBE ~9) to activate NF-κB-dependent gene expression in HEK cells. The effect of carbon ions was less pronounced and comparable the activation observed after X-ray exposure (168). Inhibition of ATM resulted in complete abolishment of NF-κB activation by X-rays and heavy ions. Therefore, NF-κB activation in response to heavy ions is ATM dependent and seems to be mediated by a nuclear signal from the damaged DNA as described for the genotoxin-induced NF-κB subpathway.

Assuming that NF-κB activation promotes survival, it can be hypothesized that the extreme capacity of energetic heavy ions in the LET range of 70–300 keV/μm to activate NF-κB’s transcriptional effects might be responsible for the lower relative effectiveness in cell killing observed in this range. Above 300 keV/μm, the overkill effect (meaning that with further increase of the deposited energy in a small volume of the cell no more biologically relevant damages can be caused) possibly results in a decrease of the RBE.

Other groups report NF-κB translocation after exposure of normal human monocytes (MM6 cells) to 0.7 Gy of 56Fe ions using a DNA-binding assay (169). This clearly indicates that high LET iron ion exposure induces rapid and persistent NF-κB activation. This activation of NF-κB was shown to be mediated through phosphorylation of IκBα and the subsequent proteasome-dependent degradation pathway. The iron study only revealed binding of NF-κB to its consensus sequence of 5′-GGGGACTTTCC-3′, and not transcriptional activation.

Scarce LET dependence data exist for p53 expression in human neuronal progenitor cells (160). Screening of gene expression in the nematode Caenorhabditis elegans suggests an LET dependence or track structure dependence of the gene expression changes (170). In human lens epithelial cells, transcription and translation of CDKN1A [p21CIP1/WAF1] are both temporally regulated after exposure to 4 Gy of high-energy accelerated iron-ion beams (~150 keV/μm) as well as to protons (~1 keV/μm) and X-rays, whereby the magnitude and kinetics of the expression enhancement seem to depend on the LET of the radiation (171).

CONCLUSION

Increased understanding of signaling pathways leading to transcription factor activation or inhibition in response to high LET radiation exposure will help to identify and make use of new targets for radiosensitization of tumor tissue and/or increasing radioresistance of surrounding normal tissue. The question which transcription factor offers a suitable target for charged particle cancer therapy is still open, as very few studies on transcription factor activation by carbon ions in tumor cells were performed. Also, not in all studies clinically relevant doses were applied, and extrapolation of the effects from high to lower doses is not constructive when the dose–response curves are unknown.

Although the role of p53 seems to be quite clear in low LET radiation therapy with increased radiosensitivity in case of functionality, this is not yet the case for charged particle therapy. Some studies suggest p53-independent cell killing by high LET which is a large advantage for treatment of tumors with p53 mutations. More studies with different cancer cell types are required. Concerning surrounding tissues, p53 inhibition might prevent precipitous apoptosis in apoptosis prone tissues. In tissues where p53-induced cell-cycle arrest dominates, p53 inhibition might impede this protective pathway and have detrimental effects.

The anti-apoptotic effects of NF-κB could support tumor cell survival during chemo- or radiotherapy; therefore, NF-κB is an interesting target for combined cancer therapies including carbon ion therapy. In several tumor cell types, inhibition of NF-κB resulted in radiosensitization. Activation of NF-κB in the normal tissue might not only limit detrimental effects by cell killing but also promote inflammation.

The activity of Nrf2 after irradiation seems to follow a complicated pattern, i.e., different time scales seem to be involved, and most striking is the occurrence of long-term effects in fibroblasts and intestinal epithelial cells. In the case of intestinal epithelial cells, the occurrence of long-term oxidative stress points to an inefficient activation of Nrf2 or a reduced oxidative stress response. It would be interesting to investigate this further. Of particular interest would be to compare differentiated cells with tissue-specific stem cells after irradiation; as in the case of intestinal stem cells, some studies suggest that oxidative stress inhibits the action of Nrf2 and that here might be differences between fully differentiated cells and stem cells in the regulation of Nrf2. Another open question is how to modulate the Nrf2 response in healthy tissue for radiation protection to reduce the side effects of radiation therapy and to mitigate radiation effects in spaces in case of manned missions. Modulating the elevated level of Nrf2 activity in cancer cells may be beneficial for cancer therapy. As described above, Nrf2 is upregulated in many cancer tissues and a high level of Nrf2 expression corresponds to a poor prognosis for patients. In this sense, Nrf2 can serve as an indicator for the outcomes of cancer radio- and chemotherapy. So far, relatively little is known about chemicals that may inhibit Nrf2 directly (apart from retinoic acid) or upregulate Keap1, research in this direction may lead to the discovery of novel drug candidates supplementing radiation therapy. Using siRNA for therapeutic means may also be an option for those cancers that show a high expression and activity of Nrf2.

CREB, AP-1, Sp1, and EGR-1 (or up- or downstream events in these pathways) were activated by low doses of high LET α-particles and the first three were also shown to be involved in the cellular response to carbon and/or iron ions. For low LET radiation, many studies suggest a subordinate importance of these factors in cellular radiation responses compared to p53, NF-κB, and Nrf2. Nevertheless, we discuss how modification of these transcription factors may influence therapy results.

CREB itself is a factor inducing cellular survival, activated by phosphorylation due to (among others) ATM. Amorino et al. (124) detected a decreased survival of CREB-ko cells after IR exposure compared to wt cells. As also high LET irradiation stimulates ATM kinase activity, which in turn can activate CREB, a potential therapy approach is to inhibit phosphorylation of CREB or its binding to DNA in the vicinity of cancerous tissue. This can be accomplished through siRNA or other CREB-inhibiting substances, which are then applied directly to target tissue (in case of superficial tumors) or transported to the tumor via homing probes (in case of hard-to-reach tumors). After reducing the survivability of the tumor in such a way, radiation-induced apoptosis via p53-dependent and -independent mechanisms can fight the tumor more effectively.

This approach bears the problem that, with drug-induced inhibition of CREB in tumor vicinity, also non-transformed tissue may be affected and therefore more susceptible for radiation-induced cell death. In this case, the high fidelity of dose deposition in heavy ion therapy may prove advantageous.

AP-1 is a sensory factor for oxidative stress and is activated by ROS and other free radicals besides IR (low LET like X- and γ-rays as well as high LET α particles). This activation can lead to apoptosis; therefore, a supplementary approach in heavy ion therapy would be to enrich AP-1 in tumor tissue, delivered as mentioned above, so that more AP-1 is activated by high LET radiation and apoptosis is induced more effectively in tumor cells. C-abl is a negative regulator of γH2AX and can induce apoptosis in a p53-independent manner. Therefore, a supplementary strategy for heavy ion therapy is again enrichment of the protein to increase apoptotic induction and weaken repair of damaged DNA in tumor cells.

Sp1 is, besides other functions, a regulator for apoptosis and the orchestration of the DDR and can initiate repair of DNA damages. An obvious strategy to reinforce high LET radiation effects would be inhibition of Sp1. However, the transcription factor assumes many various roles within the cell, so that manipulation of Sp1 might result in unwanted side effects. Genes regulated by Sp1 might be better targets for combating tumors and their expression in tumor cells in response to heavy ion irradiation should be analyzed.

Upon activation, the transcription factor EGR-1 has various pro-apoptotic and anti-proliferative effects in tumors. Its activation has been demonstrated so far for low LET irradiation and high LET α-particles. Before considering it as target in charged particle therapy, its response to carbon ion exposure should be determined. If high LET radiation induces pro-apoptotic effects in tumors cells via EGR-1 as well, an artificial enrichment of the factor could be beneficial.

These various strategies are attuned to particular effects of each respective transcription factor and could be amplified via combination. However, cross connectivity of these factors with other signaling pathways may exert considerable influence on the therapeutic result. Furthermore, radiation-induced bystander effects, inter- and intracellular modifications in response to various signaling factors, are strongly to be considered for both tumor and healthy tissue. It is undoubtedly certain that the more we know about pathway connections among themselves, especially in respect to heavy ion therapy, the better are chances to develop more effective strategies to fight tumors.

In summary, above mentioned transcription factors and associated proteins are involved in a wide spectrum of cellular functions upon treatment with IR, ranging from regulation of cell cycle, DNA repair, cell proliferation, differentiation, adhesion, migration, and apoptosis to immune responses including inflammation. All factors show increased activity and/or expression for low and (as far as tested) high LET irradiation and are involved in the cellular radiation response.
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1N, any nucleotide, R, purine, and Y, pyrimidine.

2“The commonly used anti-inflammatory drugs aspirin and sodium salicylate exert their effects in part by acting as competitive inhibitors of the ATP-binding site of IKKβ” (63).

3Mutations in the CYLD gene are very rare, affected patients develop benign tumors on the skin due to increased cell growth mediated by overactive NF-κB (66).

4Abnormal BCR signaling via CD79 and the CBM complex was observed in B-cell lymphomas (44, 65). Elevated MALT1 expression was also observed in lymphomas of mucosal-associated lymphoid tissue and might be explained in early stages by constant antigenic stimulation, and later by chromosomal translocations that position the MALT1 gene under the control of heterologous promoters (38).

5UTR, untranslated region at the 3′ end of the mRNA. The reference single nucleotide polymorphism (SNP) Cluster Report rs696 is available in the National Center for Biotechnology Information (NCBI) SNP database (http://www.ncbi.nlm.nih.gov).

6The absorbed dose of a test radiation necessary to induce a defined biological endpoint and a defined severity of this endpoint (survival, cell cycle arrest, mutagenesis, chromosome aberrations, tumor induction in laboratory animals, and others) is compared to the dose of a reference radiation needed for induction of the same biological effect (150). Sparsely ionizing radiation such as γ-rays or X-rays is often used as reference radiation. In some cases, protons are applied as reference. The RBE is calculated according to the following formula:
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Carbon ion radiotherapy holds great promise for cancer therapy. Clinical data show that carbon ion radiotherapy is an effective treatment for tumors that are resistant to X-ray radiotherapy. Since 1994 in Japan, the National Institute of Radiological Sciences has been heading the development of carbon ion radiotherapy using the Heavy Ion Medical Accelerator in Chiba. The Gunma University Heavy Ion Medical Center (GHMC) was established in the year 2006 as a proof-of-principle institute for carbon ion radiotherapy with a view to facilitating the worldwide spread of compact accelerator systems. Along with the management of more than 1900 cancer patients to date, GHMC engages in translational research to improve the treatment efficacy of carbon ion radiotherapy. Research aimed at guiding patient selection is of utmost importance for making the most of carbon ion radiotherapy, which is an extremely limited medical resource. Intratumoral oxygen levels, radiation-induced cellular apoptosis, the capacity to repair DNA double-strand breaks, and the mutational status of tumor protein p53 and epidermal growth factor receptor genes are all associated with X-ray sensitivity. Assays for these factors are useful in the identification of X-ray-resistant tumors for which carbon ion radiotherapy would be beneficial. Research aimed at optimizing treatments based on carbon ion radiotherapy is also important. This includes assessment of dose fractionation, normal tissue toxicity, tumor cell motility, and bystander effects. Furthermore, the efficacy of carbon ion radiotherapy will likely be enhanced by research into combined treatment with other modalities such as chemotherapy. Several clinically available chemotherapeutic drugs (carboplatin, paclitaxel, and etoposide) and drugs at the developmental stage (Wee-1 and heat shock protein 90 inhibitors) show a sensitizing effect on tumor cells treated with carbon ions. Additionally, the efficacy of carbon ion radiotherapy can be improved by combining it with cancer immunotherapy. Clinical validation of preclinical findings is necessary to further improve the treatment efficacy of carbon ion radiotherapy.

Keywords: carbon ion radiotherapy, patient selection, combination therapy, translational research, treatment planning

INTRODUCTION

Carbon ion radiotherapy holds great promise for cancer therapy. Carbon ions have two advantages over X-rays such as a sharp dose distribution and a strong cell-killing capacity (1). Clinical trials show that carbon ion radiotherapy has excellent antitumor effects (2, 3). Moreover, it is suggested that carbon ion radiotherapy is an effective treatment for tumors that are resistant to conventional X-ray radiotherapy (4–6).

The National Institute of Radiological Sciences (NIRS) initiated carbon ion radiotherapy in Japan in the year 1994 using the Heavy Ion Medical Accelerator in Chiba (HIMAC). Up until January 2016, more than 8000 patients with different types of cancer were treated at the NIRS. The excellent clinical outcomes encouraged widespread use of carbon ion radiotherapy (2). However, the high cost of constructing the accelerator system limits its practical application. New accelerator systems were designed to overcome this limitation; as a result, the cost of the accelerator systems was reduced to approximately $100,000,000 that accounts for one-third of the corresponding HIMAC parameters. Gunma University Heavy Ion Medical Center (GHMC) was launched in the year 2006 as a proof-of-principle institute for carbon ion radiotherapy based on the newly introduced compact accelerator systems. GHMC commenced operation of the accelerator systems in 2009 and performed the first carbon ion radiotherapy for cancer in 2010. All carbon ion radiotherapy carried out at GHMC has been performed as prospective clinical trial (Table 1). As of January 2016, GHMC has treated more than 1900 cancer patients with carbon ion radiotherapy, without any major incidents.

TABLE 1 | Clinical trails on carbon ion radiotherapy at GHMC.
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Along with carbon ion radiotherapy, GHMC engages in translational research to improve the efficacy of this treatment modality with financial support from the Japan Society for the Promotion of Science through its two umbrella programs: the Twenty-First Century Centers of Excellence Program (2004–2008) and the Strategic Young Researcher Overseas Visits Program for Accelerating Brain Circulation (2013–2016). Translational research at GHMC was further accelerated by establishment of the Gunma University Initiative for Advanced Research in 2015, in which the Department of Radiation Oncology of the Massachusetts General Hospital/Harvard Medical School launched a Japanese branch to stimulate interdisciplinary collaboration in the field of heavy ion radiation biology. In addition, GHMC contributes to the education and development of global leaders in the field of heavy ion radiation therapy through the Program for Cultivating Global Leaders in Heavy Ion Therapeutics and Engineering, supported by the Japanese Ministry of Education, Culture, Sports, Science, and Technology (2012–2018). Here, we summarize achievements in translational research on carbon ion radiotherapy performed at GHMC through these scientific endeavors.

RESEARCH TO GUIDE THE SELECTION OF PATIENTS SUITABLE FOR CARBON ION RADIOTHERAPY

The number of newly diagnosed cancer patients worldwide is ~14 million/year (7). By contrast, the maximum number of patients that can be treated by carbon ion radiotherapy worldwide is estimated to be ~2100/year (Table 2) (8). Thus, carbon ion radiotherapy has the capacity to treat only 0.015% of the total patient population with a newly diagnosed cancer. Moreover, even in Japan, which has the highest density of facilities for carbon ion radiotherapy in the world, carbon ion radiotherapy has the capacity to treat only 0.20% of newly diagnosed cancer cases. These facts highlight the extremely limited availability of this medical resource. Although 11 facilities for carbon ion radiotherapy are currently under construction or are planned for construction (1), the critical shortage of facilities will not be resolved in any practical way for a few decades. Therefore, selecting patients who can derive the greatest benefit from carbon ion radiotherapy is of great importance. Early clinical experience shows that carbon ion radiotherapy is an effective treatment for tumors that are resistant to conventional X-ray radiotherapy (4–6); therefore, carbon ion radiotherapy will be the most beneficial for patients with these types of tumor. From this point of view, assays that predict the X-ray sensitivity of a tumor are urgently required to facilitate appropriate selection of patients for carbon ion radiotherapy.

TABLE 2 | Number of cancer patients treated by carbon ion radiotherapy worldwide per year.
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Histopathological typing of tumors is performed to predict treatment responses in the clinical setting of X-ray radiotherapy. Nevertheless, the response varies widely according to tumor type, and even among those with the same histological type. Thus, additional indices that support prediction of X-ray sensitivity according to histopathological type are required. For many types of cancer, the SF2 value, i.e., the surviving fraction of X-irradiated tumor cells (irradiated ex vivo with a dose of 2 Gy) measured in a clonogenic survival assay, correlates with clinical outcome of X-ray radiotherapy (9). However, the SF2 value has shortcomings, i.e., primary culture of the tumor cells required for the clonogenic assay is difficult, and necessitates 2 weeks to obtain final results. Therefore, the SF2 value is not widely used in the clinic. Previously, we identified several cellular mechanisms that contribute to the resistance of cancer cells to X-rays, including intratumoral hypoxia, resistance to radiation-induced apoptosis, a high capacity for the repair of DNA double-strand breaks (DSBs), and mutations in certain oncogene and tumor suppressor genes. By focusing on these factors, we propose the following predictive assays for determining the X-ray sensitivity of cancer cells.

Intratumoral hypoxia is a major contributor to the X-ray resistance of cancer cells (10–12). Nakano et al. used a needle-type polarographic oxygen electrode to measure intratumoral oxygen partial pressure (pO2) in patients with locally advanced uterine cervical cancer treated using X-ray radiotherapy (13) (Figure 1). The authors found that low pretreatment intratumoral pO2 values correlated with poor outcomes after X-ray radiotherapy. On the other hand, carbon ion radiotherapy showed good antitumor effects in patients with locally advanced uterine cervical cancer, irrespective of pretreatment intratumoral pO2 levels. These data indicate that assays to determine pretreatment intratumoral pO2 values will be useful for identification of X-ray-resistant tumors profiting from carbon ion radiotherapy. Importantly, recent studies indicate that as many as 50% of tumors have hypoxic regions, which could underpin X-ray treatment failure and expand the indications for carbon ion radiotherapy (14). Cancer cell resistance to radiation-induced apoptosis is another major factor that contributes to X-ray resistance. Preclinical studies suggest that carbon ions effectively kill cancer cells that are resistant to apoptosis induced by X-ray irradiation (15, 16). Another mode of clonogenic cell death, called mitotic catastrophe and necrosis, is involved in efficient killing of apoptosis-resistant cancer cells by carbon ions (15, 16). Apoptosis following irradiation is readily assessed by morphological observation of nuclei stained with 4′,6-diamidino-2-phenylindole dihydrochloride (DAPI) (Figure 2). Amornwichet et al. demonstrated that apoptosis in HCT116 colon cancer cells peaked at 72 h post-X-ray irradiation, as assessed by DAPI staining (16). This is consistent with the observation that radiation-induced apoptosis in solid tumors mainly corresponds to the so-called late apoptosis, which occurs a few days post-irradiation (17). Furthermore, the DAPI-based assay is easier and faster to perform than the clonogenic survival assay used to calculate the SF2 value. Therefore, DAPI staining of ex vivo-irradiated tumor specimens at 72 h post-irradiation is useful for identifying tumors that are resistant to X-ray-induced apoptosis and would therefore benefit from carbon ion radiotherapy.
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FIGURE 1 | Tools for intratumoral pO2 measurement. A needle-type polarographic oxygen electrode is used by direct insertion into a tumor.
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FIGURE 2 | Radiation-induced apoptosis, as assessed by DAPI staining. Cultured Ma-24 lung cancer cells were stained with DAPI at 72 h after irradiation using X-rays at a dose of 4 Gy. Apoptotic cells are identified by the appearance of apoptotic bodies, characterized by condensed and fragmented nuclei, under a fluorescence microscope.



Double-strand breaks are major cytotoxic lesions that cause cancer cell death after exposure to ionizing radiation (17). Preclinical studies indicate that the high capacity of cancer cells for DSB repair contributes to X-ray resistance (18, 19). Meanwhile, the cell-killing actions of carbon ions are less affected by intrinsic DSB repair capacity (18, 19). Most likely, complex carbon ion-induced DSBs are more difficult to repair than X-ray-induced DSBs; these persistent unrepaired DSBs then lead to mitotic catastrophe (16). These data indicate that tumors with a high capacity for DSB repair are suitable for carbon ion radiotherapy. DSB repair capacity can be evaluated by immunofluorescence staining for Ser139-phosphorylated histone H2AX (γH2AX) or p53-binding protein 1 (53BP1) because DSBs are detected as foci of γH2AX or 53BP1 (Figure 3) (20–22). The number of foci at 30 min post-irradiation can be used as an index for radiation-induced DSBs. On the other hand, the number of foci in irradiated cells decreases by more than 90% within 24 h post-irradiation, indicating that a major proportion of radiation-induced DSBs is repaired by that time point (20). Thus, the ratio of the foci number at 24 h post-irradiation to that at 30 min post-irradiation can be used as an index for DSB repair capacity. Importantly, the high DSB repair capacity (as indicated by low number of foci at 24 h post-irradiation) is associated with a high rate of clonogenic survival (19). Hence, assay of γH2AX or 53BP1 foci in ex vivo-irradiated tumor specimens can be performed to identify tumors with a high capacity for DSB repair and suitable for carbon ion radiotherapy.
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FIGURE 3 | Radiation-induced DSBs visualized by immunofluorescence staining of γH2AX and 53BP1. Cultured A549 lung cancer cells were immunostained for γH2AX and 53BP1 at 30 min or 24 h post-irradiation using X-rays at a dose of 1 Gy. DSBs are identified as foci of γH2AX and 53BP1. Merged images show high consistency between γH2AX foci and 53BP1 foci. A markedly smaller number of γH2AX and 53BP1 foci at 24 h compared with 30 min indicate the high capacity of the X-ray-resistant cell line for DSB repair.



Cancer cells harbor modifications in a number of molecular pathways that affect intrinsic radiosensitivity. Mutations in oncogenes and tumor suppressor genes are common, and these mutations result in alterations in signaling pathways. We previously showed that inactivating mutations in the gene encoding tumor suppressor protein 53 (TP53) confer X-ray resistance on cancer cells (15, 16, 23). We also showed that epidermal growth factor receptor gene (EGFR) mutation-negative non-small cell lung cancer (NSCLC) cells are more resistant to X-rays than EGFR mutation-positive NSCLC cells (19). These findings were validated by clinical studies (24–27). Interestingly, investigations using isogenic cancer cell lines demonstrated that carbon ions can kill cancer cells irrespective of the mutational status of TP53 and EGFR (15, 16, 19, 23). Taken together, these data indicate that the mutational status of TP53/EGFR is useful for selecting patients who are suited for carbon ion radiotherapy. Nevertheless, a recent genome-wide analysis revealed the presence of hundreds of gene mutations in a single tumor (28). Because the overall radiosensitivity of a tumor should be the result of this highly complex genetic context, the mutational status of only a small subset of well-known cancer-related genes (e.g., TP53 and EGFR) may not be the best predictor of radiosensitivity. Thus, studies aimed at elucidating detailed gene mutation profiles to facilitate better prediction of tumor radiosensitivity are warranted.

RESEARCH AIMED AT OPTIMIZING CARBON ION RADIOTHERAPY

Optimization of carbon ion radiotherapy can be addressed using two approaches such as radiation physics and radiation biology. Both physics and biology play intertwining roles in treatment planning; therefore, advances in one field benefit the other. For example, increased irradiation accuracy results in less normal tissue toxicity. By contrast, accurate information about the biological characteristics of tumors and normal tissues aids optimal treatment planning. Biological factors that affect the treatment procedure, including biological responses to dose fractionation, normal tissue toxicity, tumor cell motility, and the bystander effect, are discussed below.

In X-ray radiotherapy, the rationale for dose fractionation is provided by the re-oxygenation and cell cycle redistribution of tumor cells, as well as a higher capacity for the repair of sublethal damage in normal tissues versus tumors (17). The cell-killing effect of carbon ions versus X-rays is less dependent on these factors (13, 17); therefore, the responses of tumors and normal tissues to carbon ions may be different from those to X-rays, even when the same dose fractionation schedule is utilized. To address this issue, Ando et al. used a mouse model to explore the effects of carbon ion dose fractionation on tumor and normal tissues (29). The investigators treated fibrosarcoma xenografts and host mouse skin with γ rays or carbon ion beams with three different linear energy transfer (LET) values (20, 42, and 77 keV/μm) and with different fractionation schedules (i.e., one to seven fractions). Interestingly, the relative biological effectiveness (RBE) values for tumor growth delay were higher than those for early skin reaction when 42- and 77-keV/μm carbon ion beams, but not γ rays or 20-keV/μm carbon ion beams, were employed in intermediate fractionation schedules (i.e., two to six fractions). The therapeutic gain (calculated as the ratio of the RBE value for tumor growth delay to that for early skin reaction) was maximized for the 42 keV/μm beams delivered in four fractions. Yoshida et al. examined the impact of carbon ion dose fractionation on the small intestine by assessing crypt survival in the mouse model employed above (30). In contrast to the results for early skin reaction, no therapeutic gain was observed for the intermediate fractionation schedules. This might be because intestinal crypt cells have a low capacity to repair sublethal damage induced by carbon ions. These two studies indicate that different strategies are required to optimize the dose fractionation schedules used for carbon ion radiotherapy in the skin versus the small intestine. With respect to the skin, the therapeutic window for carbon ion irradiation can be expanded by employing an intermediate hypofractionation strategy. Therefore, the actual fractionation schedule that corresponds to “intermediate” hypofractionation in the mouse model should be further explored in the clinic. On the other hand, the therapeutic window for carbon ions and X-rays in the small intestine may be comparable, and the benefit of dose fractionation may be lower for carbon ions than for X-rays. This indicates that, in abdominal irradiation to treat tumors such as uterine cervical cancer, the maximum tolerable carbon ion dose can be delivered in a smaller number of fractions, resulting in a shorter treatment period. In addition, hypofractionated carbon ion radiotherapy that results in the shorter treatment period compared with X-ray radiotherapy utilizing conventional 2 Gy/day fractionation can contribute to reduce tumor repopulation effect. Assessment of the effect of carbon ion dose fractionation in different tumors and normal tissues in the same mouse model should be further investigated, together with concomitant evaluation of factors that can affect the results of fractionated irradiation (i.e., oxygen levels, cell cycle profiles, and DSB repair capacity).

Carbon ion radiotherapy shows a steep dose fall-off; therefore, the treatment plans are more susceptible to target motion than the plan for three-dimensional conformal radiotherapy (3D-CRT) with X-rays. A larger target volume setting increases the robustness of the dose delivered to the tumor; however, it also increases toxicity to adjacent normal tissues. Therefore, it is necessary to determine the sensitivity of normal tissues to obtain the optimal target volume setting. The nervous system is critically at risk of radiotherapy toxicity, because it is a serial organ with low redundancy and low capacity for regeneration. The sensitivity of the central nervous system to carbon ions has been examined in multiple experimental models. Isono et al. evaluated the sensitivity of human neural stem cells to carbon ions and found that the RBE value, as assessed by cell proliferation, was 2.0 (31). Yoshida et al. examined the effects of carbon ion irradiation in normal rat brain (32). The authors used an organotypic slice culture of cerebellum excised from 10-day-old rats and assessed morphological changes and cellular apoptosis, defined as disorganization of the external granule cell layer and positive staining for TdT-mediated dUTP-biotin nick-end labeling (TUNEL), respectively. They found that the RBE value for rat cerebellum was 1.4–1.5. Kaminuma et al. also explored carbon ion-provoked apoptosis in the rat brain by performing a TUNEL assay in a primary culture of fetal hippocampal neurons (33). The RBE value was strikingly high at 10.2. Similarly, Al-Jahdari and colleagues investigated the sensitivity of the peripheral nervous system to carbon ions by employing dorsal root ganglia and sympathetic ganglion chains prepared from the chick embryo at days 8 and 16, representing the immature and mature peripheral nervous system (34). Growth cone collapse was assessed as an index of malfunction in the neuronal network, yielding an RBE value of 3.1–3.2 in day 8 neurons and 1.5–2.1 in day 16 neurons. Meanwhile, the RBE value assessed by TUNEL staining was 2.5–2.9 in day 8 neurons and 1.4–1.8 in day 16 neurons. Although it is difficult to draw a firm conclusion from the above studies employing different experimental models, nervous systems (central and peripheral) and endpoints, the data collectively indicate that the RBE value of the adult nervous system is ~1.4–2.1 when morphological changes and cellular apoptosis are utilized as endpoints. Given the fact that the RBE value for carbon ions in cancer cells is generally ~2–3, these findings suggest that carbon ion radiotherapy has a wider therapeutic window than X-rays when used to treat tumors adjacent to the components of the central and peripheral nervous systems. Notably, these data also indicate that immature neurons are more sensitive to carbon ion irradiation than mature neurons. Thus, careful attention should be paid to neural toxicity when carbon ion radiotherapy is used to treat pediatric tumors.

The lung is another critical organ at risk in radiotherapy. Radiation-induced lung injury can be lethal in some patients and is a major dose-limiting factor for thoracic irradiation (35). Okano et al. used a crystal violet staining assay to examine the effect of carbon ions on the proliferation of immortalized human small airway epithelial cells (iSAECs) and normal human lung fibroblasts (36). The resultant RBE value was 3.2 for iSAECs and 2.2 for normal lung fibroblasts. On the other hand, ionizing radiation can indirectly damage normal lung tissue by triggering inflammatory reactions. Upregulation of intercellular adhesion molecule-1 (ICAM-1) expression on the surface of pulmonary endothelial cells participates in this inflammation-related process by increasing macrophage infiltration into the lung (37, 38). Kiyohara et al. compared ICAM-1 expression on the surface of human umbilical vein endothelial cells after irradiation with carbon ions and X-rays. The data showed that post-irradiation ICAM-1 expression levels were 2.56- and 2.47-fold higher after carbon ion irradiation than after X-ray irradiation at 1 and 2 Gy, respectively (39). These data signify that the estimated RBE values in normal lung tissue and lung cancer cells are comparable (~2–3) (19).

Several studies demonstrate that X-ray irradiation increases the motility of cancer cells (40, 41). The migration of irradiated cancer cells may influence the setting of target volumes, i.e., the margin from the gross tumor volume (GTV) to the clinical target volume (CTV). Murata et al. used a wound healing assay and F-actin staining to examine the effect of carbon ions on the motility of A549 lung cancer cells (42). Carbon ion irradiation promoted the healing of scratch wounds in cell monolayers and increased the formation of F-actin protrusions, both indicators of increased cancer cell motility. Interestingly, the RBE value based on cell motility was consistent with that based on cell survival (i.e., ~4 versus 3.9). This finding provides important insight into treatment planning, i.e., the GTV–CTV margin can be set in a comparable manner for X-rays and carbon ions.

The bystander effect is a phenomenon whereby non-irradiated cells adjacent to irradiated cells are killed (43). Previous research shows that the bystander effect is universal among most types of normal cells and tumor cells (43). However, the significance of the bystander effect among different types of cells after carbon ion irradiation is not fully understood. Harada et al. investigated the bystander effect in carbon ion-irradiated A549 cells by using carbon ion microbeams (diameter = 20 μm) to irradiate only 0.0001–0.002% of the cells in a culture plate (44). The entire cell population was then subjected to a clonogenic survival assay, resulting in an 8–14% reduction in cell survival. Thus, the bystander effect plays a highly significant role in carbon ion-induced killing of A549 lung cancer cells. By contrast, Wakatsuki et al. found that the bystander effect played no role in the killing of a HTB-94 chondrosarcoma cell line (45). These data highlight the fact that different cell types show different susceptibilities to the bystander effect induced by carbon ion irradiation by up to ~10%. Further research into the carbon ion radiotherapy-induced bystander effects in different tumor cells and normal cells is necessary to optimize treatment planning.

RESEARCH INTO COMBINATION THERAPY TO ENHANCE THE EFFICACY OF CARBON ION RADIOTHERAPY

Theoretically, a sufficiently high dose of ionizing radiation can sterilize any type of tumor (46). However, clinically applicable doses are delivered within a range that is tolerable by normal tissues (47). Dose escalation trials are underway to identify the maximum tolerable dose for carbon ion radiotherapy according to disease site (2). To date, clinical experience indicates that carbon ion radiotherapy can be delivered to many disease sites at higher biologically equivalent doses than 3D-CRT using X-rays. Carbon ion radiotherapy can also achieve nearly 100% tumor control probability in tumors that are uncontrollable by other radiation therapy modalities using X-rays and protons, such as spinal chordomas (1). Nonetheless, local recurrence occurs within the GTV, indicating the presence of a subset of carbon ion-resistant tumors.

To eradicate carbon ion-resistant tumors, it is important to establish an optimal form of combination treatment that increases the efficacy of carbon ion radiotherapy. To this end, several clinically available chemotherapeutic drugs have been tested in a preclinical setting. Kubo et al. examined the ability of carboplatin and paclitaxel to sensitize H460 lung cancer cells to carbon ion beams (48). Both sensitized cancer cells to carbon ion irradiation, with sensitizing ratios of 1.21 and 1.22, respectively (NB, a sensitizing ratio of >1 indicates that the radiation and the drug have a synergistic effect). These sensitizing ratios were comparable with those of X-rays. Similarly, Takahashi et al. demonstrated that etoposide sensitized X-ray-resistant rat yolk sac tumor cells to carbon ions, reporting a sensitizing ratio of ~1.2 (23). Carboplatin, paclitaxel, and etoposide are all currently used in combination with X-rays for clinical tumor treatment; carboplatin and paclitaxel are used to treat NSCLC, uterine cervical cancer, and esophageal cancer, and etoposide is used to treat small cell lung cancer. The combination of these drugs with carbon ions should likewise be tested in the clinic.

Several drugs currently under development have been tested for their ability to sensitize cells to carbon ion irradiation. Ma and colleagues examined the sensitizing effects of the Wee-1 inhibitor, MK-1775, using H1299 lung cancer cells (49). Wee-1 is a nuclear kinase protein involved in activating the G2 cell cycle checkpoint. Pretreatment for lung cancer cells with MK-1775 abrogated the induction of G2/M arrest after carbon ion irradiation, leading to an increase in mitotic catastrophe-mediated cell death. The sensitizing ratio of MK-1775 was 1.21 at 200 nM, a concentration at which MK-1775 alone reduces the surviving cell fraction by 50%. Musha et al. evaluated the sensitizing effect of the heat shock protein 90 (Hsp90) inhibitor, 17-AAG, in LMF4 oral squamous cell carcinoma cells (50). Hsp90 forms a chaperone complex with client proteins, thereby stabilizing them. Because various Hsp90 client proteins [e.g., Akt, ErbB2, and hypoxia-inducible factor-1α (HIF-1α)] are associated with malignant cancer phenotypes, Hsp90 is regarded as a potent molecular target (51–53). 17-AAG sensitized tumor cells to carbon ions with a sensitizing ratio of 1.14 at 100 nM, a concentration at which 17-AAG alone reduces the surviving cell fraction by 30–40%, although the underlying mechanism is unclear. These data indicate that Wee-1 or Hsp90 inhibition is a viable strategy for sensitization of carbon ions, but the sensitizing effect requires further testing in animal models. As a monomodality treatment for cancer, MK-1775 is currently under investigation in phase I and phase II clinical trials (54). Meanwhile, a phase II clinical trial for 17-AAG was terminated due to the lack of adequate tumor response and the presence of normal tissue toxicity (55). Nevertheless, a number of next-generation Hsp90 inhibitors are now being tested in multiple clinical trials (55).

Cancer immunotherapy has recently provoked a great deal of interest. Novel molecular targeting therapies (including those targeting programed cell death 1, programed cell death-ligand 1, and cytotoxic T-lymphocyte-associated protein 4) all demonstrate marked antitumor effects (56–58). Evidence suggests that the antitumor immune response plays an important role in the antitumor efficacy of X-ray radiotherapy. Nakano et al. showed that pretreatment levels of intratumoral infiltration by Langerhans cells and T cells, the key players in antitumor immune responses, correlates with a favorable outcome in patients with uterine cervical cancer treated using X-ray radiotherapy (59). They also showed that concomitant use of X-rays and intratumoral injection of sizofiran, an immune-response modifying drug, increases intratumoral infiltration of Langerhans cells and T-cells in patients with uterine cervical cancer (60). Recently, Suzuki et al. demonstrated that an antigen-specific T cell response is activated in esophageal cancer patients receiving combined X-ray radiotherapy and chemotherapy (61). These data suggest that the efficacy of X-ray radiotherapy can be improved upon combination with assorted cancer immunotherapies.

To investigate whether the antitumor immune response contributes to the antitumor efficacy of carbon ion radiotherapy, Yoshimoto et al. examined the impact of carbon ion irradiation on the release of high-mobility group box 1 protein (HMGB1) after irradiation in various cancer cell lines (62). HMGB1 is released from tumor cells damaged by radiotherapy and/or chemotherapy. Elevated serum HMGB1 levels are associated with activation of the antigen-specific T cell responses after chemoradiotherapy (61). The investigators found that HMGB1 levels in conditioned culture media were significantly higher after carbon ion irradiation. The RBE values based on HMGB1 release were similar to those based on clonogenic survival. These data suggest that the antitumor immune response contributes to an antitumor effect not only in X-ray radiotherapy but also in carbon ion radiotherapy. Additional preclinical research investigating the effects of combinations of carbon ion radiotherapy and cancer immunotherapy is currently underway.

PERSPECTIVES

Carbon ion radiotherapy is a promising therapy for cancer. Appropriate patient selection based on individual tumor radiosensitivity is key to making the most of this medical resource with extremely limited availability. Recent advances in molecular biology research emphasize the need for functional predictive assays using tumor biopsy specimens for the practice of precision medicine (63). The utility of predictive assays for determining intratumoral oxygen levels, radiation-induced cellular apoptosis, DSB repair capacity, and gene mutational status should be tested in the clinic. Of note, recent studies demonstrate that a combination of distinct tumor features can work synergistically to predict prognosis in a subset of tumors, indicating the benefit of combined usage of these predictive assays (64). In addition, progress in the field of metabolomics indicates that non-invasive predictive assays based on biofluids, such as blood or urine, will be established in the near future (65, 66).

Researchers have accumulated extensive data concerning radiobiological properties of cancers and normal tissues. However, translation of biological data to the clinic remains far from satisfactory. This may be partially due the huge diversity in experimental systems used in radiation biology studies, making it difficult to draw solid conclusions for clinical applications. A meta-analytic approach to integrate the existing data is suggested. Moreover, specification of carbon ion beams including LET values employed in the studies must be carefully considered during the data translation process. Most in vitro studies used mono-energetic high-LET (i.e., ~100 keV/μm) carbon ion beams. However, several facilities, including NIRS and GHMC, now utilize spread-out Bragg peak (SOBP) carbon ion beams, which comprise a mixture of different LET beams, in the clinic. The biological effect of SOBP carbon ion beams likely differs from that of mono-energetic high-LET beams. Studies during the early era of carbon ion radiobiology provide plenty of data on the biological effect of SOBP carbon ion beams. Nevertheless, these data are difficult to interpret in the context of modern molecular biology and in a clinical setting because the biological effects were analyzed using biophysics models to deconvolute the mixed LET spectrum. Therefore, future studies should investigate the effects of SOBP carbon ion beams using current molecular biological techniques, particularly with respect to tumor hypoxia, radiation-induced apoptosis, and DSB repair.

Emerging molecular biology techniques are expected to contribute to further advancement of translational research in carbon ion radiobiology. First, next-generation sequencing technologies will almost certainly identify specific genomic and epigenomic profiles that affect radiosensitivity (28, 67) and can be combined with existing data concerning expression profiles related to radiosensitivity (68, 69). Second, advanced high-resolution microscopy techniques will clarify the molecular processes that occur following carbon ion irradiation. For example, Britton et al. visualized recruitment of a single Ku molecule at DSB sites, which is essential for the repair of DSBs induced by ionizing irradiation (70). Thus, advanced high-resolution microscopy will promote our understanding of the repair kinetics of complex DSBs induced by carbon ions. Third, emerging imaging technologies will enable detailed visualization of intratumoral oxygen levels and metabolomic states (71). We anticipate that integration and translation of data in radiation biology will greatly improve the efficacy of carbon ion radiotherapy.
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Carbon ions are an up-and-coming ion species, currently being used in charged particle radiotherapy. As it is well established that there are considerable interindividual differences in radiosensitivity in the general population that can significantly influence clinical outcomes of radiotherapy, we evaluate the degree of these differences in the context of carbon ion therapy compared with conventional radiotherapy. In this study, we evaluate individual radiosensitivity following exposure to carbon-13 ions or γ-rays in peripheral blood lymphocytes of healthy individuals based on the frequency of ionizing radiation (IR)-induced DNA double strand breaks (DSBs) that was either misrepaired or left unrepaired to form chromosomal aberrations (CAs) (simply referred to here as DSBs for brevity). Levels of DSBs were estimated from the scoring of CAs visualized with telomere/centromere-fluorescence in situ hybridization (TC-FISH). We examine radiosensitivity at the dose of 2 Gy, a routinely administered dose during fractionated radiotherapy, and we determined that a wide range of DSBs were induced by the given dose among healthy individuals, with highly radiosensitive individuals harboring more IR-induced breaks in the genome than radioresistant individuals following exposure to the same dose. Furthermore, we determined the relative effectiveness of carbon irradiation in comparison to γ-irradiation in the induction of DSBs at each studied dose (isodose effect), a quality we term “relative dose effect” (RDE). This ratio is advantageous, as it allows for simple comparison of dose–response curves. At 2 Gy, carbon irradiation was three times more effective in inducing DSBs compared with γ-irradiation (RDE of 3); these results were confirmed using a second cytogenetic technique, multicolor-FISH. We also analyze radiosensitivity at other doses (0.2–15 Gy), to represent hypo- and hyperfractionation doses and determined that RDE is dose dependent: high ratios at low doses, and approaching 1 at high doses. These results could have clinical implications as IR-induced DNA damage and the ensuing CAs and genomic instability can have significant cellular consequences that could potentially have profound implications for long-term human health after IR exposure, such as the emergence of secondary cancers and other pathobiological conditions after radiotherapy.
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INTRODUCTION

Current radiotherapy regimens use photons or protons for the treatment of a plethora of malignancies. However, as ionizing radiation (IR) of high linear energy transfer (LET) may potentially offer radiobiological advantages over low LET IR due to their inherent physical dose distribution characteristics, cancer radiotherapy is now shifting to the use of high-LET heavier ion species (1). Low LET IR (e.g., X- and γ-rays) deposits exponentially decreasing amounts of energy, as a function of penetration depth in the target material, in a uniform pattern of distribution. High LET IR, such as heavy ions, on the other hand, are characterized by a relatively low entrance dose in the target material, followed by a pronounced sharp maximum dose near the end of their range called the Bragg peak, and energy close to 0 beyond the Bragg peak. This characteristic of high LET IR is useful especially for the treatment of deep-seated tumors in the human body, as it allows a great amount of energy to be precisely localized at the tumor site when it is placed at the Bragg peak, while minimally exposing the surrounding normal tissues (2).

Among various types of heavy ion species considered for radiotherapy, carbon ions are considered to have the most balanced and optimal properties in terms of physical dose distribution and relative biological effectiveness (RBE) along its Bragg peak curve (3). However, carbon ion radiotherapy is not yet widely used, with only a few centers worldwide (six in Asia and two in Europe) that have treated ~13,000 patients (as of December 2013), compared with ~50 active proton therapy centers worldwide that have treated over 105,000 patients (4). Though preliminary clinical data from the existing carbon ion therapy centers suggest favorable results for many of the malignancies that do poorly with conventional radiotherapy (3), further clinical research and development of more carbon ion (and other charged particles heavier than protons) therapy centers in the US and worldwide are hindered by the lack of sufficient clinical evidence of the benefit of carbon ion therapy over conventional radiotherapy that would cost-effectively justify the establishment of such expensive facilities (1). Further investigation is necessary to characterize and understand how carbon ion therapy works in comparison to conventional radiotherapy.

Clinical outcomes of radiotherapy can be significantly influenced by interindividual variations in sensitivity to IR, which is well established to exist in the general population. Highly radiosensitive patients, for instance, may develop early and/or late side effects due to radiation toxicity, while radioresistant patients may receive an insufficient dose of radiation due to dose limitations in current general radiotherapy protocols. However, current radiotherapy and radiation protection protocols do not take into account the individual variations in radiosensitivity, but rather rely on population averages of radiation responses. Refining these protocols to consider individual radiosensitivity, especially the more radiosensitive and cancer-prone, may help to alleviate the detrimental delayed effects of IR (5–7).

In this study, we evaluate individual radiosensitivity following exposure to carbon-13 ions or γ-rays in peripheral blood lymphocytes (PBL) of healthy blood donors using the telomere/centromere-fluorescence in situ hybridization (TC-FISH) technique. TC-FISH, which simultaneously stains telomeres and centromeres using peptide nucleic acid (PNA) probes (8), was shown in a recent study in our laboratory (9) to be a cost-effective method that significantly simplifies and improves the “gold standard” dicentric chromosome (DC) assay, which relies on the manual scoring of DCs following Giemsa staining by trained specialists. The radiosensitivity of each analyzed individual in this analysis was ranked based on the estimation of the frequency of IR-induced DNA double strand breaks (DSBs) that either was misrepaired or left unrepaired to form chromosomal aberrations (CAs). For brevity, we refer to these misrepaired or unrepaired DSBs that generate CAs simply as “DSBs” henceforth. Levels of DSBs were estimated from the scoring of CAs visualized with TC-FISH, including dicentrics, centric and acentric rings, and acentric fragments (with 0, 2, or 4 telomeres). We demonstrated in our previous article (9) that this modified scoring technique provides improved sensitivity compared with the classical DC analyses. Additionally, as presented in this same paper, we developed a novel automated system (TCScore) that can perform these TC-FISH analyses with the same efficacy as manual scoring, but in a fraction of time; this improved, automated approach will open up new horizons for the assessment of genotoxic risk and for biological dosimetry, particularly for low doses.

We examine radiosensitivity at the dose of 2 Gy, a routinely administered dose during fractionated radiotherapy (10, 11), and at other doses (0.2–15 Gy), to represent hypo- and hyperfractionation doses. As we are particularly interested in comparing the levels of biological effect (misrepaired or unrepaired DNA DSBs generating CAs in this case) at a particular dose of carbon irradiation compared with the same dose of γ-irradiation (isodose effect), we also define a quality we term “relative dose effect” (RDE). This ratio is advantageous as it allows for simple comparison of dose–response curves.

RESULTS

Individual Radiosensitivity Following Exposure to 2 Gy of γ-Rays

Individuals in this cohort of 18 healthy blood donors were first ranked in the order of increasing radiosensitivity based on the mean number of IR-induced DSBs (i.e., misrepaired or unrepaired DSBs that generated CAs) per cell following in vitro exposure of isolated PBL to 2 Gy of low LET γ-rays. The mean number of DSBs per cell was calculated based on the scoring of CAs following TC-FISH staining, as described in Figures 1A,B, in cells undergoing first mitosis at 60 h postirradiation. As shown in Figure 2A, individuals were designated as Donors A through R in this order of “radioresistant” to “radiosensitive” donors. We use this ranking throughout the study as the definition of each of these donors’ radiosensitivity.
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FIGURE 1 | (A) Visualization of IR-induced dicentric chromosomes (dic) and other chromosomal aberrations (CAs), such as acentric fragments (ac), using telomere/centromere-fluorescence in situ hybridization (TC-FISH). This image shows 3 dic and 5 ac [3 with 4 telomeres (telo), 1 with 2 telo, 1 with 0 telo]. (B) Examples of the method used to estimate the number of IR-induced DSBs per cell (i.e., misrepaired or unrepaired DSBs that generated CAs) using TC-FISH. A dic or a centric ring with an ac containing four telo was considered as two DSBs. Excess ac with two telomeres was considered as resulting from one DSB that failed to rejoin (terminal deletion). Excess ac with 0 telomeres were considered as resulting from 2 DSBs (interstitial deletion). Note that these sample images of chromosomes are not an analysis of (A), and lines denoting DSBs from IR interactions are not necessary from traversal with the same IR track. (C) Visualization of IR-induced translocations using M-FISH. This image shows the same metaphase as in (A). Each chromosome involved in the dic and ac can be identified. Furthermore, three additional translocations can be observed that was not able to be visualized using the TC-FISH technique. (D) Examples of the method used to estimate the number of IR-induced DSBs (i.e., misrepaired or unrepaired DSBs that generated CAs) using M-FISH. Dic or translocations involving two chromosomes often involve two DSBs, whereas more complex rearrangements with three chromosomes may involve four DSBs. Note that these sample images of chromosomes are not an analysis of (C), and lines denoting DSBs from IR interactions are not necessary from traversal with the same IR track.
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FIGURE 2 | Comparison of individual radiosensitivity following exposure to 2 Gy of either carbon-13 ions (75 MeV/u; LET ~36.5 keV/μm at the plateau region of the Bragg peak curve) or γ-rays. Individual radiosensitivity was evaluated in peripheral blood lymphocytes (PBL) of healthy blood donors in cells undergoing first mitosis at 60 h postirradiation; radiosensitivity of each individual was ranked using the TC-FISH technique based on the estimation of the frequency of IR-induced DNA DSBs (i.e., misrepaired or unrepaired DSBs that generated CAs), estimated as shown in Figure 1B. (A) Ranking of individual radiosensitivity to 2 Gy of carbon ions and γ-rays. Individuals were designated as Donors A (“radioresistant”) through R (“radiosensitive”) based on the order of increasing radiosensitivity following γ-irradiation. (B) Distribution of the number of DSBs per cell for each type of IR for all donors analyzed. (C) No correlations between individual radiosensitivity following in vitro exposure to 2 Gy of carbon ions and γ-rays (R2 = 0.16).



Following exposure to a dose of 2 Gy of γ-irradiation, there was a range of ~1.5–2.8 DSBs per cell (1.8-fold difference), and a mean of 2.17 DSBs per cell in the PBL samples. Comparison of data obtained from samples irradiated on different dates and analyzed by different individuals showed no significant differences in the measurement of the mean number of DSBs per donor (p > 0.05). Donors classified as more radiosensitive harbored more DSBs per cell, with a wider range of distribution of DSBs per cell, compared with the more radioresistant donors (Figure S1 in Supplementary Material). For example, the mean of the range of DSBs per cell in radioresistant donors (Donors A through F) was found to be 9.0 compared with 12.5 in radiosensitive donors (Donors M through R). This indicates the presence of more IR-induced damage in radiosensitive donors compared with radioresistant donors following exposure to a dose of 2 Gy of γ-rays.

No correlations were observed between this radiosensitivity and levels of spontaneous or IR-induced apoptosis (0–6 Gy; data not shown). Furthermore, no correlations were found (R2 = 0.045; data not shown) between radiosensitivity to 2 Gy of γ-irradiation and the susceptibility to IR-induced apoptosis in the T4-EM subpopulation (measured as the slope of IR-induced apoptosis in T4-EM lymphocytes between the doses of 0 and 6 Gy of γ-irradiation), as previously described (12). Radiosensitivity may be moderately correlated with interindividual variability in the induction of global γH2AX fluorescence at 30 min postirradiation (R2 = 0.595), but not at later time points postirradiation (3–24 h); global γH2AX fluorescence data of this cohort of PBL were previously published (13).

Individual Radiosensitivity Following Exposure to 2 Gy of Carbon Ions

Individual radiosensitivity following in vitro exposure to 2 Gy of high LET carbon-13 ions (75 MeV/u; LET ~36.5 keV/μm at the plateau region of the Bragg peak curve) was measured in PBL of 13 of the healthy blood donors analyzed for γ-irradiation above in cells undergoing first mitosis at 60 h postirradiation.

As shown in Figure 2A, interindividual differences in radiosensitivity was also observed following carbon irradiation, a range of ~5–8 DSB per cell was measured (1.6-fold difference), and a mean of 6.45 DSBs per cell in the PBL samples. As with γ-irradiation, radiosensitivity was not correlated with apoptosis and global γH2AX fluorescence (data not shown). Based on the ranking of increasing radiosensitivity following carbon irradiation, we find that the more radiosensitive donors to carbon irradiation harbored more DSBs per cell compared with the more radioresistant donors (Figure S2 in Supplementary Material); for example, the mean of the range of DSBs per cell in radioresistant donors (Donors C, H, E, and J) was found to be 14.8 compared with 19.8 in radiosensitive donors (Donors F, A, Q, M, and K).

No Correlations between Radiosensitivity to 2 Gy of γ-Rays and Carbon Ions

Comparison of radiosensitivity to carbon irradiation and γ-irradiation at the dose of 2 Gy showed a different order of increasing radiosensitivity within this cohort, as illustrated in Figure 2A. Indeed, the order of low to high radiosensitivity as classified according to 2 Gy of γ-irradiation did not hold for carbon irradiation following exposure to the same dose (Figure 2A). This indicates that donors are not equally sensitive to different types of IR. Interestingly, though the ranking of radiosensitivity to carbon ions and γ-rays was different within this cohort, the trend lines for radiosensitivity to each type of IR (plotted in the order of increasing radiosensitivity to γ-rays) were parallel, both with a slope of 0.07. Notably, a high intracellular variability of IR-induced DSB among cells of the same donor was observed (data not shown). Intracellular variations following carbon irradiation were generally found to be larger than those following γ-irradiation. This may be expected due to the non-uniform spatial distribution of IR-induced DNA damage following heavy ion irradiation. A modest correlation was found between the dispersion of DSBs per donor (95% confidence interval) following γ- and carbon irradiation (R2 = 0.51). As expected, carbon irradiation causes more dispersion in the number of DSBs induced per cell compared with γ-irradiation, with carbon ranging to up to 20 DSBs per cell and γ-rays ranging up to 12 DSBs (Figure 2B). This indicates that carbon irradiation causes a larger range of DSBs per cell and more IR damage that is less repaired compared with γ-rays. As shown in Figure 2C, we find that there are no correlations between radiosensitivity to carbon ions and γ-rays at the dose of 2 Gy (R2 = 0.16).

RDE Factor of 3 after 2 Gy Irradiation Using Both TC-FISH and M-FISH Techniques

In this study, as we are particularly interested in the differences in the effectiveness of induction of DSBs (i.e., misrepaired or unrepaired DSBs that generated CAs) by carbon irradiation compared with γ-irradiation at a given dose (isodose effect), we define a new ratio, termed RDE, calculated simply by dividing the mean DSBs per cell determined using TC-FISH following exposure to carbon ions by that following exposure to the same dose of γ-rays. This ratio differs from the usual metric RBE (defined as the ratio of doses that produce an iso-effect) and is advantageous, as it allows for simple comparison of dose–response curves.

At the dose of 2 Gy, the mean number of DSBs per cell was found to be 2.17 DSB per cell after γ-irradiation (18 donors, as described in Section “Individual Radiosensitivity Following Exposure to 2 Gy of γ-Rays”) and 6.45 DSB after carbon irradiation (13 donors, as described in Section “Individual Radiosensitivity Following Exposure to 2 Gy of Carbon Ions”). Therefore, the RDE of carbon ions was determined to be ~3 times that of γ-rays at the dose of 2 Gy using TC-FISH. The RBE at 2 Gy was found to be 2.6.

Relative dose effect results were confirmed using M-FISH analysis of chromosomal rearrangements, visualized as illustrated in Figure 1C. The number of DSBs per cell using M-FISH analysis was calculated, as illustrated in Figure 1D. At the dose of 2 Gy, M-FISH analyses in four donors (Donors A, C, L, and R) indicated 3.26 DSBs per cell after γ-irradiation and 9.81 DSBs per cell following carbon irradiation. As M-FISH is a more detailed analysis of chromosomal damage compared with TC-FISH (since M-FISH allows analysis of translocations, which are not visible with TC-FISH), it is expected that more DSBs per cell be calculated using M-FISH than using TC-FISH. However, as both techniques give an RDE factor of 3 at the dose of 2 Gy, the determination of RDE factor of carbon compared with γ-rays is independent of the method of scoring chromosomal damage. Thus, TC-FISH and M-FISH can be considered to be two alternative approaches for scoring chromosomal damage.

Based on these results, we propose that the TC-FISH technique is more practical for rapid assessment of genotoxic risk and for radiation dosimetry, as M-FISH is both expensive and time consuming in terms of hybridization technique and analysis compared with TC-FISH.

RDE at Other Doses: High RDE at Low Doses

To determine RDE at other doses, we compare mean DSBs per cell determined using TC-FISH following exposure to a range of doses (0.2–15 Gy) of carbon ions and γ-rays in a subset of the PBL of the healthy blood donors analyzed above. For γ-irradiation at all doses except for 2 Gy (which is the average of 18 donors; data in Figure 2A), the mean DSBs per cell represent the average of six donors (Donors C, F, H, J, K, and O). For carbon irradiation at all doses except for 2 Gy (which is the average of 13 donors; data in Figure 2A), the mean DSBs per cell represent the average of four donors (Donors G, H, K, and M).

Figure 3A shows a plot of the dose (0–5 Gy) of γ- or carbon irradiation and the mean number of DSBs per cell averaged for all donors analyzed. This plot indicated second order polynomial trends between the doses of 0 and 5 Gy for both IR types. This plot was expanded to doses of up to 15 Gy in Figure 3B, which shows data for the frequency of DSBs per cell (averaged for all donors analyzed) at each dose with the exact mean indicated above each bar. Error bars in Figures 3A,B represent the SD of the frequencies of DSBs per cell among the averaged donors, illustrating interindividual variations in radiosensitivity at various doses. RDE factors shown in Figure 3C were calculated by dividing the mean DSBs per cell following a dose of carbon irradiation by the mean DSBs per cell following the same dose of γ-irradiation (values shown in Figure 3B). The RDE factor is dose dependent, with high RDE factors at low doses (0.2 and 0.5 Gy), and an RDE factor approaching 1 at high doses (10 and 15 Gy).
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FIGURE 3 | Relative dose effect (RDE) of carbon-13 ions (75 MeV/u; LET ~36.5 keV/μm at the plateau region of the Bragg peak curve) versus γ-rays at various doses. We define RDE to be the ratio of biological effect at a given dose (isodose effect). The mean number of DSBs per cell was determined using TC-FISH as illustrated in Figure 1B, and dose–response curves were plotted for doses of up to (A) 5 Gy and (B) 15 Gy. The mean DSBs per cell for all donors analyzed are indicated above each bar in (B). Error bars represent the SD of the frequencies of DSBs per cell among the donors. (C) RDE of carbon ion versus γ-rays as a function of dose.



DISCUSSION

In this study, we demonstrate that following in vitro irradiation with carbon ions or γ-rays at the dose of 2 Gy, a routinely administered dose during fractionated radiotherapy (10, 11), interindividual differences in radiosensitivity (measured in terms of misrepaired or unrepaired IR-induced DNA DSBs that led to the formation of CAs) exist in healthy individuals. In other words, a given dose of IR can induce a wide range of DNA damage among healthy individuals, with highly radiosensitive individuals harboring more IR-induced damage in the genome than radioresistant individuals following exposure to the same IR dose. These results could have important clinical implications as IR-induced DNA damage and the ensuing CAs and genomic instability can have significant cellular consequences that could potentially have profound implications for long-term human health after IR exposure, such as the emergence of secondary cancers and other pathobiological conditions after radiotherapy (14–16). A fast and reliable clinical method to measure radiosensitivity of cancer patients and/or predict radiotherapy toxicity (especially to identify hyper-radiosensitive individuals) would permit personalized radiotherapy treatment; however, such a method still remains to be established (17–20).

It is well established that radiosensitivity is closely linked to intrinsic, genetically determined differences in cellular responses to IR-induced damage, particularly the repair of DNA DSBs (7). In our previously published paper (13), we have demonstrated, in this same cohort of PBL from healthy individuals, a high level of interindividual variability in the induction and kinetics of γH2AX, an important DNA damage response (DDR) protein that facilitates the efficient repair of DSBs, following γ-irradiation; this variability, measured using global immunofluorescence microscopy and confirmed with flow cytometry, was found to increase with dose and diminish with repair time, in accordance with previously published observations (21–24). This finding supports the notion that these individuals vary in their DDR capacities. However, in this study, we show a moderate correlation between radiosensitivity and global γH2AX fluorescence at 30 min postirradiation (R2 = 0.595), but no correlations at later time points postirradiation (3–24 h). These moderate to lack of correlations between radiosensitivity and γH2AX levels could be due to the rapid time-dependent changes in γH2AX levels postirradiation. Furthermore, the lack of correlation that we have observed between sensitivity to carbon and γ-irradiation may indicate that individuals may not be equally capable of repairing the different types of DNA damage induced by low LET and high LET IR. Indeed, high LET IR causes more clustered DNA DSBs and higher frequencies of complex chromosomal aberrations (CCAs) that may be less likely to be repaired correctly compared with equivalent doses of low LET IR (25–29).

Our results demonstrate that the yield of IR-induced DSBs fits a polynomial curve very close to linearity, in agreement with previous reports of upward curvature, especially following high LET IR (29, 30). We showed that RDE is dose dependent, with high RDE at low doses (0.2 and 0.5 Gy), and approaching 1 at high doses (10 and 15 Gy). This may indicate that the biological effectiveness of carbon at low doses, such as in surrounding tissue of the primary site of irradiation, may be significantly underestimated: IR exposure may be more harmful than expected. On the other hand, at very high doses per fraction, such as in hypofractionated radiotherapy schemes, biological effectiveness may be significantly overestimated. These results may be important to consider for carbon radiotherapy.

In this study, we have found that TC-FISH and M-FISH are two complementary methods for the scoring of DSBs and RDE determination at the dose of 2 Gy, as carbon ions caused three times more DSBs per cell compared with γ-irradiation with both techniques with this dose. We have recently further improved the speed of the TC-FISH technique and analysis in our laboratory with the development of a semi-automated software (TCScore) that is able to detect IR-induced CAs (dicentrics, rings, acentrics with 4, 2, 0 telomeres) with the same efficacy as manual scoring in a fraction of time (9). This software provides automated analysis of three-channel (RGB) images (red, green, and blue channels containing telomere, centromere, and DAPI DNA staining information, respectively) split into their individual channels by any image processing software (e.g., Image J) and generates an intuitive and interactive report of CA classes that can be reviewed and corrected in batches by an investigator. This improved, automated approach will open up new horizons for the assessment of genotoxic risk for clinical uses (e.g., radiosensitivity assessment before radiotherapy) and for biological dosimetry following accidental exposure, particularly for low doses (9, 31). However, in order for these techniques to be used in the clinics for determining intrinsic individual radiosensitivity, analyses of a larger cohort of healthy individuals are needed to well establish the degree of variations within the whole human population.

Meanwhile, the M-FISH technique has been shown to be a powerful tool for detailed analyses of translocations and CCAs in the whole genome at very low to high doses of IR exposure, as it allows all chromosomal homolog pairs to be differentiated (32, 33). It was shown to be sensitive enough to detect translocations and other CAs at doses as low as 0.1 Gy of low LET IR (34). Though the long-term stability of translocations and the usefulness of this technique was recently validated (35), M-FISH analysis is laborious, time consuming (~5 days to obtain results), and expensive; standardization and automation will be key to improving the practical significance of FISH-based translocation assays. Furthermore, the frequencies of translocations at baseline and their persistence postirradiation at various doses, as well as potential interindividual variability in their levels, need to be further characterized, especially in the low dose range (36). Such data would be valuable for studying the long-term health risk of IR exposure and may generally contribute to understanding the link between CAs and human diseases and cancer (37).

In conclusion, it is evident that individual radiosensitivity exists among healthy individuals following irradiation with carbon ions and γ-rays, and individuals may not be equally sensitive to different types of IR. Furthermore, the RDE of carbon compared with γ-rays could be dose dependent, illustrating the complexity of the biological responses to IR. We propose that the calculation of IR-induced DSBs (i.e., misrepaired or unrepaired DSBs that generated CAs) using TC-FISH may be a sensitive and reliable approach to measuring individual radiosensitivity. The ability to rank and predict individual radiosensitivity has a wide range of real-world applications, as it directly impacts the formulation of cancer treatment strategies and the establishment of radiation protection guidelines. Refining radiotherapy and radiation protection protocols to consider individual radiosensitivity, especially the more radiosensitive and cancer-prone, may help to alleviate the detrimental delayed effects of IR.

MATERIALS AND METHODS

Cell Culture

Peripheral blood lymphocytes used in this study were isolated from the whole blood of 18 healthy blood donors (with negative viral status) from the Center of Blood Transfusions using the standard Ficoll isolation technique. Individuals included in this cohort were selected from a larger cohort of 63 individuals along the range of radiosensitivity measured previously based on the induction of IR-induced apoptosis (38); all analyses, however, were performed blindly. After isolation, lymphocytes were frozen in liquid nitrogen (−196°C) until use. Lymphocytes were unfrozen 24 h before irradiation and incubated at 37°C in an atmosphere of 5% CO2 in RPMI 1640 medium (Gibco) supplemented with 20% fetal bovine serum (FBS; Eurobio) and antibiotics (penicillin/streptomycin; Gibco).

Irradiation

Peripheral blood lymphocytes were irradiated at various doses at room temperature (RT) with γ-rays from a Cesium-137 source at the CEA Fontenay-aux-Roses, France (dose-rate of 2 Gy/min).

Carbon-13 (13C6+) irradiations were performed on the Grand Accélérateur National d’Ions Lours GANIL (Caen, France) D1 high energy line (IRRABAT beam line) with energy of 75 MeV/u; details of dosimetry and other specifications were previously published (39). Lymphocytes were irradiated in small tubes with a glass wall of 2 mm thickness. Samples were irradiated at the plateau region of the Bragg peak curve; the mean LET at the sample was estimated to be ~36.5 keV/μm. The dosimetry was realized with the assistance of CIMAP–CIRIL physicists using a Faraday cup and an X-ray detector (5 μm stainless steel foil and photomultiplier). The photons emitted after traversal of the foil by the accelerated ions were counted, and a correlation at low fluences/doses was established with the real ion tracks measured on CR39 tracks detectors (C12H18O7)n. After exposure to the beam, the ion tracks in the CR39 were chemically etched for 8–12 min in 12 N KOH at 80°C. Several microscope fields were photographed using an Olympus Vanox-S, ×100, equipped with a Cohn Pieper FK-7512-Q video camera. The tracks were then counted using a homemade image analysis application from the Aphelion® software. X-ray detector doses were also subsequently correlated with the doses measured with an ionizing chamber (Unidos 23332 or 23344, PTW Freiburg, Germany, depending on the ion atomic number and its track length) for further verification of the dose/fluence ratio. The ionizing chamber was not used as reference dosimeter for the sample irradiations, since it was designed for measuring photon fluxes (utilized in radiotherapy).

Chromosome Preparation, Staining, and Image Acquisition

Peripheral blood lymphocytes were cultured for 60 h postirradiation, and metaphase preparations were performed using standard procedures (40). Slides with metaphase spreads were stored in −20°C until use, and were unfrozen and left at RT overnight before use.

For TC-FISH analysis, telomeres and centromeres were stained, as previously described (9) using telomere-specific Cyanine3-labeled PNA probes and centromere-specific FITC-labeled PNA probes (both from Panagene, Daejon, South Korea).

For M-FISH analysis, slides were hybridized with a 24XCyte mFISH kit (MetaSystems Altlussheim, Germany) according to the protocol recommended by the manufacturer.

After counterstaining of the DNA with 4′,6-diamidino-2-phenylindole (DAPI), slides were mounted with coverslips with PPD (1 mg/mL p-phenylenediamine-90% glycerol-10% PBS) and stored in a dark box at −4°C until automated image acquisition using the MetaSystems AutoCapt software. Images of metaphase cells were acquired with a charge-coupled device camera (Zeiss, Thornwood, NY, USA) coupled with a Zeiss Axioplan microscope. CAs were scored manually using the MetaSystems ISIS software.

Analysis of Chromosomal Aberrations

In this study, radiosensitivity was measured based on the mean number of IR-induced DSBs per cell (i.e., misrepaired or unrepaired DSBs that generated CAs) following TC-FISH staining (Figure 1A) in cells undergoing first mitosis at 60 h postirradiation. DSBs were calculated based on the manual scoring of CAs, as described in Ref. (9) and in Figure 1B. Based on the frequencies of dicentrics, centric and acentric rings, and acentric fragments (with 0, 2, or 4 telomeres), a precise estimate of the number of IR-induced DSBs that gave rise to the CA can be calculated at the studied doses, as illustrated in Figure 1B. Generally, a dicentric or a centric ring with an acentric fragment containing four telomeres are considered as two DSBs; excess acentric fragments with two telomeres are considered as resulting from one DSB (terminal deletion); and excess acentric fragments with 0 telomeres are considered as resulting from two DSBs (interstitial deletion).

Following M-FISH staining (Figure 1C), the number of DSBs per cell can be calculated based on the visualization of chromosomal rearrangements (that are not visible with TC-FISH). Examples are illustrated in Figure 1D; in general, dicentrics and translocations involving two chromosomes often involve two DSBs, whereas more complex rearrangements with three chromosomes may involve four DSBs.
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Decreased RXRα is associated with increased β-catenin/TCF4 in 56Fe-induced intestinal tumors
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Although it is known that accumulation of oncogenic β-catenin is critical for intestinal tumorigenesis, the underlying mechanisms have not yet been fully explored. Post-translational β-catenin level is regulated via the adenomatous polyposis coli (APC)-dependent as well as the APC-independent ubiquitin–proteasome pathway (UPP). Employing an APC-mutant mouse model (APCMin/+) the present study aimed to investigate the status of RXRα, an APC-independent factor involved in targeting β-catenin to UPP for degradation, in tumor-bearing and tumor-free areas of intestine after exposure to energetic 56Fe ions. APCMin/+ mice were exposed to energetic 56Fe ions (4 or 1.6 Gy) and intestinal tumor samples and tumor-free normal intestinal samples were collected 100–110 days after exposure. The status of TCF4, β-catenin, cyclin D1, and RXRα was examined using immunohistochemistry and immunoblots. We observed increased accumulation of the transcription factor TCF4 and its co-activator β-catenin as well as their downstream oncogenic target protein cyclin-D1 in 56Fe ion-induced intestinal tumors. Further, decreased expression of RXRα in tumors as well as in adjacent normal epithelium was indicative of perturbations in β-catenin proteasomal-targeting machinery. This indicates that decreased UPP targeting of β-catenin due to downregulation of RXRα can contribute to further accumulation of β-catenin and to 56Fe-induced tumorigenesis.
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Introduction

Heavy ion charged particle (HZE) radiation, such as 56Fe ions, is prevalent in deep space, and is a major concern for astronauts’ health (1). Recently, using APCMin/+ mice, a well-accepted mouse model for human colorectal cancer (CRC), we found increased risk of CRC development accompanied by increased nuclear accumulation of oncogenic β-catenin and activation of its downstream signaling after exposure to 56Fe ions (2–5). However, the mechanisms behind the accumulation of oncogenic β-catenin are not yet fully understood.

Cellular levels of free β-catenin are tightly regulated via the ubiquitin–proteasome pathway (UPP). Targeting of β-catenin to the proteasome and its subsequent degradation involves two adenomatous polyposis coli (APC)-dependent (i.e., APC/GSK3β/AXIN and APC/Siah1) and one APC-independent (RXRα-mediated) mechanisms (6). In gastrointestinal (GI) tumors, genes involved in APC-dependent (APC, Siah1, and Axin) targeting of β-catenin are often mutated (7–11), and similarly in APCMin/+ mice, tumor formation is mostly driven through inactivation of the wild type APC allele (12). Thus, APC-dependent proteasomal targeting of β-catenin is eventually disabled in these tumors. In the absence of proteasomal targeting, β-catenin accumulates and interacts with T-cell factor transcription factors (TCF4) in the nucleus leading to activation of oncogenic signaling pathways (13). In view of the known perturbations in APC-dependent proteasomal targeting of β-catenin early in the GI tumorigenesis process, only the APC-independent (RXRα-dependent) pathway would remain to control its accumulation. However, the status of the APC-independent proteasomal targeting of the β-catenin in heavy ion radiation-induced intestinal tumors has not been explored. In this study, using the APCMin/+ intestinal tumor mouse model (14), we demonstrated downregulation of RXRα expression, which may complement the disabled APC-dependent proteasomal degradation pathway to increase β-catenin accumulation in 56Fe-induced tumors. Downregulation of RXRα observed in this study could potentially play a crucial role in heavy ion radiation-induced increased risk of intestinal tumorigenesis and would warrant further investigation.

Materials and Methods

Mice and Genotyping

Male APCMin/+ mice (The Jackson Laboratory, Bar Harbor, ME, USA) were bred with female C57BL/6J mice at the Georgetown University (GU)’s animal facility. Genotyping using tail DNA samples were done using reverse-transcription polymerase chain reaction (RT-PCR) to identify heterozygous offspring as per the Jackson Laboratory protocol. The mouse colony was maintained on standard certified rodent diet and filtered water in a humidity and temperature-controlled room with 12 h dark/light cycle. All experimental procedures were performed in compliance with the protocols approved by the Institutional Animal Care and Use Committee (IACUC) at GU and Brookhaven National Laboratory (BNL). Both the facilities are Association for Assessment and Accreditation of Laboratory and Animal Care International (AAALACI) accredited facilities and we followed The Guide for the Care and Use of Laboratory Animals.

Irradiation and Sample Collection

APCMin/+ female mice (6–8-weeks old) were placed in well-ventilated transparent plastic boxes (1 mouse/box) allowing easy movement and irradiated with 4 or 1.6 Gy whole body 56Fe radiation (energy: 1000 MeV/n; LET: 148 keV/μm; dose rate: 1 Gy/min) at the NASA Space Radiation Laboratory (NSRL) at BNL. These two doses were used in our previously published tumorigenesis experiments and samples collected during that study were used for molecular analysis in this study. For 56Fe exposure, both control and treatment groups were shipped to BNL for irradiation and brought back to GU after irradiation in a temperature-controlled vehicle for a same day delivery to minimize stress to the animals. Age-matched 56Fe-irradiated and control mice were euthanized by CO2 asphyxiation between 100 and 110 days after radiation exposure. The small intestinal tract was surgically removed, washed with phosphate-buffered saline (PBS), and cut open longitudinally at room temperature. A dissecting scope (Leica MZ6, Buffalo Grove, IL, USA) was used to visualize and dissect tumors, which were then flash frozen in liquid nitrogen and stored at −80°C for further use. Also, intestinal samples (~3 cm) with tumor-bearing and surrounding tumor-free area were fixed overnight in 10% buffered formalin, embedded in paraffin, and 4 μm-thick sections were obtained for immunohistochemistry staining.

Immunohistochemistry

Intestinal sections (n = 5 mice per group) were used for immunohistochemistry with a protocol described earlier (3). Briefly, immunostaining for active-β-catenin (Cat#05-665, Millipore, Billerica, MA, USA; dilution: 1:100), TCF4 (Cat#05-511, Millipore; dilution: 1:100), RXRα (Cat#sc-553, Santa Cruz Biotechnology, Dallas, TX, USA; dilution: 1:40), and cyclin D1 (Cat#04-1151; Millipore; dilution: 1:150) were performed by soaking slides in antigen retrieval citrate buffer (pH 6.0; Dako, Carpinteria, CA, USA) and heating at 100°C for 15 min in a microwave oven. Further, endogenous peroxidase activity was quenched using 3% hydrogen peroxide in methanol followed by incubation in blocking buffer (5% bovine serum albumin in PBS) for 30 min. After blocking sections were incubated overnight at 4°C with the respective primary antibody. Signal detection and color development was done using SuperPicture 3rd Gen IHC detection kit (Cat#87-9673; Invitrogen, Carlsbad, CA, USA). Sections were counterstained using hematoxylin and images were acquired using bright field microscopy at a magnification of 20×. At least 10 randomly chosen images from the tumor-bearing as well as from the tumor-free areas were acquired from each mouse and a representative image from each group is shown in the results. Images were analyzed using color deconvolution and image-based tool for counting nuclei (ITCN) plug-ins of ImageJ v1.45 software (National Institutes of Health, Bethesda, MD, USA). Quantification data were statistically analyzed using two-tailed paired Student’s t-test and difference between control and irradiated group was considered significant when p-value was <0.05. Error bars represent mean ± SEM.

Immunoblots

Frozen intestinal tumor samples (n = 5 mice per group) were pooled and used for immunoblot analysis of RXRα level with a protocol described previously (3). Briefly, samples were homogenized in ice-cold lysis buffer, centrifuged, and supernatant collected. Protein was estimated in supernatant and equal amount of protein was used for sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE). Protein was transferred to PVDF membrane, incubated with RXRα antibody, and protein detected using horseradish peroxidase (HRP) conjugated secondary antibody and enhanced chemiluminescence (ECL) detection system (Cat# 34080, Thermo Fisher Scientific, Rockford, IL, USA) and representative images shown in the results.

Results

Increased β-Catenin and TCF4 Levels in 56Fe-Induced Intestinal Tumor

Intestinal tumors stained for β-catenin showed increased level in 4 Gy 56Fe-irradiated samples relative to control tumors from sham-irradiated mice (Figures 1A,B) and this is consistent with our previous results after 1.6 Gy 56Fe irradiation (3). Higher levels were also observed for TCF4 in 56Fe-irradiated intestinal tumors relative to controls (Figures 1C,D). Transcription factor TCF4 along with the transcriptional co-activator β-catenin are involved in transcribing pro-proliferative factors, such as cyclin D1, and increased cyclin D1 was observed in the current study (Figures 1E,F) as well.
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FIGURE 1 | Accumulation and activation of oncogenic β-catenin signaling in 56Fe-induced intestinal tumors compared to spontaneous tumors from sham-irradiated mice (control). (A) Immunohistochemical detection of active-β-catenin in 56Fe-induced intestinal tumors. (B) Quantification of β-catenin expression in intestinal tumors. (C) Immunohistochemical detection of β-catenin transcriptional regulator TCF4 in 56Fe-induced intestinal tumors. (D) Quantification of TCF4 positive nuclei in intestinal tumors. (E) Immunohistochemical detection of β-catenin/TCF4 oncogenic target cyclin-D1 in 56Fe-induced intestinal tumors. (F) Quantification of cyclin-D1 positive nuclei in intestinal tumors. Error bars represent mean ± SEM and p < 0.05 was considered significant. AU – Arbitrary Unit.



Reduced Expression of RXRα in Tumor-Bearing and Tumor-Free Areas of APCMin/+ Mice After Exposure to 56Fe Radiation

Immunohistochemistry in tumor samples demonstrated that expression of RXRα was reduced after 4 Gy (Figure 2A). Quantification and statistical analysis of stained sections from five mice showed that RXRα was significantly lowered in 56Fe-irradiated tumors relative to sham-irradiated tumors (Figure 2B). Intestinal tumors from 1.6 Gy 56Fe-irradiated mice also showed decreased RXRα staining (Figure 2C) and quantification and statistical analysis showed that the staining in irradiated samples were significantly lower compared to controls (Figure 2D). However, quantification did not show significant difference in RXRα staining between two radiation doses. Immunoblots of 4 Gy (Figure 2E) and 1.6 Gy (Figure 2F) intestinal tumor samples also showed decreased RXRα. We also performed immunohistochemistry for RXRα on tumor-free intestinal sections from APCMin/+ mice exposed to either 1.6 or 4 Gy 56Fe ions. Staining of tumor-free intestinal section showed lower expression of RXRα after 4 Gy 56Fe relative to corresponding controls (Figure 3A). Decreased RXRα after 4 Gy 56Fe was statistically significant compared to sham-irradiated controls (Figure 3B). Conversely, we also observed downregulation of RXRα in 1.6 Gy irradiated samples compared to controls (Figure 3C) and quantification showed statistically significant difference between irradiated and sham-irradiated samples (Figure 3D).
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FIGURE 2 | Lower RXRα expression in 56Fe-induced intestinal tumors. (A) Representative immunohistochemistry images showing expression of RXRα in spontaneous and 4 Gy 56Fe-induced intestinal tumors. (B) Quantification of RXRα in spontaneous and 4 Gy 56Fe-induced intestinal tumors. (C) Expression of RXRα in spontaneous and 1.6 Gy 56Fe-induced intestinal tumors. (D) Quantification of RXRα in spontaneous and 1.6 Gy 56Fe-induced intestinal tumors. (E) Immunoblots of RXRα in spontaneous and 4 Gy 56Fe-induced intestinal tumors. (F) Immunoblots of RXRα in spontaneous and 1.6 Gy 56Fe-induced intestinal tumors. Error bars represent mean ± SEM and p < 0.05 was considered significant.
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FIGURE 3 | Downregulation of RXRα was observed in tumor-free areas of intestinal samples from APCMin/+ mice. (A) Decreased RXRα expression after 4 Gy 56Fe radiation. (B) Quantification of immunohistochemistry images showed significant decrease in RXRα after 4 Gy 56Fe. (C) Decreased RXRα expression after 1.6 Gy 56Fe radiation. (D) Quantification of immunohistochemistry images showed significant decrease in RXRα after 1.6 Gy 56Fe. Error bars represent mean ± SEM and p < 0.05 was considered significant.



Discussion

The carcinogenic potential of ionizing radiation is well known and using animal models it has been established that high-LET heavy ion radiation has higher carcinogenic potential compared to low-LET radiation (15). Increased frequencies of site-specific cancer following heavy ion exposure have been reported in various rodent models with upregulation of oncogenic signaling mediated through genetic, epigenetic, and/or physiological changes (3, 15–17). Earlier studies conducted in APCMin/+ mice revealed increased tumor induction and a higher number of adenocarcinomas, which was associated with greater upregulation of β-catenin signaling after 56Fe exposure relative to γ radiation; this is indicative of perturbations in the molecular events upstream of β-catenin (3). The purpose of the current study was to develop mechanistic insight into greater tumorigenesis observed in our previous work in APCMin/+ mice after two doses of 56Fe radiation relative to γ radiation. While pathways can be investigated in the wild-type mice, they are resistant to intestinal tumorigenesis. Therefore, we used APC-mutant mice not only to quantitatively assess tumor frequency but also to understand molecular pathway alterations, which may have contributed to tumor development after radiation exposure. While we reported previously that two doses of 56Fe caused higher tumor frequency, we are yet to fully understand molecular characteristics of the tumors and tumor-adjacent normal tissues after 56Fe irradiation. To this end, the results presented in the current study explain in part potential underlying mechanisms contributing to increased tumor frequency after 56Fe irradiation. We have focused on the APC-independent mechanism of β-catenin degradation via UPP. In APC-deficient adenoma, accumulation of β-catenin complexed with nuclear TCF4 results in the increased expression of its oncogenic target genes, such as cyclin-D1 that promotes intestinal cell proliferation and polyp formation (18). In agreement with our published reports in APCMin/+ mice exposed to 1.6 Gy of 56Fe ion, the current study also observed similar activation of β-catenin at 4 Gy of 56Fe ion along with increased TCF4 and cyclin-D1. Significant loss of RXRα was evident in tumors as well as in tumor-free areas of intestine after 56Fe radiation and this could contribute to decreased proteasomal targeting of β-catenin, therefore enhancing cell survival and proliferation through β-catenin/TCF4 signaling. Notably, RXRα was downregulated in both the radiation doses tested suggesting that the effect is independent of radiation dose and that the lower dose may have a proportionately greater effect relative to the higher dose. We recognize that the mean absorbed doses of energetic 56Fe ions used in the current study are higher than the doses astronauts are expected to receive during prolonged space missions. These high doses of energetic 56Fe ions were used as a proof of principle in our initial studies for establishing the differential effects, quantitatively and qualitatively, of space compared to γ radiation.

Loss of the remaining wild type APC allele has often been implicated as the primary mechanism for increased β-catenin signaling leading to tumor development in APCMin/+ mice (12, 19, 20). In addition to APC, the β-catenin cellular level is also regulated through a direct proteasomal targeting mediated by RXRα (21) and downregulation of RXRα in human and rodent colonic tumors has been reported previously (22). Considering that protein turnover is critical for cellular homeostasis, availability of multiple independent pathways for protein degradation ensures that the potentially pro-carcinogenic β-catenin level remains within physiologic limits to limit cancer initiation and progression. Downregulation of RXRα in our model system may have played a role in 56Fe radiation-induced more aggressive tumorigenesis reported earlier (3). Apart from driving proteasomal degradation of β-catenin, RXRα also functions to suppress β-catenin-mediated upregulation of oncogenes through direct protein–protein interaction (23) in colon cancer cells. Thus, loss of RXRα expression could further stabilize β-catenin signaling in tumor cells, leading to greater cell proliferation and higher number of invasive cancers associated with 56Fe relative to γ radiation.

Nuclear receptor RXRα is known to heterodimerize with a host of other nuclear receptors, such as the vitamin D receptor (VDR) and retinoid acid receptor (RAR), and is involved through transactivation of target genes, such as p21, in regulating normal growth and development (23, 24). Consequently, loss of RXRα is expected to cause disordered cellular proliferation, and indeed, downregulation of RXRα has been widely reported in a number of cancers including CRC (21–26). Our result demonstrates for the first time that RXRα is downregulated in tumor-free areas of APCMin/+ intestine ~100 days after radiation exposure. Considering that a significant number of intestinal adenomas has also been reported to arise without the loss of heterozygosity of the APC gene and these adenomas are often polyclonal (8, 20, 27), our results supports an APC-independent mechanism of β-catenin stabilization during 56Fe-irradiated tumorigenesis. We believe that decreased RXRα expression in tumor-free areas of the intestine may be a reflection of the RXRα status in other areas of the GI tract and that this molecular event may be preceding intestinal tumorigenesis in APCMin/+ mice. Furthermore, RXRα signaling is also linked to cellular redox regulation and it has been demonstrated that RXRα activation protects cell from oxidative stress and inhibition promotes ROS production (28, 29). Downregulation of RXRα observed ~100 days post-exposure in the current study aligns with our previous studies demonstrating chronic oxidative stress even 1 year after exposure to energetic 56Fe ions (30). Although we observed persistent oxidative stress after γ radiation, it was less pronounced relative to equitoxic doses of 56Fe radiation. Additionally, intestinal tumor frequency and grade was also higher after 56Fe relative to equitoxic doses of γ radiation. Considering that γ radiation responses were consistently lower relative to 56Fe, in the current study, we have analyzed and presented 56Fe-induced alterations of an alternate pathway involved in β-catenin regulation via RXRα. Our data, previous and current, demonstrate that effects of radiation on redox balance, carcinogenesis, and related molecular pathways are dependent on radiation quality and energy deposition characteristics. However, further in depth studies will be required to dissect the link between heavy ion radiation exposure and long-term molecular alterations, such as oxidative stress and RXRα downregulation. In summary, our results show that energetic heavy ion radiation is capable of lowering RXRα in tumor as well as non-tumor intestinal epithelial cells. Due to its roles in multiple cellular processes, continuous downregulation of RXRα, we believe, will have major ramifications for intestinal cellular homeostasis with implications for carcinogenesis including colorectal carcinogenesis (Figure 4).
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FIGURE 4 | Schematic representation of APC-dependent and APC-independent pathways of UPP involved in β-catenin degradation in APCMin/+ mice.
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Clear mechanistic understanding of the biological processes elicited by radiation that increase cancer risk can be used to inform prediction of health consequences of medical uses, such as radiotherapy, or occupational exposures, such as those of astronauts during deep space travel. Here, we review the current concepts of carcinogenesis as a multicellular process during which transformed cells escape normal tissue controls, including the immune system, and establish a tumor microenvironment. We discuss the contribution of two broad classes of radiation effects that may increase cancer: radiation targeted effects that occur as a result of direct energy deposition, e.g., DNA damage, and non-targeted effects (NTE) that result from changes in cell signaling, e.g., genomic instability. It is unknown whether the potentially greater carcinogenic effect of high Z and energy (HZE) particle radiation is a function of the relative contribution or extent of NTE or due to unique NTE. We addressed this problem using a radiation/genetic mammary chimera mouse model of breast cancer. Our experiments suggest that NTE promote more aggressive cancers, as evidenced by increased growth rate, transcriptomic signatures, and metastasis, and that HZE particle NTE are more effective than reference γ-radiation. Emerging evidence suggest that HZE irradiation dampens antitumor immunity. These studies raise concern that HZE radiation exposure not only increases the likelihood of developing cancer but also could promote progression to more aggressive cancer with a greater risk of mortality.
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Epidemiological data on radiation therapy, occupational exposures, and accidental or terrorist radiological events have established the carcinogenic potential of sparsely ionizing radiation that includes γ-rays and X-rays. Less is known about the carcinogenic potential of densely ionizing radiation from accelerated particles recently implemented in the clinic and that are of a concern for space flight. The galactic cosmic radiation environment consists of high atomic number (Z) and energy (HZE) charged particles that are characterized by high linear energy transfer (LET) along the particle track, i.e., densely ionizing, in contrast to most terrestrial low LET radiations that are sparsely ionizing. The unique pattern of energy deposition incurred by HZE particle traversal is of often the primary focus in evaluating the biological effects of the galactic cosmic radiation on astronauts (1, 2). During a 3-year flight in extra-magnetospheric space, 3% of the cells of the human body would be traversed on average by one Fe ion (3). Cancer risk from exposure to the deep space radiation environment could constrain mission parameters for astronauts. The cancer incidence following radiotherapy is low but significant late tissue effect and, though the favorable dose distribution that reduces dose to normal tissue is thought to provide protection, that of HZE particle radiotherapy is yet unknown.

High Z and energy particle radiation is of particular concern for cancer because the limited experimental data to date indicate that the relative biological effect (RBE) for densely ionizing HZE particles is several-to-many fold greater than sparsely ionizing radiation. HZE particles have a high RBE for many biological end points (4); however, some HZE biological effects are not observed following sparsely ionizing radiation (5) and some radiation effects, such as genomic instability, do not show classic dose dependence (6). As a consequence, measurements of individual biological events and their dose dependence do not describe how an organism will respond to radiation damage. HZE particles traversing a cell nucleus cause difficult to repair clustered DNA damage that is classified as a radiation targeted effects (RTE), i.e., due to the deposition of energy in the cell. Radiation exposure also elicits complex changes in signaling and phenotype, which are called non-targeted effects (NTE) because they are often observed in the neighbors or daughters of irradiated cells.

Radiation is classified as a complete carcinogen in the etiology of human tumors, including breast cancer, lung cancer, lymphoma, liver carcinoma, sarcoma, and glioma (7). Radiation-induced DNA damage elicits a rapid and efficient repair network, but the occasional misrepair of these lesions results in mutations, translocations, deletions, and amplifications, which are also hallmarks of cancer cells. Many risk models use the frequency of these RTE as the basis for estimating cancer risk. Such models assume that the probability of cancer is proportional to DNA damage and, hence, exposure, which is consistent with epidemiological association of cancer risk and polymorphisms in certain genes in the DNA repair pathway (8).

The risk paradigm broadly based on RTE, that is direct DNA damage, has been challenged by at least two classes of NTE: first, the demonstration that descendants of irradiated cells exhibit non-clonal damage (i.e., radiation-induced genomic instability) or altered phenotype; second, the designation of so-called “bystander” radiation effects, in which non-irradiated cells respond to signaling by irradiated cells (6). NTE can be functionally defined by particular experimental strategies (e.g., bystander experiments and media transfer) and occur by various mechanisms that involve gap junctions, soluble factors, and phenotypic transition that differ between cell types and between in vitro and in vivo models.

The crucial question is to determine under what conditions and to what extent NTE contribute to human health risks. Recent experimental studies of radiation carcinogenesis following low- and high LET radiation exposures are concerned with how complex organismal responses to radiation interact across levels of organization and time scales to impede or promote malignant processes (9). Mechanistic understanding of cancer has become much more detailed over the last two decades. There is growing recognition that cancer as a disease results from a systemic failure, in which many cells other than those with oncogenic genomes determine the frequency of clinical cancer (10). The challenge to predicting health effects in irradiated humans is to understand how complex radiation responses culminate in pathology.

CARCINOGENESIS IN CONTEXT

The understanding of cancer as a result of systemic failure, in which many cells other than those with oncogenic mutations/alterations determine the frequency and characteristics of clinical cancer, underscores tissue dysfunction, in which cancer cells are highly intertwined with the microenvironment (11, 12). Both tissue and organismal biology are subverted during malignant progression (13). More than a quarter of a century ago, studies by Mintz and Pierce demonstrated that malignancy could be suppressed by contact with normal tissues (14, 15). Many have even argued that disruption of the cell interactions and tissue architecture can be the primary drivers of carcinogenesis (16–20). Recent experiments with engineered models have focused on identifying the type and means by which normal cells mediate the development of cancer (21–24), but it is clear that host cells, e.g., stromal cells and bone marrow-derived cells (BMDC), sculpt carcinogenesis in a complex process that can either eliminate or accelerate malignancy.

Recent studies demonstrate that host biology is altered even before cancer is evident. A systems biology approach by Hanash and colleagues characterized the plasma proteome response in the inducible HER2/neu mouse model of breast cancer during tumor induction, progression, and regression. Mass spectrometry data derived from approximately 1.6 million spectra identified protein networks associated with tumor development. Some networks were derived from the tumor microenvironment and some from tumor cell secreted or shed proteins. The observed alterations developed prior to cancer detection, increased progressively with tumor growth, and reverted toward baseline with tumor regression. Importantly, these findings were mirrored with findings resulting from in-depth profiling of circulating proteins using prediagnostic plasma samples from women who participated in the Women’s Health Initiative study and who subsequently developed breast cancer (25–27).

Although the prevailing radiation health paradigm focuses on radiation-induced DNA damage leading to mutations, numerous studies over the last 50 years have provided evidence that radiation carcinogenesis is more complex than generally appreciated [reviewed in Ref. (28)]. Terzaghi-Howe demonstrated that the expression of dysplasia in vivo and neoplastic transformation in culture of irradiated tracheal epithelial cells is inversely correlated to the number of cells seeded (29–32) and identified TGFβ as a key mediator (33). Our lab used a Trp53 mutant mammary cell line to show that irradiating only the host increased the development of frank tumors fivefold (34). Saran and colleagues showed that partial body irradiation at a young age promotes Ptch mutant medulloblastoma (35).

Many studies using oncogenic mouse models indicate that the stroma is highly involved in early malignancy (36), which supports the idea of reciprocal evolution of the malignant cell and the tumor microenvironment (10). Although it is clear that stroma composition and signaling is altered in human breast cancer (37), less is known about how and when stroma contributes to carcinogenesis and how carcinogens, such as radiation, might alter these processes. We postulate that the tumor microenvironment is built through rate-limiting steps of construction, expansion, and maturation that parallel initiation, promotion, and progression during multistage carcinogenesis (10). Construction of a “pre-cancer niche” is the necessary first step to generate a tumor microenvironment that is essential for initiated cells to survive and evolve into clinically evident cancers (Figure 1). The evolution of the tumor microenvironment via stromal cells and BMDC during subsequent niche expansion during promotion is mediated by cytokines secreted by either the initiated epithelial cells or those host cells recruited to the niche. Maturation of the tumor microenvironment, as evidenced by angiogenesis escape from immune suppression and generation of a stroma permissive for growth and often invasion, occurs during progression. Importantly, signaling is not just local but can also be mediated by cells, cytokines, and exosomes transported by the vasculature between the nascent cancer and distant sites include the bone marrow, which may reciprocate by expansion of cells, such as immature myeloid cells (IMC) that support tumor growth. Indeed, the pre-metastatic niche, first described by Lyden and colleagues, pre-dates and facilitates metastatic disease (38).
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FIGURE 1 | The dynamic cancer niche. The cartoon depicts parallel processes postulated to occur in the target epithelium and microenvironment during multistage epithelial carcinogenesis. (A) Misrepaired DNA damage caused by radiation can malignantly initiate epithelial cells. Radiation effects on cell signaling and phenotype may promote concomitant niche construction by local or systemically recruited cells that improve initiated cell survival. (B) Within the epithelium, promotion is considered to be acquisition of additional genetic aberrations or epigenetic traits that enable malignancy. In parallel, niche expansion, due to signals produced by either the initiated epithelium or by the niche cells that support them, conscripts stromal cells and bone marrow-derived cells (BMDC). (C) Maturation of the tumor microenvironment that enables angiogenesis, immune suppression, and invasion is necessary for tumor progression. (D) Systemic influences, including signaling to and from vasculature and bone marrow, contribute throughout multistage carcinogenesis via participation of BMDC, lymphocytes, and immature myeloid cells (IMC) and their secreted cytokines and exosomes. (E) Some cancers are able to initiate new microenvironments, the pre-metastatic niche, in distant organs that facilitate metastasis.



This model postulates that cancer survival and proliferation is as much a function of the successful niche construction as it is of specific cancer cell mutations. Indeed selective pressure for neoplastic mutations may be imposed by the composition of the niche, as well as by immune editing (39). Consequently, cancer represents an emergent property that requires a comprehensive analysis of the cell–cell interactions in the entire niche. Moreover, in contrast to initiation, which is a stochastic process by nature, niche construction represents a robust target for native immunosuppression and a potent target for cancer prevention. If microenvironments induced by radiation can promote neoplastic progression in unirradiated epithelial cells, events outside of the (targeted) box may significantly increase cancer risk. Understanding such non-targeted mechanisms readily lead to potential mechanisms for clinical interventions for health risks in future populations.

MODELING RADIATION CARCINOGENESIS

Most models of cancer risk and mitigation are focused on “targets,” i.e., the cells that will undergo neoplastic transformation or the genetic alterations that initiate and promote this event. This is classically modeled in which carcinogenesis is thought to occur in four interdependent stages. The first stage is initiation and is typically caused by chemical, physical, or biological agents, which irreversibly and heritably alter the cell genome resulting in an enhanced growth potential. This potential is only realized, however, if the cell later undergoes promotion, the second stage of carcinogenesis. Promotion is often thought to be the rate-limiting step in carcinogenesis since it has been shown that initiation alone is not sufficient to induce cancer (40). In order to account for the observed power of age dependence in radiation-induced carcinomas, a multistage theory of carcinogenesis was introduced very early (41, 42). However, this model suggested five to seven rate-limiting stages, in contradiction with biological data. Some approaches addressed this contradiction by introducing the two-stage clonal expansion model, where a cell leads to a tumor by two separate mutations and clonal expansion (43–45). Integration of specific genetic mutations in tumor suppressor genes was originally introduced by Knudson (46). The current paradigm of carcinogenic risk remains heavily focused on predicting mutations of the genome leading to silencing of tumor suppressor genes or activation of oncogenes. However, such models neglect the influence of intercellular and extracellular interactions in the tumor growth and predict a final tumor that is unrealistic in that its cells are clonally identical.

Systems radiation biology seeks to integrate information about changes across time and scale that are determined by experimentation and to interrogate this to identify the critical events. By modeling the irradiated tissue/organ/organism as a system rather than a collection of non-interacting or minimally interacting cells, cancer can result as an emergent phenomenon of a perturbed system (47). A biological model in which radiation risk is the sum of dynamic and interacting processes could provide the impetus to reassess assumptions about radiation health effects in a healthy population and spur new approaches to prevent detrimental processes that lead to pathology.

Our studies have addressed this problem by separating RTE from NTE by using the mammary gland as a model system. The mouse mammary gland provides an experimentally malleable framework for separating the contribution of NTE on the host from the target epithelium. Mammary gland develops during the postnatal period such that the epithelium can be surgically removed and replaced, creating a tissue chimera. Transplanted syngeneic epithelium can have a specific germ line manipulation, such as a transgene or knockout, or can have received a specific type of exposure, such as radiation. We transplant unirradiated Trp53 null mouse mammary tissue into irradiated syngeneic wild-type hosts to study whether radiation NTE acting via the host affects the process of epithelial carcinogenesis. The p53 null mammary model originally described by Medina and colleagues has important features in common with human breast cancer (48). Although about a quarter of human breast cancers have p53 mutations, the utility of this model is that Trp53 null mouse mammary tissue develops normally until about 8 months of age, when both ductal carcinoma in situ and aneuploidy are evident, thus reproducing the long latency and early instability observed in most human breast cancers. Importantly, the p53 null tissue gives rise to histologically heterogeneous tumors that can be estrogen receptor negative or positive and genomically diverse, as are human breast cancers. Thus, the model of an oncogenically primed epithelium lacking p53 condenses the time necessary for spontaneous mutagenic events to accumulate.

The radiation-genetic chimera is used to determine whether and how radiation NTE contribute to mammary carcinogenesis (49). These data from provide strong support that NTE do contribute to radiation carcinogenesis and offer new insight into radiation quality effects that promote aggressive tumors, particularly upon exposure in middle age. Our studies summarized here have identified NTE-mediated mechanisms that include stem cell regulation, inflammation, and immune suppression that are important in determining the rate at which cancers develop and the type of cancer depends on radiation quality and genetic background.

The radiation chimera shows that NTE act via the microenvironment to accelerate tumorigenesis and affect critical characteristics (49). A notable observation was that the frequency of ER-negative tumors significantly doubled in irradiated hosts, which was replicated with HZE particle irradiation (50). Importantly, early radiation exposure increased ER-negative tumors in women treated with radiation for childhood cancer fourfold compared to a consecutive series of breast cancers not preceded by radiation (51). A new study by Horst and colleagues confirmed that radiation-preceded breast cancer in survivors of childhood cancer is significantly more likely to the aggressive, the so-called triple negative (negative for ER, progesterone receptor, and amplification of HER2) breast cancer (52). Interestingly, there is little evidence that the frequency of contralateral ER-negative breast cancer is increased in women treated with radiation for breast cancer (53), suggesting a physiological basis for the shift to ER-negative tumors, which are clinically less responsive and more likely to metastasize soon after detection.

To further explore how tumors arising in irradiated hosts are distinct from those that occur in non-irradiated hosts, we profiled total RNA from mammary cancers that arose in non-irradiated mice and irradiated mice (49). Permutation analysis was used to identify 156 genes that segregated tumors from irradiated or non-irradiated hosts. Significant enrichment of genes-involving leukocyte chemo-attraction and binding, monocyte maturation, and proliferation of tumor cell lines underscores the parallels between tumors forming in irradiated host and expression programs activated shortly after radiation exposure, even though the exposure occurred months before and the tumors arose from unirradiated epithelium.

We then used this strategy to generate a list of 323 genes and an irradiated host metaprofile (54). Bioinformatics analysis of the human orthologs of the host irradiation metaprofile was used to conduct unsupervised hierarchical clustering of radiation-associated human cancer (54). The irradiated host metaprofile segregated sporadic cancers from radiation-preceded sarcomas (55) and radiation-preceded papillary thyroid carcinomas (56). These analyses support our hypothesis that the microenvironment mediates the development of radiation-preceded human cancers.

Four gene networks representing two cell types, stem cells and macrophages, and two processes, motility and autophagy, were identified in the irradiated host tumor signature. Tissue-specific stem cells or early progenitor cells are considered to be the critical cellular target in carcinogenesis (57–63), based, in part, on the idea that stem cell transformation can lead to unlimited progeny. A mammary stem cell (MaSC) signature, defined by Visvader and colleagues (64), is enriched in the mammary gland up to 1 month after mice are exposed to 10-cGy γ-radiation. We showed this signature is functional as indicated by a doubling of mammary repopulation capacity as well as the pool of cells defined by cell surface markers as associated with mammary repopulation (49). Additional experiments in conjunction with computational modeling led us to conclude that radiation elicits a durable but transient stem cell expansion in a TGFβ and Notch-dependent fashion in juveniles, but not adults (50). In model systems, we found that TGFβ increases self-renewal is blocked by γ-secretase inhibition, indicative of concomitant Notch signaling, which is also induced by low-dose irradiation. This temporary increase in self-renewal is similar to our earlier studies showing that both high- and low LET radiation exposure primes non-malignant human epithelial cells to undergo TGFβ-dependent epithelial–mesenchymal tran­sition (65–67). These studies underscore that even a single radiation exposure can cause phenotypic re-programing.

CANCER AND INFLAMMATION

The concept that inflammatory responses are necessary components of cancer development has recently been formalized by Mantovani et al. (68) in a two-pathway model: the intrinsic versus extrinsic. In the intrinsic pathway, genetic mutations lead to release by the transformed cells of proinflammatory factors recruiting innate immune cells. For example, oncogenic Ras activates the transcription of the inflammatory cytokine interleukin-8 (IL-8). Other oncogenes, such as Bcl2, inhibit apoptosis leading to necrotic tumor cell death and release of damage-associated molecular pattern molecules that activate innate immune cells via toll-like receptors (68, 69). In both circumstances, the resulting host response is a smoldering inflammation that promotes tumor growth and invasion (68, 70). In the extrinsic pathway, the chronic inflammation results from inability of the immune system to resolve an infection (e.g., hepatitis B) or from a dysregulated immune response as in autoimmune diseases (e.g., inflammatory bowel disease). The persistent inflammation cooperates with preexisting oncogenic mutations by providing the microenvironment that promotes cancer progression, but it may also induce DNA damage resulting in the acquisition of new mutations (71, 72).

The innate immune system functions as an “interpreter” of tissue damage that not only provides a first line of defense but also translates the information to wound repair and defense systems in the body by stimulating angiogenesis and activating adaptive immunity. Therefore, it is not surprising that various types of innate immune cells have been found as part of the tumor inflammatory infiltrate. Macrophages play a central role in most solid malignancies, and most studies have found that macrophage abundance, increased microvessel density, and reduced patient survival are highly correlated (73). In fact, macrophages present within tumors are defined as tumor-associated macrophages to denote a specific phenotype that is associated with the production of several proangiogenic factors and cytokines that suppress antitumor immune responses and promote tumor growth by maintaining protumorigenic inflammation.

The application of systems biology by Balmain and colleagues uncovered a differential hub for inflammation in skin cancer (74). While a positive association exists between chronic inflammation and cancer, the innate immune system is itself a network that can be disrupted by both positive and negative stimuli. Anti-inflammatory drugs can have contradictory effects on skin tumor development (75, 76), and over-expression of proinflammatory cytokines, such as IL-1, can prevent skin tumor formation in mouse models of chemically induced skin cancer (77). In contrast, germline deletion of TNF-α, another potent proinflammatory cytokine, also confers resistance to skin tumor formation (78). The role of inflammation in cancer is, therefore, very complex, with different consequences associated with acute or chronic inflammatory conditions.

How the interplay between inflammatory cells and genetically mutated neoplastic cells promotes cancer development and progression remains a subject of intense investigation. Several important pathways have been identified. Among them, IL-6 signaling pathways play a major role (79). Macrophages are the main source of IL-6 during acute inflammation and T cells during chronic inflammation. Importantly, IL-6 orchestrates the transition from acute inflammation, dominated by granulocytes, to chronic inflammation, dominated by monocytes/macrophages and regulates, together with TGFβ, the differentiation of naïve T cells to Th17 proinflammatory phenotype, thus influencing the type of adaptive immune response (80).

Seminal studies by Wright and colleagues identified non-clonal radiation-induced genomic instability in hematopoietic stem cells [reviewed in Ref. (6)], which they now explain as a result of altered cell interactions. Macrophages from irradiated mice could induce chromosomal instability in non-irradiated hematopoietic cells via production of TNFα and reactive oxygen and nitrogen species (81). Further studies showed that this effect was a function of mouse genotype, which affects the steady state M1 or M2 macrophage phenotype, which radiation exposure further amplifies (82). HZE particle NTE on inflammatory processes is supported by studies from Burns and colleagues who showed that chronic dietary exposure to vitamin A acetate can prevent almost all malignant and benign tumors that occur in rat skin exposed to electron radiation and most of those following 56Fe ion irradiation (83). Gene expression analysis suggested that vitamin A reduced or blocked 56Fe ion radiation-induced inflammation-related genes that were represented in the categories of “immune response,” “response to stress,” “signal transduction,” and “response to biotic stress” (84).

To investigate systemic effects of HZE, the Trp53 null mammary radiation-chimera model was irradiated with low fluences (equivalent to average dose of 11, 30, and 81 cGy) of 350 MeV/amu 26Si particles and compared to contemporaneous γ-irradiated (100 cGy) and sham-irradiated mice (85). The median time to tumor detection in mice irradiated with the lowest 26Si fluence or γ-radiation was similar to that in sham-irradiated mice but decreased for transplants in mice exposed to higher fluences of 26Si particles. As previously reported, the growth rate of tumors arising in irradiated mice was increased compared to those arising in sham-irradiated mice but was significantly faster than high fluence Si-irradiated mice compared to γ-irradiated mice. Since the initial growth rate of tumors arising in hosts irradiated with 11-cGy 26Si particles was comparable to that of tumors arising in mice irradiated with 100 cGy sparsely ionizing γ-rays, we concluded that there is an RBE of about 10 for this endpoint.

The carcinoma spectrum arising in mice exposed to 26Si particles is enriched for a subclass that is ER-negative and keratin 18-positive. These tumors in Si-irradiated mice developed metastases twice as often as non-irradiated mice. As 26Si irradiation of hosts primarily promotes specific ER-negative subtypes, genomic analysis of these tumors compared to a comparable group from sham-irradiated mice. Consistent with these differences, an expression profile that distinguished K18 tumors arising in 26Si-irradiated compared sham-irradiated mice was enriched in MaSC, stroma, and Notch signaling genes. These data suggest that the carcinogenic effects of NTE from densely ionizing radiation compared to sparsely ionizing radiation elicit more aggressive tumors. In humans, the type, the density, and the location of immune cells within the tumor are strongly associated with prognosis (86). Together, these data support the hypothesis that radiogenic cancer risk is augmented by alterations in a network of cellular interactions, at the center of which is the innate immune system.

IMMUNE SURVEILLANCE AND SUPPRESSION

A fundamental role of the immune system is enforcing tissue homeostasis, a task accomplished by mounting inflammatory reactions that involve the coordinated activation of innate and adaptive immune cells. Radiation perturbs tissue homeostasis by activating inflammatory reactions that often do not resolve, leading to a vicious cycle of subclinical tissue damage and smoldering inflammation (87, 88). Whereas one body of work has clearly established the capacity of chronic inflammation to initiate and promote cancer (88), other studies have revealed that an intact immune system can prevent/control and shape cancer by a process best conceptualized in the “cancer immunoediting” theory (89). During initial clonal expansion, recognition of the stressed transformed cells by innate immune cells results in production of interferon-γ, a cytokine shown to play a key role in immunosurveillance against tumors (90, 91). Killing of the preneoplastic cells by natural killer cells or macrophages activated by IFN-γ to produce cytocidal reactive oxygen and nitrogen species eventually leads to cross-presentation by dendritic cells of antigens from the dying tumor cells to T cells and activation of the adaptive immune system. The tumor-specific T cells may be able to destroy completely the incipient tumor, thus functioning as an extrinsic tumor suppressor mechanism that reduces the incidence of spontaneous and carcinogen-induced tumors, something for which there is unequivocal evidence in experimental models and supportive evidence in humans [reviewed in Ref. (39, 92)].

However, if complete elimination of transformed cells is not achieved, the immunological pressure results in selection of clones of cells that have acquired mutations or epigenetic changes conferring resistance to immune rejection, i.e., are “edited” by the immune system to select for those that are poorly immunogenic. This transition from elimination to escape can occur directly or even after a very long period of equilibrium, during which the immune response actively limits progression. The concept of equilibrium, which was initially formulated to explain clinical observations of occult tumors and tumor dormancy (93, 94), has been confirmed in experimental models showing that depletion of T cells leads to growth of occult tumors (95). Importantly, protumorigenic inflammation and antitumor immunity can co-exist in the same tumor, and interventions that can alter the balance in favor of one or the other may either accelerate or hinder tumor growth (88).

We found that lymphocyte infiltrate of Trp53 null tumors arising in the irradiated mammary chimera correlates to tumor growth rate, i.e., faster growing tumors have less lymphocytic infiltrate, and that particle irradiation elicits the most rapidly growing tumors. This observation suggests that HZE particles have a systemic impact on the immune surveillance that leads to the development of more aggressive tumors.

GENETIC MEDIATORS OF CANCER

Epidemiological and genetic studies show that there is a strong genetic component that contributes to the differences between individuals in their response to DNA damage and cancer susceptibility (96, 97). High penetrance mutations in genes, such as BRCA1/2, are responsible for a proportion of cancers that show familial aggregation (98). However, the genetic basis of susceptibility to the majority of cancers that have no obvious familial aggregation is almost completely unknown (96, 99). Most studies to identify susceptibility loci for radiation-associated cancer are limited to candidate genes involved in response to DNA damage, but there is strong evidence that other processes are important; systems genetics seeks to uncover those components that result from complex interactions between pathways and cells.

Systems genetics, unlike traditional approaches to the analysis of disease that focus on single genes or proteins in isolation, attempts to integrate the complex interaction of many kinds of genetic and biological information – genomic DNA sequence, mRNA, and protein expression, and link these to disease phenotypes. Human studies have demonstrated strong associations between polymorphic variation and regulation of gene expression (100–102). Parallel studies in mice offer many advantages for the study of the genetic basis of complex traits. The ability to control genetic background and to carry out crosses between mouse strains differing in their propensity to develop these diseases offers unprecedented opportunities to identify and investigate the primary genetic loci that control susceptibility. In addition, studies with mice allow precise exposures, standardized husbandry to control other environmental components of risk, and comprehensive analysis of phenotypes.

Applying these approaches to mouse strains with differing susceptibility to diseases identifies signaling hubs that may be important targets for therapy or prevention (103). A systems genetics approach consists of a network view of the genetic and gene expression architecture of normal host tissues that are compared after perturbation by radiation or tumor development (104, 105). An example of this strategy used gene expression profiles of skin from a population of mus spretus backcrossed to mus musculus mice to reveal the normal skin gene expression motifs associated with sensitivity to carcinogen-induced skin tumor development in contrast to those that were resistant. This analysis revealed both cell-autonomous (cell cycle and stem cell lineage) and non-cell-autonomous (inflammation and innate immunity) components that were differentially expressed in the susceptible animals. Interestingly, the highly susceptible mice exhibited increased levels of anti-inflammatory genes within the inflammation associated network, leading to the conclusion that chronic and acute inflammation are, respectively, tumor-promoting versus suppressive (106).

Multiple tumor types in mice, including thymomas, soft tissue sarcomas, and osteosarcomas, can be induced by exposure to low LET radiation, but induction is typically infrequent and tumors have long latency (i.e., survival time post-radiation). Engineered loss or misregulation of p53 increases the detection sensitivity. Radiation induces the same spectrum of tumors in p53-deficient mice that lack one or both p53 alleles; however, the survival time is dramatically reduced after a single exposure to ionizing radiation (107). Likewise, the Trp53 null BALB/c inbred mouse strain is sensitive to mammary carcinogenesis, and radiation exposure enhances this susceptibility (108–110). The utility of this model is that tumors are diverse by all criteria, markers, histology, metastatic capacity, and genomic profiling, in a fashion that is remarkably aligned with human breast cancer (48, 111).

Recent experiments focus on the genetic contribution to NTE using the mammary chimera (112). Radioresistant SPRET/EiJ was mated to radiosensitive (BALB/c) mice, and then the progeny were backcrossed to BALB/c to generate F1 backcrossed mice (F1Bx). Our prior experiments using inbred BALB/c mice showed that host irradiation decreased Trp53 null tumor latency, increased frequency of tumor formation at a year posttransplantation, and that tumors arising in irradiated hosts grew more rapidly (49). Consistent with our previous observations, the growth rate of Trp53 null mammary carcinomas was greater in irradiated F1Bx host mice, a feature associated with aggressive tumors, compared to unirradiated mice. However, Trp53 null tumor latency increased in irradiated hosts and tumor frequency was reduced by 9.6% (p = 0.04) at 18 months posttransplantation compared to sham-irradiated F1Bx hosts. The revelation that NTE delay rather than accelerate mammary cancers in genetically diverse hosts underscores the outcome of radiation exposure in terms of carcinogenesis depends of genetic background.

Introgression was used to determine the genetic loci that affected Trp53 null mammary tumor latency of the radioresistant SPRET/EiJ genome using genome-wide genotyping. Only two loci were associated with tumor latency in sham-irradiated mice. Tumors in mice homozygous for the BALB/c allele at loci on chromosomes 2 and 14 appeared with a significantly shorter latency than those mice, in which one allele was from BALB/c and the other from SPRET/EiJ at these loci. Interestingly, neither of the loci affected latency in irradiated hosts. In contrast, 15 genetic loci were associated with tumor latency in irradiated mice, 11 alleles confer resistance to tumor development, and 4 alleles conferred susceptibility.

Together, the use of systems genetics with the radiation-chimera model provides new insight into the processes that mediate carcinogenic susceptibility to radiation. To further explore stromal genetic associations with cancer risk after exposure to low LET radiation, we used ingenuity pathway analysis (IPA) to identify 696 candidate genes located within the identified loci. Of these, 185 genes were within 4 loci on chromosomes 2, 11, 14, and 16 where homozygous BALB/C alleles associate with increased latency for cancer arising in irradiated mice. These genes were enriched in four pathways, γ-glutamyl cycle, leukotriene biosynthesis, alanine biosynthesis III, and glutathione biosynthesis. In contrast, 511 genes enriched for 24 pathways were within 11 regions where heterozygous SPRET/EiJ alleles associate with increased latency. Importantly, these 11 loci were enriched for genes involved in regulating the immune response including signaling pathways of natural killer cells and cytokines. Radiation-induced activation of pathways that control release of inflammatory cytokines varies among mouse strains (113, 114) and is postulated to contribute to genetic susceptibility to radiation-induced leukemia (113). Analysis of the upstream regulators of these candidate genes indicated that the TGFβ and p53 pathways might also be involved in mammary tumor susceptibility.

The observation that many more genetic loci are linked with tumor latency in the radiation-treated cohort than in the sham-irradiated cohort suggests the interesting idea that genetic contribution is actually specific to NTE, in contrast to the widely held belief that radiation exaggerates inherent susceptibility. This is exemplified by the work of Onel and colleagues who identified PRDM1 (Blimp-1), a transcriptional regulator of cell specification, with the risk of second malignancies only in those treated with radiation for childhood malignancy (115). In individuals with the homozygous protective allele, the incidence of second cancers is 3:100 by 30 years after exposure, whereas in those who were homozygous for the allele, risk is 1:3. Thus, the risk allele conferred risk comparable to BRCA1 mutation, but only in the context of radiation.

SUMMARY

Identifying mechanisms of NTE is essential to understand the biology of irradiated tissues. Two fundamental aspects of NTE in carcinogenesis warrant careful consideration for further understanding of cancer risk in irradiated populations. First is that radiation NTE may alter the shape of the dose response. Recent modeling by Cucinotta and colleagues suggest that NTE may be particularly important in the low-dose region of concern for occupational exposures. Second, NTE are targetable; the biology that ensues after exposure is persistent and may be “reset” after the fact to limit carcinogenic potential. This offers the possibility of protecting those at greatest risk, for example, children who are treated with charged particles for childhood malignancy, in which the clear benefit of dose distribution may come at the price of long-term cancer risk. Moreover, NTE will likely provide insight into the use of particles for cancer therapy as there are common microenvironment components, such as the immunoregulatory axis and the vasculature, that are likely critical to treatment outcome.
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Exposure of individuals to ionizing radiation (IR), as in the case of astronauts exploring space or radiotherapy cancer patients, increases their risk of developing secondary cancers and other health-related problems. Bone marrow (BM), the site in the body where hematopoietic stem cell (HSC) self-renewal and differentiation to mature blood cells occurs, is extremely sensitive to low-dose IR, including irradiation by high-charge and high-energy particles. Low-dose IR induces DNA damage and persistent oxidative stress in the BM hematopoietic cells. Inefficient DNA repair processes in HSC and early hematopoietic progenitors can lead to an accumulation of mutations whereas long-lasting oxidative stress can impair hematopoiesis itself, thereby causing long-term damage to hematopoietic cells in the BM niche. We report here that low-dose 1H- and 56Fe-IR significantly decreased the hematopoietic early and late multipotent progenitor (E- and L-MPP, respectively) cell numbers in mouse BM over a period of up to 10 months after exposure. Both 1H- and 56Fe-IR increased the expression of pluripotent stem cell markers Sox2, Nanog, and Oct4 in L-MPPs and 10 months post-IR exposure. We postulate that low doses of 1H- and 56Fe-IR may induce endogenous cellular reprogramming of BM hematopoietic progenitor cells to assume a more primitive pluripotent phenotype and that IR-induced oxidative DNA damage may lead to mutations in these BM progenitors. This could then be propagated to successive cell lineages. Persistent impairment of BM progenitor cell populations can disrupt hematopoietic homeostasis and lead to hematologic disorders, and these findings warrant further mechanistic studies into the effects of low-dose IR on the functional capacity of BM-derived hematopoietic cells including their self-renewal and pluripotency.
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INTRODUCTION

Exposure to ionizing radiation (IR), specifically high-energy protons (1H) and ions with high charge and high energy (HZE particles), is one of the major risks during spaceflight beyond low Earth orbit (LEO) (1, 2). For example, astronauts on future Mars missions are expected to encounter ~0.6 Sv of IR during 180 days transit to Mars (3). In this case, it is estimated that each cell in an astronaut’s body will be traversed by a low-dose 1H every 3–4 days, helium nuclei every few weeks, and HZE particles, such as iron (56Fe), every few months. The radiation encountered by astronauts in LEO in proximity of the van Allen belt is mostly from 1H particles from solar winds, trapped in the earth’s magnetic field (4). This type of low linear energy transfer (LET) radiation, including γ rays and X-rays, deposit relatively little energy as they pass through matter. However, venturing beyond the van Allen belt and into deep space, astronauts will encounter a significant amount of galactic cosmic radiation which contains not only high-energy 1H and alpha particles but also high-LET radiation from HZE particles, such as 56Fe and 28Si (4). These high-LET HZE ions have a greater propensity for ionization and they deposit large amounts of energy along their tracks; and thus have greater potential for causing damage to tissues. These types of low- and high-LET radiation are also encountered on earth. For example, low energy 1H and HZE carbon ion IR are being used in cancer radiotherapy regimens for patients suffering from breast cancer, esophageal cancer, adenocarcinoma, and hepatocellular carcinoma (5–10). To date, the biological effects of low-dose 1H and HZE ion IR have not been fully investigated.

Radiation dose is an important factor for consideration in the biological effects of low- and high-LET radiation. Although epidemiological studies based on atomic bomb survivors and cancer radiotherapy patients have provided insight into the biological effects of moderate to high doses of IR (11, 12), the effects of low-dose IR over long periods of time remain to be elucidated. A single high dose of radiation may induce significant tissue and cell damage; however, the biological effects of low-dose IR may be more relevant in disease processes, owing to IR-induced aberrations at the genetic or epigenetic levels. This “reprogramming” can be propagated in surviving cells and can have long-term implications in the health of the IR exposed individual.

This article focuses on the biological relevance of low-dose low-LET 1H and high-LET HZE 56Fe radiation. Charged 1H particles are the most abundant radiation found in deep space and HZE particles (1% of galactic cosmic rays) contribute to more than 40% of the equivalent dose exposure for the astronauts (4, 13, 14). Notably, low-energy 1H particles are also being used as a source of radiation for the treatment of cancers owing to their favorable radiation dose distribution in cancerous tissue (15, 16). Therefore, studying the biological consequences of these types of radiation is of significance for understanding the consequences of both space missions and cancer therapy regimens.

EFFECTS OF IONIZING RADIATION ON THE BONE MARROW

Radiation-Induced DNA Damage and Oxidative Stress in BM Cells

Ionizing radiation promotes the induction and accumulation of mutations as a result of DNA damage and inefficient DNA repair. IR deposits energy along specific “tracks” which lead to clustering of DNA lesions (17). The extent of clustering depends on the ionization density and type of radiation, with more clustered damage often observed after exposure to heavy-ion radiation, such as 56Fe particles. Such clustered DNA damage caused by high-LET radiation can lead to double strand breaks (DSBs) in DNA and mutations in the absence of proper DNA repair processes (18). Such DSBs can be repaired by non-homologous end-joining (NHEJ) or homologous recombination (HR). The NHEJ pathway seems to play a significant role in DNA repair after exposure to either 1H or heavy-ion radiation while HR appears to be more important after heavy-ion radiation (19). Error-prone DNA repair during NHEJ, due to lack of a suitable template, can be a source of mutations post-IR. It should be noted that cells within the bone marrow (BM) often exhibit low levels of expression of many DNA repair proteins, suggesting they may have an inherent inability to repair DNA damage induced by radiation, and therefore are at increased risk of mutations (20). In support of this contention are studies showing that BM cells from mice exposed to 0.5–3 Gy, 1 GeV/n radiation with 56Fe particles showed significantly increased chromosomal damage using multi-color FISH techniques (21, 22). 1H-IR of 1 Gy, 100 MeV also induced significant DNA damage in mouse BM cells, as assessed by phospho-H2AX foci and multi-color FISH analysis (23, 24).

Exposure of cells to IR can also increase oxidative stress in cells by inducing reactive oxygen or nitrogen species (ROS or RNS), which are the result of interactions between IR and water with other biomolecules in the cell (25). 1H-IR of 1 Gy, 150 MeV caused increased oxidative stress as determined by ROS levels and concomitant increases in expression of Nox4 in BM cells (24). ROS and RNS thus generated can interact with DNA and cause more DNA lesions, in addition to those induced by direct DNA damage caused in the radiation tracks. Chronic exposure to oxidative stress can lead to accumulation of such DNA lesions and promote mutagenesis (26). Therefore, the DNA damage and oxidative stress induced in BM by IR, specifically 1H- and 56Fe-IR, could lead to accumulation of DNA lesions and result in mutations in the hematopoietic stem and progenitor cells.

Hematopoiesis in Adult Bone Marrow

The BM niche is the predominant site of hematopoiesis and the differentiation of blood cells. This unique microenvironmental niche is also extremely sensitive to low-dose IR exposure (27–29). Disruption of hematopoietic homeostasis can result in hematologic disorders and impact the function of vital organs; for example, abnormalities in hematopoietic cells in the BM can be propagated to the successive blood lineages and result in leukemia. Therefore, it is important to understand the effects of exposure to 1H- and 56Fe-IR on BM.

Unlike the ablative effect of gamma radiation (γ-IR) on the BM, both short- and long-term effects of particle radiation on this site of hematopoiesis are less understood. Hematopoietic stem cells (HSCs) comprise <0.1% of the BM of adults, yet they produce all of the circulating blood cells that are responsible for constant maintenance and immune protection of the body (28). This exquisitely regulated process known as hematopoiesis occurs in the BM of adults and is responsible for both the maintenance of the primitive HSC and for inducing maturation of these cells to specific blood lineages as the need arises for those particular cell types. Discrete functions performed by the hematopoietic niche may require different growth factors and diverse interactions with different cells types within the site. These various interactions between HSCs and BM stromal cells ensure appropriate cell output to the circulation that change with specific stimuli and demands. Definitive hematopoiesis in the adult BM begins with the differentiation of self-renewing HSCs to hematopoietic multipotent progenitor cells (HPCs or MPPs) (28, 30). These progenitor cells can give rise to the different blood lineages but lack self-renewal capacity. The MPPs develop into committed common lymphoid (CLP) and myeloid (CMP) progenitor cells. The CLP population differentiates into the lymphocyte (NK, B, and T cells) lineages while the CMP gives rise to megakaryocytes, erythrocytes, monocytes, and granulocytes (neutrophils, basophils, and eosinophils). These mature blood cells then exit the BM and enter circulation where they perform important functions. Erythrocytes (red blood cells) are important for oxygen transport, megakaryocytes for blood clotting, and white blood cells (WBCs; namely lymphocytes, monocytes, and granulocytes), function in adaptive and innate immune defenses. Therefore, the process of hematopoiesis in the BM controls the development of all these blood lineages and is responsible for maintaining hematologic homeostasis.

Effects of 1H Radiation on Circulating Blood Cells and Hematopoietic Precursors

Many studies have examined the effects of radiation on circulating blood cells. Irradiation of mice with up to 2 Gy of 1H caused significant changes to the peripheral immune cell populations, with different populations exhibiting different sensitivities (31–33). Within the lymphocyte populations, B cells were found to be most sensitive to radiation, followed by T cells and then NK cells which were the most resistant (31). Decreases in WBC populations were dependent on 1H-IR dose, but not on dose rate, energy, or fractionation (32, 33). The effects of simulated solar particle events, which are comprised of 1H (up to 155 MeV), with a heterogeneous 1H dose distribution, also revealed significant reduction (60–90% compared to baseline) in frequencies of circulating WBCs, lymphocytes, neutrophils, monocytes, and eosinophils in both murine and porcine models (34, 35). Murine splenic immune cell populations were impaired at 4 months post-IR with 2 Gy 1H, indicating a long-term radiation effect on the precursor hematopoietic populations (36). This was confirmed in recent studies demonstrating that total body irradiation of mice with 1 Gy, 150 MeV of 1H caused significant reduction in HSC (Lin−c-kit+Sca-1+) numbers and pluripotency, even at time points as late as 22 weeks after radiation (24). These changes were attributed to the increased levels of oxidative stress in the HSCs, causing increased HSC cell cycling and reduced self-renewal capacity, and resulting in long-term HSC injury. Although 1H-IR is a low-LET radiation, its effects on DNA are more damaging than X-rays, indicating the greater capacity to induce changes at the molecular level (37).

Effects of HZE 56Fe Particle Radiation on Circulating Blood Cells and Hematopoietic Precursors

Exposure to HZE particles, such as 56Fe, can have even more detrimental effects on BM hematopoietic precursors and mature blood cells. Rats exposed to 1–4 Gy (5 GeV/nucleon) of 56Fe-IR had significantly lower counts of circulating leukocytes and monocytes compared to non-irradiated rats for as long as 9 months post-IR (38). Mice irradiated with 6–8 Gy (1 GeV/nucleon) of 56Fe particles also showed significantly lower WBC counts 7 days post-IR and lower recovery at 4 weeks post-IR compared to γ-IR mice (39). Examination of the BM revealed extensive cell death, cell cycle arrest and significant selective reduction of myeloid precursor cells in mice exposed to 2–4 Gy of 56Fe-IR. Cell cycle arrest of BM cells at the G1 phase up to 66 h post-IR was also found in another study with mice irradiated with 1 Gy (1 GeV/nucleon) of 56Fe ions (40). Cell cycle arrest corresponded to an increase in cells with 56Fe radiation-induced chromosomal aberrations (41). At the molecular level, exposure to 600 MeV, 0.4 Gy 56Fe radiation induced DNA hypermethylation in HPCs up to 22 weeks post-IR, suggesting epigenetic reprogramming (42).

Therefore, we hypothesize that particle radiation, such as 1H and 56Fe, which induce profound changes in BM hematopoietic cells, including at the molecular level, may play a significant role in the development of hematological cancers, and thus merits further studies.

EXPOSURE TO 1H AND 56FE RADIATION HAS LONG-TERM EFFECTS ON BONE MARROW HEMATOPOIETIC MULTIPOTENT PROGENITOR POPULATIONS

1H and 56Fe Radiation Induced Significant Decrease in Bone Marrow Multipotent Progenitor Cell Numbers

To extend our knowledge of the effects of particle radiation on BM hematopoietic populations, whole-body radiation was performed on mice with 0.5 Gy (1 GeV) 1H and 0.15 Gy (1 GeV/n) 56Fe particles. Fluorescence-activated cell sorting (FACS) was then used to isolate early and late multipotent progenitors (E- and L-MPPs) from BM cells over a time course of 40 weeks post-IR. E-MPPs were defined as Lin−/c-kit+/Sca1+/CD34+/AC133+ and L-MPPs were Lin-/c-kit+/Sca1+/CD34+/AC133− (43, 44). Compared to control mice, 1H-IR caused an initial transient spike in E-MPP and L-MPP cell numbers followed by significant downregulation of these populations at 8 weeks post-IR (Figures 1A,B; Table 1). In contrast, 56Fe-IR caused significant loss of E-MPPs and L-MPPs immediately after IR, which was maintained up to 8 weeks post-IR (Figures 1A,B; Table 1). By 40 weeks, the E-MPP and L-MPP populations had recovered and were comparable to control levels for both 1H and 56Fe radiation (Figures 1A,B). These findings are consistent with the study that showed γ-IR, even at the low dose of 0.4 Gy, was observed to rapidly induce apoptosis in human embryonic stem (ES) cells (45).
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FIGURE 1 | E-MPP and L-MPP cell numbers are downregulated by 56Fe- and 1H-IR but recover to control levels by 40 weeks post-IR. Effect of full-body single dose of proton (1H) at 0.5 Gy, 1 GeV and iron (56Fe) at 0.15 Gy, 1 GeV/nucleon of ionizing radiation (IR) on survival of multipotent progenitor cell populations was examined. The survival of (A) E-MPPs and (B) L-MPPs in the BM after particle IR in C57BL/6NT mice were determined at 1, 2, 4, 8, 12, 28, and 40 weeks post-IR. Total BM-derived mononuclear cells were triple-stained with FITC-labeled RAM34 antibody (that consists of CD34, c-kit, and Sca1 antibodies), PE-Cy7-AC133, and PE-hematopoietic lineage cocktail (CD3e, Ly-6G/Ly-6C, CD11b, CD45R/B220, TER-119), then sorted by FASC for (A) E-MPPs (CD34+/c-kit+/Sca-1+/AC133+/Lin−) and (B) L-MPPs (CD34+/c-kit+/Sca-1+/AC133−/Lin−). Percentage changes in cell numbers were calculated relative to control sham irradiated mice, which was set to 100% for each time point. Solid lines represent mean ± SEM (n = 6/group) for 1H-IR (solid blue lines) and 56Fe-IR (solid red lines). “*” represents statistically significant differences compared to control with p < 0.05.



TABLE 1 | 56Fe- and 1H-IR resulted in decreased E-MPP and L-MPP cell numbers.
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1H and 56Fe Radiation Significantly Upregulated Expression of Pluripotency Markers in Bone Marrow L-MPPs

Human ES cells that survived γ-IR exposure exhibited features of pluripotency at 3 weeks post-IR exposure (45). To decipher the molecular events in our radiation study, the expression of pluripotency markers Sox2, Nanog, and Oct4 was examined in the L-MPPs for a period of 40 weeks following irradiation with 1H or 56Fe particles. The qRT-PCR analysis revealed a significant increase in expression of these markers at 8 and 40 weeks after both 1H and 56Fe irradiation (Figures 2A–C). Of note, it has been shown that ES cells exposed to 3 Gy high-LET carbon ion radiation also maintain their pluripotent state and express Oct3/4 and Sox2; data which agree with our current observations (46). Based on these observations, one could hypothesize that the increase in expression of the pluripotency markers in L-MPPs at 8 weeks post-radiation with 1H or 56Fe in our study could be the result of preferential expansion of radio-resistant cells. Indeed, this contention is supported by cancer biology studies that have shown a correlation between expression of Oct4 and Sox2 protein and increased resistance of cancer cells to radiotherapy (47, 48). However, the reduced cell numbers we observed at the 8-week time point post-IR (Figure 1B; Table 1) argues against this explanation. An alternative hypothesis to explain our observations is that 1H- or 56Fe-IR-induced genetic “reprogramming” of the existing L-MPPs. Consistent with this notion, γ-IR was reported to induce reprogramming of cancer stem cells that express the pluripotency genes Oct4, Sox2, Nanog, and Klf4 in a Notch-dependent manner for up to 5 days post-IR (47, 49). Furthermore, forced expression of Nanog, Oct4, Sox2, and Lin28 were sufficient to reprogram human somatic cells into pluripotent stem cells (50). Constitutive overexpression of Nanog alone is sufficient to promote proliferation of human ES cells while maintaining pluripotency and Oct4 expression (51, 52). Collectively, our data and previously published data strongly suggest that low doses of 1H- or 56Fe-IR may induce reprogramming of the L-MPPs to a state of pluripotency while promoting proliferation to replenish the progenitor populations.
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FIGURE 2 | Expression of pluripotency markers are upregulated in BM-derived L-MPPs post-irradiation with 1H or 56Fe particles. After whole-body irradiation with 0.5 Gy, 1 GeV 1H and 0.15 Gy, 1 GeV/n 56Fe particles, mononuclear cells from bone marrow of C57BL/6NT mice were sorted into L-MPPs (CD34+/c-kit+/Sca-1+/AC133−/Lin−) by FACS at multiple time points over 40 weeks post-IR. Levels of (A) Nanog, (B) Oct4, and (C) Sox2 were analyzed using Taqman probes by qRT-PCR. Relative mRNA levels were calculated with respect to control sham irradiated animals. Bars represent mean ± SEM (n = 6/group) for control (solid black bars), 1H-IR (solid blue bars), and 56Fe-IR (solid red bars). “*” represents statistically significant differences compared to control with p < 0.05.



Analysis of L-MPPs After Exposure to 1H and 56Fe Radiation Revealed Distinct Long-Term Genetic Programming

A significant increase in expression of these genes was also observed at 40 weeks post-irradiation with 1H and 56Fe particles (Figures 2A–C). In order to examine this more closely, a multitude of hematopoiesis-related genes were analyzed in the L-MPPs at the 40-week time point, employing a PCR array for a pilot study (Table 2). Overall, 1H- and 56Fe-IR induced distinct genetic programs in the L-MPPs, with observable similarities and differences. We found that exposure of L-MPPs to either 56Fe- or 1H-IR markedly downregulated the expression of several genes that play key functions in the process of hematopoiesis, including CD164 (sialomucin), which increases adhesion of CD34 + cells to BM stroma and downregulates HPC proliferation (53, 54), and Fut10, which can fucosylate selectins for recruitment of progenitors to BM stroma (55, 56) (Table 2). It is possible that downregulation of adhesion molecules could be involved in mobilization of progenitor cells and increase their proliferation. Transcription factors that play an important role in hematopoiesis, such as Cbfb and Ash2l, were downregulated to a greater extent in L-MPPs exposed to 56Fe-IR compared to 1H-IR indicating a larger insult by 56Fe radiation on BM cells (Table 2) (57, 58). This conclusion is also supported by the observed decrease in expression of immune receptors TLR3 and TLR4, and the co-receptor CD14 in 56Fe-IR L-MPPs, indicating compromised immune responses and immune cell mobilization (Table 2) (59, 60). However, 1H-IR L-MPPs showed an increase in expression of these genes, signifying activation of a different epigenetic program. Increased TLR3, TLR4, and CD14 expression on hematopoietic progenitor cells has been correlated with skewing toward myeloid cell differentiation as observed in aging (61, 62). It is possible that the 1H- and 56Fe-IR may promote the differentiation of these progenitors into the myeloid and lymphoid lineages, respectively. 1H-IR exposed L-MPPs showed increased expression of Notch1 and its downstream target, Rbpj. In contrast, L-MPP cells from mice exposed to 56Fe-IR showed a discernable decrease in expression of these genes (Table 2). Since activation of Notch1 was shown to promote myeloid differentiation via Rbpj (63), these data may be indicative of myeloid and lymphoid skewing in MPPs induced by 1H- and 56Fe-IR, respectively. On the other hand, expression of other Notch signaling molecules (Notch4, Jag1, and Jag2) were increased in L-MPPs exposed to 1H- and 56Fe-IR (Table 2). Interestingly, increased Notch signaling could potentially promote endogenous reprogramming of the cells, as indicated by reports of increased differentiation of cancer stem cells in response to Notch inhibition (64, 65). Therefore, these preliminary gene expression data also supports the possibility of radiation-induced reprogramming of BM progenitors to maintain pluripotency.

TABLE 2 | Exposure to 1H or 56Fe particles caused notable changes in hematopoietic genes in L-MPPs at 40 weeks post-radiation.

[image: image1]

Other studies illustrating radiation-induced endogenous reprogramming have been largely conducted in cancer models. For example, inhibition of Notch signaling partially prevented radiation-induced reprogramming of differentiated breast cancer cells (isolated from patients) into cancer stem cells, thereby preventing their re-acquisition of expression of pluripotency genes Oct4, Nanog, and Klf4 (47). High doses of γ-IR was also shown to re-program hepatocellular cancer cell lines to acquire stemness phenotype (49). At the molecular level, radiation can induce epigenetic reprogramming in terms of DNA methylation which can also have important implications in BM progenitor populations (66). Mouse mesenchymal stem cells exposed to non-IR promoted an adipose phenotype (67). Collectively, these observations lend further credibility to our postulation of radiation-induced reprogramming of BM cells, at the molecular level.

IMPLICATIONS OF RADIATION-INDUCED CHANGES IN BONE MARROW HEMATOPOIETIC PROGENITOR CELLS

In our studies into the effects of low-dose low-LET 1H and high-LET 56Fe-IR on BM hematopoietic progenitor populations, the most striking results were the significant loss of cell numbers and the changes in pluripotent markers in the surviving cells. The long-lasting decrease in the E-MPP and L-MPP populations in the irradiated mice over the course of 40 weeks suggests disrupted hematopoietic homeostasis. Such perturbation of hematopoiesis has the potential to lead to hematological disorders including blood cancers. With regard to the observed genetic changes induced by IR in the surviving L-MPP cell fractions at the 8- and 40-week time point, and supported by the literature reviewed herein, we posit that low-dose IR, especially particle radiation, can induce mutations in the hematopoietic progenitor pools in the BM while concomitantly reprogramming them to a more primitive pluripotent state. While such reprogramming may be beneficial to replenish the progenitor cell pools within the radiation-depleted BM compartments, it may also have severe repercussions on the functions of the subsequent blood cell lineages (Figure 3). One can readily envision the radiation-induced reprogramming of BM progenitor cells, which may also contain radiation-induced mutations, will affect the phenotypes of multiple lymphoid and myeloid cell populations, thereby propagating the mutations to differentiated blood lineages. In particular, the propagation of mutations in oncogenes could promote risk for hematological cancers. It should be noted that high doses of IR are more likely to induce cell apoptosis, which may produce short-term effects, but low-dose radiation can cause significant long-term consequences by inducing mutations that will persist and differentiate into blood cells with altered function. Therefore, exposure to low-dose 56Fe or 1H particle radiation, as experienced by astronauts in spaceflight or cancer patients that undergo radiation therapy (specifically, the protracted full-body doses), can cause long-term effects in BM cells, thereby increasing their risks of developing (secondary) blood cancers.


[image: image1]

FIGURE 3 | Proposed model on the effects of low-LET 1H and high-LET 56Fe radiation on hematopoietic progenitor cells in the bone marrow niche. There is a significant decrease in MPP population numbers upon exposure to particle radiation. The majority of surviving cells experience DNA damage (depicted in blue) and oxidative stress (depicted by ROS), which could result in DNA mutations (depicted in red). While some MPPs continue to differentiate into blood cells, the remaining cells are “reprogrammed” to maintain pluripotency. As a result, even months post-IR, these “reprogrammed” MPPs [containing IR-induced mutations (depicted in red)] persist and give rise to differentiated blood cells, thereby propagating mutations to subsequent lineages, which may cause hematologic disorders, such as cancer. Blue cells represent multipotent progenitor cells and green cells represent differentiated blood cells.
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A corrigendum on

Ionizing Particle Radiation as a Modulator of Endogenous Bone Marrow Cell Reprogramming: Implications for Hematological Cancers
by Muralidharan S, Sasi SP, Zuriaga MA, Hirschi KK, Porada CD, Coleman MA, et al. Front Oncol (2015) 5:231. doi: 10.3389/fonc.2015.00231

In the paper titled “Ionizing Particle Radiation as a Modulator of Endogenous Bone Marrow Cell Reprogramming: Implications for Hematological Cancers,” there was secretarial error made at our end in “Figure 1,” which should be corrected. At some point of the submission in Figure 1, A and B were disarranged in the slide. No other correction is needed as the text and figure legends are correct.
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FIGURE 1 | E-MPP and L-MPP cell numbers are downregulated by 56Fe- and 1H-IR but recover to control levels by 40 weeks post-IR. Effect of full-body single dose of proton (1H) at 0.5 Gy, 1 GeV and iron (56Fe) at 0.15 Gy, 1 GeV/nucleon of ionizing radiation (IR) on survival of multipotent progenitor cell populations was examined. The survival of (A) E-MPPs and (B) L-MPPs in the BM after particle IR in C57BL/6NT mice were determined at 1, 2, 4, 8, 12, 28, and 40 weeks post-IR. Total BM-derived mononuclear cells were triple-stained with FITC-labeled RAM34 antibody (that consists of CD34, c-kit, and Sca1 antibodies), PE-Cy7-AC133, and PE-hematopoietic lineage cocktail (CD3e, Ly-6G/Ly-6C, CD11b, CD45R/B220, TER-119), then sorted by FASC for (A) E-MPPs (CD34+/c-kit+/Sca-1+/AC133+/Lin−) and (B) L-MPPs (CD34+/c-kit+/Sca-1+/AC133−/Lin−). Percentage changes in cell numbers were calculated relative to control sham irradiated mice, which was set to 100% for each time point. Solid lines represent mean ± SEM (n = 6/group) for 1H-IR (solid blue lines) and 56Fe-IR (solid red lines). “*” represents statistically significant differences compared to control with p < 0.05.
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Radiation-Induced Reprogramming of Pre-Senescent Mammary Epithelial Cells Enriches Putative CD44+/CD24−/low Stem Cell Phenotype
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The enrichment of putative CD44+/CD24−/low breast stem cell populations following exposure to ionizing radiation (IR) has been ascribed to their inherent radioresistance and an elevated frequency of symmetric division during repopulation. However, recent studies demonstrating radiation-induced phenotypic reprogramming (the transition of non-CD44+/CD24−/low cells into the CD44+/CD24−/low phenotype) as a potential mechanism of CD44+/CD24−/low cell enrichment have raised the question of whether a higher survival and increased self-renewal of existing CD44+/CD24−/low cells or induced reprogramming is an additional mode of enrichment. To investigate this question, we combined a cellular automata model with in vitro experimental data using both MCF-10A non-tumorigenic human mammary epithelial cells and MCF-7 breast cancer cells, with the goal of identifying the mechanistic basis of CD44+/CD24−/low stem cell enrichment in the context of radiation-induced cellular senescence. Quantitative modeling revealed that incomplete phenotypic reprogramming of pre-senescent non-stem cells (reprogramming whereby the CD44+/CD24−/low phenotype is conveyed, along with the short-term proliferation capacity of the original cell) could be an additional mode of enriching the CD44+/CD24−/low subpopulation. Furthermore, stem cell enrichment in MCF-7 cells occurs both at lower doses and earlier time points, and has longer persistence, than that observed in MCF-10A cells, suggesting that phenotypic plasticity appears to be less regulated in breast cancer cells. Taken together, these results suggest that reprogramming of pre-senescent non-stem cells may play a significant role in both cancer and non-tumorigenic mammary epithelial populations following exposure to IR, a finding with important implications for both radiation therapy and radiation carcinogenesis.
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INTRODUCTION

Current dogma states that the recurrence of cancer in patients treated with radiation therapy is driven by the survival of radiation-resistant clonogens repopulating and replacing reproductively dead cells. This therapeutic resistance has been attributed to cells existing in hypoxic tumor regions where the lack of oxygen decreases the efficacy of radiation-induced cell killing. However, the contention that tumor-initiating or cancer stem cells, an inherently radioresistant population with increased DNA repair capacity, elevated expression of endogenous anti-oxidant defenses, and a slower rate of cell division are the potential drivers of this phenomenon, has prompted a good deal of interest in targeting cancer stem cells (1). Cancer stem cells were originally identified in acute myeloid leukemia (2, 3) and since have been identified in solid tumors and cell lines, including breast (4), prostate (5), lung (6), glioblastoma (7), and squamous cell carcinoma of the head and neck (8).

Previous studies have demonstrated that putative stem cells in normal and malignant mammary tissues are characterized by a CD44+/CD24− phenotype (4, 9). Normal breast epithelial cells exhibiting the CD44+/CD24− phenotype express genes associated with stem cells and somatic cell reprogramming at higher levels, and can asymmetrically divide and differentiate giving rise to sub-phenotypes of basal and luminal cells (10). Some human mammary epithelial cell lines, most notably MCF-10A non-malignant cells have been demonstrated the propensity to recapitulate ductal morphogenesis in the humanized fat pads of mice (11), offering strong evidence for a stem-like/progenitor subpopulation. In vitro, MCF-10A cells spontaneously acquire the CD44+/CD24− phenotype via epithelial–mesenchymal transition (EMT) (12). In human breast cancers, the rare CD44+/CD24−/low subpopulation shares properties with normal stem cells, including increased reproductive capacity and the ability to give rise to diverse cell lineages (4). CD44+/CD24− cells isolated from some human breast cancer cell lines (e.g., MCF-7) and patient tumors demonstrate many stem-cell like properties in vitro and in vivo (13). Importantly, the purified CD44+/CD24− cells (mesenchymal-like cancer stem cell state) are able to generate heterogeneous populations that recreate the proportion of CD44+/CD24− and aldehyde dehydrogenase (ALDH) expressing cells (epithelial-like cancer stem cell state) present in the original cell lines (including MCF-7) (14), indicating that cellular plasticity enables breast cancer stem cells to transit between different phenotypes.

Radiation therapy is a common component of multimodal treatment designed to improve loco-regional control and overall survival in patients after breast-conserving surgery (15). After a single IR exposure (2–20 Gy γ-rays) we found the effective dose range for significantly enhancing the size of the stem cell pool differs between MCF-7 breast cancer cells and MCF-10A non-tumorigenic cells. Consistent with a previous report (16), following an acute radiation exposure of 10 Gy, the proportion of cells that are CD44+/CD24−/low in both cell lines is elevated and peaks around day 5 after IR. This enrichment has been attributed to a higher radioresistance of CD44+/CD24−/low cells and/or a switch from an asymmetric to symmetric type of division of CD44+/CD24−/low cells, which then produce two identical CD44+/CD24−/low daughter cells leading to a relative and absolute increase in CD44+/CD24−/low subpopulation (17). In addition, Lagadec et al. demonstrated that radiation might reprogram a fraction of surviving non-stem committed cells (CCs) into the CD44+/CD24−/low phenotype in some breast cancer cells (16). Notably, in our in vitro experiments, the fraction of senescent cells [cells that permanently withdraw from the cell cycle in response to diverse stress (18) (e.g., radiation-induced DNA damage), and can be identified by β-galactosidase (19)] increases and gradually dominates the population (~70%) during the 10 days post 10 Gy IR in both cell lines. The enrichment of stem cells in the irradiated populations prompted us to investigate how the fate of irradiated cells, in particular those experiencing IR-induced senescence, may influence cellular repopulation following exposure.

To explore the mechanistic basis for the elevated fraction of CD44+/CD24−/low phenotype observed in normal and breast cancer cell populations following irradiation, we combined in vitro experiments with a cellular automata (CA) model to test mechanistic alternatives. Comparing simulation results with in vitro data demonstrated that neither (i) endowing normal and cancer stem cells with a lower radiosensitivity (i.e., a higher survival rate after irradiation), (ii) increasing the frequency of symmetric self-renewal division of stem cells, and (iii) increasing the rate of phenotypic reprogramming of surviving intact CCs to a full stem cell state, nor any combination of i, ii, and iii, were able to elevate the calculated stem cell percentage to match the observed percentage of CD44+/CD24−/low cells following an acute dose of 10 Gy.

Unsuccessful model fitting based on the aforementioned hypotheses turned our attention to the potential contribution of IR-induced pre-senescent CCs (non-stem cells with short-term proliferation capacity due to radiation damage) to the replenishment of the stem cell pool through reprogramming. To this end, we considered two additional mechanisms: (iv) that, in addition to (iii), pre-senescent CCs can also be reprogramed to a stem cell state (i.e., CD44+/CD24−/low), albeit limited in this case to the remaining proliferative capacity they had before reprogramming (i.e., becoming pre-senescent SCs); or (v) all surviving CCs, whether pre-senescent, can have a potential to acquire a stem cell state with unlimited proliferative capacity. By fitting the model parameters in order to reproduce both the temporal dynamics of CD44+/CD24−/low cells and the proportion of senescent cells in the population during the first 10 days after irradiation, we found that allowing for pre-senescent CCs to have additional reprogramming capability as described in mechanisms (iv) can explain experimental results not reconcilable with mechanisms (i)– (iii) or (v). Furthermore, we observed that IR induced a high reprogramming rate that lasted longer in MCF-7 cells compared to MCF-10A cells.

In conclusion, our study suggests that IR-induced incomplete phenotypic reprogramming of pre-senescent non-stem cells in irradiated MCF-10A and MCF-7 cells might be a contributing factor to the enrichment of the CD44+/CD24−/low phenotype. Incomplete phenotypic reprogramming of pre-senescent CCs also gives rise to a heterogeneous stem cell pool consisting of a fraction of cells that express the stem cell marker, but have a short-term proliferative potential. Finally, we find MCF-7 breast cancer cells to be more sensitive to acute, high-dose IR than MCF-10A non-tumorigenic mammary epithelial cells in terms of phenotypic reprogramming.

MATERIALS AND METHODS

Cell Culture

The human mammary epithelial, non-tumorigenic cell line MCF-10A was purchased from ATCC and cultured in 1:1 Dulbecco’s modified essential medium (DMEM)/Ham’s F12 growth medium (Hyclone) supplemented with 5% fetal bovine serum (FBS), 10 μg/mL insulin (Sigma), 20 ng/mL epidermal growth factor (EGF;Sigma), 0.5 μg/mL hydrocortisone (Sigma), 0.1 μg/mL cholera toxin (Sigma), and 1% glutamax (Life Technologies). The human mammary carcinoma cell line MCF-7 (kind gift from L. Chubb, CSU Animal Cancer Center) was grown in DMEM supplemented with 10% FBS and 1% glutamax (Life Technologies). Cells were grown at 37°C in a humidified incubator at 5% CO2 passaged 1–2 times per week.

Mammosphere Assay

Sphere-forming assay was utilized to confirm stem-like properties of MCF-7 cells. Briefly, monolayer cultures were grown in low adherence dishes (Corning) at a low density in Mammocult sphere-forming media (Stem Cell Technologies). Limiting dilution assays were performed in 96-well plates comparing sorted CD44+/CD24−/low to bulk monolayer cell cultures. Spheres were allowed to form for 10 days, and spheres larger than 60 μm in diameter were scored (20).

Irradiations

For clonogenic cell survival assays, cells were seeded 48 h prior to irradiation at a density of 3 × 105 cells per T25 flask. Monolayer cultures were irradiated in a Mark I Irradiator (J.L. Shepherd) utilizing a Cs-137 source at acute doses of 1, 2, 4, 5, 8, and 10 Gy or sham irradiated as a control. Following irradiation, cells were allowed to repair for 6 h and plated in triplicate at low density in 100-mm cell culture plates (Greiner) containing 10 mL of culture medium. Cells were incubated for 12 days (MCF-7) or 16 days (MCF-10A), fixed in 100% ethanol, and stained with 0.05% crystal violet solution. Colonies were scored based on the presence of 50 or more cells and scored independently by two individuals.

Flow Cytometry Analysis

All flow cytometry analyses were performed at the Colorado State University Animal Cancer Center on a Beckman Coulter CyAN ADP 9 Color analyzer running Summit Version 3.0 flow cytometry analysis software. Mammary epithelial stem cells were identified based on expression of CD44+/CD24−/low immunotype and stem-like properties were confirmed utilizing the ALDEfluro Assay (Stem Cell Technologies). Monolayer MCF-7 and MCF-10A mammary epithelial cell cultures were stained for CD44 and CD24 expression. Briefly, ~3 × 105 cells were dissociated from cell culture surface using 0.25% Trypsin-EDTA, pelleted, washed, and re-suspended in 30 μL of Flow Cytometry wash buffer (1X PBS, 1% FBS, and 1% Penicillin/Streptomyocin). Six microliters of direct FITC-conjugated mouse monoclonal anti-human CD44 antibody (BD Pharmingen #555478) and 6 μL of direct PE-conjugated mouse monoclonal anti-human CD24 antibody (BD Pharmingen #555428). Cells were then incubated for 30–60 min in the dark at 4°C. Following incubation, cells were pelleted and re-suspended in 500 μl of cold 1 × PBS and kept on ice until analysis. Analysis gates were established using cells from an unstained control and anti-mouse Ig,κ antibody capture beads (BD Pharmingen #552843).

Identification of Senescent Cell Fraction

The fraction of senescent cells was determined via β-galactosidase staining. Cells were stained using β-galactosidase staining kit (Cell Signaling Technologies) and imaged on a confocal microscope at a 20× magnification utilizing a color camera. Cells were scored as positive based on the presence of blue pigmentation in the nuclei of adherent cells.

Cellular Automata Model

A CA model is used to simulate the dynamics and interactions of single cells in the growth of cell population (21). In a CA model, a system is represented as a collection of autonomous decision-making agents (e.g., cells). Each agent is endowed some intrinsic state variables and behaves and interacts with each other and its external environment given a set of predefined rules. Stochastic interactions of single cells as well as with their external environment result in complex population dynamics. The CA framework can capture the interactive consequences of these dynamics while allowing for the examination of phenotypical and functional heterogeneity, such as stem cell biology.

The system is defined on a two-dimensional square lattice (L × L lattice points) with periodic boundary conditions. As in silico cells live on a square lattice with (15 μm)2 grid points, a single migration step to a neighboring location is calibrated as 15 or 21 μm in an 8-cell Moore neighborhood (21). Each lattice point can stay empty or be occupied by one cell. If a free lattice site is found within the Moore neighborhood of a cell, it can migrate with a probability pm, or divide to produce a new cell provided the maturation has been reached. A proliferative cell turns quiescent when it is completely surrounded by other cells but can re-enter the cell cycle when a neighboring free space is available. As per the stem cell hypothesis, stem cells reside at the top of the hierarchy and produce progenitor cells, which in turn give rise to CCs. For present purposes, a CC will refer to a non-stem cell. A stem cell is capable of dividing into two stem cells (symmetric division) with probability pS, or a stem cell and a CC with probability 1 − pS (asymmetrical division). The duplication of a non-senescent CC results in two CCs. A CC ceases to divide after some number of divisions, a phenomenon known as replicative senescence, or the Hayflick limit. The parameter ρ will refer to the number of remaining divisions a cell is capable of undergoing before it becomes senescent (the value ρ for a stem cell is, thus, ρ = ∞).

It has been found that normal and neoplastic non-stem cells can spontaneously convert to a stem-like state (22). In our model, CCs are eligible for reprogramming with probability pr. The rate of symmetric division (pS) and reprogramming rate (pr) were estimated together in order to match the control frequency of CD44+/CD24−/low in both cell lines (Figure S1 in Supplementary Material). We referred a stem cell study by Tang et al. (11) in order to guess the initial value of pS.

To reproduce the population dynamics in vitro, we began with a fixed division cycling time in the CA model. However, the resultant growth curves were exponential, which could not explain the population dynamics in vitro, in which the cell proliferation rate decreases at later time points (Figure S2 in Supplementary Material). Indeed, cell population growth can be affected by the surrounding environment, such as (a) cell–cell contact inhibition (already implemented in the CA model), (b) nutrient availability, and (c) accumulation of toxic wastes. In our experiments, fresh culture medium was added to the cultures to ensure adequate cellular nutrition levels. However, no cell culture medium was removed following irradiation in order to prevent removal of potential reprogramming signals. Therefore, it is reasonable to presume that the decreasing proliferation rate of control growth (sham irradiated) is mostly a result of c. To depict this phenomenon simply, we introduced a cell cycle regulation mechanism implicitly as a function of cell population density:

[image: image1]

where c0 is the initial cycling time and k is the inhibition coefficient. The values of c0 and k were estimated by matching the population dynamics in vitro (Figure S3 in Supplementary Material). The estimated k value was smaller for MCF-7 cells than MCF-10A cells (Table 1) suggesting that breast cancer cells are more resistant to a stressful microenvironment than non-cancerous cells, which belongs to one hallmark of cancer (evading growth suppressors) (23).

TABLE 1 | Model parameters and values.
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After radiation exposure, cells exhibit mitotic delay while attempting to repair radiation-induced DNA damage (27). Several studies have demonstrated that a large fraction of normal fibroblasts irradiated in G1-phase and reseeded after irradiation, do not re-enter the cell cycle but remained permanently arrested (28–30). Accordingly, we assumed that a cell either undergoes a permanent cycle arrest with a probability pa or experiences transient arrest for a randomly chosen time between 0 and 10 days following radiation exposure. Cell survival probability after irradiation was determined via clonogenic assay (Figure S4 in Supplementary Material). Some studies have demonstrated that MCF-7 cells undergo mostly IR-induced senescence instead of apoptosis (31–33). By day 10 of our experiment following a 10 Gy single-dose IR, the senescent phenotype (SA-β-gal positive cells) had increased not only in ratio but also in number relative to day 0 within the proliferating cell population for both cell lines (Figures 2C,D; Figure S3 in Supplementary Material), which indicates the existence of cells in a pre-senescent state (have short-term proliferations before undergoing a senescent state). Therefore, we assigned to the pre-senescent CCs and pre-senescent SCs a temporal range of short-term proliferation potential ρpsn. The range of values for ρpsn was estimated by matching the irradiated population dynamics (Figure S3 in Supplementary Material) and senescent cell fractions in vitro (Figures 2C,D). Cell cycle arrest has been found to prevent reprogramming (34, 35). Hence, a reprogramming rate pr = 0 was applied to CCs in an arrested state and senescent cells.
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FIGURE 2 | The comparisons between model simulation results (mean ± SD; n = 10 simulations) of applying hypothesis (i), (ii), or (iii) (alone or in combinations) and in vitro data (mean ± SD; n = 3) on the (A)% of CD44+/CD24−/low cells in MCF-10A cells and (B) MCF-7 cells; and the (C)% of SA-β-gal positive cells in MCF-10A cells and (D) MCF-7 cells. The comparisons between simulation results of applying hypothesis (iv) or (v) and in vitro data on the (E)% of CD44+/CD24−/low cells in MCF-10A cells and (F) MCF-7 cells; and the (G) % of SA-β-gal positive cells in MCF-10A cells and (H) MCF-7 cells. Hyp stands for hypothesis in the figure legends. Best fitting for MCF-10A cells under Hyp (iv) [corresponding to (E,G)]: reprogramming rate (pr) increases to 0.09 per CC (intact or pre-senescent) per day for 38 h during days 3–5 after irradiation. Best fitting for MCF-7 cells under Hyp (iv) [corresponding to (F,H)]: reprogramming rate (pr) increases to 0.08 per CC (intact or pre-senescent) per day during first 4 days after irradiation, then decreases to 0.0198 for the following time points.



A diagram of the simulation process and decisions at the cell level is shown in Figure S5 in Supplementary Material. The model parameters and their values are summarized in Table 1.

RESULTS

MCF-10A and MCF-7 Populations Show Different Dose Ranges Over Which There is Substantial CD44+/CD24−/low Cell Fraction Modification

In MCF-10A cells, at day 5 after irradiation with a single dose of 5 Gy or lower, the fraction of CD44+/CD24−/low cells showed no difference compared to control (Figure 1A); whereas a dose as low as 2 Gy induced an enrichment of the CD44+/CD24−/low subpopulation among MCF-7 cells (Figure 1B) (20). When the IR dose increased to 20 Gy, a tremendously high enrichment of CD44+/CD24−/low subpopulation appeared in MCF-10A cells (Figure 1A). By contrast, a 20 Gy single dose did not further increase the fraction of CD44+/CD24−/low subpopulation in MCF-7 cells (Figure 1B). Presumably, the mechanisms for regulating the CD44+/CD24−/low cells are not easily altered in the non-tumorigenic population vs. cancer cells, suggesting a potentially pivotal role for this enrichment in tumor re-growth following radiation therapy.
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FIGURE 1 | Radiation-induced enrichment of CD44+/CD24−/low putative stem cells in (A) MCF-10A cells and (B) MCF-7 cells in vitro is in a dose dependent manner (mean ± SD; n = 3).



Enrichment of CD44+/CD24−/low Phenotype in MCF-10A and MCF-7 Cells May Not Derive Purely from Intact Surviving Cells

To evaluate the mechanistic basis of IR-induced enrichment of CD44+/CD24−/low phenotype in MCF-10A and MCF-7 cells, we tested the following hypothesis: (i) low radiosensitivity of stem cells (maximum tested: 100% survival after radiation exposure), (ii) increased symmetric division frequency (maximum tested: 100% per stem cell division) of stem cells, and (iii) increased reprogramming frequency of undamaged cycling CCs (maximum tested: 100% per intact CC per day). The resulting fractions of senescent cells were similar to one another for the three mechanisms, which roughly reproduced the observed dynamics of state with a decreased reproductive capacity positive cell staining in vitro (Figures 2C,D). Surprisingly, however, neither of the three mechanisms alone were able to produce the observed high percentage of CD44+/CD24−/low cells observed in either cell line (Figures 2A,B), nor were combinations of any two mechanisms able to generate the high fraction of stem cells especially at day 5 after exposure to 10 Gy (data not shown). Combining all three mechanisms (e.g., >50% survival rate of SCs, 100% symmetric division rate, and 100% reprogramming rate of non-arrested intact CCs) produced a comparable fraction of CD44+/CD24−/low in MCF-10A cells (Figure 2A) but not in MCF-7 cells. However, the resulting ratio of senescent cells (~43% in silico) was smaller than that observed (67% in vitro; Figure 2C) at day 10 after irradiation, which makes it less likely that the possibility of the combination of above three mechanisms is a major force in enriching the stem cell pool.

Radiation-Induced Incomplete Phenotypic Reprogramming of Pre-Senescent Non-Stem Cells Appears More Likely To Be an Additional Mode of Enriching CD44+/CD24−/low Cells

The above disparities led us to consider alternative explanations; specifically, phenotypic reprogramming of pre-senescent non-stem cells. In the latter case, it has been demonstrated that cellular senescence is not a limit to reprogramming and that age-related cellular physiology is reversible (36). Nevertheless, it is unknown to what extent reproductive potential can be regained by the reprogramming of senescent cells, e.g., 0–100%. Instead of testing the recovery of proliferative capacity in a quantitative manner, we simply assume that reprogramming of a pre-senescent CC can be either (iv) incomplete (i.e., pre-senescent CCs are reprogramed to pre-senescent SCs but inherit the remaining proliferative potential) or (v) complete (i.e., pre-senescent CCs are reprogramed to SCs and reacquire unlimited proliferative potential). Simulation results showed that both hypotheses (iv) and (v) could successfully reproduce a comparable ratio of CD44+/CD24−/low cells observed 10 days after 10 Gy (Figures 2E,F). However, following hypothesis (v), at day 10 after 10 Gy, the fraction of senescent cells in simulations was lower than observed in vitro in both cell lines (Figures 2G,H). Considering these findings together, the enrichment of CD44+/CD24−/low phenotype in MCF-10A and MCF-7 cells is more likely driven to a large extent by incomplete phenotypic reprogramming. As a consequence, the enriched stem cell pool would be mixed with a fraction of stem cells that have a short-term proliferative potential (Figure 3). Therefore, the signature of CD44+/CD24−/low is no longer accurate for presenting the overall “stemness” of the irradiated cell population.
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FIGURE 3 | Following the hypothesis of IR-induced incomplete phenotypic reprogramming, the model simulation predicted the proportions of intact (solid colors) vs. pre-senescent (striped colors) CD44+/CD24−/low sub-populations for (A) MCF-10A cells (corresponding to Hyp (iv) curve in Figure 2E) and (B) MCF-7 cells [corresponding to Hyp (iv) curve in Figure 2F]. Data points are plotted on a log scale.



The IR-Induced Reprogramming Events Persist Longer in MCF-7 Breast Cancer Cells than in MCF-10A Non-Tumorigenic Mammary Epithelial Cells

During the process of parameter fitting in order to reproduce the dynamics of the CD44+/CD24−/low subpopulation after a 10 Gy single-dose IR, we found differential changes in the kinetics of reprogramming between MCF-10A and MCF-7 cells. For MCF-10A cells, the fitted reprogramming rate only transiently increased to 0.09 per CC (intact or pre-senescent) per day for 38 h during days 3–5 after IR (Figure 2E). By contrast, the reprogramming rate of MCF-7 cells increased to 0.08 per CC (intact or pre-senescent) per day immediately following the radiation exposure and through day 4 (Figure 2F), then decreased to 0.0198 per CC (intact or pre-senescent) per day although it remained elevated relative to the control (0.0017 per CC per day; Table 1).

Taken together, these results demonstrate that the equilibrium of CD44+/CD24−/low cells is more tightly regulated in non-tumorigenic than cancer cells in response to an acute 10 Gy dose of radiation; deregulation of this process may play a role in carcinogenesis by providing an advantage to cells that are more capable of being reprogramed to a stem-like state.

DISCUSSION AND CONCLUSION

Maintenance of the pool of putative stem cells requires a finely tuned balance between self-renewal, differentiation, and recruitment (dedifferentiation or reprogramming). Alterations in the equilibrium of maintaining adult stem cells can affect tissue homeostasis as well as cancer progression and carcinogenesis. Radiation-induced enrichment of stem cells has been attributed to advanced DNA-damage repair mechanisms (37, 38), enhanced survival and subsequent expansion of the (more resistant) quiescent fraction of stem cells as they return to a proliferative state (39), a switch from asymmetric to symmetric stem cell self-renewal division (40), and an increased frequency of reprogramming (16, 41). For this study of MCF-10A and MCF-7 cells, a CA model was used to test several hypotheses, including (i) lower radiosensitivity (or higher survival rate) of SCs, (ii) increased symmetric division frequency, (iii) increased phenotypic reprogramming frequency of intact non-arrested CCs, (iv) incomplete reprogramming of pre-senescent CCs to pre-senescent SCs with short-term proliferative capacity, and (v) complete reprogramming of pre-senescent CCs to SCs with unlimited proliferative capacity. Our simulation results showed that incomplete phenotypic reprogramming (hypothesis iv) could reproduce the dynamics of CD44+/CD24−/low cells, as well as the fraction of SA-β-gal positive senescent cells in vitro for both cell lines (20). Following IR-induced incomplete phenotypic reprogramming, the resultant stem cell pool is expected to be heterogeneous, with the reprogramed cells expressing putative stem cell markers (CD44+/CD24−/low), but possessing only short-term proliferation potential. Therefore, such heterogeneity would suggest that a large stem cell pool may not necessarily implicate a strong population re-growth potential if a high proportion of stem cells have a short-term proliferation potential. To test this hypothesis, we plan to purify the IR-enriched stem cells, and then compare their colonization and mammosphere formation capacity with unirradiated stem cells. It has been previously demonstrated that in primary breast xenografts, CD44+/CD24− and ALDH expressing cells identified overlapping, but non-identical cell populations, both of which were able to initiate tumors in NOD/SCID mice (42). Importantly, ALDH+ and CD44+/CD24−/low cells can transit between each other via EMT and mesenchymal–epithelial transition (MET) (14), highlighting the necessity of using both CD44/CD24 and ALDH for measuring changes in stem cell pool size after irradiation. Additionally, co-staining with β-gallactosidase will determine whether senescent cells express stem cell markers.

In our previous study (40), we showed that radiation-induced accelerated proliferation of glioma stem cells may contribute to their increased frequency in recurrent glioblastoma. To our knowledge, IR-induced proliferation of CD44+/CD24−/low compartments in vitro lacks experimental support. Indeed, Wicha and colleagues (14) have shown that the CD44+/CD24− signature is associated with a low proliferative capacity. However, if we assume expansion of CD44+/CD24−/low cellular compartments via accelerated symmetric division after radiation exposure, some would be expected to localize adjacently, a prediction that could be confirmed by co-localization of CD44+/CD24−/low cells after irradiation.

Phenotypic plasticity appears to be more tightly regulated in MCF-10A non-tumorigenic mammary epithelial cells in response to an acute radiation exposure of 10 Gy or lower. In contrast, relatively high plasticity can be induced in MCF-7 breast cancer cells by a lower dose if IR (i.e., ≤10 Gy). When dose is increased to 20 Gy, an elevated level of cellular reprogramming might be evoked in the normal breast epithelium cells, resulting in enrichment of stem cell pools. The reprogramming capacity of breast cancer cells seems to reach a plateau at 10 Gy, beyond which no significant increase in the percentage of CD44+/CD24−/low cells is observed. Notably, the IR-induced high rate of phenotypic reprogramming lasted longer in MCF-7 cells than MCF-10A cells, where it appears only transiently.

Molecular mechanisms governing reprogramming in the context of radiation therapy remain elusive, although our recent study demonstrated that IR-induced stem cell enrichment is telomerase dependent (20). Genomic analysis of cell populations at the time points corresponding to the modeling done here may strengthen the case for IR-induced reprogramming. Specifically, the difference in reprogramming response with regard to non-cancer vs. cancer cells could reflect deregulation of anti-tumor molecular machinery such as occurs during the process of carcinogenesis, which may also tightly regulate the ability of cells to be reprogramed, providing fertile ground to explore new mechanisms driving this disease. Wicha and colleagues suggested HER2 as a potential driver of cancer stem cells in luminal breast cancers (43). They showed that knockdown of HER2 abrogates MCF-7 cells tumorsphere formation. According to a study by Chung et al. (44), HER2 can induce stem cell marker expression and SLUG upregulation that promote the EMT phenotype in MCF-7 cells. Indeed, HER2 is overexpressed in MCF-7 cells following IR (45). Quantitative measurement of HER2 expression levels and kinetics in senescent normal epithelial and breast cancer cells may provide invaluable information on the role of senescent cells in regulating cellular population dynamics after ionizing radiation exposure.
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FIGURE S1 | Simulation reproducing the fraction of CD44+/CD24-/low cells in the control 494 condition (sham irradiation) for (A) MCF-10A cells and (B) MCF-7 cells (mean ± SD; n = 10 simulations).

FIGURE S2 | Unsuccessful fitting of cell population dynamics by applying reported 496 average cell cycle time in vitro for both (A) MCF-10A cells (fitting curve: average cell cycle time 20 497 hours (46); mean ± SD; n = 10 simulations) and (B) MCF-7 cells (fitting curve: average cell cycle time 498 26.8 hours (47); mean ± SD; n = 10 simulations).

FIGURE S3 | Simulation reproducing population dynamics with sham irradiation or a 10 500 Gy single-dose IR for (A) MCF-10A cells and (B) MCF-7 cells (mean ± SD; n =10 simulations). Hyp 501 stands for hypothesis in the figure legends.

FIGURE S4 | Clonogenic survival fraction of (A) MCF-10A cells and (B) MCF-7 cells 503 and fitted curve with linear quadratic equation.

FIGURE S5 | Diagram of the simulation process and decisions on the cell level.
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Telomeres are nucleoprotein complexes comprised of tandem arrays of repetitive DNA sequence that serve to protect chromosomal termini from inappropriate degradation, as well as to prevent these natural DNA ends from being recognized as broken DNA (double-strand breaks) and triggering of inappropriate DNA damage responses. Preservation of telomere length requires telomerase, the specialized reverse transcriptase capable of maintaining telomere length via template-mediated addition of telomeric repeats onto the ends of newly synthesized chromosomes. Loss of either end-capping function or telomere length maintenance has been associated with genomic instability or senescence in a variety of settings; therefore, telomeres and telomerase have well-established connections to cancer and aging. It has long been recognized that oxidative stress promotes shortening of telomeres, and that telomerase activity is a radiation-inducible function. However, the effects of ionizing radiation (IR) exposure on telomeres per se are much less well understood and appreciated. To gain a deeper understanding of the roles, telomeres and telomerase play in the response of human cells to IRs of different qualities, we tracked changes in telomeric end-capping function, telomere length, and telomerase activity in panels of mammary epithelial and hematopoietic cell lines exposed to low linear energy transfer (LET) gamma(γ)-rays or high LET, high charge, high energy (HZE) particles, delivered either acutely or at low dose rates. In addition to demonstrating that dysfunctional telomeres contribute to IR-induced mutation frequencies and genome instability, we reveal non-canonical roles for telomerase, in that telomerase activity was required for IR-induced enrichment of mammary epithelial putative stem/progenitor cell populations, a finding also suggestive of cellular reprograming. Taken together, the results reported here establish the critical importance of telomeres and telomerase in the radiation response and, as such, have compelling implications not only for accelerated tumor repopulation following radiation therapy but also for carcinogenic potential following low dose exposures as well, including those of relevance to spaceflight-associated galactic cosmic radiations.
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INTRODUCTION

Telomeres, protective features of chromosomal termini composed of tandem arrays of repetitive G/C-rich sequence (5′-TTAGGG-3′ in vertebrates), end in a 3′ single-stranded overhang and are associated with a host of proteins collectively termed “shelterin” (1, 2). Telomere-specific binding proteins include the telomere repeat factors 1 and 2 (TRF1 and TRF2; bind double-stranded telomeric DNA) and protection of telomeres 1 (POT1; binds single-stranded telomeric DNA) (3–5). These end-binding proteins are thought to facilitate invasion of the 3′ single-stranded overhang into the telomeric DNA duplex, forming a lariat-like structure termed a T-loop (6). The T-loop is proposed as an architectural answer to the “end-capping problem,” in that it not only helps protect the end of the chromosome from nucleolytic degradation but also serves to prevent this naturally occurring DNA double-stranded end from being recognized as broken DNA (i.e., a double-strand break; DSB) and initiating inappropriate damage responses (e.g., non-homologous end joining; NHEJ). Due to the semiconservative nature of DNA replication and the requirement for an RNA primer in lagging-strand synthesis, conventional polymerases are unable to replicate to the very end of the chromosome. This so-called “end replication problem” (7, 8) results in progressive erosion of the telomere with each round of cellular division (~30–150 bp per cell division) and is the molecular mechanism underlying the finite replicative lifespan of human somatic cells known as the Hayflick limit (9). Once some stipulated number of telomeres reaches a critically shortened length, a persistent DNA damage response (DDR) is triggered that results in a state of permanent cell cycle arrest known as replicative senescence (10). Direct links between telomere dysfunction – in terms of either significant shortening or compromise of end-capping structure/function – instability and cancer, as well as senescence- and age-related degenerative pathologies (e.g., cardiovascular disease) have been demonstrated (11–13).

Clearly, during carcinogenesis, cells must devise a means of maintaining their telomeres in order to overcome the barrier of senescence and achieve replicative immortality. The overwhelming majority of human cancers (~90%) accomplish this task by the way of reactivation of telomerase (14); the remaining ~10% of cancers maintain telomere length in a telomerase-independent fashion, relying instead on the homologous recombination (HR)-associated alternative lengthening of telomeres (ALT) pathway (15). Telomerase is a specialized reverse transcriptase consisting of a catalytic subunit, telomerase reverse transcriptase (hTERT), which utilizes its telomerase RNA component (hTERC) to synthesize telomeric DNA de novo (16, 17). In humans, telomerase activity is transcriptionally repressed in the majority of somatic cells, being expressed at appreciable levels only in adult stem- and germ-line cells (18). It is becoming increasingly appreciated that telomere maintenance and telomerase activity are critical elements of intricate cellular networks that regulate cellular lifespan, genome stability, and carcinogenesis. Indeed, recent studies suggest that telomerase has novel molecular functions well beyond its canonical role in telomere length maintenance, including transcriptional regulation and cellular reprograming, which may well underlie all of the hallmarks of cancer (19).

Adult stem cells (SCs), rare subpopulations within tissues that possess extended replicative lifespans by virtue of possessing telomerase activity, are defined by the distinctive properties of self-renewal and the potential to differentiate along various lineages. Deregulation of SC compartments is generally deemed a contributing factor in the development of cancer stem cells (CSCs), which are also referred to as tumor-initiating cells (20). For example, a subpopulation of CSCs (CD44+/CD24low/−) has been identified in human breast tumors and established breast cancer cell lines that display enhanced tumor-forming capacity in mouse xenograft models (21). Also relevant in this regard, are reports that ionizing radiation (IR) alters the cellular dynamics of tissue and tumor repopulation following exposure and further, that such alteration may be dependent on radiation quality, i.e., linear energy transfer (LET). LET describes the amount of energy an ionizing particle transfers to the material traversed per unit distance and is the predominant factor underlying differences in relative biological effectiveness (RBE) of charged particle vs. photon radiations. For example, high dose per fraction low LET X-ray exposures have been associated with subsequent enrichment of putative CSC populations in a variety of tumor types including breast, colon, lung, prostate, squamous cell carcinoma of the head and neck, and melanoma (22–32). Tang et al. demonstrated that low dose γ-ray and charged particle exposures (Fe and Si ions) in combination with transforming growth factor beta (TGF-β) resulted in increased self-renewal of CK14+/CK18+SC populations in the humanized mammary fat pads of juvenile mice (33). Such IR-induced SC enrichment has been implicated in radiotherapy failure, accelerated repopulation, and evasion of tumors to CSC targeted therapies (34). Studies increasingly support SCs as critical considerations in the radiation response, whether associated with treatment of cancer (radiotherapy) or exposure of normal tissues (carcinogenesis) as occurs unavoidably in conjunction with radiotherapy and a variety of medical diagnostic procedures, as well as accidentally (e.g., nuclear power plant accidents) and during spaceflight.

It is widely viewed that IR-induced enrichment of CSCs results from mobilization and asymmetric division of existing CSCs, which have been shown to be more radioresistant than their more differentiated non-stem cancer cell (NSCC) counterparts, due not only to their residing in relatively hypoxic niches but also because they possess enhanced DNA repair kinetics, superior endogenous oxidative stress defenses, and slower cell turnover rates (35). Importantly, however, Lagadec et al. have shown that IR-induced enrichment of CD44+/CD24low/− and aldehyde dehydrogenase (ALDH) activity high breast CSCs can also result from the reprograming or conversion of NSCCs back into CSCs by inducing expression of transcriptional factors utilized in the generation of induced pluripotent stem cells (iPSCs), e.g., Oct4, Sox2, and Nanog (29). Additional evidence of such “plasticity” was provided by Yang et al., who not only confirmed IR-induced reprograming but also demonstrated that CSC populations maintain an equilibrium within established cell lines, and that the return to equilibrium is facilitated by radiation exposure and TGF-β (23). Therefore, enrichment of CSC populations following radiation exposure may arise either by way of mobilization (i.e., asymmetric division) of existing, radioresistant SC populations in response to injury, or via IR-induced reprograming (i.e., conversion) of NSCCs into CSCs, or perhaps more likely, some combination of the two processes. Implicit in these observations, is the reality that therapeutic strategies seeking to target CSC populations must address both mobilization and reprograming in order to be effective.

Interestingly, the reverse transcriptase component of telomerase (hTERT) has also been implicated as a promoter of “stemness” via interactions with the Wnt/β-catenin signaling and NF-κB inflammation response pathways (36–40), although such findings remain controversial (41, 42). Telomerase activity has also been shown to be radiation-inducible in a variety of tumors and cancer cell lines, including mammary carcinoma, acute myeloid leukemia (AML), colon carcinoma, squamous cell carcinoma of the oral cavity, lymphoma, and nasopharyngeal carcinoma (28, 43–50). Such observations led us to suspect unappreciated correlations between these processes. Furthermore, exposures to high LET, high charge, high energy (HZE) particles, such as those delivered during carbon ion radiotherapy or encountered in the deep space environment, have been shown to invoke very different biological responses than low LET radiations, which may well include IR-induced telomerase activity and subsequent SC enrichment. The effects of IR exposure, particularly radiations of different qualities, on telomere maintenance and/or function are poorly understood [reviewed in Ref. (51)], even though telomeres themselves have been regarded as “hallmarks of radiosensitivity” (52), and recently proposed as informative biomarkers of radiosenstivity for the purposes of personalized medicine (53). Indeed, short telomeres have been shown to enhance IR sensitivity in several settings (54–57), being associated with impaired and/or delayed DSB repair kinetics (54, 58), as well as with persistent chromosomal breaks and cytogenetic profiles characterized by complex aberrations and massive fragmentation (54). However, it is important to note that longer telomeres do not necessarily confer radioresistance. It is also debatable whether such a relationship holds true in telomerase positive cells, as there are reports of no correlation between telomere length and radiosensitivity (59). Other contrasting reports include longer telomeres in irradiated (4 Gy X-rays) vs. unirradiated cells 14 days after exposure (45), as well as significantly shortened telomeres, specifically in the shortest telomere fraction, in the peripheral blood of radiotherapy patients within a relatively short span of time (3 months or less) following treatment for a variety of cancer types (60). Interestingly, low LET X-rays and low energy (high LET) protons have been shown to induce very different telomeric responses, in that telomeres were shortened 96 h post-X-ray exposure and associated with anaphase bridges and dicentrics, while high LET protons evoked telomere lengthening at 24 and 96 h (56).

Considerable controversy and uncertainty surround such results and the processes responsible for them, but accumulating evidence, including much of our own [e.g., Ref. (61–67)], continue to support intimate relationships between functionally intact telomeres and the genomic, cellular, and organismal responses to radiation exposure. Here, we provide new insight into the roles of telomeres and telomerase in the radiation response. Specifically, we investigated the influence of dose, dose rate, and radiation quality on IR-induced changes in telomere function, length, and telomerase activity in panels of cancer and non-cancer mammary epithelial and hematopoietic cells. Depletion of the telomeric end-binding proteins TRF1, TRF2, or POT1 resulted in dysfunctional telomeres that were uncapped as opposed to critically shortened, which (1) increased spontaneous and IR-induced mutation frequencies in a radiation quality-dependent manner, with POT1 depletion being especially effective, and (2) contributed to instability in that they were susceptible to fusion with each other and to IR-induced DSBs, as well as to recombination (telomere sister chromatid exchange; T-SCE). Furthermore, we demonstrate that IR-induced SC enrichment is telomerase dependent, and separate modeling efforts support the necessity of contribution from cellular reprograming for such enrichment (manuscript in preparation, Gao et al.). Better understanding of these fundamental processes involving telomeres and telomerase following IR exposure, particularly of different radiation qualities, is vital, as they play potentially critical roles in accelerated tumor repopulation following radiotherapy, as well as IR-induced carcinogenesis following exposure, including those of relevance to astronauts.

MATERIALS AND METHODS

Cell Culture

The spontaneously immortalized non-tumorigenic human mammary epithelial cell line MCF-10A was purchased from ATCC and was cultured as described previously (68) in 1:1 Dulbecco’s modified essential medium (D-MEM)/Ham’s F12 growth medium (Hyclone) supplemented with 5% fetal bovine serum (FBS), 10 μg/mL insulin (Sigma), 20 ng/mL epidermal growth factor (EGF; Sigma), 0.5 μg/mL hydrocortisone (Sigma), 0.1 μg/mL cholera toxin (Sigma), and 1% GlutaMAX (Gibco, Life Technologies). The human mammary carcinoma cell line MCF-7 (kind gift from L. Chubb, CSU Flint Animal Cancer Center) was grown in D-MEM supplemented with 10% FBS and 1% GlutaMAX. The primary normal mammary epithelial cell line AG11137 (Coriell) was grown in MCDB 170 complete growth medium (US biological) supplemented with 5 μg/mL insulin, 10 ng/mL EGF, 0.5 μg/mL hydrocortisone, 56 μg/mL bovine pituitary extract (Life Technologies), and 1% GlutaMAX.

A human low passage lymphoblastoid cell line (LCL15044, kind gift from A. Sigurdsson, National Institute of Health) was grown in RPMI medium supplemented with 15% FBS and 1% GlutaMAX. The WTK1 human lymphoblastoid cell line was derived from the WI-L2 line (69), and used for mutation analysis, as they are heterozygous at the thymidine kinase (TK) locus; they also have a single amino acid substitution in codon 237 at TP53. WTK1 cells were grown in RPMI medium supplemented with 10% horse serum and 1% GlutaMAX. The human, therapy-induced AML cell line KG1a (kind gift from Michelle LeBeau, University of Chicago) was grown in RPMI media supplemented 20% FBS and 1% GlutaMAX. Normal human peripheral blood mononuclear cells (PBMCs) were collected in accordance with approved IRB protocol [#13-4379H] in 10 mL spray-coated K2EDTA tubes and cultured in PB-MAX karyotyping medium containing the activating mitogen, phytohemagglutinin M (PHA-M) and supplemented with 1% antibiotic/antimycotic (Gibco, Life Technologies).

A variety of control cell lines were included for comparison. Primary BJ-1 normal human foreskin fibroblasts (kind gift from J. Shay, University of Texas Southwestern Medical Center) and hTERT-immortalized BJ-1 (BJ-1-hTERT; kind gift from J. Bedford, Colorado State University) were grown in a 4:1 mixture of D-MEM high glucose medium (Hyclone)/M-199 (Hyclone) supplemented with 10% FBS and 1% GlutaMAX. The human osteosarcoma ALT cell lines U2OS and SAOS2 (kind gift from D. Gustafson CSU Flint Animal Cancer Center) were grown in McCoy’s 5A growth medium (Gibco, Life Technologies) supplemented with 10% FBS and 1% GlutaMAX. The highly telomerase-positive human immortal HeLa cell line was purchased from ATCC and cultured in D-MEM high glucose medium, supplemented with 10% FBS and 1% GlutaMAX. All cells were maintained in a humidified incubator at 37°C in 5% CO2 and passaged 1–2 times/week.

Irradiations and Clonogenic Cell Survival

For γ-Ray Exposures

For γ-ray exposures, cells were exposed to various, acute doses of 137Cs γ-rays in a Mark I irradiator (J. L. Shepherd) located at Colorado State University. Cells were exposed at a dose rate of 2.5 Gy/min with rotation. For LDR exposures, cells were incubated under a 137Cs source to total doses of 1 or 4 Gy γ-rays at dose rates of 4.9 and 3.12 cGy/h. Unirradiated controls were kept in a separate incubator under identical conditions.

Exposures to 1 GeV/n 56Fe Ions

Exposures to 1 GeV/n 56Fe ions (HZE) were delivered at the NASA Space Radiation Laboratory (NSRL), located at Brookhaven National Laboratory (BNL), Upton, NY, USA. Flasks of cells were shipped from Colorado State University in insulated containers at room temperature and were exposed to acute doses of 1 or 2 Gy at a dose rate of ~1 Gy/min. Immediately following exposure, cells were shipped overnight back to Colorado State University for processing and analysis.

Clonogenic Cell Survival

MCF-7 and MCF-10A cells were seeded in triplicate 48 h prior to irradiation and allowed to incubate under standard culture conditions to ensure that all cultures were in log phase. Cells were irradiated with an acute dose of 1–10 Gy of 137Cs γ-rays. Cells were then allowed to incubate for 16 h overnight to allow for repair to occur. Cells were then trypsinized, counted, and plated at the appropriate density in quadruplicate into 60 mm culture dishes. Cells were allowed to incubate for 10 (MCF-7) or 14 days (MCF-10A). Plates were then fixed in absolute ethanol, stained in crystal violet, and colonies with >50 cells counted. This process was repeated three times to generate the data presented here.

Telomeric siRNA Knockdowns

As per our previous reports (62–64, 68), small interfering RNA (siRNA)-mediated knockdown of the telomere-binding proteins TRF1, TRF2, and POT1 was performed in the WTK1 lymphoblastoid cell line prior to shipment to BNL for irradiation. Cells were cotransfected (RNAiMAX; Life Technologies) with a pool of four individual siRNAs directed against each target protein. Specific siRNA sequences are as follows: for TRF1: 5′CAAAUUCUCAUAUGCCUUU3′, CAGUAGUAGUCCUUUGAUA, AGAGUAACCUAUAAGCAUG, and UACCAGAGUUAAAGCAUAU; TRF2: GAACAAGCGCAUGACAAUA, GCAAGGCAGCUACGGAAUC, GACAGUACAACCAAUAUAA, and CCGAACAGCUGUGAUGAUU; and POT1: GUAGAAGCCUUACGUGUUU, GAUAAAACAUCGUGGAUUC, GCAUAUCCGUGGUUGGAAU, and UAACUUGCCUGCUCUUUAG. Reduced protein levels were verified via Western blot 72 h post-transfection using monoclonal antibodies for TRF1 (Novus Biologicals 57-6), TRF2 (Novus Biologicals NB110-57130SS), and POT1 (Novus Biologicals NB500-176).

Depletion of hTERT and hTERC levels in MCF-7 and MCF-10A cells was achieved using prevalidated Silencer Select siRNAs purchased from Ambion (Life Technologies, hTERT: 4392420 and hTERC: 4390771). Non-target control (NTC) siRNA (Life Technologies, AM4611) was utilized as a negative control. The effectiveness of hTERT and hTERC depletion in reducing telomerase activity was verified using RT-qPCR TRAP.

Cytogenetic Analyses

Chromosome-Orientation Fluorescence In situ Hybridization

Chromosome-orientation fluorescence in situ hybridization (CO-FISH) was employed to evaluate IR-induced chromosomal instability and performed as previously described (62, 70) with some modification. Following irradiation, cell cultures were incubated for various times, trypsinized, and subcultured into medium containing 5-bromo-2-deoxyuridine (BrdU, 10 μM; Sigma-Aldrich) for one cell cycle. Slides were stained with Hoechst 33258 (0.50 ng/μL; Sigma-Aldrich) for 15 min and exposed to 365 nm UV light (Stratalinker 2400) for 25 min. Following UV exposure, BrdU incorporated strands were digested with Exonuclease III (3 U/μL in provided reaction buffer; Promega) at room temperature for 10 min. Slides were hybridized with a Cy-3 conjugated (TTAGGG)3 PNA telomere probe (0.2 μg/mL; Applied Biosystems) at 37°C for 1.5 h, rinsed in 70% formamide at 32°C for 10 min, and dehydrated in another ethanol series before re-probing at 37°C for 2 h. Following the second hybridization, slides were rinsed with 70% formamide at 32°C for 15 min followed by 5 min rinse in PN buffer. Chromosomes were counterstained with DAPI (4,6-diamidine-2-phenylindole dihydrochloride; Vectashield, Vector Laboratories). Preparations were examined and images captured and analyzed using a Zeiss Axioskop2 Plus microscope equipped with a Photometrics Coolsnap ES2 camera and running Metavue 7.1 software.

Scoring Criteria

Telomere sister chromatid exchange was scored as a CO-FISH telomere signal split between the two chromatids of a metaphase chromosome, which were often of unequal intensity due to unequal SCE (71). Telomere fusion necessitates that telomeres of adjoining chromosomes/chromatids fuse into a single CO-FISH signal and the DAPI signal remain continuous (61). Telomere–DSB (T-DSB) fusion appears as single-sided (i.e., on only one chromatid of a mitotic chromosome) interstitial blocks of CO-FISH telomere signal (66, 67). Statistical analyses by Chi-square or Fisher’s exact test (Sigma Stat 3.5; Systat Software) was done to determine significance.

Mutation Frequency Analysis

Mutation Assay

WTK1 lymphoblasts were treated with CHAT (10–5M 2′-deoxycytidine, 2 × 10−4M hypoxanthine, 2 × 10−7M aminopterin, and 1.75 × 10−5M thymidine; Sigma) for 2 days and CHT (CHAT without aminopterin) for 1 day to eliminate pre-existing TK− mutants. Following CHAT treatment, cells were transfected with TRF1, TRF2, or POT1 siRNA and/or treated with the DNA-PKcs inhibitor Nu7026 (Sigma-Aldrich). Three days later, cells were irradiated with γ-rays or HZE particles. Two days after irradiation, when phenotypic expression of newly induced mutants was complete, the mutant fractions (MFs) were determined. For plating efficiency, 1 cell/well was seeded, or for scoring mutants, 2000 cells/well were seeded in the presence of 2 μg/mL trifluorothymidine (TFT; Sigma-Aldrich). Fresh TFT was added 11 days after plating, and plates were scored for positive or negative wells after 20 days. The MFs were calculated using the Poisson distribution, and statistical analyses were done by t-tests using Sigma Stat 3.5 (Systat Software).

Telomere Length Analysis

Interphase Telomere Fluorescence In situ Hybridization

Samples were prepared using standard cytogenetic techniques as described previously with slight modifications (68, 72, 73). Briefly, cultured cell pellets were resuspended in 8 mL of 75 mM potassium chloride (KCl; hypotonic) and incubated for 30 min at 37°C. Following incubation, 1 mL of fixative (3:1 methanol acetic acid) was added, cells were pelleted at 1000 rpm for 5 min, resuspended in 6 mL fixative, and stored at −20°C. Fixed cell pellets were then washed and dropped onto glass slides for telomere fluorescence in situ hybridization (FISH), which was performed as described previously with modifications (74). Briefly, slides were treated with 100 μg/mL RNASE A in 150 mM NaCl, 15 mM sodium citrate buffer for 30 min at 37°C, dehydrated through an ethanol series (75, 85, and 100%), and denatured in a 70% formamide/2× saline sodium citrate (SSC) solution at 70°C for 2 min. A telomere peptide nucleic acid (PNA) probe (TTAGGG)3 labeled with Cy-3 was hybridized onto the slides at 37°C overnight. Slides were washed twice each in 50% formamide/2× SSC, 2× SSC, and 0.1% NP-40 in 2× SSC for 2.5 min each at 43°C. Finally, slides were mounted in Prolong Gold Antifade reagent (Invitrogen) containing 4′,6-diamidino-2-phenylindole, dihydrochloride (DAPI).

Image Z stacks were taken using a Zeiss Axio Imager.Z2 microscope, with a Coolsnap ES2 camera running Metamorph 7.7 (Molecular Devices). For each slide, 30–50 images were obtained, each consisting of 22, 0.2 μm stacks. Metamorph nearest neighbor deconvolution and stack compression functions were applied, followed by image thresholding (upper and lower threshold values were held consistent across experiment). Finally, a region of interest was created for each nucleus, and the intensities of individual telomeres obtained in metamorph. Fluorescence values in each batch of FISH were standardized to the fluorescence intensity of an LY-R mouse lymphoma cell pellet as an internal control. LY-R cells have long brightly staining telomeres and their use for standardization, which was adapted from Q-FISH (75), represents a means to accurately compare relative telomere lengths from run to run.

Senescence-Associated β-Galactosidase Assay

Irradiated and control cells were rinsed twice with PBS, fixed for 15 min in 4% paraformaldehyde at room temperature, rinsed with PBS and covered with freshly prepared β-galactosidase staining solution (Cell Signaling Cat #9806). Cells were incubated at 37°C in a dry incubator for 18 h, staining solution was aspirated and replaced with 70% glycerol, then imaged immediately on an EVOS digital microscope. Images were taken of each sample under phase contrast at 40×. Blinded subjective scoring of blue cells was used to quantify senescent cell fractions.

Telomerase Analysis

Telomerase Activity

Telomerase activity was evaluated using the telomere repeat amplification protocol (TRAP) assay originally described by Herbert et al. (76) and adapted for quantitative real-time PCR by Hou et al. (77). Briefly, whole cell lysates were prepared from cultured cell pellets and lysed in cold MPER mammalian protein extraction buffer (Thermo Fisher) containing a protease inhibitor cocktail (Roche) and RNasin ribonuclease inhibitor (Promega) at a ratio of 100 μL of buffer per 1,000,000 cells. Lysates were cleared by centrifugation at 14,000 rpm for 10 min at 4°C and stored at −80°C. Protein concentration was determined using the Bradford Assay (Biorad).

The SYBR green master mix (Promega) included all components for the RTQ-PCR. Each well contained between 0.1 and 0.25 μg protein lysate, 50% volume SYBR green master mix, 0.2 μg T4 gene32 protein (New England Biolabs, Ipswitch, MA, USA), 0.1 μg of each primer TS (5′-AATCCGTCGAGCAGAGTT-3′) and ACX (5′-GCGCGG(CTTACC)3CTAACC-3′) (Integrated DNA Technologies), and RNase/DNase-free water to achieve a final well volume of 25 μL. The PCR and detection were performed on a CFX 96 (Biorad). In addition to the treatment samples, a series of controls were included on each plate: (1) no template control with TS primer only, (2) no template control with ACX primer only, (3) no template control with TS and ACX primers (used in normalization of samples), (4) heat inactivated control with template (protein lysate) and TS and ACX primers, and (5) HeLa cell lysate with TS and ACX primers (a positive control).

The RTQ-PCR program included the following steps: step 1, one cycle 25°C 20 min (telomerase elongates the TS primer by adding TTAGGG repeat sequences); step 2, one cycle 95°C 3 min (heat activation of the enzyme in the SYBR master mix); step 3, 40 cycles of 95°C 20 s, 50°C 30 s, and 72°C 1 min 30 s (PCR amplification allows for detection by real-time instrument); and step 4, 80 cycles 0.10 s per cycle (melt curve to ensure no primer dimer formation). Each sample was run in triplicate on a 96-well plate format allowing for an average Ct to be obtained per sample. Utilizing the average Ct value, the relative percent telomerase activity in each sample is calculated using the Delta Delta Ct method (2−ΔΔCt) (78). Briefly, to calculate the percent relative activity for each sample, first normalize the average sample Ct to the no template control with TS and ACX primers. This is referred to as the delta Ct value. The delta Ct value of each sample is subtracted from the delta Ct value of a chosen comparative sample, in this case a normal feline mucous membrane cell lysate, yielding a delta delta Ct value (ΔΔCt). Using the 2−ΔΔCt, a relative value is generated for each sample comparison and when multiplied by 100 is the relative percent of telomerase activity (RTA) of the sample compared to the control. The RTA can be compared between samples assayed across different plates. Results from two runs were averaged.

Telomerase Expression

Telomerase expression (hTERT and hTERC) was evaluated by quantitative reverse transcription PCR (qRT-PCR). Total RNA was harvested from irradiated and unirradiated samples using the Qiagen RNeasy kit (Qiagen). RNA was quantified using a Nanodrop 1000 spectrophotometer and reverse transcribed using the Verso cDNA kit (Thermo Scientific). Real-time PCR was performed using SYBR green master mix (Promega) according to the manufactures protocol and performed using a CFX 96 system (Biorad). The real-time cycle was as follows: cycle 1 at 95°C 15 min, cycle 2 (50×) step 1 at 95°C 15 s, step 2 at 58°C 30 s, and step 3 at 72°C 30 s. A melt curve was included to assess primer dimers and non-specific amplification as follows: cycle 3 at 95°C 30 s, cycle 4 at 55°C 30 s, and cycle 5 (80×) at 55°C 10 s. Primers were designed using the Primer3 program (79) using a published cDNA library for hTERT (80) and hTERC (80). hTERT primers were added (final concentration 300 nM) including a forward sequence: 5′CCATCAGAGCCAGCTTCACCT3′ and reverse sequence: 5′TCACCTGCAAATCCAGAAACA3′. hTERC primers were added (final concentration 300 nM) including a forward sequence: 5′AAGAGTTGGGCTCTGTCAGC3′ and reverse sequence: 5′TCCCACAGCTCAGGGAATC3′. Primers for transferrin receptor (TFRC) were included (final concentration 100 nM) as a housekeeping gene with the forward sequence: 5′CGCTGGTCAGTTCGTGATTA3′ and the reverse sequence: 5′GCATTCCCGAAATCTGTTGT3′. Relative hTERT and hTERC RNA expressions were analyzed using the 2−ΔΔCt method.

Telomerase Activity Inhibition

Telomerase activity inhibition was accomplished using the small molecule inhibitor MST-312 (Sigma), also known as telomerase inhibitor 1× (81). Briefly, MST-312 was solubilized at concentrations recommended by the manufacturer in sterile DMSO and stored at −20°C for no more than 1 month prior to use. Dose response for inhibition of telomerase activity was established, and MST-312 (1–3 μM) was added to cultures 6 h prior to experimentation.

Thiazolyl Blue Tetrazolium Bromide (MTT) Assay

Thiazolyl blue tetrazolium bromide (MTT) assay was used to evaluate potential cytotoxic effects of the MST-312 telomerase inhibitor as described previously (82). Briefly, 2000 cells/well of a 96-well plate were seeded 24 h prior to addition of inhibitor. Media were removed and replaced with fresh media containing varying concentrations of MST-312 or an equivalent DMSO control. Cells were incubated in the presence of inhibitor for 48 or 72 h. At the time of analysis, media was once again removed from wells, and cells were resuspended in fresh media containing 0.5 mg/mL MTT reagent and incubated at 37°C for 3.5 h. Following incubation, media was removed and 150 μL MTT solvent (4 mM HCl, 0.1% NP-40, all in isopropanol) was added to each well and set to agitate on a shaker at room temperature for 15 min. After agitation, plates were read on a Modulus Microplate reader (Turner Biosystems) at 600 nm absorbance.

Stem Cell Analyses

Immunophenotyping

Putative human mammary epithelial CSCs were identified based on the expression of CD44+/CD24low/− surface markers (83–85). Putative CSCs from human hematopoietic cell lines were identified based on the expression of CD34+/CD38low/− or CD34+ expression alone (86). All analyses were performed on a CyAn ADP Analyzer with nine-color capability (Beckman Coulter CY20130) located at the Colorado State University Veterinary Teaching Hospital. Monolayers MCF-7 and MCF-10A mammary epithelial cells or hematopoietic cells in suspension were dissociated and stained for marker expression. Briefly, ~300,000 cells were dissociated from cell culture surface using 0.25% trypsin-EDTA, pelleted, washed, and resuspended in 30 μL flow cytometry wash buffer (1× PBS, 1% FBS, and 1% penicillin/streptomyocin), 6 μL of FITC-conjugated mouse monoclonal antihuman CD44 antibody (BD Pharmingen #555478), and 6 μL of Pe-conjugated mouse monoclonal antihuman CD24 antibody (BD Pharmingen #555428). Cells were incubated for 30–60 min in the dark at 4°C, then pelleted and resuspended in 500 μL cold 1× PBS and kept on ice until analysis. Analysis gates were established using cells from unstained controls and antimouse Ig,κ antibody capture beads (BD Pharmingen #552843). For lymphoblastoid suspension cultures, cells were stained as above with 6 μL of direct PE-conjugated mouse monoclonal antihuman CD34 antibody (BD Pharmingen #555822) and 6 μL of direct FITC-conjugated mouse monoclonal antihuman CD38 antibody (BD Pharmingen #560982).

Aldefluor Assay

Enhanced ALDH activity, an accepted marker of SCs, was detected using the ALDEFLUOR Kit (Stem Cell Technologies) as described previously (29). Briefly, ~300,000 MCF-7 or MCF-10A cells were trypsinized, resuspended in aldefluor buffer, and incubated with aldefluor reagent (both provided and as recommended by manufacturer). Samples from all treatment groups were also treated with the ALDH inhibitor DEAB (Stem Cell Technologies) and utilized as negative controls to establish gating. Cells were pelleted, aspirated, resuspended in buffer containing efflux inhibitor, and analyzed on a flow cytometer.

Mammosphere Assay

Evidence of SC character was also evaluated in MCF-7 and MCF-10A mammosphere cultures and their respective sorted populations, which were plated in low bind cell culture plates (Nunc) using Mammocult Media (Stem Cell Technologies). Cells were plated into 96-well plates at limiting dilutions, then allowed to form spheres for up to 10 days with fresh media supplementation every 3 days. Sphere formation was evaluated on day 10 using an inverted bright field microscope, and spheres with a size >100 μM in diameter were scored.

RESULTS

Depletion of Telomeric End-Capping Proteins Increases Radiation-Induced Mutation Frequencies and Chromosomal Instability

We have shown that TRF2 fails to colocalize with IR-induced DSBs and so is not an “early responder” to such DNA damage (87). However, siRNA depletion of any of the directly binding end-capping telomere proteins TRF1, TRF2, or POT1 resulted in elevated spontaneous and IR-induced mutation frequencies (MF) at the heterozygous TK locus in human lymphoblastoid cells (WTK1) following both γ-ray and 1 GeV/n 56Fe ion exposures (Figure 1). Overall, IR-induced MFs upon telomere protein depletion were similar both quantitatively and qualitatively, although POT1 depletion resulted in the highest elevation of MF (significant at 2 Gy Fe). No statistically significant differences in MF between γ-rays and 1 GeV/n 56Fe ions (HZE) were observed in these experiments. However, in this same lymphoblast mutation system, an RBE for Fe of ~3 was recently suggested; this resulted from utilizing a different, more immediate plating protocol that facilitated recovery of more mutants following HZE exposure (88). Therefore, we can now surmise that the MFs for Fe in the earlier experiments reported here are likely two to threefold higher than shown. This in turn would imply important differences for HZE exposures in the context of telomere deficiencies. Interestingly, telomere deficiencies consistently resulted in higher MF than inhibition of DNA-PKcs kinase activity, a well-characterized contributor to DNA repair, providing additional support for the significance of telomere proteins in the DDR. Furthermore, MF in the context of combined TRF2 knockdown and inhibition of DNA-PKcs kinase activity was not additive, suggesting that they act in the same pathway. These results are consistent with the proposition that TRF2 prevents C-NHEJ-mediated end fusion, while DNA-PK thwarts alternative-NHEJ at telomeres; thus, telomeres are protected by a “lock with two bolts” (89). Curvilinear dose responses for individual knockdowns were also suggested (Figure 1), indicating intertrack interaction of multiple lesions at higher doses, and likely reflecting additional interactions between dysfunctional telomeres and IR-induced DSBs (T-DSB fusions) (66); such a supposition is supported by increased frequencies of these events at 2 Gy (Figure 2).
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FIGURE 1 | Compromise of telomeric end-capping function elevates spontaneous and radiation-induced mutagenesis. TK− mutation frequency (MF) in WTK1 lymphoblastoid cells exposed to 0, 1, or 2 Gy γ-rays or 56Fe ions at 1 GeV/n following siRNA knockdown of telomere-binding proteins POT1, TRF1, and TRF2, and/or inhibition of DNA-PKcs kinase activity.
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FIGURE 2 | Compromise of telomeric end-capping function increases radiation-induced T-SCE and telomere–DSB fusion events. T-SCE and telomere–DSB fusion frequencies in WTK1 lymphoblastoid cells exposed to 0 Gy, 2 Gy γ-rays, or 2 Gy 1 GeV/n 56Fe ions following siRNA knockdown of telomere-binding proteins POT1 or TRF2.



The contribution of telomere end-capping function to IR-induced chromosomal instability was also evaluated, as per our previous works (61–63, 67). T-SCE is a recognized marker of unregulated telomeric recombination events (71), whereas telomere–DSB (T-DSB) fusion events result from inappropriate end joining (66). Quantification of T-SCE and T-DSB fusion frequencies associated with siRNA knockdown of TRF2 or POT1 in WTK1 cells, both spontaneously and following acute exposure to either 2 Gy γ-rays or 2 Gy 1 GeV/n 56Fe ions is shown (Figure 2). Successful siRNA knockdown of TRF1, TRF2, and POT1 in WTK1 cells 72 h post-transfection was verified by Western blot (Figure S1 in Supplementary Material).

Depletion of either TRF2 or POT1 elevated T-SCE frequencies following both γ-ray and HZE 2 Gy exposure as compared to 0 Gy controls. No statistically significant difference between γ-rays and HZE was observed with TRF2 deficiency. However, HZE was much more effective than γ-rays at inducing T-SCE in the context of POT1 deficiency, consistent with the demonstrated role of POT1 during replication (90, 91). Depletion of either TRF2 or POT1 also elevated T-DSB fusion events following 2 Gy γ-ray or HZE exposure (as compared to 0 Gy controls). Again, no statistically significant difference between γ-rays and HZE was observed with TRF2 deficiency, a finding consistent with TRF2’s role in suppressing ATM at telomeres (90). Interestingly, with POT1 deficiency, HZE was less effective at inducing T-DSB than γ-rays, supportive of these events not being replication dependent, but rather NHEJ mediated, as previously shown (67). Together, these results convincingly demonstrate that telomeric proteins influence the DDR/repair following IR exposure.

Ionizing Radiation Exposure Increases Telomerase Activity

Previous reports have demonstrated elevated telomerase activity following IR exposure; however, results are often conflicting in regard to dose, dose rate, radiation quality, method of telomerase activity measurement, and cell line examined. Therefore, we sought to more clearly characterize telomerase activity in response to a variety of IR exposures in both tumor and non-tumor cells. We selected panels of human mammary epithelial and hematopoietic cell lines representing a wide range of inherent/background levels of telomerase activity (high/low/very low) that included cancer (MCF-7 and KG1a), non-tumorigenic immortalized [spontaneously (MCF-10A) or via EBV (WTK1)], and normal primary mammary (AG11137) and low passage lymphoblastoid (LCL15044) cell lines. Telomerase activity was evaluated relative to the telomerase-positive HeLa cell line (Figure 3). The ALT cell lines U2OS and SAOS2 (telomerase-independent maintenance of telomeres) and BJ-1 primary foreskin fibroblasts (very low telomerase activity) were utilized as negative controls, and hTERT immortalized BJ-1 fibroblasts (BJ-1-hTERT) were also used as an internal control.
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FIGURE 3 | Telomerase activity in cancer and non-cancer cell lines. Relative telomerase activity as determined using the qRT-PCR-based TRAP assay and arranged in order from least to greatest background level; normal human PBMCs are also included. Consistent with expectation, a natural break occurs between those with very low/low activity (LCL15044 and to the left; normal, ALT, and often considered negative) and those with higher levels of telomerase (MCF-10A and to the right; immortalized, transformed, and cancer). Data are represented on a log scale, and all values are reported as telomerase activity relative to HeLa cells.



Acute exposure to γ-rays (10 Gy) prompted significantly elevated levels of telomerase activity within 24–48 h in the mammary MCF-7 cells (high inherent telomerase activity, 24 h; p = 0.0140, 48 h; p = 0.0011); a slight, but non-significant (p = 0.2473) elevation of telomerase activity was also observed in MCF-10A cells (lower inherent telomerase activity) at 48 h (Figure 4A). In contrast, a significant reduction of telomerase activity (p = 0.0001) was observed 48 h postexposure in the AG11137 primary mammary epithelial cells (very low inherent telomerase activity). Evaluation of telomerase RNA expression in MCF-7 and MCF-10A following acute 10 Gy γ-ray exposure, specifically mRNA levels of the catalytic subunit hTERT and expression levels of the RNA template hTERC, revealed that hTERT expression in MCF-7 cells was significantly increased in the same timeframe that telomerase activity was elevated (24–48 h, 24 h; p = 0.0001, 48 h; p = 0.0001); hTERC levels in MCF-7 remained significantly elevated for up to 5 days (24 h; p = 0.0001, 120 h; p = 0.0011). In MCF-10A, hTERT expression was significantly decreased 72–120 h postexposure (72 h; p = 0.0326, 120 h; p = 0.0337), and hTERC expression in MCF-10A was significantly decreased 72–120 h (72 h; p = 0.0005, 120 h; p = 0.0001; Figure 4D).
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FIGURE 4 | Telomerase activity is elevated at early times following acute γ-ray exposure. Telomerase activity was assessed as a function of time in panels of (A) cultured mammary epithelial cell lines, (B) hematopoietic cell lines, and (C) stimulated peripheral blood mononuclear cells (PBMCs) following acute γ-ray exposures: 10 Gy (mammary epithelial), 1 and 4 Gy (hematopoietic), and 1 and 5 Gy (PBMCs). In general, cell lines with higher levels of background activity experienced higher, more significant elevation of activity 24–48 h postexposure, the notable exception being normal PBMCs (very low telomerase activity; significant IR-induced elevation). Telomerase activity in irradiated cells is reported relative to unirradiated control samples collected at the same time point. (D) Time course of hTERT mRNA and hTERC levels in MCF-7 and MCF-10A cells following acute 10 Gy exposure.



The highly telomerase-positive KG1a cell line displayed significantly increased levels of telomerase activity 24–48 h postexposure (1 Gy, 24 h; p = 0.0024, 48 h; p = 0.0001, 4 Gy, 24 h; p = 0.0019, 48 h; p = 0.0001; Figure 4B), which was dose dependent (1 and 4 Gy γ-rays). A significantly elevated level of telomerase activity was also observed in the WTK1 cell line (high inherent telomerase activity) at 24 h postexposure (p = 0.0143), but only at 4 Gy. The low passage transformed normal lymphoblastoid cell line LCL15044 (very low telomerase activity) showed elevated telomerase activity at 24 h post 1 and 4 Gy exposure, but neither rose to the level of significance. Interestingly, normal PBMCs (very low telomerase activity) showed elevated activity 48 h post 1 Gy acute γ-ray exposure, which was significant (p = 0.0394; Figure 4C).

Next, we sought to determine if telomerase activity was elevated in response to chronic low dose rate (LDR) γ-ray exposure. MCF-7, MCF-10A, KG1a, and WTK1 cells (relatively high telomerase activity) were incubated under chronic LDR conditions to total doses of 1 or 4 Gy, delivered at dose rates of 0, 1.17, 3.12, and 4.98 cGy/h. Telomerase activity was not significantly elevated at either 1 or 4 Gy total dose, at any dose rate, in any cell line examined (Figure 5A). These results imply that in contrast to acute exposures, elevation of telomerase activity is not triggered by low LET, LDR exposures. However, normal human PBMCs exposed to chronic LDR radiation did respond with elevated levels of telomerase activity relative to unirradiated controls (Figure 5B).
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FIGURE 5 | Telomerase activity following low dose rate γ-ray exposures. (A) Telomerase activity was assessed in MCF-7, MCF-10A, KG1a, and WTK1 (relatively high levels of telomerase) chronically exposed to γ-rays at cumulative doses of 1 or 4 Gy at dose rates of 1.7, 3.12, or 4.9 cGy/h. In general, no elevation of telomerase activity was observed, with the exception of WTK1 at 1 Gy, 1.7 cGy/h. (B) In contrast, telomerase activity in stimulated PBMCs (very low telomerase activity) exposed to a total dose of 1 Gy delivered at low dose rate of 4.9 cGy/h, was significantly elevated (days 2 and 5). Data are expressed as telomerase activity relative to unirradiated controls within each group.



Telomere Length Is Shortened Despite Elevated Telomerase Activity Postexposure

To evaluate the effect of elevated telomerase activity post-IR exposure, we assessed telomere length in dividing MCF-7 and MCF-10A cell populations at 5 and 10 days after a single acute dose (10 Gy γ-rays). Unexpectedly, telomere length was significantly shortened at the population level 5 days postexposure in both MCF-7 (p = 0.0001) and MCF-10A (p = 0.0003) (as compared to 0 Gy controls), despite the observed elevation of telomerase activity 24–48 h after exposure (Figure 6A). There was no change in telomere length immediately following a 10 Gy dose of γ-rays, ruling out the possibility of IR-induced changes in telomere/probe-binding affinity (not shown). Furthermore, histogram analysis of individual telomere lengths demonstrated that IR exposure shortened all of the telomeres in the population (i.e., shifted the entire distribution; Figure 6B), suggesting that IR does not “target” the shortest telomeres, those presumed to be more radiation sensitive. The observed post-IR telomere shortening also corresponded with a significant increase in senescent cells (SA-Beta gal positive) at day 5, which remained significantly elevated until at least day 10 (Figure 6C). This finding is consistent with well-documented IR-induced senescence; our results suggest an underlying contribution of telomere shortening and/or the inability of telomeres to repair themselves postexposure (92–94). Furthermore, by day 10 postexposure, telomere length in the surviving cell population began to recover, despite reduced levels of telomerase activity during this same time period. These results support the notion that following IR exposure, telomerase is acting outside of its canonical role in elongating telomeres. Telomere length was also decreased in PBMCs following an acute exposure (1 Gy) of γ-rays at both 2 and 5 days (2 days; p = 0.0328, 5 days; p = 0.0362; Figure 6D). Interestingly, a similar decrease in telomere length was observed following a 1 Gy LDR exposure at 5 (p = 0.0250) (but not 2) days (Figure 6E).
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FIGURE 6 | Ionizing radiation-induced telomere shortening in mammary epithelial cells and stimulated PBMCs. (A) Telomere length was significantly shortened in MCF-7 and MCF-10A cells at the population level 5 days postacute γ-ray exposure (10 Gy). By 10 days, telomere length had increased but still remained significantly shortened compared to unirradiated controls. (B) Histograms of individual telomere lengths in MCF-7 and MCF-10A cells reveal significant shortening of all telomeres at days 5 and 10 postexposure. (C) Time course of senescence associated β-galactosidase staining in MCF-7 and MCF-10A cells following acute γ-ray exposure (10 Gy). (D) Telomere length was significantly shortened in stimulated PBMCs at 2 and 5 days postacute γ-ray exposure (1 Gy) and at 5 days post-LDR γ-ray exposure (1 Gy) delivered at a dose rate of 4.9 cGy/h (24 h). (E) Histograms of individual PBMC telomere lengths following acute and LDR exposures (1 Gy) at 2 and 5 days.



Elevation of Telomerase Activity Precedes IR-Induced Enrichment of Putative Stem Cell Populations

As normal SC and CSC populations generally possess higher telomerase activity than their non-stem counterparts, and IR-induced enrichment of putative SC populations in mammary carcinoma cells has been reported by multiple groups (23, 28, 29, 31, 83), we hypothesized that observations of elevated telomerase activity following IR exposure may result from the enrichment of CSC populations. Therefore, we examined enrichment of putative CD44+/CD24low/− SC populations with time in MCF-7 and MCF-10A following an acute 10 Gy γ-ray exposure. At the therapeutically relevant dose of 10 Gy, survival in both cell lines was determined to be <1%, even when using a delayed plating method (Figure 7A). However, despite this low number of survivors, a significant enrichment in the percentage of CD44+/CD24low/− MCF-7 cells began to emerge approximately day 2 post exposure (p = 0.0001), peaked at day 5 (p = 0.0001), and remained elevated at day 7 (p = 0.0001; Figure 7B). Interestingly, IR-induced enrichment of CD44+/CD24low/− cells in MCF-10A cells also occurred at day 5 postexposure (p = 0.0001); however, unlike MCF-7 cells, enrichment of putative SCs in MCF-10A was very abrupt. Furthermore, IR-induced enrichment of mammary CD44+/CD24low/− cells at day 5 in MCF-7 displayed a dose response and appeared to have a threshold dose of >5 Gy in MCF-10A, meaning that it did not significantly occur at doses lower than 5 Gy (Figure 7C). Stem-like character of radiation-enriched SC populations was further verified using the aldefluor assay, in which significant enrichment of ALDHhigh cells was observed 5 days post acute 10 Gy γ-ray exposure (MCF-7; p = 0.004, MCF-10A; p = 0.001; Figure 7D); mammospheres were also generated from sorted populations, providing additional confirmation of stemness in the CD44+/CD24low/− populations (not shown). Counter to our initial hypothesis, IR-induced elevation of telomerase activity preceded the observed enrichment of SC compartments, indicating that they are not directly correlated (i.e., are not one in the same), once again suggesting that telomerase is acting in non-canonical ways, likely having to do with SCs, and in agreement with previous reports (19, 38). Representative scatter plots of MCF-7 and MCF-10A cells immunotyped using CD44+/CD24low/− antibodies or the aldefluor assay are shown (Figure S2 in Supplementary Material).
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FIGURE 7 | Ionizing radiation-induced enrichment of putative mammary stem cell populations. Responses of MCF-7 and MCF-10A mammary epithelial cells to acute γ-ray exposure (10 Gy). (A) Clonogenic survival curves and IR dose response. (B) Time course evaluation of putative mammary stem cell compartments. (C) Radiation dose response of putative mammary stem cells 5 days postexposure. (D) Quantification of ALDH high cells 5 days postexposure, confirming stem cell nature of sorted CD44+/CD24− populations.



To determine whether the IR-induced enrichment of putative SC populations observed in mammary epithelial cells is a more general phenomenon that might also occur at lower doses, we examined expression of the CD34+/CD38− immunotype in the hematopoietic cell line KG1a and the CD34+ immunotype in WTK1 and LCL15044 cell lines 1–3 days post 1 or 4 Gy γ-ray acute exposure (Figure 8). Interestingly, significant increases in CD34+ populations were observed in both WTK1 and LCL15044 lymphoblastoid cell lines (>99.8% CD34− in unirradiated conditions) following either a 1 or 4 Gy exposure for up to 3 days. In contrast, KG1a cells, which possessed a much higher background compartment of CD34+/CD38− cells (20–30%), demonstrated a dose-dependent decrease in CD34+/CD38− levels with IR exposure (Figure 8). This result indicates that radiation does not induce enrichment of putative SC populations in all cell lines, cancer types, or tissues, which may, at least to some degree, be dependent on background levels.
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FIGURE 8 | Ionizing radiation-induced enrichment of putative hematopoietic stem cell populations. Time course analysis depicting percentages of CD34+ (WTK1 and LCL15044) and CD34+/CD38− (KG1a), 1, 2, and 3 days postacute γ-ray exposure (0, 1, or 4 Gy).



Telomerase Activity Is Required for IR-Induced Enrichment of Putative CSC Populations

To further investigate the role of telomerase in promoting IR-induced enrichment of putative SC populations, we employed both a small molecule inhibitor of telomerase activity (MST-312) and siRNA depletion of the catalytic subunit (hTERT) of telomerase. MCF-7 and MCF-10A cells were treated with MST-312 at non-cytotoxic concentrations as determined by MTT assay (Figure 9A), which resulted in significant and dose-dependent decreases in telomerase activity (Figure 9B). Subsequent exposure to an acute dose of 10 Gy γ-rays and incubation for 5 days demonstrated that inhibition of telomerase activity effectively blocked IR-induced putative SC enrichment in both MCF-7 and MCF-10A (Figure 9C). This finding was further substantiated utilizing siRNA directed against hTERT, which also significantly reduced the level of telomerase activity in both MCF-7 and MCF-10A (Figure 9B). Consistent with results using the inhibitor (MST-312), reduction of telomerase activity via depletion of hTERT also blocked IR-induced putative SC enrichment in both MCF-7 and MCF-10A (Figure 9C). As expected, siRNA depletion of the RNA subunit, hTERC, did not reduce telomerase activity, nor did it block SC enrichment (not shown). Together, these data provide strong evidence in support of the necessity of telomerase activity for IR-induced enrichment of CD44+/CD24low/− putative mammary CSC populations postexposure.
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FIGURE 9 | Telomerase activity is required for IR-induced enrichment of putative, CD44+/CD24low/− putative mammary stem cell populations. (A) MTT assay establishing relative toxicity of the telomerase inhibitor MST-312 in MCF-7 and MCF-10A cells. (B) MST-312 reduced telomerase activity in a dose-dependent fashion in both cell lines. Treatment with siRNA targeted to the catalytic subunit hTERT also significantly reduced telomerase activity; siRNA targeted to hTERC did not (not shown). (C) Reduction of telomerase activity via either telomerase inhibition (MST-312) or siRNA knockdown (hTERT) prevented IR-induced enrichment of CD44+/CD24low/− cell populations 5 days postacute γ-ray exposure (10 Gy).



DISCUSSION

The results reported here provide valuable insight into the critical roles telomeres and telomerase play in the radiation response and thereby support further exploration for their roles in the context of both radiotherapy and IR-induced carcinogenesis. Specifically, we have assessed the roles telomeres play in maintaining genomic stability following IR exposure, elaborated on the role telomerase plays in cell survival and repopulation postexposure, and identified a potentially targetable role of telomerase activity in cells exposed to therapeutically relevant doses of low LET radiation.

Disruption of telomeric end-capping via siRNA depletion of end-binding proteins TRF1, TRF2, or POT1 increased IR-induced mutation frequencies and chromosomal instability. Of relevance in this regard are reports of decreased expression of TRF2 associated with increased breast cancer malignancy (95), as well as the demonstration of telomere fusions in early human breast carcinoma (96). Furthermore, our finding of telomere uncapping with POT1 deficiency is consistent with POT1 mutations identified in a subset of patients with chronic lymphocytic leukemia (CLL), which were associated with increased levels of chromosomal fusions involving telomeres (97). A particularly relevant recent report specifically associated various POT1 variants with telomere length and radiosensitivity in colon and gastric adenocarcinoma (98). Our results provide additional support for the view that in addition to critical telomere shortening, telomeres rendered dysfunctional by virtue of deficiencies in telomeric proteins and the end-capping failure that ensues, also contribute to the carcinogenic potential of radiation exposure.

It is also noteworthy that while deficiencies in TRF1 or TRF2 appeared similar to those associated with NHEJ deficiency in regard to telomere instability, which presumably occurred via ATM-mediated classic NHEJ (99), the response of cells to IR exposure in the setting of POT1 knockdown differed. Not only did POT1 depletion result in significantly higher mutation frequencies in response to γ-rays and 56Fe ions (2 Gy; relative to TFR1 and TRF2 knockdown) but also a very different pattern of chromosomal instability was observed. Specifically, while TRF1 and TRF2 knockdown resulted in elevated frequencies of both T-SCE and T-DSB fusion events in response to both γ-rays and 56Fe ions, POT1 knockdown displayed a higher level of T-SCE (HR mediated) events in response to 56Fe ions relative to γ-rays, with the opposite being true for T-DSB (NHEJ mediated) events. These observations are consistent with the proposed roles for POT1 in suppressing ATR at telomeres (90) and facilitating a RPA-to-POT1 switch (91) during replication, and thereby suppressing telomeric recombination, here particularly in response to the complex damage induced by high LET radiation exposure. Taken together with the reported association of POT1 variants with radiosensitivity and colon and gastric adenocarcinoma (98), our results suggest that heavy ion radiation therapy may be particularly effective in treating these cancers.

Consistent with previous reports, we also demonstrate that telomerase activity is an IR-inducible function. We elaborate that in vitro, this phenomenon appears to be peculiar to cell lines with high background levels of telomerase activity (e.g., cancer and potentially SCs), and further that increased telomerase activity appears to be primarily an acute dose response, as LDR γ-ray exposures (at least at 1 and 4 Gy cumulative doses) did not elevate telomerase activity in the cell lines examined. Importantly, however, telomerase activity was elevated in PBMCs post-LDR exposure. Expression analysis of the hTERT mRNA and the hTERC RNA component of telomerase in MCF-7 cells coincided (temporally) with the elevations of telomerase activity, suggesting that this process may be transcriptionally regulated. Expression of telomerase subunits in MCF-10A cells was dramatically different in that both hTERT mRNA and hTERC steadily decreased from 1 to 5 days postexposure, a finding consistent with the absence of significant elevation of telomerase activity in this same timeframe. It is also important to appreciate, however, that although not significant, increases in telomerase activity were observed in the non-tumor MCF-10A and normal LCL15044 mammary epithelial cell lines following acute IR exposure, indicating that telomerase may indeed be induced, but the low background level of activity in these cell lines may yield such an increase relatively insignificant. Additionally, evaluation of telomerase activity in stimulated normal human PBMCs (low background level) revealed a significant increase following an acute dose (1 Gy), 2 days postexposure. Also in contrast to cultured cells, a significant increase in telomerase activity was observed in stimulated PBMCs 2 and 5 days post-LDR exposure (total 1 Gy delivered at a dose rate of 4.9 cGy/h). One potential explanation for this could be the more heterogeneous nature of cells in stimulated peripheral blood (including stem/progenitor cells) creating a disparate signaling environment relative to the more homogenous cells found in cultured lines. These findings suggest that IR-induced changes in telomerase activity are relevant to LDR environmental exposures in vivo, including those encountered during spaceflight. Current investigations in our laboratory are testing this hypothesis in astronauts to explore associated changes in telomerase activity and telomere length.

As the canonical role of telomerase is to elongate telomeres, and reports of changes in telomere length following IR exposure are contradictory, suggesting both lengthening and shortening at early times postexposure, we evaluated telomere length in dividing MCF-7 and MCF-10A cells at 5 and 10 days postexposure, time points more appropriate for the assessment of surviving rather than dying cells. Interestingly, at the cell population level, telomere length was significantly shortened 5 days postexposure in both MCF-7 and MCF-10A cells. While telomere length remained significantly shorter than unirradiated controls 10 days postexposure, significant lengthening of telomeres occurred as compared to 5 days post-IR, despite both cell lines displaying significantly decreased telomerase activity during this time period. Several studies have shown association between short telomeres and radiation sensitivity (52, 55); therefore, we sought to determine whether a specific subpopulation of cells, with relatively short telomeres, was driving the response. Histogram analysis of individual telomere lengths demonstrated that all of the telomeres in the cell population were shortened and the entire distribution of telomere length was shifted monomodally to the left; thus, IR was not acting on a specific subset of radiation sensitive cells. Furthermore, the observed lengthening between days 5 and 10 also shifted the population monomodally indicating that in the cells surviving exposure, all telomeres are being lengthened, not simply preferential elongation of the critically short telomeres. These findings portend consequences for both carcinogenesis and repopulation of tumor cells following high dose radiation therapy in that short telomeres observed at 5 days could contribute to genomic instability and thus increase the propensity for carcinogenic events in surrounding normal tissue, as well as the propensity of further progression in of the tumor. Furthermore, telomere elongation in the surviving cells observed at 5–10 days postexposure strongly suggests a role in the survival/repopulation of irradiated cells and so supports blocking or manipulating this process as an effective means of preventing carcinogenesis and tumor recurrence following radiation therapy.

The suggestions that telomerase appeared to be functioning outside of its canonical role at telomeres led us to interrogate alternative possibilities for the increases in activity observed following exposure. Previous reports have suggested that telomerase activity in NCSCs and CSCs greatly exceeds that of their more differentiated counterparts, particularly with regard to mammary carcinoma. An accumulating body of evidence has begun to amass suggesting that IR induces the enrichment of CSC compartments in culture and in vivo. In addition, this process may be governed by the reprograming of NSCC into CSC, rather than the selection of radioresistant CSC populations, and this phenomenon may be both kinetic and highly regulated. Therefore, we speculated that the elevation of telomerase activity observed following IR exposure was the result of enriched SC populations. A time course of CD44+/CD24low/− putative CSC populations in MCF-7 cultures following an acute 10 Gy exposure revealed a steady enrichment of CD44+/CD24low/− cells which peaked 5 days postexposure but remained significantly elevated for at least 7 days. However, no significant enrichment of CD44+/CD24low/− cells was observed until after 72 h, which occurred after the peak of telomerase activity had subsided. Furthermore, in MCF-10A cells, a significant, albeit transient, enrichment of CD44+/CD24low/− cells was observed 5 days postexposure, with only slight increase in telomerase activity at early times following exposure. Thus, telomerase activity was not elevated in response to CD44+/CD24low/− cell enrichment, but rather preceded it. CD44+/CD24low/− dose response, clonogenic survival, and growth kinetic analysis of MCF-7 and MCF-10A cells following an acute 10 Gy exposure was conducted to further characterize the IR-induced enrichment of SC populations. The level of CSC enrichment at the peak time point of 5 days postexposure was dose dependent in MCF-7 with a significant increase detected as low as 2 Gy. In contrast, there appeared to be a threshold dose for MCF-10A of between 5 and 10 Gy for significant enrichment.

These findings led to a collaborative effort using agent-based modeling (ABM) to determine mathematically if the observed enrichment in SC compartments following IR exposure resulted from the selection of radioresistant SC populations at the time of irradiation, or conversely, was a result of reprograming non-stem into SCs. Modeling indicated that a significant reprograming component must be in place to account for the relative percentage enrichment of SC populations (in the <1% of surviving cells) 5 days postexposure, which occurred in both MCF-7 and MCF-10A. Furthermore, both reprograming and symmetric division of surviving SC populations must be employed to account for the observed enrichment (manuscript in preparation, Gao et al.).

In order to confirm that IR-induced reprograming was not unique to mammary epithelial cells, we evaluated expression of the CD34/CD38 immunophenotype in the hematopoietic cell lines KG1a, WTK1, and LCL15044. As WTK1 and LCL15044 are terminally differentiated lymphoblastoid lines that express <0.01% CD34+ cells at background levels, induction of reprograming was assessed using CD34 as the primary marker. In agreement with results using mammary epithelial cells, we observed a significant enrichment of CD34+ cells in both WTK1 and LCL15044, which increased with dose and time, out to 3 days postexposure. SC enrichment was again preceded by a general trend toward elevated telomerase activity following acute IR exposure, although neither WTK1 nor LCL15044 experienced significantly increased levels of telomerase activity. Interestingly, the only cell line that did not display IR-induced enrichment of CSC was KG1a, a therapy-induced leukemia. In this instance, the background level of CD34+/CD38− CSCs was significantly decreased in a time- and dose-dependent manner following IR exposure. As telomerase activity was significantly increased in KG1a cells during this same time frame, the results give further credence to our claim that the elevation of telomerase activity observed following IR exposure is not an artifact of enriched SC/CSC populations. This finding is important in that it illustrates IR exposure does not serve to increase SC compartments in all situations and may in fact act differentially on existing CSC populations, perhaps especially when those populations exist at high background levels.

Finally, as increased telomerase activity did not coincide temporally with putative SC enrichment in either MCF-7 or MCF-10A cells, we hypothesized that telomerase may be playing a role to promote IR-induced SC enrichment. To test this hypothesis, we employed a small molecule inhibitor (MST-312) as well as siRNA knockdown of the catalytic hTERT component of telomerase. Both MST-312 and hTERT siRNA significantly reduced telomerase activity in both MCF-7 and MCF-10A, and both very effectively blocked IR-induced enrichment of CD44+/CD24low/− putative SC populations evaluated 5 days post-IR exposure (10 Gy; Figure 9). These results convincingly demonstrated that telomerase activity is essential for SC enrichment in response to IR exposure and so have important implications for radiotherapy, as telomerase inhibitors are currently entering Phase III randomized trials in humans. When taken together with the observation that although elevated post-IR exposure, telomerase activity is not acting to elongate telomeres, it becomes clear that telomerase is functioning outside its canonical role. Further investigation is needed to probe underlying mechanisms, but candidate pathways include Wnt/β-catenin signaling, in which hTERT has been shown (albeit controversially) to act as a transcriptional coactivator of β-catenin target genes important for stemness and dedifferentiation (37, 39, 41, 100). Additionally, TGF-β signaling has been proposed to regulate CSC kinetics in culture and in vivo, and hTERT has also been implied as a downstream cotranscriptional regulator (40).

The results presented here serve to highlight and more clearly define the critical roles telomeres and telomerase play in regulating the radiation response in both normal and cancer cells. Specifically, we demonstrated that loss of telomere end-capping function results in increased mutation burden and chromosomal events that fuel instability; furthermore, this mutation burden may be especially elevated in response to high LET radiation, particularly in the context of POT1 deficiency. We also establish that telomerase is activated by IR exposure, but the extent of such elevation is dose, dose rate, and cell type dependent, making assessment of risks posed by IR-induced increases in telomerase activity complex and requiring further exploration. Third, we confirmed and elaborated upon previous findings that acute low LET IR exposure enriches putative mammary CSCs in culture and expanded these studies to include lymphoblastoid lines, which are of great relevance to carcinogenesis and spaceflight risk. Lastly, we demonstrated the requirement of telomerase activity in promoting IR-induced putative SC enrichment in mammary epithelial cells of both cancer and non-cancer origin, a finding with important implications for radiation therapy. Taken together, these findings serve to strengthen the view that telomeres and telomerase are far more than casual observers constrained to the ends of chromosomes. Rather, they occupy a central role in the cellular radiobiological response, governing everything from cellular lifespan (aging), cellular plasticity (SCs), and genomic integrity (instability), to survivability and carcinogenic potential following exposure.
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Figure S1 | Western blot validation of siRNA knockdown of telomeric binding proteins TRF1, TRF2, and POT1 in WTK1 cells.

Figure S2 | Representative scatter plots of MCF-7 and MCF-10A cells. (A) Immunotyped based on the expression of cell surface markers CD44 and CD24 and (B) validation of stem cell-like properties using aldefluor assay.
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Hadron therapy allows for highly conformal dose distributions and better sparing of organs-at-risk, thanks to the characteristic dose deposition as function of depth. However, the quality of hadron therapy treatments is closely connected with the ability to predict and achieve a given beam range in the patient. Currently, uncertainties in particle range lead to the employment of safety margins, at the expense of treatment quality. Much research in particle therapy is therefore aimed at developing methods to verify the particle range in patients. Non-invasive in vivo monitoring of the particle range can be performed by detecting secondary radiation, emitted from the patient as a result of nuclear interactions of charged hadrons with tissue, including β+ emitters, prompt photons, and charged fragments. The correctness of the dose delivery can be verified by comparing measured and pre-calculated distributions of the secondary particles. The reliability of Monte Carlo (MC) predictions is a key issue. Correctly modeling the production of secondaries is a non-trivial task, because it involves nuclear physics interactions at energies, where no rigorous theories exist to describe them. The goal of this review is to provide a comprehensive overview of various aspects in modeling the physics processes for range verification with secondary particles produced in proton, carbon, and heavier ion irradiation. We discuss electromagnetic and nuclear interactions of charged hadrons in matter, which is followed by a summary of some widely used MC codes in hadron therapy. Then, we describe selected examples of how these codes have been validated and used in three range verification techniques: PET, prompt gamma, and charged particle detection. We include research studies and clinically applied methods. For each of the techniques, we point out advantages and disadvantages, as well as clinical challenges still to be addressed, focusing on MC simulation aspects.
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1. Introduction

The main challenge in radiotherapy for cancer treatment is how to deliver high dose to the tumor region, while minimizing the irradiation of healthy tissue. One of the most important new modalities being developed for cancer therapy is irradiation with charged ions. Thanks to the characteristic dose deposition profile (Bragg peak), charged particles offer the possibility to deposit dose much more locally than the photons, so dose in healthy tissue can be minimized (1, 2). However, treatments with charged particles are more sensitive to uncertainties than photon treatments, because of their steep dose profile. Error sources include anatomical changes (e.g., organ motion, tumor regression, weight loss), patient setup errors and range errors from uncertainties in CT Hounsfield units (HU), conversion of HU into particle stopping power, and reconstruction artifacts (3). These can result in under-dosage to the tumor and unwanted dose to healthy tissue. Because of these uncertainties, in particle therapy clinics, generally large safety margins around the tumor are employed, and/or probabilistic or robustly optimized conservative treatment plans are used. This may not be optimal for the patient and may impair the beneficial effects of charged particle therapy. Much research in particle therapy is therefore aimed at developing new methods, which enable to verify the particle range in patients.

Various techniques for particle range verification have been developed over the last decades (4). Non-invasive in vivo treatment monitoring can be performed by detecting secondary particles produced as a result of nuclear interactions of the incident particle beam with the patient tissue, like β+ emitters, prompt photons, and charged fragments. Monte Carlo (MC) simulations have played a crucial role in the development and clinical application of range verification techniques. They can accurately describe particle transport and interactions of radiation with matter in complex geometries, such as fully detailed CT descriptions of the patient anatomy. This makes them a suitable tool for feasibility and detector design studies. Furthermore, in vivo non-invasive range monitoring methods generally rely on direct comparisons between measured and MC predicted distributions of secondary particles. The accuracy of the MC codes is therefore a crucial issue. Unfortunately, modeling nuclear interactions and the resulting secondary particle production is a highly complex task, because it involves nuclear physics interactions, for which no rigorous models exist.

Although much literature is available on interactions of charged particles in matter, reviews dedicated to particle therapy are scarce and nuclear interactions are often only discussed superficially. For instance, a dedicated review about interactions of charged particles in radiation therapy is written by Lomax (5), but it only very briefly touches on nuclear interactions. Moreover, it does not include range verification methods and MC models. The same applies to valuable reviews about physics of heavy charged particles (6, 7). Also, Gottschalk has written an excellent summary about proton interactions, including some nuclear physics (8), but it does not include MC codes and in vivo range verification. Very recently, a valuable review written by Newhauser and Zhang (9) about proton physics was published, including Monte Carlo and analytical modeling of proton interactions; however, nuclear interactions are discussed shortly and range verification techniques were not reviewed. And vice versa, thorough reviews about range verification methods are available (4), but the physics interactions and MC codes modeling them are described only very shortly. Extensive reviews exist about the usage of MC techniques in particle therapy (10, 11), but these do not contain a systematic description of interactions of charged hadrons in matter. Furthermore, the number of particle treatment centers around the world is growing, and thereby the demand for in vivo non-invasive range verification methods increases. In view of the rapidly evolving technical developments in the last years, we believe that an up-to-date description of the different range verification strategies, the state-of-the-art MC codes, and their underlying physics principles is timely.

This review intends to give a comprehensive overview of various aspects in modeling the physics processes that are relevant in range verification methods based on secondary particle detection in proton, carbon, and heavier ion irradiation. We will cover the physics principles behind the various range verification methods, the MC codes to simulate them, and the validation of the codes, including both clinically implemented methods as well as research studies. Hereby, we highlight the difficulties, limitations, and challenges related to physics modeling for range monitoring. This review is organized in the following way:

Section 2 is devoted to a brief description of interactions of charged particles in matter for energy ranges relevant in radiotherapy. We discuss both electromagnetic and nuclear interactions, and point out some practical consequences regarding beam fluence and dose. Moreover, we discuss some general approaches in modeling nuclear interactions, adopted by most state-of-the-art MC codes used in hadron therapy, and show how nuclear interactions give rise to production of β+ emitters, prompt γ’s, and charged fragments.

Range verification methods rely heavily on the accuracy of the particle transport code for describing dose deposition and nuclear fragmentation. Section 3 presents a summary of the available MC codes that are most widely used in particle therapy, and in particular in research related to particle range verification. For each MC generator, we briefly discuss how the relevant physics processes are modeled, and we give some examples of how these models are validated for proton and heavy ion therapy.

In Section 4, we review the use of MC codes in non-invasive particle range verification, focusing on three techniques: PET, prompt γ, and charged particle imaging. For each strategy, we describe selected examples of the application of the codes to treatment monitoring, as well as the available detectors. We also highlight some remaining clinical challenges regarding physics modeling.

In Section 5, we compare the three techniques, pointing out their strength and drawbacks. We also briefly touch on the development of hybrid systems. Finally, we describe some common efforts, which could improve the accuracy of signal prediction in treatment monitoring techniques.

2. Interactions of Charged Particles in Matter

In this section, we review electromagnetic and nuclear interactions of charged ions in matter. We narrow our focus to particle types and energies currently used in particle therapy centers worldwide. This means that we consider interactions of protons up to about 250 MeV and carbon ions up to about 450 MeV/u, i.e., penetrating into the human body up to about 40 cm. Before going into detail, let’s first quickly look at their typical velocities. For a particle of kinetic energy Ekin, total energy Etot, mass m0, and momentum p, the particle velocity β in units of the velocity of light c is given by:

[image: image1]

For a proton with kinetic energy Ekin = 250 MeV and given the proton mass = 938 MeV/c2, we find β ≈ 0.6, while a carbon ion with energy 450 MeV/u has β ≈ 0.7. Thus, in radiotherapy, we generally deal with moderately relativistic particles.

2.1. Electromagnetic Interactions

2.1.1. Electromagnetic Energy Losses for Charged Particles

Moderately relativistic charged particles interact with material by electrical (Coulomb) forces with the atomic electrons and with the material nuclei. The particle looses energy primarily by inelastic collisions with the atomic electrons, resulting in ionization and atomic excitation. These are continuous energy losses. When the ejected electron is so energetic that it can cause ionization itself, we call it a delta-ray. The amount of energy lost due to Coulomb interactions with the material nuclei is very small (12).

For charged particles other than electrons with charge number Zp moving in a target material of atomic number Zt and density ρ with velocity β larger than the orbital electron velocity, the mean ionization energy loss (or electronic stopping power) can be described by the Bethe-Bloch equation (12–14):

[image: image1]

with [image: image1], NA Avogadro’s number, re and me are the radius and mass of the electron, At the molar mass of the material, [image: image1], Ie is the mean ionization potential of the material. Furthermore, δ is the density correction, relevant only for ultra-relativistic charged particles, and C is a shell correction term, which becomes important when the particle velocity becomes closer to the velocity of the atomic electrons. Heavy ions, which are fully stripped at high velocities, get partly neutralized by picking up electrons from the target material as they slow down. This decreases the particles’ effective charge (Zp)eff that has to replace Zp in Eq. 2. The latter represents only the main contributions to the stopping power. There exist several higher-order corrections in Zp, which have been proposed to improve Eq. 2, like Barkas, Bloch, and Mott corrections. For a more extensive discussion, we refer to a comprehensive review by Ziegler (12). The ionization potential can be parameterized for instance in Ref. (15):
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Here, Tmax is the maximum kinetic energy, which can be transferred to a free electron in a single collision and is given, for an incident particle of mass M, in Ref. (14):

[image: image1]

For very low energies, when β becomes comparable or less than the velocity of the orbital electrons, the so-called Lindhard region, Eq. 2, is no longer valid. Then, the energy loss becomes proportional to β (16) and is of the order of:

[image: image1]

where [image: image1] and [image: image1] (≈0.0073) are the electron velocity in the classical lowest Bohr orbit of the hydrogen atom. In between the Bethe-Bloch and the Lindhard region, energy losses can be described by the low energy model of Anderson and Ziegler (17); alternatively, a polynomial can be used to join up the regions. For compound materials, the stopping power is the weighted sum of all the single elements, corrected for ionization energy.

The electronic stopping power as function of the kinetic energy of protons impinging on a water target is shown in Figure 1, where the various regions mentioned above are indicated. Also indicated is the nuclear stopping power resulting from Coulomb interactions of the incident particles with the atomic nuclei, which is seen to contribute very little to the total stopping power. In Figure 2, the energy loss as function of depth is given for protons (left) and 12C ions (right) for various energies. The growing energy loss with decreasing particle velocity described by the Bethe-Bloch formula causes the characteristic Bragg peak.
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FIGURE 1 | Stopping power (dE/dx), in MeV cm2 g−1, for protons in water as function of kinetic energy. The total, electronic, and nuclear stopping power are shown, as well as the characteristic regions. Made using NIST data (18).
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FIGURE 2 | Left: stopping power of protons with various energies in MeV, showing CNAO data and FLUKA simulations. Adapted from Ref. (19), with permission. Right: stopping power of carbon ions with various energies including data and Geant4 simulations. Reproduced from Ref. (20), with permission.



The range R of a particle beam is the depth in the medium, at which half of the particles undergoing electromagnetic interactions have stopped. In practice, a dose measurement is used, where the range is defined as the distal 80% point of the Bragg peak (8).

The Bragg-peak is never perfectly sharp. First of all, the ionization energy loss of a charged particle traversing a medium is a stochastic process, so that the actual range of each single particle deviates from the expected mean value. This longitudinal widening of the Bragg peak is known as range straggling. Second, the beam is never perfectly mono-energetic. Depending on the machine, the spread is of the order of 1% of the energy (5).

Continuous ionization energy losses of charge particles are typically modeled in Monte Carlo codes analytically down to about 2 MeV, based on a continuous-slow-down-approach (CSDA) building on the Bethe-Bloch equation, but including relevant correction factors in Zp. Below 2 MeV parameterizations are usually used. Energy straggling is partly taken into account by the emission of delta-rays, and it can be modeled using a statistical approach to include fluctuations, for instance, based on Gaussian fluctuations or the Landau or Vavilov theories (13).

2.1.2. Multiple Coulomb Scattering

Besides inelastic collisions with the atomic electrons, a charged particle also suffers numerous elastic Coulomb scatterings from the nuclei themselves. The energy loss as a result of multiple Coulomb scattering (MCS) is negligible, but it is nevertheless important for dosimetry, because it causes lateral broadening of the pencil beam. Theoretical calculations of the scattering angle are highly complex. One of the most complete derivations was performed by Molière (21), and various calculations in order to derive more practical formulas were performed afterwards, for instance by Lewis (22), Highland (23), and Gottschalk (24). Due to the Central Limit Theorem, the probability distribution of the net angle of deflection of a particle in a thick material is very nearly Gaussian, resulting from the sum of many small random deflections. An approximation for the probability distribution for the net angle of deflection by MCS in a material was derived by Highland (23), and can be approximated by a Gaussian distribution with a width given by:
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where L the thickness of the scattering material and L0 the radiation length. The gaussian description is not perfect, and the presence of large-angle tails, which are the result of single scatters in the target, are not quite negligible and are typically simulated in MC codes. Also, for heavy particles, nuclear form factors should be applied, as well as Fano corrections (13). Figure 3 shows the lateral beam widening for proton and carbon projectiles.


[image: image1]

FIGURE 3 | Lateral scattering (FWHM – full width at half maximum) as function of distance from the beam exit window for various proton and carbon energies, calculated for a nozzle based on the GSI therapy facility. The beam enters the patient body at a distance of 1.40 m from the exit. Reproduced from Ref. (25), with permission.



Multiple Coulomb scattering is generally modeled in Monte Carlo codes through a combination of “condensed” MC simulations methods (most frequently based on Molière or Lewis theory, the latter also allowing to predict moments of lateral displacement) and the possibility for single large-angle scatterings. While in the former method, only the net displacement, energy loss, and change of direction at the end of the particle track are calculated, the latter allows simulating discrete single scatterings.

2.2. Nuclear Interactions

Charged particles can also suffer nuclear interactions with the material nuclei. These interactions contribute significantly less to energy losses than electromagnetic processes. Still, they are highly relevant for range verification methods, as we will see below. Contrary to electromagnetic interactions, no rigorous models exist to describe them. In the following, we briefly describe the common approaches to model nuclear interactions, as adopted by most state-of-the-art MC codes.

2.2.1. General Aspects

In most MC codes, nuclear interactions are handled in two separate steps. First, the probability that a nuclear event happens is sampled, based on nuclear cross sections. Depending on the incident particle and energy, these can be calculated “on-the-fly,” i.e., on an event-by-event basis using for instance parameterized formulas and/or physics models, or by “looking-up” a pre-evaluated cross section from a nuclear database. Examples of large nuclear databases are the Evaluated Nuclear Data File (ENDF) (26), the Japanese Evaluated Nuclear Data Libraries (JENDL) (27), and the Exchange Format (EXFOR) database (28). These contain data of thousands of experiments stored in a given format, which can be accessed from all over the world.

Once an event happens, the outcome must be sampled. This can be done with appropriate nuclear interaction models, or by using information on spectra and angular distributions from evaluated nuclear databases. As we will see in Section 3, different transport codes use data libraries in different energy regions, and for reactions induced by different projectiles.

Nuclear interactions (collisions) can be divided into:

• Elastic collisions: here kinetic energy is conserved, and the nucleus stays intact. This is similar to multiple Coulomb scattering, but now due to strong rather than electromagnetic interactions. Such interactions are not occurring so frequently, but still they cause a certain amount of broadening of the beam, which is simulated with Monte Carlo codes.

• Inelastic collisions: here, a more violent reaction between projectile and target occurs, where total kinetic energy is not conserved. The projectile may knock out secondary particles (protons, neutrons, deuterons, α’s, etc.) from the nucleus and break into fragments if it is an ion.

The probability P(x) of not having undergone a given nuclear interaction after traveling distance x in a material is given by:
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where N(0) is the number of incident particles, N(x) the number of incident particles after a distance x, λint the mean free path or interaction length. The latter is given by [image: image1], where σ is the total cross section. Since there are some important differences in modeling the nuclear interactions for proton and heavier ions, we discuss them separately.

2.2.2. Nuclear Interactions of Protons

It is usually assumed that a proton hitting the atomic nucleus initiates a series of nucleon-nucleon collisions, which leads to emission of protons, neutrons, light fragments, and to equilibration of the remnant nucleus. This process can be described as a sequence of three stages (29, 30), displayed schematically in Figures 4 and 5 (top):

• (Generalized) Intra-nuclear cascade (INC)1: this model is commonly used to describe nuclear interactions of nucleons with energies above 50 MeV to hundreds of GeV. Originally proposed in the fourties by Serber and Heisenberg (31), and successfully implemented in the sixties by Bertini et al. (32), it forms the basis for nuclear interactions in most modern MC codes. The basic idea is that the incident particle interacts with quasi-free nucleons in the target nucleus through a series of two-body interactions. The target nucleus is modeled as a Fermi gas of cold, free, nucleons. The nucleons inside this intranuclear medium are accounted for by a nuclear density distribution, a nuclear potential, and the Pauli exclusion principle. This “free” nucleon approach is justified if the De Broglie wavelength λh of the incident particle is much smaller than the average distance <d> between the nucleons in the material nucleus, and much smaller than the mean free path λN inside the nucleus:
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where σ is the proton-nucleon cross section and ρN is the intranuclear density (typically 0.17 nucleons/fm3 at the center of nuclei). Another requirement for this approach to be valid is that the time in which a collision happens is smaller than the time between the collisions, so that they take place independently. For radiotherapeutic energy ranges, it is not immediately obvious that this approach is valid. For instance, a proton of kinetic energy 250 MeV has λh ~ 1 fm, which is roughly the same as <d >, making the condition in Eq. 9 invalid. It turns out that the INC model works surprisingly well at much lower energies than one would expect, thanks to quantum effects that increase the effective mean free path of nucleons in the nuclear medium, like Pauli blocking, nucleon-nucleon correlations, etc.
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FIGURE 4 | Schematic display of stages in a nucleon-nucleus interaction relevant for radiotherapy, together with time scale and energy of interacting particle.
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FIGURE 5 | Top: sketch of a possible nucleon-nucleus reaction in proton therapy, whereby a neutron is created. Bottom: sketch of nucleus-nucleus reaction in heavy ion therapy, with creation of light fragments.



Once a nuclear interaction happens, the code has to model the outcome. For therapeutic proton energies, only elastic scatterings occur because these energies below the pion production threshold of 290 MeV. The final state particles in the scattering process are called secondaries. The time in which they are produced corresponds to the time-scale of strong interactions: 10−22−10−23 s. The secondaries have high energy and can scatter again in the same nucleus, or escape, etc. Not only protons and neutrons can be emitted, but also light nuclear fragments of high energy, through the coalescence mechanism, in which emitted nucleons, which are near in phase space, are grouped. All particles are tracked down until they are all below a given energy threshold, usually a few tens of MeV. This process is called an intranuclear cascade. The description of this process is highly complex, because all secondaries must be transported through the nuclear medium correctly, requiring accurate descriptions of the nuclear density, quantum effects, the nuclear potential, binding energy, Fermi-motion, and so on. A thorough description of the physics and useful references can be found in Ref. (29, 30).

• Pre-equilibrium: in this stage, the energy of the particles in the cascade has reached a lower limit, usually a few tens of MeV, but the nucleus is not yet in thermal equilibrium. It is commonly modeled in MC codes according to the exciton model (33, 34), a semiclassical model introduced to explain high-energy emitted particles in nuclear reactions. The evolution of the nuclear reaction is also pictured as successive nucleon-nucleon collisions, but within a particle-hole, or “exciton,” formalism, where nucleons are excited from within the Fermi sea, leaving a hole. Protons, neutrons, and light fragments (through coalescence) are emitted and the residual nucleus is left in an equilibrium state, with a certain excitation energy shared among the remaining nucleons.

• De-excitation step: depending on the mass of the target nucleus and on the energy left, the nucleus can dissipate its remaining energy in several ways.

• Nuclear evaporation according to the Weisskopf-Ewing approach (35). Here, light fragments (α, d3, H3, He) with kinetic energies of a few MeV can be successively emitted from the excited nucleus, similar to evaporation from a hot system.

• Fission: the excited nucleus breaks into two fragments: applies to high Z nuclei only, roughly Z [image: image1]65. Apart from implants, high-Z nuclei are not found in the human body and this process is hardly relevant here.

• Fermi-breakup (36): this mechanism applies to light nuclei (usually A [image: image1]16), where the excitation energy of the excited nucleus may be larger than the binding energy of some fragmentation channels. In this case, the excited nucleus disassembles in one step into smaller fragments. Fermi-breakup is relevant for radiotherapy, because the human body is mainly composed of low-Z nuclei.

• Gamma emission: What’s left after the previous stages is a residual nucleus, with may be still somewhat excited. The final excitation energy is given off through the emission of γ rays.

The first two steps are often referred to as “dynamic” stages of the process, with an overall time scale of about 10−22 s, while the last step is “slow,” typically 10−18−10−16 s. It must be noted that the emission of secondary particles in proton therapy is entirely due to the target nuclei, as was displayed in Figure 5 (top).

2.2.3. Nuclear Interactions of Heavy Ions

The fundamental difference between nucleus-nucleus reactions and nucleon-nucleus reactions is that the incoming nucleons are not free. This has some important phenomenological implications. Most models for nucleus-nucleus interactions are variants of the “abrasion-ablation” model. During the fast stage (abrasion, time scale ~10−22−10−23 s), the projectile and target nuclei overlap, resulting in a kind of reaction zone. An excited quasi-projectile is formed with much of the initial velocity, a quasi-target fragment at rest, and several excited light fragments. During the slow step (ablasian, time scale ~10−18−10−16 s), the remaining projectile, target and light fragments de-excite by evaporating light nuclei or fragments. It must be noted that in this case both target and projectile-nuclei can fragment, as opposed to proton irradiation, where only the target-like nuclei can fragment. This is illustrated in Figure 5, showing a sketch of a nucleus-nucleus interaction. The projectile fragments travel further in the forward direction, loosing energy through ionization and undergoing further interactions. These fragments have approximately the same velocities and directions as their mothers, but larger ranges than the primary ions because range scales with A/Z2. This leads to the characteristic tail beyond the Bragg peak (see Figure 2, right). The evaporation products from the projectile fragments are evaporated isotropically in the reference frame of the projectile fragment. The target fragments have short ranges and high stopping power, and their evaporation products are evaporated isotropically in the reference frame of the target fragments.

For describing the dynamic stage of the reaction, various models have been developed, differing mainly in the treatment of the nuclear field affecting the propagation of the particles inside the nucleus.

• Intra-nuclear cascade model, for high-energy nuclei, with energies above about 100 MeV/u. The description is similar to what was outlined above for protons. The highly excited nuclei loose energy through a series of two-body reactions and scattering off quasi-free nucleons. More than one nucleon-nucleus interaction can take place in one nucleus-nucleus collision.

• Quantum molecular dynamics (QMD), for energies from 50 to about 400 MeV/u. This model can be seen as sophisticated form of the INC model. Here, each nucleon is described by a gaussian wave packet, and all nucleons in the projectile and target nuclei are participants in the collision process. By minimizing the Hamiltonian that describes nucleon-nucleon-interactions in the overlapping projectile and target nuclei, it predicts the formation of heavy or light nuclei and secondary protons and neutrons. Because of their complexity, these models are generally much slower in MC codes than the normal INC model.

• Boltzmann-Master-Equation (BME): this is a sophisticated model to simulate the pre-equilibrium stage, describing the thermalization of composite nuclei for projectiles with energies below 100 MeV/u down to the evaporation/fission/breakup stage. Based on a set of time-dependent transport equations, BME describes how a statistical state far from equilibrium evolves to an equilibrium state, through a sequence of two-body interactions and emission of unbound particles (neutrons/protons) and clusters (heavy/light nuclei).

For the de-excitation phase in nucleus-nucleus interactions, the same models as those already described for nucleon-nucleus interactions are used: evaporation, fission, Fermi-breakup, and gamma emission.

2.2.4. Consequences of Nuclear Reactions

There are some important practical consequences of nuclear interactions in hadron therapy:

• Nuclear reactions cause a significant loss of beam fluence. The number of particles left at depth x depends on the inelastic nuclear cross section through the relation in Eq. 8. For instance, for 160 MeV protons hitting a water target, roughly 20% of the incident protons will be lost at the Bragg peak position at about 16 cm (8). For carbon ions, this number is much higher: for 290 MeV/u carbon ions impinging on water, in average 50% of the ions have undergone a nuclear reaction at the end of range at around 16 cm (37).

• The dose distributions are modified. In the buildup region of the Bragg curve, secondary particles contribute considerably to the total energy deposition. Moreover, the height of the Bragg peak is modified. In addition, in case of heavy ion irradiation, dose is also delivered beyond the Bragg peak. Finally, the low energetic secondary particles (including neutrons), which are typically emitted at larger angles, contribute to the “low dose envelope” around the beam. Even though the dose contribution of a single pencil beam is tiny, when combining thousands of them, the dosimetrical and biological effects cannot be neglected (38, 39), because the charged fragments can be particularly damaging (see Section 2.3).

• Various types of secondary particles are produced, which can be used for particle range verification. All three stages of the nuclear reactions contribute to the production of secondaries. The INC and pre-equilibrium stage mostly lead to production of high-energy secondary particles (with energies that may exceed even a hundred MeV), emitted mostly in the forward direction in the laboratory frame. The slow part of the nuclear interaction leads to lower energy secondaries, emitted more or less isotropically in the center-of-mass frame of the mother nucleus. In the case of ion projectile emissions, this implies mostly forward in the laboratory system due to the kinematic boost. Three types of secondaries are used for range monitoring in hadron therapy:

• β+ emitting isotopes: among the many fragments produced during irradiation are β+ emitting fragments. Table 1 shows the most frequently produced β+ emitters in a human body treated with proton therapy together with their half-lives and the incident proton threshold energy. Other reactions are listed elsewhere (40). Depending on the value of their half-life, the β+ emitters emit at a later time a positron, which after traveling a small distance (of order mm), annihilates with an electron in the medium into two coincidence gammas of 511 keV. These can be measured with a PET detector, enabling to extract information about the beam path. In Section 4.2, we come back to the PET method.

• Prompt gammas, which accompany the nuclear reactions along much of the proton path. Prompt photons are emitted with energies ranging from 0 to about 10 MeV. More details and energy spectra will be discussed in Section 4.3.

• Charged fragments are produced, which can possibly be measured and used for verifying particle range, will be discussed in Section 4.4. The secondary particles are usually characterized by energy spectra and double differential cross section measurements, i.e., particle fragment yields as a function of their energy, at different angles.

TABLE 1 | Most frequently occurring nuclear reaction channels for positron emitter production in proton therapy.
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2.3. Dosimetry Considerations

The absorbed dose D in a patient is related to the stopping power by Gottschalk (8):
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where F is the particle fluence in cm−2, ρ the target density in g/cm3, and dE/dx the stopping power in MeV/cm. For clinical dose calculations in particle therapy, the mass stopping power ((dE/dx)/ρ) is obtained from stoichiometric calibrations curves, which link CT Houndsfield units in each voxel to mass stopping power values, such as proposed by Schneider et al. (42).

To estimate biological effects, considering the physical dose proves to be inadequate because biological damage caused by radiation depends, e.g., strongly on the particle type and energy. Although it is beyond the scope of this article to discuss biological effects, a few concepts are relevant. The linear energy transfer (LET) of a particle beam is the energy deposited locally per unit path length, on microscopic level. Particles with high-LET such as 12C ions cause more lethal damage to the cancerous cells than proton or photon beams. Therefore, each ion type has a relative biological effectiveness (RBE) assigned, defined as the ratio of biological effectiveness of one type of ionizing radiation relative to X-rays, given the same amount of absorbed energy. The RBE in the Bragg peak region is close to 1 for protons (43) and between 3 and 4 for Carbon ions (44). For the latter, it must be included in treatment planning (45).

2.4. Modeling Uncertainties and Validation

Two major uncertainties in calculating the stopping power and particle range in MC codes are the material density and the ionization energy Ie in water. Stopping powers deduced from CT scans suffer additionally from uncertainties like the calibration of the CT scanner, conversion HU to stopping power. The dependence on Ie is only logarithmic, but variations in the evaluated value give range uncertainties of about 1–2% for mono-energetic proton beams (46), and even larger range uncertainties were found for in patient tissues (47). In addition, the accuracy of stopping power and range calculation depends also on other factors, like the accuracy of the knowledge on the particle energy of the machine, the precision and accuracy of the measurement device, the step sizes in the MC code, the accuracy of the beamline description, the treatment head, and so on.

Stopping power models in Monte Carlo codes used in medical physics are usually benchmarked with standard quality assurance (QA) in-house dosimetry measurements on homogeneous and heterogeneous targets, typically performed with ionization chambers, calorimeters, and Faraday cups. With the latter, it is possible to measure the longitudinal charge distribution of primary and secondary particles, and to separate the nuclear interaction component from the electromagnetic component. Lateral scattering models can be validated by measuring lateral dose profiles. The validation of MC codes at therapeutic energies is important, because many MC codes have originally been developed for high-energy physics, pertaining to different energy regions.

Uncertainties in modeling nuclear interactions come mostly from uncertainties in cross sections, whereby total cross sections and double differential (energy and angle) cross sections are most relevant. The size and impact of these uncertainties is strongly dependent on the purpose of the measurement: dosimetry, shielding, non-invasive range monitoring, and so on. Especially when parameterizations used in MC codes are based on a few measurements or when no data are available at all and models must be relied on, uncertainties can be substantial, as is the case for instance for production of β+ emitters. Additional uncertainties apply when tissue composition is deduced from CT scans. We come back to this in Section 4, where non-invasive range verification techniques are discussed. Uncertainties on total cross section calculations are quantified by Sihver et al. (48), presenting comparisons of various nuclear interaction models with each other and with experimental data in an energy range relevant for radiotherapy.

Although dosimetry can certainly help to validate nuclear interaction models, it is often impossible to perform direct experimental validation of the nuclear models in MC codes. A first validation of nuclear interaction models, which can be done in-house, is Faraday-cup measurements. Charged fragment production is generally validated with experimental data collected over the years of various thin and thick target measurements, including both integral and differential quantities. An example of a recent experiment contributing to the collection of relevant data is the Fragmentation of Ions Relevant for Space and Therapy (FIRST) experiment (49), aiming at cross section measurements for projectile-target combinations and energies relevant for ion beam therapy. Selected examples of the validation of MC codes relevant for non-invasive range monitoring will be given in Sections 3 and 4.

3. MC Codes

In this section, we summarize relevant features of the three most frequently used MC codes in hadron therapy studies: Geant4, FLUKA, and MCNP6/X. For each, we discuss transport and interactions, as well as the validation for hadron therapy simulations: depth-dose profiles, nucleon-nucleus interactions, and nucleus-nucleus interactions. While we describe in this section the general aspects like dose calculations and secondary particle production, in Section 4 we will narrow the focus to range monitoring. Extensive reviews about the general use of MC codes in radiotherapy can be found elsewhere (10, 11).

3.1. FLUKA

FLUKA (50, 51) (FLUktuierende KAskade) is a general purpose MC generator for the transport and interactions in matter of particles from a few keV to cosmic ray energies. Originally developed for high-energy physics, it is nowadays widely used for shielding applications, detector design, cosmic ray showers, and medical physics. The code is written in FORTRAN.

3.1.1. Particle Transport and Interactions

Charged particle transport is done through a Multiple Coulomb scattering algorithm (52) based on Moliere’s theory, with Fano corrections, and supplemented by an optional single scattering method. Ionization energy losses are based on statistical approach reproducing ionization and fluctuations therein (53, 54), including δ ray emission and energy straggling.

Hadron-nucleus interactions are modeled in FLUKA with the PEANUT (Pre-Equilibrium Approach to NUclear Thermalization) model (30, 51), which is valid in a very broad energy range, from reaction threshold up to a few tens of TeV. This model simulates the first two stages of nuclear reactions described in Section 2.2.2. The intranuclear cascade (INC) stage includes many sophisticated features, including nuclear potential effects like curvature of the path, and quantum effects, like Pauli blocking, nucleon-nucleon correlations, etc. The pre-equilibrium stage is based on the exciton formalism from Blann (34). A coalescence algorithm is used for emission of composite projectiles. PEANUT ends when all particles are below a certain threshold, of the order of 10–20 MeV. The final relaxation step in FLUKA includes models for simulating nuclear evaporation, fission, Fermi-breakup (A ≤ 17), and gamma emission. Recently, a direct deuteron formation mechanism has been added in FLUKA (55). Cross sections are based on parameterized fits and tabulated data, when available. Otherwise, they are calculated with appropriate models. For low energy neutron transport, FLUKA is linked with ENDF and JENDL.

Nucleus-nucleus interactions are handled in FLUKA through interfaces to event generators, which simulate the dynamic part of the nucleus-nucleus interaction. Between 100 MeV/u and 5 GeV/u, a relativistic quantum molecular dynamics (rQMD) model is used (56). Below 100 MeV per nucleon, nucleus-nucleus collisions are treated following the BME theory (57). These models are all coupled to the internal FLUKA models for the slow phase of the interaction through evaporation/fission/breakup and gamma emission. For patient simulations, 3-D voxel geometries like CT scans or other 3-D descriptions of human body can be read by FLUKA. FLUKA Advanced InteRface (FLAIR) is a modern user-friendly interface to FLUKA, which facilitates editing input files, execution of the code, and visualization of the results.

3.1.2. Validation

Depth-dose profiles are important to check the validity of both the electromagnetic and hadronic physics. FLUKA simulations have been thoroughly validated with experimental depth-dose data for protons and heavy ions (19, 51, 58). An example for protons is given in Figure 2 (left), showing the comparison of measured depth dose profile and the FLUKA simulation for various energies.

Hadronic interactions in FLUKA have been extensively benchmarked against a variety of experimental data (51, 55, 59, 60). An example relevant for proton irradiation is shown in Figure 6 (left), showing the simulated and measured secondary neutron double differential energy spectra, resulting from 160 MeV protons impinging on a Zr target. Still for proton irradiation, Figure 6 (right) shows the validation of the production of the β+ emitter 11C from proton irradiation of a 12C target. Also, longitudinal charge distributions of proton beams measured with Faraday cups have been compared with FLUKA simulations to test the nuclear models (54).
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FIGURE 6 | Left: double differential energy spectra of emitted neutrons at different angles, from 160 MeV protons impinging on a Zr target. Histograms are FLUKA results, points are experimental data from Ref. (61, 62). Reproduced from Ref. (51), with permission. Right: cross section for nat12C(px)11C production from protons irradiation as computed with fluka2013.0 (red, upper curve), and fluka2011.2 (blue, lower curve) compared with data retrieved from the EXFOR library (28). Reproduced from Ref. (55), with permission.



For 12C irradiation, Figure 7 nicely demonstrates the reliability of the nucleus-nucleus interaction models. In this study by Mairani et al. (60), simulations were compared with measurements (63) of secondary particles behind a 15.9 cm water target, irradiated with 400 MeV/u 12C-ions. The transmitted primary beam and the angular distribution of the secondary fragments were measured. This plot demonstrates that the MCS model together with the nuclear interaction models describes absolute yield and angular distribution of the 12C beam and the produced fragments.
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FIGURE 7 | Measurements (63) (circles) and FLUKA simulations (histograms) of angular distributions of a carbon beam (left top) and secondary fragments (others) measured behind a 15.9 cm water target, irradiated with a 400 MeV/u 12C ions. Reproduced from Ref. (60), with permission.



The performance of FLUKA to simulate the specific reaction products like β+ emitters and prompt γ’s will be shown in Section 4.

3.2. Geant4

Geant4 (64) is an open-source modern MC toolkit for simulating the passage of particles in matter, written in C++. Originally designed for the LHC experiments, its use has been extended to medical physics, space science, nuclear physics, accelerator physics, and so on. A set of standard physics settings for proton therapy was proposed by Jarlskog and Paganetti (65), but this prescription has been modified. Below we discuss the most relevant Geant4 physics models that are commonly used for hadron therapy simulations. Details and references can be found in the Geant4 manual (64) and in dedicated lectures (37).

3.2.1. Particle Transport and Interactions

Electromagnetic energy losses for hadron therapy studies are usually based on the so-called “electromagnetic standard package option 3” list. Protons with energy above 2 MeV are in Geant4, simulated according to the Bethe-Bloch formula, while below 2 MeV stopping power parameterizations are used. The multiple scattering model is based on Lewis theory (22). For range straggling, appropriate fluctuation models are provided.

Concerning hadronic interactions, Geant4 offers various models. Starting with protons, the dynamic part of inelastic nuclear interactions can be simulated with the Binary Cascade Model (BIC). This model simulates the INC stage described in Section 2.2.2 and includes relevant nuclear potential effects and quantum effects, similar to FLUKA. This can be followed by a pre-equilibrium stage (“precompound” model), which is based on the exciton formalism from Griffin (33). Geant4 also offers alternative models to BIC: the intra-nuclear cascade Liège (INCL) model from Boudard et al. (66), and the Bertini-model (32), differing in many aspects, including the treatment of the nuclear potential, nuclear density, and coalescence. For simulating the de-excitation step, Geant4 includes several possibilities: standard evaporation model based on the Weisskopf-Ewing approach (for emissions of nucleons and light fragments, up to 4He), generalized evaporation model (GEM, including also emissions of heavier fragments), fission, multi-fragmentation (for nuclei with excitation energy above 3 MeV/u), Fermi-breakup (A < 17 and Z < 9), and gamma emission. To evaluate nuclear cross sections, Geant4 is linked to various nuclear databases, including ENDF, and when no data are available calculations are used.

For heavier projectiles like 12C, Geant4 provides various possibilities. The dynamic stage of the nucleus-nucleus interactions can be simulated with the G4BinaryLightIonReaction (BLI) model, a semi-classical INC model, but extended to take into account that more than one nucleon participates in the reaction. Geant4 also offers the sophisticated G4QMDReaction model, a newly implemented nucleus-nucleus interaction model based on QMD. Alternatively, the INCL++ (Intra-Nuclear-Cascade Liège) model can be used. All of them must be coupled to the aforementioned de-excitation models.

3.2.2. Validation

Starting with protons, good agreements between measured and simulated depth-dose profile were reported in Ref. (67, 68). Geant4 was also shown to satisfactorily describe lateral beam widening (68), although others reported disagreements (67). Hadronic interactions were also validated against measured Faraday cup data (65). For carbon ion therapy, various groups reported good agreements of dose-depth profiles, including the fragmentation tail (20, 69–71), an example of which is shown in Figure 2.

Several authors investigated the validity of nuclear fragmentation models for particle therapy. Much work has been reported by Pshenichnov et al. (69, 72, 73), making use of a dedicated framework MC model for Heavy-Ion Therapy (MCHIT). Comparisons between simulated and measured depth-dose curves, nuclear fragmentation build-up curves, angular distributions, and yields of secondary particles (including β+ emitters) were performed for protons and heavier ion beams impinging on homogeneous targets, leading to improvements in the nuclear modeling in Geant4. MCHIT is also currently being used for validating microdosimetric models (74).

More recently, validations of the newly implemented Geant4 models relevant for nucleus-nucleus interactions have been performed. Böhlen et al. (59) reported a good agreement of the QMD model with data in describing nuclear fragmentation in carbon irradiations. Also, Robert et al. (75) studied depth-dose profiles and secondary particle production in proton and carbon therapy for Geant4 and FLUKA. Comparing depth-dose profiles and energy spectra at various angles of charged particles and prompt gammas, they identified the main differences between the codes. Absolute yields were found to differ by roughly 20 and 100% for β+ emitters and prompt photons. Also, De Napoli et al. (76) and Dudouet et al. (77) presented comparisons between measured and simulated double differential energy spectra, including the BIC, QMD, and INCL++ models, for mono-energetic carbon beams impinging on various thin targets. None of the models could satisfactorily describe yields, angular and double differential energy distributions.

Geant4 validation studies for β+ and prompt gamma emissions will be discussed in Section 4.

3.2.3. Geant4-Based Applications

Because the high level of experience required to use Geant4 has proven to be a barrier for clinical usage, several user-friendly tools making use of the Geant4 physics have been developed.

Geant4 Application for Emission Tomography (GATE) (78) is an open-source MC framework making use of the Geant4 libraries. Originally dedicated to PET and SPECT systems, GATE also offers the possibility for hadron therapy simulations, including in vivo range monitoring using PET (79). GATE allows simulating very complex geometries like commercial PET or SPECT scanners, time dependent quantities phenomena, and it also offers image reconstruction tools.

Another example is Tool for Particle Simulation (TOPAS) (80), a simulation tool dedicated to proton therapy simulations. Recently, an extensive validation of TOPAS has been performed for proton therapy treatments with the passive scattering technique at MGH (81), based on routinely performed quality assurance (QA) measurements (lateral and longitudinal dose measurements, and so on). TOPAS has been used for range verification studies with prompt gamma imaging, as will be described in Section 4.3.2.

Particle therapy simulation framework (PTSIM) (82) is a Geant4 software tool which can be used to model a complete hadron therapy treatment, including beam delivery system, a treatment head, and patient data obtained from CT images. It has been used for carbon therapy simulations with the facilities in Japan.

Finally, Geant4-based architecture for medicine-oriented simulations (GAMOS) (83) is another Geant4-based simulation framework aimed at nuclear medicine simulations, including hadron therapy applications.

3.3. MCNPX/6

3.3.1. Particle Transport and Interactions

Monte Carlo N-Particle version 6 (MCNP6) (84) is a general purpose MC generator for simulating radiation transport and interactions in matter. MCNP6 is the result of merging and extending the older MCNP5 (85) and Monte Carlo N-Particle eXtended (MCNPX) (86) codes, written in FORTRAN.

Continuous ionization energy losses are modeled analytically according to the Bethe-Bloch formula, using ionization potentials recommended by the ICRU data. Energy straggling is based on the Vavilov straggling model (87), and multiple scattering is based on Rossi’s theory (88).

At present, MCNP6 has 5 different models for simulating nuclear interactions for medical physics (84): CEM03.03, Bertini, INCL+ ABLA, LAQGSM03.03, and ISABEL. For proton therapy simulations, the Cascade-Exciton Model (CEM) is currently recommended and is the default option. This model, originally proposed over 30 years ago in Dubna (89) and refined over the years, incorporates all three stages of nuclear reactions described in Section 2.2.2. The INC description includes many important aspects such as quantum effects, nuclear binding energies, coalescence, and so on. The pre-equilibrium stage is modeled with the exciton formalism, and evaporation/Fermi-breakup/fission can be used for the final relaxation step. The second model, Bertini (32), was successfully used in the past for proton therapy simulations (90–92), but performs worse in describing angular distributions of secondary particles, and is currently not maintained anymore. The third model, Intra nuclear-cascade Liége (INCL) model (66), can alternatively be used in combination with the ABLA evaporation model, but is slower.

To simulate nucleus-nucleus interactions in heavy ion therapy simulations like 12C, the fourth model, Los Alamos version of the Quark Gluon String Model (LAQGSM) (29) is suggested. As the CEM model, LAQGSM describes all three stages of nuclear interactions, and is valid over a large energy range even up to 1 TeV. However, the description of INC stage is entirely different from that in the CEM model, taking into account the time of interactions, the so-called “trawling effect,” etc. (see more details and further references in (29)). LAQGSM models the interactions of fast cascade particles (called “participants”) with nucleon spectators of both the target and projectile nuclei and includes also interactions between two participants. The modeling of the pre-equilibrium stage and final relaxation stage is similar to the CEM model. Finally, the fifth nuclear interaction model, ISABEL, was used in the past for simulating nucleus-nucleus interactions, but is no longer updated.

Below 150 MeV, MCNP6 uses nuclear data libraries (26, 93) evaluated from measured cross section data and calculations with appropriate nuclear models. At higher incident energies, nuclear reaction models mentioned above are used.

Concerning the usage of 3-D patient descriptions, MCNP6 includes the possibility to import 3-D voxel geometries like CT scans.

3.3.2. Validation

Longitudinal and lateral dose distributions in MCNPX and MCNP5 have been validated for proton therapy by various research groups (90–92). The modeling of nuclear interactions with MCNP6 with the CEM and the LAQGSM models has been recently extensively validated by Mashnik et al. (94–96). Fragmentation measurements from a vast set of recent and older experiments were compared to MCNP6 simulations, as documented in comprehensive Validation and Verification (V&V) Los Alamos reports (94, 95). Comparisons included total cross sections and double differential energy spectra for neutrons, protons, and light fragments (up to 4He) produced during irradiation of protons, light and heavy ions impinging on many different homogeneous targets. Figure 8 demonstrates an example of the validation, showing a measured double differential neutron spectrum for a thin 12C target bombarded with a 290 MeV/u 12C beam, together with MCNP6 predictions with the LAQGDM model. A very good agreement was obtained.
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FIGURE 8 | Experimental neutron spectra (97) at different angles from a thin 12C target bombarded with a 290 MeV/u 12C beam compared with Japanese QMD calculations (98), the Bertini INC model (32) coupled to an evaporation model (HIC), the Los Alamos version of the Quark-Gluon String Model used as a stand alone code LAQGSM03.03 [see Ref. (29)], and with MCNP6 using the LAQGSM03.03 event-generator [see Ref. (94)]. Reproduced from Ref. (94).



Relevant for proton therapy simulations is a recent validation of the CEM model in proton-induced fragmentation reactions on low-Z targets (96), focusing on intermediate proton energies (10 MeV < 1 GeV). For various fragment types produced during nuclear reactions in different targets, measurements of total inelastic cross sections, yields, excitation functions, and double differential spectra of products were compared with simulations. Overall, very satisfying agreements between data and MCNP6 were obtained.

3.4. Other MC Codes

Here, we will only briefly report on other MC codes that are used for particle therapy.

Particle and Heavy Ion Transport code System (PHITS) (99) is a general purpose MC particle and heavy ion transport code written in FORTRAN, which can be used for simulating proton and heavy ion treatments. Ionization processes are simulated with the continuous slow down approximation. For low energy neutron induced reactions, PHITS employs the cross sections from the JENDL nuclear data library. For nuclear reactions of higher energy neutrons and other particles, various sophisticated models are available, including the Microscopic Transport Model (JAM), the JAERI Quantum Molecular Dynamics Model (JQMD), the INCL model, and the INCL-ELF model. For details and references about these models and their validation, see Ref. (99). PHITS can also determine profiles of all secondary particles, including prompt γ’s, and perform microdosimetric calculations.

HIBRAC is a one-dimensional simulation tool developed by Sihver and Mancusi (100) in FORTRAN, used in various clinics worldwide in treatment planning for ion beam therapy. The code is based on semi-empirical total and fragmentation reaction cross section formulas for proton-nucleus and nucleus-nucleus reactions, and models are used for calculating stopping power and energy straggling. The code can accurately predict fluence, dose, dose-average LET, track-average LET, and energy distributions as a function of the penetration depth of light ion beams in any solid or fluid target material. Predictions of the code have been validated with experimental data (depth-dose profiles, fluence) from the GSI and Chiba facilities. HIBRAC can also be used for predicting PET profiles (101), albeit only in 1-D.

SHIELD-HIT (102) is another MC code dedicated to ion therapy. It is a FORTRAN written code that is derived from the SHIELD code, originally developed at the Joint Institute for Nuclear Research in Dubna, Russia. It is possible to transport nuclei, nucleons, anti-nucleons, pions, and kaons up to 1 TeV/u and down to 1 MeV/u. It includes all processes relevant for electromagnetic interactions (straggling, MCS, ionization losses) and nuclear interactions. Nuclear fragmentation is handled by the many stage dynamical model (MSDM), simulating all three stages in nuclear reactions. The SHIELD-HIT code is primarily used in particle therapy for calculation of stopping power ratios, fluence correction factors, and anti-proton calculations.

Another MC code developed for treatment planning is the Voxel Monte Carlo for proton therapy (VMCpro) code (103), a fast MC framework, also written in FORTRAN. VMCpro simulates proton transport in human tissue based on a condensed history technique. The code is based on various approaches and parameterizations, for instance a simplified multiple coulomb scattering algorithm and density scaling functions instead of actual material compositions. Nuclear interactions are treated as corrections to electromagnetic processes. Valid results for depth-dose predictions were obtained with VMCpro, and being order of magnitude faster than for instance FLUKA and Geant, the code is a valuable tool for treatment planning.

PENELOPE is a MC code written in FORTRAN that was originally limited to the transport and interactions of photons, electrons, and positrons. It has recently been extended to protons (104) (PENH). The main motivation for the extension is to provide the medical physics community with a fast and reliable MC code for instance to perform dose calculations from treatment plans. Dose distributions obtained with PENH have been benchmarked with Geant4 (GATE) and FLUKA predictions (104).

4. MC Signal Modeling for In vivo Range Verification

4.1. Introduction

In this section, we discuss the three most widely researched modalities for in vivo non-invasive hadron therapy verification, which exploit secondary particles produced in nuclear reactions: PET (Section 4.2), prompt gamma (Section 4.3), and charged particle imaging (Section 4.4). For each of them, we introduce the technique and briefly discuss different detector types. The latter is relevant here, because it can affect the way the MC predictions are made. Furthermore, we describe examples of the MC predictions and validation procedures adopted by various research groups, and touch briefly on clinical challenges related to MC simulations. Because the focus of our review is on the physics and MC modeling, we do not discuss logistical, technical, and economical issues related to clinical integration, image reconstruction, signal analysis, clinical interpretation of detected range deviations, nor do we discuss the expected sensitivity of the techniques. These are discussed in other works (4, 10, 11). A brief comparison of the three techniques will be presented in Section 5.

Finally, other imaging methods that are currently investigated for treatment verification include proton radiography (105), proton tomography (106), and ionoacoustic imaging (107); however, we do not consider them here. The same applies for positron emitting probing beams, such as for instance investigated at the Chiba facility (108).

4.2. PET-Based Treatment Verification

4.2.1. Treatment Monitoring Strategies

In Section 2, we have seen how nuclear reactions of incident protons and nuclei give rise to the production of β+ emitting fragments. By detecting the two 511 keV photons by positron annihilation, spatial distributions of the β+ decay points can be obtained. Often one-dimensional profiles along the beam-axis are chosen to display the activity along the beam path. In Figure 9, such profiles are displayed for various incident beam types impinging on a PMMA target. Normalization is arbitrary here. Two things can be noticed. First, the shape of the β+ activity profiles of light beams is remarkably different from those of heavier nuclei. While for the p, 3He, 7Li ion beams, the induced activity is only due to positron-emitting target residuals produced all along the beam path; for the 12C and 16O beams, there is an additional contribution in the activity from β+ emitting projectile residuals when they stop, near the end of range, explaining the activity peak. Second, we see that no direct correlation exists between β+-activity and the dose, which is not surprising, being based on different physics processes. Nevertheless, by comparing the measured PET data with reference distributions, it is possible to estimate whether the dose was delivered successfully. Large discrepancies between expected and measured PET data indicate problems in dose delivery. Such reference distributions are generally made with MC simulations on the basis of the treatment plan, time-course of irradiation, the patient CT, detector geometry, and imaging procedure (109). The application of PET to hadron therapy dose monitoring has been studied for about 20 years and is currently a well-established, although not widely used, method. Recent reviews can be found for instance in Ref. (4, 41).
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FIGURE 9 | Measured positron emission activity together with the dose distribution for irradiation of a PMMA target with different projectiles: protons, 3He, 7Li, 12C, and 16O. Reproduced from Ref. (127), with permission.



PET data acquisition strategies are usually categorized as follows:

• In-beam data acquisition, where the PET system is integrated in the beam delivery system and data are acquired during or immediately after irradiation inside the treatment room (109–117). Data-taking during irradiation is attractive, because this allows detecting activity from 15O and other short-lived isotopes, and avoids having to deal with biological signal washout in the human body. Moreover, no repositioning of the patient is necessary. On the other hand, disadvantages include the high costs for integration into the treatment site, geometrical limitations on the detector, and the associated image artifacts. A special challenge is acquisition during beam extraction, where background from random coincidences tends to paralyze the PET detectors (118). The most commonly chosen solution in synchrotron facilities is to take data during spill-pauses, although at cyclotrons data-taking during beam extraction was shown to be feasible (115, 119).

• In-room data acquisition, where data are acquired quickly after irradiation with a full-ring PET detector installed in the treatment room. This methodology was explored at MGH (120, 121). The advantage is that signal washout is reduced, and problems related to patient transport and repositioning are minimized. Disadvantages include a longer treatment room occupation time and difficulties in co-registration of the PET image with the planning CT.

• Offline data acquisition, where data are acquired with a full-ring PET after patient irradiation outside the treatment room (122–125). The advantages are the low costs and the complete angular coverage. However, the delay between particle delivery and monitoring greatly limits the offline method. Signal decay and biological washout processes rapidly cause signal degradation, which is difficult to model accurately (124, 126).

4.2.2. PET Systems for Treatment Verification

Depending on the data acquisition strategy, different detectors can be used for PET-based treatment monitoring.

• Planar PET systems, for in-beam monitoring. A planar configuration was used at GSI for in-beam PET monitoring of patients treated with 12C ions (109, 111), using data acquired during spill-pauses and after treatment. Planar configurations have also been developed in Japan at Chiba (128) and have been used to monitor patient treatments with 12C at the Kaswhiwa facility (113). Moreover, a compact planar PET system enabling data acquisition during and after treatment has been developed at INFN and was tested on phantoms at CATANA (115, 119) and CNAO (116). Adding TOF information could help in reducing background to signal noise (129).

• Full-ring commercial PET scanners, which can be used only for monitoring after treatment. Such scanners have been used for in-room (120, 121) and offline data acquisition (122–125).

• Alternative geometries: ring-shaped PET systems are being investigated in Japan for in-beam data acquisition, including a dual-ring (130) and a full-ring (114) PET system, cut at a slant angle. The latter geometry is promising, because it would represent the first in-beam system with complete angular acceptance. Also, C-shaped and partial ring PET systems were studied with GATE for in-beam PET (131).

4.2.3. Prediction of β+ Activity

Many different approaches have been used in research and clinical studies for predicting the PET activity signal. We describe them for proton, carbon, and heavier ion therapy.

Starting with protons, pioneering studies performed by Parodi et al. (122, 132) for offline PET monitoring of proton treatments at MGH were based on FLUKA simulations. Rather than relying on the internal FLUKA nuclear cross sections, the activity was calculated by folding the proton track length with external experimental cross section data (132). For activity predictions in patients, correction factors for biological washout were applied a posteriori on the basis of the CT scan, where regions with low, intermediate, and high perfusion were identified. The reliability of the MC predictions turned out to depend on treatment site, mostly because of problems in modeling biological washout (124).

More recent studies focusing on in-room proton therapy at MGH used Geant4 for predicting PET activity distributions (120, 121, 133). First, they compared PET measurements on homogeneous targets with MC activity predictions using different cross section data libraries. The cross section values that best described the measurements were chosen for the patient MC simulations (133). Including this tuning, the Geant4 predictions were successfully used for patient monitoring (120, 121).

A similar procedure was studied by Bauer et al. (134) for offline PET data acquisition in proton therapy at HIT. FLUKA was used to investigate the effect of directly including in-house activity measurements for homogeneous materials into the simulation. Fine-tuned cross sections turned out to reduce uncertainties, improving the modeling of proton-induced positron-emitter production.

Kraan et al. used FLUKA to predict the PET activity measured in homogeneous targets during and after proton irradiation with an in-beam PET system at the CATANA cyclotron (119) and at the CNAO treatment facility (116). Figure 10 shows an example of measurements performed at CNAO for irradiation of a PMMA phantom with a homogeneous proton beam (top figures) and a SOBP (bottom figures), together with the FLUKA simulation, for various acquisition time intervals. A good agreement between data and MC simulations was found.
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FIGURE 10 | Top: 1-D profile along the z-axis of the measured (black) and MC simulated activity (red) induced by a 95 MeV proton beam impinging on a PMMA target during 118 s. Bottom: the same but for the 2 Gy treatment plan, delivered in 145 s. Inter-spill (left), beam-off (center), and all together (right) are displayed separately. Adapted from Ref. (116).



In carbon irradiation, the signal modeling is somewhat different, and other approaches have been applied. For the early PET studies on patients treated with carbon ions at the GSI facility (109, 111), a dedicated MC simulation tool (POSGEN) was developed by Pönisch et al. (135) for calculating the activity. A simplified and fast simulation approach was applied, based on the assumption that the dominant contribution to the β+ activity profile comes from projectile residuals. The calculation was split in two steps: a one-time step to calculate the activity from target residuals assuming a homogeneous medium, and a patient and fraction specific step to calculate the projectile contribution. The code used relied on cross section models developed by Sihver et al. (100) to handle nuclear interaction processes. It was validated and applied clinically for the in-beam monitoring project at GSI (110, 111, 136), and also used for modeling the PET activity for moving targets (137).

Following the improvements of the internal nuclear models in FLUKA, Sommerer et al. (138) assessed the performance of FLUKA by comparing measured and simulated activity profiles in homogeneous target irradiated with carbon and oxygen beams. The code was extensively benchmarked with data and has been used for offline-treatment verification after carbon ion therapy of patients at HIT (125, 139). Figure 11 shows an example of a measured and MC predicted activity profile along the beam-axis for a glioblastoma patient treated at HIT.
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FIGURE 11 | Top left: colourwash overlays of the planning CT image (TP-CT) in the coronal view with the RBE-weighted dose distributions as obtained from the TP system (TP dose). Top center: the simulated activity pattern overlaid on the PET-CT image (Sim). Top right: the measured PET image (PET) overlaid on the PET-CT image. The solid green line marks the planning target volume. Bottom: the profile plot of the simulated and the measured activity (solid) as well as the corresponding CT image values (dashed) along the yellow line in panels Sim and PET in beam direction. Reproduced from Bauer et al. (125), with permission.



Still regarding carbon treatments, Pshenichnov (70, 72, 73) has assessed the performance of the Geant4 MC code to describe PET activity measurements at GSI, using the dedicated MCHIT tool described in Section 3.2.2. However, these studies dealt mainly with homogeneous targets, and were not extended to patients.

Various groups have compared β+ activity predictions from different MC codes (101, 140, 141) with each other and with measurements, including FLUKA, Geant4/GATE, MCNPX, SHIELD-HIT, PHITS, HIBRAC, and POSGEN. These studies report large differences up to 50% in yield between the codes and the measurements, but mostly because simulations were based on different cross section models, confirming the need to use experimental cross sections in MC codes, when possible.

For other ions than protons and carbon, only few MC studies for PET-based treatment monitoring were performed. Pshenichnov et al. (73) used Geant4/MCHIT to calculate the activity induced in 3He treatments, and compared these predictions with data from Fiedler et al. (142), but significant discrepancies were found. PET measurements for mono-energetic 16O beams were presented by Sommerer et al. (138), and compared with FLUKA simulations, finding a good agreement. Finally, PET measurements with 3Li were performed (143) but no MC calculations were included.

Besides predictions based on full MC, various attempts to predict the PET activity analytically were done, allowing for much faster predictions. Parodi and Bortfeld (144) developed an analytical method to calculate activity by a convolution product of dose and a number of filter functions. This approach was extended by Attanasi et al. (145), but never clinically applied. Solving the inverse problem, i.e., finding the dose from activity measurements, was also studied (146, 147) with deconvolution methods, but the complexity of the problem makes it challenging to apply to real patients. Recently, Miyatake and Nishio (148) developed a promising analytical activity pencil beam algorithm.

Finally, there are treatment centers which do not use MC simulations for treatment verification. At the Kashiwa facility, treatment verification has been based on comparing the PET distributions measured during the various fractions with first day measurements (113). At the Hyogo facility, PET activity is directly compared visually with the prescribed dose to verify the beam path (149). A similar procedure but with markers was applied at the Florida Proton Therapy Institute (123).

To summarize, different approaches exist for obtaining the PET reference activity distributions. It is generally agreed on that MC predictions provide the best reference distributions. So far, the FLUKA and Geant4 generators have been used for providing reference distributions in clinical studies, yielding good agreements for PET measurements in carbon and proton irradiation.

4.2.4. Challenges in Clinical Implementation

Many of the above studies have shown how PET treatment verification provides relevant clinical information. At the same time, these studies have highlighted some important limitations in the MC simulations, which should be resolved if PET is to become a widespread treatment verification technique in hadron therapy. Several issues remain to be addressed:

• Insufficient knowledge on cross section values, leading to uncertainties in β+ yield and in absolute particle range, as was shown by various studies. España et al. (133) reported that cross section uncertainties on activity fall-off position lead to a 1 and 5 mm uncertainty on the activity fall-off position, for 5 and 30 min in-room data-taking, respectively. To illustrate the problem, let’s consider Figure 6 (right), which showed the production cross section of the β+ emitter 11C. Although this plot shows large errors and conflicting data, it is an example of an accurately known cross section. In fact, for other β+ emitters (12N, 14O, 8B, etc), the situation is much worse, having to rely on only very few, sometimes very old, measurements including large errors to benchmark the codes. Obviously, new cross section measurements for production of various β+ emitters would be helpful. In particular, these should include systematic, high quality, double differential energy spectra, with different types of projectiles, energies, and targets.

• Inaccuracies in MC predictions from the unknown elemental composition. While for dose calculations, the CT based stoichiometric calibration is typically sufficient, this is not the case for predicting quantities heavily relying on specific nuclear reaction channels (150). The impact of CT calibrations is especially significant for proton therapy, where the β+ activity comes entirely from target residuals. The uncertainty on distal fall-off position of the PET signal was estimated to be about 1 mm for proton therapy (150). For carbon ions, the dependence is less pronounced (135). Additional information about the tissue may be extracted from the characteristic time decay curve of the PET signal (151) or from MRI.

• Inaccuracies in modeling biological washout, most relevant for off-line imaging. Our goal was to describe the physics aspects, and hence it is beyond the scope of this work to describe biological aspects. However, it has been repeatedly reported in offline PET studies that simulating biological washout correctly is highly complex and is a major limitation of the offline PET method.

• Speed and complexity of the MC simulations. The current frameworks like FLUKA and Geant4 are too slow, require a too steep learning curve, and too specialized knowledge to be applied widely in clinical practice.

• Extension of PET as monitoring tool for treatments of moving target, as for instance studied at Oncoray (137). The patient studies discussed above mostly concern static tumors. PET could be a valuable tool to monitor the accuracy of treatments of moving targets, but modeling the expected signal with MC is still largely uncovered.

• Automatic assessment of the predicted and measured activity maps, as investigated by various groups (see for instance Ref. (152, 153)).

• Translation of PET activity maps to dose. Despite the complicated and mathematically ill-defined problem, new research on this subject would be very valuable, because dose is an easily interpretable quantity for physicians. The current PET treatment monitoring is based on interpretation of activity maps, which require special knowledge about the activity signal, and is therefore much less appreciated by clinical personnel.

4.3. Treatment Verification with Prompt Gammas

As discussed in Sections 2.2.2–2.2.4, prompt gammas are emitted as a result of nuclear reactions during particle delivery along much of the particle path, with energies varying from 0 to about 10 MeV (for typical spectra see Figure 12, to be discussed below). We first briefly discuss the detectors, then describe MC validation studies with prompt gammas, and finally some clinical challenges.
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FIGURE 12 | Measured and simulated (TOPAS) energy spectra at the end of range of a monoenergetic 160 MeV proton pencil beam impinging along the central axis of a cylindrical PMMA target. Experimental setup (A) together with measured and simulated energy spectra for different collimator configurations (B–F). “Opening difference” is Collimator Open minus Collimator Closed, and “Wall-difference” means No Collimator minus Collimator closed, i.e., a configuration in which neutron background is subtracted. Measurements from Smeets et al. (154). Figure reproduced from Ref. (154, 155), with permission.



4.3.1. Prompt Gamma Detection Devices

The energies of prompt gammas from nuclear reactions are too high for standard single gamma detection devices like SPECT to be efficient, and dedicated detector designs are needed. There are different prompt gamma imaging systems under investigation, of which some are design studies based on MC simulations, and others real prototypes. Let’s briefly discuss some of them.

• Collimated gamma cameras. By placing the camera at 90° with respect to the beam-axis and moving the device parallel to the beam-axis, a 1-D prompt gamma profile can be measured. This was the design used in the first studies where the correlation between the Bragg peak position and the prompt gamma emission profile was demonstrated, for proton (156) and carbon (157) irradiation. This design has since then been recycled by various research groups for proton therapy (158–163) and carbon treatment verification (164, 165). To increase the detection efficiency and to be able to measure the 1-D profile without having to move the detector, an array-type multi-slit camera has been designed using MCNPX simulations (166). Knife-edge-shaped slit cameras have also been investigated (154, 167, 168). Here, instead of a parallel collimator a slit-collimator is employed. Promising measurements with a collimator slit-camera prototype tested with clinical proton beams have recently been presented by Perali et al. (168), estimating a precision (σ) on single spot range determination of 2 mm. Recently, Pinto et al. published a review of absolute prompt gamma yields measured with proton- and carbon-ion beams with single-slit experiments (169). At phantom entrance, the average number of detected prompt gammas was found to be of order 10−4 per incident carbon ion and 10−5 per incident proton.

• Compton cameras. Here, a multi-stage detector can measure the initial energy and direction of the photons undergoing Compton scattering in the detector. Various Compton camera prototypes have been realized (170–174) and various detector design studies have been performed with Geant4 MC simulations (175–179). The advantage of the Compton camera is that it has the potential to provide 3-D images.

• Other devices. Prompt-gamma timing camera (180). This is a promising new method, where instead of the spatial position the characteristic time-of-flight of the photons is used to extract information about the particle range. The underlying idea is that the transit time from phantom entrance to detector increases with the particle range, which causes measurable effects in timing spectra. Furthermore, energy-and-time resolved prompt gamma detection has also been proposed (160, 163), and will be discussed below.

4.3.2. Prompt Gamma Monte Carlo Validation Studies

A large amount of simulation and validation studies have been performed for prompt gamma imaging in proton and carbon therapy. Below we discuss some selected examples, first for proton and then for carbon therapy.

Starting with protons, Polf et al. (159) compared Geant4 simulations (version 9.1) to estimate the prompt gamma ray emission produced in water, Lucite, and bone-equivalent plastic during proton irradiation. Using a collimated gamma camera, they compared the acquired prompt gamma energy spectra with simulations, finding an overall satisfying agreement.

The MCNPX code was tested by Smeets et al. (154), who compared energy spectra measured with a knife-edge-shaped slit camera with MCNPX predictions (154). When applying a data-driven neutron background subtraction method, a satisfying agreement was obtained between data and MC simulations for the prompt gamma energy spectrum and yield. Without background subtraction, when the prompt gamma spectrum was contaminated heavily by neutron contributions, the description was unsatisfying.

Verburg et al. (181) performed an extensive validation of the nuclear cross sections of specific gamma-emission channels, identified by lines in the measured energy spectra, of the Geant4 (9.5) and MCNP6 codes, as well as for two pre-equilibrium reaction codes (TALYS and EMPIRE), for protons up to 200 MeV. Cross section predictions as a function of incident proton energy of the MC codes were compared to evaluated data from the ENDF/B-VII database. Using the BIC model for Geant4 and the Bertini model in MCNP6, significant differences were found between measurements and predictions of the most important reaction channels, mostly in the low energy region (<20 MeV) where the codes tend to underestimate the cross sections by a factor two. The TALYS and EMPIRE values were somewhat better.

Still focusing on protons, a recent study by Dedes et al. (182) investigated the accuracy of Geant4 code (version 9.4) using the BIC model for nucleon-nucleus interactions. Different measurements of prompt gamma energy spectra with a collimated camera placed at different angles (mostly 90° w.r.t. the beam axis) were performed, and compared to Geant4 predictions. Additionally, the measurements from Smeets et al. (154) were used for comparison. The prompt gamma yield was generally overestimated using the Geant4 BIC model, evidencing the need for further improvements in the nuclear models.

A similar study was recently performed with TOPAS (155), where the same measured energy spectra from Smeets et al. (154) were compared with TOPAS simulations, also using the Geant4 BIC model. In contrast to Dedes et al. (182), an overall good agreement in yield and prompt gamma spectra between TOPAS predictions and measurements were obtained, when subtracting the neutron background. The results are shown in Figure 12. Moreover, the accuracy of prompt gamma imaging was estimated for a clinical scenario. A 4 mm accuracy was estimated for a prostate tumor treatment with a dose of only 15 cGy delivered with passively scattered protons, a promising result.

Closely related to range monitoring, research has been performed to evaluate the sensitivity of the prompt gamma energy spectra in proton therapy to tissue composition (160, 163, 183). At the end of range, when the projectile energy has decreased and only a few relaxation channels are possible, discrete lines in the gamma spectrum are visible (see Figure 12). These have been shown to be sensitive to the elemental composition of the sample (160, 183). In particular, the measured spectra can be used directly as input in the MC predictions to increase their accuracy (163).

For carbon beams, the Geant4 performance for prompt gamma predictions was tested in several studies using the older nuclear INC models (184) and newly implemented QMD model (182). At low energies (95 MeV/u), the QMD model describes well energy spectra and yields when tuning the free parameters in the model. At higher energies, the observed remaining overestimation by Geant4 comes from the secondary proton and neutron contributions, which are not correctly described by the BIC model, as was seen also in the previously mentioned study by Dedes et al. (182).

Recently, the performance of FLUKA was investigated for prompt gamma production in 12C irradiation of a PMMA target (55). An example of a predicted spatial prompt gamma profile along the beam path measured at 90°(from Ref. (184)) is given in Figure 13, showing a good agreement.
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FIGURE 13 | Left: prompt photon yield at 90° as a function of depth for a 95 MeV/n 12C beam impinging on a PMMA target. The Bragg peak position is at about 20 mm. Data (red stars) are from Ref. (184), re-evaluated as described in Ref. (169), and FLUKA simulations (blue circles) are shown. Reproduced from Ref. (55), with permission. Right: the same data, compared with simulations of Geant4 using the QMD model with different values of a free parameter. Reproduced from Ref. (182), with permission.



Finally, there are studies exploiting a completely different type of prompt gammas, coming from Cherenkov radiation from secondary electrons produced during particle irradiation (185). In this context, a study by Yamaguchi et al. (186) measured low energy prompt photons (around 65 keV) to verify the 12C range, which could provide a complementary approach to other methods for range verification for shallow target treatments.

To summarize, for proton beams, a reasonable description of the prompt gamma yield could be obtained, although disagreements were reported as well, especially to describe neutron contributions. Concerning carbon beams, QMD models are generally still in a development status, but current implementations are promising.

4.3.3. Challenges for Clinical Implementation

The clinical implementation of the prompt gamma technique is still facing several challenges, which are discussed elsewhere (4). Concerning MC modeling, we have seen that the accuracy of the MC simulations has been much improved recently, but many issues still remain to be improved. Eventually, the prompt gamma imaging method will depend on comparisons between data and expectations calculated from 3-D patient descriptions like CT’s, just like the PET imaging method. Whichever measurements will be performed (1-D, 2-D, 3-D spatial distribution, timing profiles, energy spectra), the MC codes will provide the reference. Current challenges in signal modeling to be addressed include:

• Nuclear models in most MC generators are not fully satisfying. Predicted cross sections are not always in agreement with data, and the neutron background is poorly understood. New cross section measurements at various angles for protons and carbon beams on thin targets covering the whole range of therapeutic energies would be useful (160, 163).

• Increasing the speed of the calculations is also important. Research on how to perform faster and more efficient calculations of prompt gamma yields was presented in recent articles (104, 187). Separating the MC physics generation step and the detector simulation step as done in Ref. (166) can additionally help.

• In-house validation of the applied MC codes. Each research center has to validate its own MC framework using their own beamline and detection system, as was shown to work best also for PET monitoring. MC validation tests with the help of the standard QA measurements as proposed in Ref. (155) should be a starting point for validating the code.

• Performing data-MC comparisons for heterogeneous targets, including patients. Although studies on heterogeneous phantoms have been initiated (188), much more research is needed to verify the reliability of the MC codes when the phantom is heterogeneous and when the elemental composition must be obtained from a CT scan.

• Performing uncertainty analysis, for instance quantifying the influence of CT calibrations, ionization potential, or nuclear cross sections on the MC predictions, as has been studied for PET imaging too.

4.4. Charged Particle Imaging

Another method which offers the possibility to determine the particle range is the analysis of the charged particles that are created during nuclear fragmentation in the patient (Section 2.2), and which exit the patient (189, 190). This method has so far been limited to carbon irradiation, where the amount of high-energy secondary charged particles is larger than in proton therapy.

In the interaction vertex imaging (IVI) method, the trajectories of the charged particles exiting from a target are reconstructed and extrapolated back to their production point. Henriquet et al. (191) presented a feasibility study for this technique in carbon therapy, using Geant4 (9.2) simulations. An angle of 30° with respect to the beam-axis was chosen to detect charged particles. For homogeneous phantoms, milimetric precision was expected when monitoring with single pencil beams of 2 × 105 carbon ions. The approach was experimentally tested by Gwosch et al. (192), measuring charged particles exciting from homogeneous targets irradiated with carbon ions at HIT. The tracking device was placed at an angle of 30° from the beam-axis. The accuracy for monitoring the beam-range was found to be 1–3 mm, but based on pencil beams with much higher statistics than what is used clinically.

Detection of secondary charged particles for range monitoring was also investigated by others. Agodi et al. (193) and Piersanti et al. (194) irradiated a PMMA target with mono-energetic carbon ions with various energies. Trajectories of charged particles with kinetic energies up to several tens of MeV were measured with a tracking device, placed at 60° and 90° angle with respect to the beam axis. A clear correlation between the measured 1-D profile of the charged particle yield and the dose was found, and a reasonable agreement with FLUKA predictions (see Figure 14). These measurements at large angle are very valuable for the validation of nuclear models in MC codes.


[image: image1]

FIGURE 14 | Left: FLUKA simulation of the depth-dose profile (hatched histogram) superimposed on the longitudinal profile of charged secondary particles (solid line) as a function of xPMMA, the primary beam direction. Right: the corresponding data (histogram) and data analysis (smooth line). Reproduced from Ref. (194), with permission.



A large-area proton range telescope is being developed by the TERA collaboration (195), with expected acceptance of 30 cm× 30 cm perpendicular to the beam.

Current challenges in signal modeling being faced for this range monitoring technique are very similar to those already mentioned in PET and prompt gamma monitoring. However, a very accurate MC prediction of the angular distributions of the fragments is even more crucial in this case, relying on prediction at large angles. Double differential energy spectra are especially useful for the validation of MC codes, such as recent measurements by De Napoli et al. (76) and Dudouet et al. (77). Concerning the detector, the acceptance and efficiency should still be increased.

5. Discussion and Future Outlook

The enormous amount of literature written about range monitoring demonstrates the worldwide interest in the subject. With the number of particle facilities growing, and in view of the increasingly considered hypofractionation schemes for dose delivery, non-invasive particle range verification methods will become even more needed in the future. MC simulations are of prime importance in the development and application of range monitoring. In this review, we intended to describe the physics modeling and MC codes that are applied in the currently most widely researched range monitoring techniques, and to highlight therein the difficulties and challenges.

We have seen that the main inaccuracies in physics modeling have turned out to be very similar for the three techniques, because they rely all on an accurate description of electromagnetic and nuclear interactions of hadrons in matter. Summarizing, the common inaccuracies include:

• Uncertainties in describing nuclear interactions, including cross sections and interaction models. For PET, we saw in Section 4.2.4 that cross section uncertainties can lead to uncertainties in activity distal fall-off position of several millimeters. New double differential thin and thick target cross section measurements for specific reaction products in the entire energy range of therapeutic protons and heavy ions are the best way to improve the accuracy.

• Uncertainties in densities and elemental composition of the target. For PET, such uncertainties were of the order of a millimeter for proton therapy, as mentioned in Section 4.2.4. MRI could possibly improve the knowledge on elemental composition, as well as evaluating the elemental composition during range monitoring. For PET-based methods, the latter can be done by measuring time-decay curves of the PET signal, as was remarked in Section 4.2.4, while for prompt γ monitoring the discrete spectral lines could be used, as referenced in Section 4.3.2.

• Uncertainties on the position of the Bragg peak, coming from uncertainties in the ionization potential I and in the ionization model. As was discussed in Section 2.4, variations in the measured value of I in water lead to an uncertainty of several percent in Bragg peak position. In-house Bragg peak measurements could help to validate the MC code, thereby reducing this uncertainty.

For PET treatment verification, these uncertainties can add up to several millimeters, with nuclear interaction modeling as main source of uncertainty. For prompt gammas and charged particle imaging, the uncertainties have not been quantified, but are probably of similar size. A clinically valuable system should ideally provide a 1–2 mm estimation on range, preferably using single or few spots in the treatment plan, i.e., 108 and 106 particles for proton and carbon therapy. Thus, reducing the MC uncertainties to below 1–2 mm is crucial. However, it could be a shared effort for the PET, prompt gamma, and charged particle imaging communities.

Keeping in mind the underlying physics and the achieved results of the three monitoring techniques, let’s briefly summarize their advantages and disadvantages. Starting with PET, this is a well-established method proven to provide clinically useful post-treatment information on the dose delivery. Unfortunately, the response-time is intrinsically limited by the decay time of the β+ emitters. However, with online PET systems that acquire data during irradiation, a relatively quick response is expected, making such systems particularly valuable. Geometrical problems in planar configurations can be decreased when TOF information is used or with innovative geometrical designs. So far, post-treatment verification has been performed based on entire treatment plans, so that enough statistics is collected. Pre-treatment range measurements with one or a few single pencil-beams are difficult, but using larger online detectors it may be feasible in the future.

Prompt gamma detection has an important advantage with respect to PET, because prompt gammas are produced immediately when irradiating a target. This technique can thus provide real-time information, and issues with biological washout or movement are absent. Moreover the number of prompt gamma events produced is much larger than the number of annihilation photons used in PET treatment verification. However, much research in detector development is still needed to bring this technique to the clinic. Single pencil-beam monitoring seems feasible, although additional research is needed to confirm this. The accuracy of MC simulations has been much improved recently, but some crucial issues still remain to be studied, including neutron backgrounds, as well as dedicated studies with heterogeneous phantoms and patients.

Charged particle measurements can additionally provide a way to monitor the range. Predictions of MC codes for secondary particle production at large angles are generally not yet fully satisfactory. Although the expected sensitivity is smaller than with PET and prompt gammas, charged particles could for instance provide useful additional information in combination with other techniques, i.e., as part of a “hybrid” system. An example of such a system is being built in the framework of the INSIDE project (196), where a planar TOF PET system is combined with a tracking system to provide range monitoring measurements at the CNAO treatment facility in Pavia, Italy. More MC studies to assess the value of this kind of hybrid systems would be very useful, for instance it would be highly interesting to study triple system, combining PET, prompt gamma, and charged particle measurements.

Direct comparison studies with MC simulations are a good way to compare the techniques. However, such studies are scarce. Moteabbed et al. (197) performed a patient simulation study with Geant4 comparing the PET and prompt gamma techniques in proton treatments. They found that prompt gamma imaging was potentially advantageous for certain tumor types; however, the study was based on in-room PET and moreover the Geant4 code has significantly changed. New comparison studies between the various techniques would therefore be timely. Since the accuracy of each technique undoubtedly depends on treatment site, tumor type, depth, volume, treatment plan, particle beam, and so on, it is important that such comparison studies include large patient groups, and present their results as quantitative as possible.

Finally, the diversity of the literature studied here, encompassing nuclear physics, MC codes, detectors, and clinical challenges, highlights how much knowledge from different fields has been combined in the developments of range monitoring strategies. In particular, the literature studied to describe the modeling of nuclear interactions in the human body covers a time span of more than 70 years. Having even omitted biological issues, it is clear that modeling the underlying physics in MC codes and developing the ultimate range verification technique requires expertise which goes far beyond the field of medical physics alone.

6. Conclusion

This review was aimed at providing a description of the most relevant aspects of the underlying physics and modeling in MC codes used in treatment monitoring techniques based on secondary particle detection. The complexity and variety of the underlying physics makes an accurate description of the production of secondary particles a highly challenging and non-trivial task. We have shown how various research groups validate and apply different MC codes to obtain their reference distributions, needed for a comparison with data.
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1The intranuclear cascade refers to the cascade inside the nucleus, as opposed to the inter-nuclear transport of a particle from one nucleus to another.
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More and more camera concepts are being investigated to try and seize the opportunity of instantaneous range verification of proton therapy treatments offered by prompt gammas emitted along the proton tracks. Focusing on one-dimensional imaging with a passive collimator, the present study experimentally compared in combination with the first, clinically compatible, dedicated camera device the performances of instances of the two main options: a knife-edge slit (KES) and a multi-parallel slit (MPS) design. These two options were experimentally assessed in this specific context as they were previously demonstrated through analytical and numerical studies to allow similar performances in terms of Bragg peak retrieval precision and spatial resolution in a general context. Both collimators were prototyped according to the conclusions of Monte Carlo optimization studies under constraints of equal weight (40 mm tungsten alloy equivalent thickness) and of the specificities of the camera device under consideration (in particular 4 mm segmentation along beam axis and no time-of-flight discrimination, both of which less favorable to the MPS performance than to the KES one). Acquisitions of proton pencil beams of 100, 160, and 230 MeV in a PMMA target revealed that, in order to reach a given level of statistical precision on Bragg peak depth retrieval, the KES collimator requires only half the dose the present MPS collimator needs, making the KES collimator a preferred option for a compact camera device aimed at imaging only the Bragg peak position. On the other hand, the present MPS collimator proves more effective at retrieving the entrance of the beam in the target in the context of an extended camera device aimed at imaging the whole proton track within the patient.

Keywords: proton therapy, range verification, prompt gamma imaging

INTRODUCTION

Proton therapy materializes the medical physicist’s goal to specifically target tumor volumes while sparing surrounding healthy – and potentially critical – organs. But this improved precision demands improved accuracy in order to prevent any under- or overshoot. Safety margins are applied, and research efforts are invested in order to reduce range uncertainties before treatment delivery, monitor range during treatment, and verify range after treatment. Luckily, proton therapy offers several distinctive opportunities for treatment quality control, for example through activated nuclei along the proton beam path that can be imaged by a PET scan device (1), through proton-induced acoustic waves that could be measured by an ultra-sound probe (2), or through physiological impacts that can later be observed on MRI acquisitions (3).

In this regard, Jongen and Stichelbaut (4) suggested to image the prompt gammas emitted by proton-excited nuclei in order to take advantage of the straightforward correlation of their spatial emission distribution with the proton range. First experimental evidences reported by Min et al. (5) triggered interest for the Prompt Gamma Imaging (PGI) approach and its promises of instantaneous feedback on an individual spot basis with non-invasive equipment. Recent efforts culminated in the alternative ideas of taking benefit from the time emission distribution of prompt gammas through the Prompt Gamma Timing (PGT) method by Golnik et al. (6), or from their energy emission distribution through the Prompt Gamma Spectroscopy (PGS) method by Verburg and Seco (7).

The PGI, PGT, and PGS approaches have their own specificities, advantages, and disadvantages in terms of sensitivity, generated information, cost, footprint, supported beam conditions, and robustness to different sources of uncertainties. The preferred approach is thereby dependent on the favored features. In the near future, the ongoing development of prototype systems will hopefully allow experimental comparisons in order to assess what approach is offering the preferred tradeoff depending on the clinical context under consideration (clinical case, treatment mode, treatment workflow).

The PGI field has been very dynamic over the last years, with a large number of camera concepts being investigated, optimized, and prototyped. These are not only relying on passive collimators but also on sophisticated electronic collimation techniques through different designs of Compton cameras (8) that offer the advantage of discarding the negative impact of a passive collimator in terms of weight and signal attenuation, at the cost of reduced scoring efficiency in the detection stages and increased complexity in electronics and data treatment.

The present study is focused on PGI, more specifically with passive collimators, in order to leverage on the promises of this option as the one most suited to diagnosing the largest number of spots of a pencil beam scanning (PBS) treatment delivery and the one most accommodating the various beam time structures of the different types of accelerators used in clinical facilities (synchrotron, cyclotron, and synchrocyclotron), the maximum instantaneous clinical beam currents of which can differ over several orders of magnitude.

The information on which feedback is presently missing during treatment delivery is the beam penetration depth within the patient, so that 1D imaging was most often privileged so far, with two main options in the form of multi-parallel slit (MPS) (9) and knife-edge slit (KES) (10) collimators meant at producing the best possible projection of the prompt gamma emission fall-off ~3 mm before the proton mean maximum penetration depth. The concrete, practical objective of the present study is the experimental comparison of the performance of these two types of collimators in combination with the first prompt gamma camera prototype built by Perali et al. (11) in order to identify the most advantageous design for the clinical evaluation of the camera prototype. In addition to the Bragg peak position, the performance of both collimators in retrieving the entrance point of the beam in the target is also compared. In case of absence of complementary imaging modalities, the measurement of the entrance point could help diagnose the cause of any mismatch of the Bragg peak position with respect to treatment plan expectations.

MATERIALS AND METHODS

Camera Design

Individual spots of a PBS treatment plan typically range between 106 and 108 protons for a typical 2 Gy fraction. Nuclear collisions cause ~1 prompt gamma to escape the patient every 10 protons (12), resulting in a large number of prompt gammas per spot. But these are challenging to detect as they are emitted instantaneously, with multi-MeV energy and spread over 4π steradians. The use of a thick collimator as well as fast and dense crystals is therefore required, which in turn limits the solid angle that can be covered by a camera device of reasonable weight and cost. As a consequence, the spatial resolution of the collimator needs to be compromised in order to favor the counting statistics and achieve a clinically viable efficiency of the order of 1 prompt gamma detected every 105 protons (13). The subsequent, poor spatial resolution as well as the significant statistical fluctuations of the signal of a single spot is then compensated for by the use of a priori information when comparing the actually measured profile to a reference computed one reflecting the treatment plan hypotheses (14).

The present study relies on the first unit prompt gamma camera built by Perali et al. (11) that demonstrated, in combination with a KES collimator, sufficient detection speed and efficiency for compatibility with clinical irradiation scenarios. The camera is a dedicated, very-fast, 1-dimensional, high-energy gamma imaging device built upon two rows of 20 LYSO crystal slabs, directly coupled to arrays of SiPMs (Silicon Photomultipliers) and read out by 40 independent acquisition channels that can be operated in two different modes. During a proton irradiation, each channel is operated in fast mode and scores the number of events that are detected above a first, lower-threshold comparator and below a second, upper-threshold comparator. The levels of these two comparators correspond to the energy selection window of the camera. They are set as a result of the camera energy calibration, based on spectra of known energy lines acquired in slow mode. Each of the 40 LYSO slabs is 4 mm wide along beam axis, 100 mm high, and 31.5 mm deep, for a total crystal volume of 504 cm3 producing a 1D image of 8 cm width.

Collimator Designs

Two collimators made of tungsten alloy (17.0 g/cm3) were prototyped for experimental comparison. The first one is a KES collimator design reproducing dimensions from Smeets et al. (12) that were selected by eye inspection of the detection profiles resulting from extensive parameter variation tests with Monte Carlo code MCNPX version 2.5.0 (15). The second one is a MPS collimator design implementing the conclusions of Roellinghoff (16) for an optimal prompt gamma profile falloff retrieval precision from extensive parameter variation tests with simulation platform GATE version 6 (17) built upon Monte Carlo code Geant4 version 9.4p01, under the first constraint of the 4 mm segmentation of the present camera system and the second constraint of a weight equal to that of the walls of the 40 mm thick KES collimator for direct comparability.

Both collimators are schemed in Figure 1. The KES collimator has a single 6 mm and 53.1° [=2*acot(2)] aperture. The MPS collimator has parallel apertures of 2.4 mm gap separated by tungsten alloy sheets that are 1.6 mm thick and 100 mm deep, matching the 4 mm segmentation of the camera and resulting in a fill factor of 40% which, combined with the 100 mm depth, equals the 40 mm thickness of the KES collimator in terms of attenuation efficiency. In line with their optimizations, the KES collimator is used in a 5:4 magnification ratio corresponding to 10 cm Field-Of-View (FOV) along beam axis, while the MPS collimator positioned right against the camera in a 1:1 magnification ratio corresponding to 8 cm FOV.
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FIGURE 1 | Superimposed collimator geometries. The KES collimator (left) is superimposed with the MPS collimator (center) and the crystals (right). All distances with respect to the crystals are conserved. In the real prototype version (cf. Figure 2) used for beam tests, the parallel apertures of the MPS collimator are 0.1 mm wider (2.5 instead of 2.4 mm) in order to preserve alignment in presence of the 0.1 mm absorber sheets inserted in between the crystal slabs of the real camera device.



Roellinghoff (16) showed that a comparison of KES and MPS collimators, in the ideal conditions of a MPS collimator with infinitely thin septa and a KES collimator of which the solid angle variation along the FOV would be neglected, can result in fully identical Bragg peak retrieval precisions and spatial resolutions upon relevant scaling of the dimensions. Simulations with GATE then brought confirmation that this result can reasonably hold when considering realistic designs. Similar performances can be targeted in a general context. In the present, practical context, we deviated in at least two notable ways from conditions of equal performance. First, a MPS collimator to be compared to the present KES one would preferably involve a larger pitch than the present 4 mm one (actually a 12 mm one) to compromise spatial resolution at the benefit of detection efficiency, which would have required an alternative manufacturing of the present camera system. Second, we did not impose coherent scaling of the distances between beam axis, collimator and crystals for both collimators. We instead decided to only impose an identical distance between beam axis and the collimator entrance face (actually 200 mm) in order to reflect a practical constraint of positioning the camera as close as possible to beam axis while avoiding collision with the patient. Beyond this collimator entrance face constraint, crystals were independently positioned at optimal distances, which results in a closer distance to beam axis (and subsequently in a favored detection efficiency) for the MPS setup over the KES one. The overall balance of these two deviations from conditions of equal performance is a better detection efficiency for the KES collimator and a better spatial resolution for the MPS one.

Proton Beam Tests

Measurements were performed in October 2013 at the West German Proton Therapy Centre Essen (WPE) with a proton beam delivered by an IBA C230 isochronous cyclotron in a treatment room equipped with a PBS-dedicated nozzle. All acquisitions were performed for 10 s from a single spot at isocenter delivered along the axis of a PMMA target that is 7.5 cm in radius. Delivered proton charge was integrated by an electrometer connected to an ionization chamber intercepting the whole section of the pencil beam inside the nozzle. With the beam already on, the 10 s charge integration was synchronized manually with each camera acquisition. This was observed to result in a maximum error of 3% in charge collection over six repetitions of a same acquisition. Accurate absolute calibration was not required for our comparative evaluation and the ionization chamber was therefore not calibrated for the temperature and pressure of the day, so that the absolute calibration cannot be assumed to be at the 1% level. The energy calibration of the camera was performed by combining the characteristic gamma rays identified from a spectrum acquisition of the prompt gammas emitted by a water target during proton irradiation and a spectrum acquisition of the gammas resulting from the decays of Na-24 produced by the previous proton irradiation of an aluminum target.

Both collimator setups are pictured in Figure 2. For direct comparability, the two collimators were positioned with their entrance face at 200 mm from beam axis. As a result, the center of the KES aperture was 220 mm from beam axis and the center of the crystals was 176 mm from the center of the KES aperture, while the center of the MPS collimator was 250 mm from beam axis and the crystals were right behind.
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FIGURE 2 | Experimental prompt gamma camera setups. The KES collimator setup is pictured on the left and the MPS collimator on the right.



Acquisitions were recorded with each setup at 100, 160, and 230 MeV to cover the clinical range, first with the center of the FOV aligned with the expected range in PMMA (6.7 cm at 100 MeV, 15.2 cm at 160 MeV, and 28.4 cm at 230 MeV) and second with the center of the FOV aligned with the entrance point of the beam inside the target. The cylindrical PMMA target was 20 cm along beam axis at 100 and 160 MeV and 40 cm at 230 MeV. Acquisitions were recorded with different energy windows and only the ones with the window 3–6 MeV are presented here as they were assessed to result in the preferred compromise between count rate, robust calibration and, most importantly, falloff retrieval precision over the different beam energies. All acquisitions were recorded at beam current values within the clinical range: ~1 nA at 100 MeV, 2 nA at 160 MeV, and 4 nA at 230 MeV.

Performance Evaluation

The performance of either collimator setup in each acquisition was rated by applying the approach of Roellinghoff et al. (18) as described in Perali et al. (11). Starting from the very high statistic detection profile of the 10 s acquisition, corresponding to the order of 1011 protons, 1000 profiles were sampled for three different numbers of protons (1E8, 3E8, and 1E9 protons) and were then matched with the original very high statistic profile (as if it were the result of the expected signal computation model once perfectly calibrated) in order to estimate the intrinsic falloff retrieval precision. The lateral shift between each low-statistic sample profile and its high-statistic original profile is determined as the one minimizing the root-squared difference between the two profiles from all tested shifts between −20 mm and +20 mm by steps of 0.25 mm. This lateral shift should here equal 0 in case of exact retrieval and the average error over the 1000 sample profiles delivers a reliable indication of the intrinsic quality of the detection profile generated by either collimator. The larger the amplitude of the prompt gamma signal detected thanks to a good detection efficiency and/or the sharper the edges of the detected falloff thanks a good spatial resolution, the better the falloff retrieval precision. Roellinghoff et al. (18) showed that the falloff retrieval precision is inversely proportional to the square root of the number of protons, so that they exhibit a linear relation in a log–log plot. For each acquisition of either collimator setup, this linear relation was interpolated so as to determine the number of protons corresponding to a 2 sigma precision of 4 mm, which, in line with Perali et al. (11), was arbitrarily chosen as reference for our study.

In order to improve the falloff retrieval precision, all profiles where applied a Gaussian smoothing with a Full Width At Half Maximum (FWHM) equal to that of the impulse response of the collimator as determined from simulations with Monte Carlo code MCNPX version 2.5.0. This smoothing advantageously attenuates the spatial frequencies that are too high to result from the collimator projection and that essentially correspond to slab-to-slab variations in the number of counts due to statistical fluctuations and, to a lesser extent, to the lack of uniformity resulting from uncertainties on the individual energy calibration of each slab and, in case of the MPS collimator, from the uncertainty (±0.1 mm) on the thickness of the tungsten alloy sheets causing some of the parallel apertures to be slightly wider or narrower.

RESULTS

The simulated impulse response of both collimator setups is compared in Figure 3. A 4.44 MeV gamma point source was considered for this evaluation as it is the most intense characteristic prompt gamma ray resulting from the irradiation of carbon and oxygen at the center of our 3–6 MeV window. The MPS collimator exhibits a thrice better spatial resolution with 7 mm FWHM versus 22 mm for the KES one. The KES collimator is scoring more signal with poorer spatial resolution and records a slightly lower background of uncorrelated signal. In the KES configuration, the crystals are further both from the collimator and the beam axis, which reduces the detection efficiency of gammas that, with or without scattering, succeed in emerging from the 40 mm tungsten thickness.
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FIGURE 3 | Simulated impulse response of both collimator setups for a 4.44 MeV point source along beam axis at the center of the FOV. The KES collimator response is plotted in blue and the MPS one in red.



The detection profiles recorded by both collimators at 100, 160, and 230 MeV, when imaging the Bragg peak as well as when imaging the entrance of the beam in the target, are compared in Figure 4. The KES and MPS acquisitions were applied a 22 and 7 mm FWHM Gaussian smoothing, respectively.
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FIGURE 4 | Measured prompt gamma profiles with a 3–6 MeV energy window. All acquisitions were performed for 10 s at clinical beam currents between 1.1 and 4.7 nA, corresponding to numbers of protons incident on the target between 7E10 and 3E11. The KES collimator response is plotted in red and the MPS one in blue.



The performance of each acquisition in Figure 3 is rated in Table 1 in terms of computed number of protons (in units of 1E8 protons) necessary to reach a 2 sigma precision of 4 mm on range estimation. Each value is the average over three computations with different seed numbers to the random number generator that is used to generate the sample profiles from the measured one according to a Poisson process. The relative SD of the three computations ranged from 2 to 6%.

TABLE 1 | Computed number of protons (in units of 1E8 protons) necessary to reach a 2 sigma precision of 4 mm on range estimation for the detection efficiency of the full camera.
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For all acquisitions in Table 1, the number of protons to reach a 2 sigma precision of 4 mm on Bragg peak (or entrance) falloff retrieval is in the order of 108 protons, showing that statistically meaningful feedback is possible on a single spot basis for the few highest weighted spots of the order of 108 protons close to the target distal edge. On the other hand, neighbor spot aggregation will be necessary for the majority of spots of the order of 107 protons, and no statistically meaningful information can result from the proximal lowest weighted spots of the order of 106 protons.

A first remark on these results is that the performance criterion of a 2 sigma precision of 4 mm was considered here because it applies identically to the retrieval of both the Bragg peak and the entrance point of each pencil beam for direct comparison and is independent of the choice of any distal margin recipe. As a consequence, this criterion fails to reflect the fact that achieving a 2 sigma precision of 4 mm at 230 MeV is clinically much more valuable than achieving it at 100 MeV in terms of margin reduction. If we arbitrarily assume a distal margin recipe of 3.5% + 2 mm based on 1.5 sigma (19), the distal margin in our PMMA target would be 4 mm at 100 MeV and 12 mm at 230 MeV at the 1.5 sigma level.

A second remark is that the performance criterion of a 2 sigma precision of 4 mm is an arbitrary choice applied to the context of this collimator comparison and is not a lower bound on the precision achievable by either collimator in any context. Increasing the number of protons considered, positioning the collimator closer to beam axis, reducing beam energy, and increasing the oxygen to carbon composition ratio in the target are all factors that, alone or combined, would cause a better precision in other contexts.

A third remark is that, at the date of these measurements, only one of the two rows of 20 LYSO slabs was mounted on camera, so that the detection efficiency reported in Figures 3 and 4 is exactly half that of the full camera. For a more meaningful rating of the performance of the camera, we assumed the double detection efficiency of the full camera in the performance values further reported in Table 1.

DISCUSSION

Performance values in Table 1 reveal two trends. First, whatever the collimator, increasing beam energy reduces the performance. This was fully expected both from simulations and past measurements by Min et al. (5) for the MPS collimator and Smeets et al. (12) for the KES one. Second, the Bragg Peak retrieval performance of the KES collimator is better than the MPS one in combination with the camera device under consideration. Roughly twice less protons are needed by the KES to reach a given precision. This result was the very focus of the present study, and the KES design was therefore selected to equip the present prompt gamma camera device for further assessment of its performance during clinical treatment delivery as illustrated in Figure 5. The very first prompt gamma acquisition of a patient treatment was recently performed with it by Richter et al. (20) at the Universitäts Protonen Therapie Dresden at OncoRay.
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FIGURE 5 | Prompt gamma camera prototype trolley positioning system. The complete trolley is drawn on the left and the real KES collimator is pictured on the right.



Beyond these first observations, performances values in Table 1 highlight another interesting finding. For the KES collimator, the performance in retrieving the entrance position also degrades when increasing beam energy and, whatever the energy, the performance in retrieving the entrance position, is always poorer than the performance in retrieving the Bragg peak position. This was already demonstrated in Perali et al. (11). In contrast, the MPS collimator succeeds in maintaining a valuable and stable performance at all beam energies for the entrance point. As a result, at 160 and 230 MeV, the MPS collimator not only exhibits better performance for the entrance than for the Bragg peak but also achieves better performance for the entrance than the KES collimator.

The origin of these different behaviors at entrance and Bragg peak lies in the anisotropy of proton-induced neutron emissions that generate most of the measured background signal at high beam energies. When either collimator is aligned at the entrance face of the target, the measured neutron background is not uniform but sloped because proton-induced neutron emissions are forward-peaked and, in contrast to the Bragg peak depth, there are at the entrance depth no neutrons generated downstream to compensate the anisotropy of those emitted beyond the entrance depth. Both collimators are inefficient at collimating those neutrons. In the case of the KES collimator, the neutron background at target entrance has an opposite slope to that of the reversed 1D projection of the correlated prompt gamma, whereas both components add up slopes of equal sign in case of the MPS collimator. As a consequence, when beam energy increases, the slope of the neutron signal gradually cancels that of the prompt gamma signal projected by the KES collimator, whereas it adds a positive contribution to that of the prompt gamma signal projected by MPS collimator and roughly compensates for the reduced prompt gamma emission at entrance by higher energy protons so as to maintain a rather stable performance whatever the beam energy.

The conclusion of the present study is that KES collimator proved better for Bragg peak depth retrieval, whereas the MPS collimator proved better for entrance depth retrieval. On the one hand, it is unfortunate as it would have been more convenient to benefit from the best performance for both extremities of the proton range with one single design. On the other hand, it is fortunate that the MPS collimator is the one achieving the best performance for the entrance position as it is also the one the FOV of which can most straightforwardly be increased in order to image the whole proton track without compromising the uniformity. The compact prototype in Figure 5 was built with a KES collimator for clinical evaluation as it is meant for the measurement of the Bragg peak depth with its 10 cm FOV. Measuring the entrance point by PGI implies a significant increase in cost, weight and footprint of the camera in order to cover proton ranges up to 32 cm in patients that need be evaluated in terms of clinical value. Further investigations will assess the combination of the Bragg peak image by the camera with other imaging modalities (X-ray shots, CBCT, and/or optical tracking) that have the potential to advantageously substitute the PGI acquisition of the entrance depth.

Finally, two limitations to the generality of the results of the present study should be underlined. First, the 4 mm segmentation of the camera system (resulting from an optimization of the tradeoff between the detection efficiency, the count rate and the number of channels and photodetectors) is not optimal for an MPS collimator that tends to favor larger pitches (16, 21) whereas the KES collimator performance is less sensitive to any variation of the crystal segmentation (12). Second, the MPS collimator was here suffering from a higher level of background when imaging the Bragg peak at high beam energies and it might therefore be anticipated that the addition of any background reduction method (at the cost of an increase in the complexity of the camera design), for example by means of a TOF discrimination technique (22), would benefit more to the MPS than to the KES collimator. A comparison of the performance of KES and MPS collimators in the context of a camera with a different segmentation and/or featuring any additional background discrimination technique (and thereby relying on a different tradeoff between cost, performance, and complexity) may lead to different conclusions.
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Proton beams are promising means for treating tumors. Such charged particles stop at a defined depth, where the ionization density is maximum. As the dose deposit beyond this distal edge is very low, proton therapy minimizes the damage to normal tissue compared to photon therapy. Nevertheless, inherent range uncertainties cast doubts on the irradiation of tumors close to organs at risk and lead to the application of conservative safety margins. This constrains significantly the potential benefits of protons over photons. In this context, several research groups are developing experimental tools for range verification based on the detection of prompt gammas, a nuclear by-product of the proton irradiation. At OncoRay and Helmholtz-Zentrum Dresden-Rossendorf, detector components have been characterized in realistic radiation environments as a step toward a clinical Compton camera. On the one hand, corresponding experimental methods and results obtained during the ENTERVISION training network are reviewed. On the other hand, a novel method based on timing spectroscopy has been proposed as an alternative to collimated imaging systems. The first tests of the timing method at a clinical proton accelerator are summarized, its applicability in a clinical environment for challenging the current safety margins is assessed, and the factors limiting its precision are discussed.

Keywords: proton therapy, range verification, in vivo dosimetry, Compton imaging, block detector, scintillation, prompt gamma ray timing

1. INTRODUCTION

In the first decades of the 20th century, during the rise of particle accelerators, physicists studied the interaction of fast charged particles with matter. The energy loss of heavy ions (as opposed to light electrons) within a target medium was described by Bethe’s stopping power formula (1). The ionization, namely, the Coulomb collisions where the accelerated ions strip out electrons of the atoms of the target, is the predominant loss mechanism for non-relativistic ion beams (2).

The engineering race toward high-energy accelerators endowed heavy charged particles a penetration depth in tissue comparable to the body dimensions. This opened up the possibility of using protons for medical applications, as neutrons, electrons, gamma, or X-rays had been applied before in the field of radiotherapy, which emerged after Röntgen’s X-ray discovery in 1895 (3).

In 1946, Wilson predicted the physical, in particular dosimetric, properties of a proton beam (4) for a therapeutic scenario and founded the field of proton therapy. The straight beam trajectory, the finite particle range, as well as the increase of the ionization density close to the stopping point, aroused the interest of the medical community. In the context of cancer treatment, this ionizing radiation was expected to damage the cells of the target tumor and eventually cause their death, while sparing most efficiently surrounding normal tissue.

The first experimental treatments were performed during the 1950s at Berkeley Radiation Laboratory, USA, and in Uppsala, Sweden (2, 5). However, it was not until 1990 that the first hospital-based proton facility in Loma Linda University (USA) was created. Since then, the number of therapy centers has increased steadily, and carbon or other ions have been also introduced. Nowadays, more than 15,000 patients are treated per year in around 50 facilities worldwide (5).

Several distinguishing features of accelerated protons are listed below:

• The particle range: the protons stop at a defined penetration depth, which depends on their initial velocity.

• The Bragg peak: the ionization cross section increases for low proton velocities, so that the dose deposition density is maximum close to the particle range (2). Conversely, the dose at the entrance point is minimum.

• The distal penumbra: beyond the particle range, the dose deposition falls steeply to zero.

• The lateral penumbra: the beam trajectory is straight and the spread in the transversal dimension due to multiple Coulomb scattering is small but increases steadily with depth [(6), p. 15].

• Tissue composition: the dose deposition curve and proton range are strongly dependent on the stopping power of the traversed tissue (on its density and composition).

• Secondary products: neutrons, annihilation photons, and prompt gammas are produced throughout the proton track. These secondary by-products release a small dose compared to the incident protons (2), and they can exit the patient. Neutron emission is focused in forward direction (7).

In theory, proton therapy has several advantages over conventional photon therapy:

• The distal edge: the steep dose gradient at the distal edge is promising for sparing critical organs close to the irradiated tumor. In contrast, the slowly falling depth dose curve of photons impedes that strategy.

• The integral dose: thanks to the Bragg peak, the dose can be focused on the tumor volume, and the damage on normal tissue before and beyond is minimized. For photons, the dose in healthy tissue can only be distributed on a larger volume by irradiating from several directions, but its integral is higher than for protons.

The main drawbacks compared to photons are:

• The capital expenditure on the facility construction and the higher clinical operating costs (8, 9).

• The lack of large clinical trials and evidence about the superiority of proton beam therapy for the majority of tumor entities (10). Whether or not the lower integral dose translates to better clinical outcome (11), e.g., less normal-tissue toxicity, is yet to be proven.

• Range uncertainties (12) of the proton beam due to intrinsic factors, such as patient or organ motion, as well as restricted knowledge about the tissue composition, are prone to yield severe differences with respect to the planned dose, specially at the distal edge, whereas photon plans are much less sensitive in this regard (13). To circumvent the risk, safety margins are applied and robust treatment plans are designed, at the price of an increase of the dose in the normal tissue compared to the dose-optimum (but more risky) plan.

These disadvantages question the cost-effectiveness of ion beam therapy and fuel the controversy about their clinical superiority [(14), chapters 2.11–2.13] over photon therapy. There is an urgent need for techniques that tackle one of the major weaknesses of proton therapy: the intrinsic range uncertainties, which limit the ultimate precision with which ion beams can be safely delivered. The most common sources of range errors are:

• Stopping power ambiguity due to degeneracy of Hounsfield values depending on tissue composition (15).

• Patient alignment errors.

• Anatomy changes between or during treatment fractions, as cavity filling, change of weight, tissue swelling, or tumor shrinkage.

• Organ motion in the thoracic and abdominal region.

• Biological factors (16).

The proton range is strongly dependent on the composition of the traversed tissue. Photons are less dependent on these factors, and the absence of a sharp edge constrains the maximum dose deviations due to target shifts or path composition variations. The absence of tools in clinical routine for measuring in vivo and in real time, the actual distal fall-off edge, together with the high sensitivity of the proton range to tissue composition, force medical physicists to add safety margins and apply field patching techniques in order to obtain a robust treatment plan (17). Notwithstanding the theoretically superior dose profile of ions, broad safety margins (Figure 1) waste substantially the outstanding traits of ion over photon beam therapy.
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FIGURE 1 | Safety margins applied at different clinical proton therapy facilities: (3.5% + 3-mm) at Loma Linda University Medical Center (LLUMC) (3.5% + 2-mm) at Universitäts Protonen Therapie Dresden (UPTD) (3.5% + 1-mm) at Massachusetts General Hospital (MGH) and (2.5% + 1.5-mm) at University of Florida Health Proton Therapy Institute (UFH). Range bonus refers to the margin added to the prescribed range to ensure full tumor coverage even in the case of an undershoot. These centers may apply bigger margins in specific treatment scenarios (62).



It should be emphasized that most cancers are treated successfully with surgery, electron or photon therapy, chemotherapy, brachytherapy, whereas proton therapy covers just a residual percentage (18). Still, the improvement in the accelerator technology, delivery systems, and the trend toward personalized medicine make proton beams an attractive alternative for certain patient ages and types of tumors. It is estimated that ~10% of cancer patients, especially children, would benefit from proton therapy (reduction of late side effects) compared to conventional techniques (18). Hence, proton therapy is still in the headlines, the number of facilities is increasing from year to year, and questions concerning the improvement of the technique and quality assurance are of great interest.

In this context, several groups across the world aim at an experimental device that measures the particle range and even the dose profile, preferably in real time (13). Numerous techniques have been proposed in the last two decades and are reviewed in Ref. (13, 19, 20). This paper fits into this context and summarizes two different methods for monitoring the dose delivery of proton beams in real time based on Prompt Gamma Imaging (PGI).

Prompt gamma rays, a by-product emitted in nuclear reactions along the proton track, cf. Figure 2, cover a broad energy spectrum with several prominent characteristic lines, cf. Ref. (21). The high gamma ray energy ensures that they can be detected outside the patient without severe attenuation. The spatial emission distribution correlates to the dose deposition map of the incident protons (21, 22) and provides an indirect measurement of the particle range. Such correlation is dependent on prompt gamma ray energy and tissue composition (23–26) and stems from the maximum of the nuclear cross section at low (~10-MeV) proton energies (27).
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FIGURE 2 | Schematic of a typical prompt gamma ray production process 12C(p,p′)12C*. Left: nuclear collision of a proton (p) with a 12C nucleus of the target. Center: the proton is scattered (p′) and the nucleus is left in an excited state 12C*. Right: the relaxation to the ground state 12C is accompanied by a 4.4-MeV prompt gamma emission γp.



These gamma rays are prompt, i.e., they are emitted almost instantaneously after the collision, which is interesting for real-time range verification. The gamma ray production over 1-MeV is considerable, around 0.16 per proton (on average) at 160-MeV beam energy (28). The gamma ray emission rate depends on the beam current, duty cycle, and micro-time structure of the considered accelerator. Taking as an example the Cyclone® 230 (C230) isochronous cyclotron of IBA (Louvain-la-Neuve, Belgium) and a realistic treatment plan with pencil beam scanning, the peak beam current is ≈2-nA, there are about 109 gamma ray emissions per second, and 106-s−1 events are registered in a ø2″ × 2″ LaBr3 scintillator at 30-cm distance (29). This large gamma ray rate, as well as the inherent neutron background, poses a serious challenge on the detector and electronics design. Note that the so-called neutron background is mostly indirect, due to the detection of gamma rays following neutron interactions or neutron captures in surrounding materials, rather than from the interactions of neutrons in the detector itself.

In the field of nuclear medicine, commercial gamma cameras are used in clinical routine to obtain images of gamma ray distributions. Hence, one may think that the imaging of prompt gamma rays is not an issue, as the technology is already established. However, together with the detection rate and background, the high gamma ray energies and polychromatic energy spectrum prevent the direct use of the gamma camera as PGI device. In comparison, the gamma ray energies in nuclear medicine range between 80 and 511-keV. This significant difference is outlined in Figure 3: larger collimators and detectors are needed to absorb high-energy prompt gamma rays, normally after multiple interaction processes. For example, a 2-mm layer of lead has a 99% attenuation power for 140-keV photons, but only 9% for 4.4-MeV gammas; a 1-cm thick CsI crystal has a detection efficiency of 98% for the first and just 15% for the latter. Thick collimators reduce the system efficiency and deteriorate the image quality, whereas large detectors increase critically the system price and enlarge the footprint. Hence, alternative concepts are needed.
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FIGURE 3 | Mean free path λ of photons of energy Eγ in different representative materials: water (body), CsI (detector), and Pb (collimator). λ is calculated as the inverse of the total attenuation factor μ that is extracted from (63). Explicit points at typical energies are drawn: 140-keV for 99Tc (nuclear medicine), 511-keV for PET, and 4-MeV for PGI.



Dedicated PGI detector systems have been designed and tested in the last decade based on active or passive collimation. A pin-hole camera (30) is the pioneer approach to scan the prompt gamma emission distribution in a right angle to the beam track. Many research groups have performed experiments based on slit cameras at proton or carbon beams (31–37). The knife-edge-shaped camera has demonstrated the feasibility of millimeter range verification at clinical current intensities (38) in real time on a spot basis with realistic treatment plans and heterogeneous phantoms (39).

Among actively collimated systems, most efforts are concentrated on the Compton camera (40). It comprises multiple position sensitive gamma ray detectors, which are arranged in one scatterer and one absorber, or in several scatter planes. The prompt gamma rays reach the detectors, and the energy deposit as well as the point of interaction in each plane are measured, cf. Figure 4 for the two-plane camera. The Compton equation (41) relates the scattering angle θ to the initial (Eγ) and final (Eγ′) photon energies:

[image: image1]

where Ls and La are the energies released in scatterer and absorber, respectively, and mec2 = 511-keV is the electron rest energy. In contrast to a slit camera, no collimation is needed in order to reconstruct the angle of incidence of the gamma ray, and two-dimensional (2D) or even three-dimensional (3D) images instead of one-dimensional (1D) profiles may be obtained. More single gamma rays and directions can be detected, but the condition of simultaneous interaction in the different camera stages limits the overall efficiency. Furthermore, the instrumentation requirements in terms of spatial, time, and energy resolution for the detectors of a Compton camera are especially high, and the reconstruction algorithm is complex and computationally intensive, as the incident direction cannot be recovered univocally for each event. Nowadays, a PGI Compton camera prototype demonstrating range verification in a clinical scenario is still a challenge several institutes aim at (42–47), and the only published experimental results at a proton beam are constrained to <2-MeV gammas (48, 49) or to beam currents far below the clinical case (50). Technical complexity, electronics expense, low coincident efficiency, high detector load, radiation background, and the elevated percentage of random coincidences are intrinsic hurdles that cast doubts on the applicability of this concept (19).
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FIGURE 4 | Incoherent scattering event in a two-plane Compton camera. The cone surface contains the possible incidence directions (any generatrix) of the initial photon (γ). It interacts with the scatterer plane and deposits an energy Ls. The scattered photon (γ′) releases the rest of the energy La in the absorber. The line connecting both interaction points (in orange) is the propagation direction of γ′. This defines the axis (directrix) of the aforementioned cone, with half-opening (scattering) angle θ and vertex at the scatter point.



In the recent years, one can identify a trend toward less complicated PGI systems, at least concerning hardware. These may have a faster translation into clinical practice due to their lower price (35, 37, 51). The Prompt Gamma Ray Timing (PGT) method (28) is one of these novel approaches, which relies on a single monolithic detector with excellent timing resolution and no collimation. As a consequence of the measurable transit time of ions through matter, the detection times of prompt gamma rays encode essential information about their spatial emission point. Figure 5 illustrates this physical effect: the deeper the proton interaction (prompt gamma emission) point, the larger the proton transit time and time of flight of the gammas to the detector. Applying the Continuous Slowing Down Approximation (CSDA), the transit time can be derived mathematically (28) if the initial beam energy E0 and target composition are known. First, the proton energy variation per unit length yields

[image: image1]

where E is the kinetic energy, ρ (z) the mass density of the target at a depth z, and S(E) the stopping power, that depends on target material and thus indirectly on the depth z. The kinetic energy E of the proton at any depth z > z0 is

[image: image1]
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FIGURE 5 | Illustrative sketch of the PGT method. The therapeutic proton p (the projectile) slows down as it penetrates the target and interacts with a nucleus, which emits a prompt gamma ray. The time between the entrance of the proton to the target (the start flag) and the arrival of the gamma ray to the detector (the stop flag at the yellow rectangle) encodes the proton transit time and gamma time of flight, which can be correlated to the depth of interaction of the proton (gamma emission point).



The relativistic velocity v of the particle is a function of the kinetic energy E:
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where mp is the proton rest mass. Finally, the equation of the proton transit time yields
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where dz′ has been exchanged with dE using equation (2).

The low cost and small footprint of PGT makes this concept very tempting. A major limitation is that the time spectra are not only blurred by the resolution of the detector but also by the time width of the accelerated bunches. This implies that the PGT method is not applicable at all clinical accelerators: only to those with a specific micro-time structure. For the widespread accelerator C230 (5), the micro bunch time spread can reach up to 2-ns for clinical beam energies (29). Here, range shifts can be identified based on distribution momenta. It is under exploration whether PGT is only applicable for pencil beams or also for passively scattered ones. In order to know if other types of clinical accelerators are compatible with the PGT approach, the specific micro pulse structure has to be measured.

Rather than an in-depth review of the literature, this manuscript provides a summary of two separate topics developed within the collaborative framework of ENTERVISION (52): the characterization of detector components for the absorber plane of a clinical Compton camera and the first test of the PGT method with heterogeneous phantoms at a clinical proton center, corresponding to the publications (53) and (29), respectively.

2. COMPARISON OF BGO AND LSO SCINTILLATION DETECTORS

Bi4Ge3O12 (BGO) and Lu2SiO5:Ce (LSO) scintillators are straightforward candidates to absorber detectors of a Compton camera aiming at PGI. These are used traditionally in Positron Emission Tomography (PET) scanners. Despite its higher price and 30% lower photoabsorption efficiency, LSO has gained importance due to its higher light yield and fast decay time. It is questionable if this conclusion can be transcribed to the PGI scenario. In order to assess the choice between the two options, benchmark experiments are conducted at different accelerators for comparing BGO and LSO detectors in terms of energy, spatial, and time resolution. Other factors, such as intrinsic radiation, absorption efficiency, and cost-effectiveness ratio, are also discussed.

2.1. Materials

The basic detection unit in commercial PET scanners is the block detector. It consists of a square matrix of segmented or pixellated scintillating crystals coupled to four light-sharing Photomultiplier Tubes (PMT), as depicted in Figure 6. The pixel where the gamma ray interacts can be calculated based on the ratio of light collected by each PMT. The block detectors used in this comparative study and their properties are listed in Table 1. They are named as LSO2 and BGO1 when referring to the concrete detector results, in contrast to LSO and BGO when speaking about general features of the scintillation materials.
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FIGURE 6 | Sketch of the LSO2 (left) and BGO1 (right) block detectors with the PMT numbering convention and crystal coordinate system, namely, the XBlock and YBlock axis (relative position between 0 and 1). Crystals are depicted in orange, PMTs in blue, and the light guide in yellow. Reproduced with permission from Ref. (53).



TABLE 1 | Comparison of the properties of the different block detectors from Siemens Medical Solutions USA, Inc. Molecular Imaging Division, whose sketch is depicted in Figure 6.
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2.2. Results

In Figure 7, the relative energy resolution RE as Full Width at Half Maximum (FWHM) of the LSO2 and BGO1 detectors is compared. The energy resolution of LSO2 is better across the whole energy range. At 511-keV, RE,LSO2 ≈ 11% and RE,BGO1 ≈ 18%. Nonetheless, the differences are less pronounced for high-energy photopeaks (53, 54). At 4.4-MeV, RE,LSO2 ≈ 7% versus RE,BGO1 ≈ 8%. In other words, LSO2 excels at the PET scenario (below 1-MeV), whereas for the PGI scenario (above 2-MeV), the difference in performance is less significant, and the higher price of LSO does not imply a much better detector quality.


[image: image1]

FIGURE 7 | Relative energy resolution RE = ΣE/E of the LSO2 (black line) and BGO1 (red line) block detectors as a function of energy deposit E. ΣE refers to the FWHM of the photopeak. The empirical fit to the experimental points is [image: image1] for LSO2 and [image: image1] for BGO1. Reproduced with permission from Ref. (53).



The reason for the comparable energy resolution at high energies is the following. The relative energy resolution RE depends on two independent contributions: the statistical and the intrinsic one. The first one depends on the light yield and is proportional to the inverse square root of number of (collected) scintillation photons. The latter is due to non-linearity effects (55) and is dependent on the crystal structure. At low photon energies, i.e., the range of usual radioactive sources or in case of PET, the statistical contribution dominates over the intrinsic one. As LSO has a four times higher light yield than BGO, its energy resolution is significantly better. At high photon energies, i.e., the PGI energy range, the number of scintillation photons is larger, so that the statistical contribution is smaller and the intrinsic contribution starts to dominate. This intrinsic factor is comparable for BGO and LSO (54, 56, 57), which explains their similar performance concerning energy resolution at the PGI energy range.

With respect to the spatial resolution, one can conclude that the discrimination power between pixels of the flood map increases with the energy range for both block detectors, cf. Figure 8. This effect is also due to the lower statistical relative uncertainty of events with high-energy deposit. The spots in the flood map of BGO1 are broader than those of LSO2 in any case, but become very sharp in the PGI range. This points out that one could segment the BGO1 block detector in, e.g., 13 × 13 instead of 8 × 8 and achieve the spatial resolution of LSO2 without jeopardizing the pixel discrimination in the flood map of the PGI range.
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FIGURE 8 | Block detector flood map (top figure: LSO2 and bottom figure: BGO1) for different energy ranges at the ELBE accelerator (distortion correction applied for LSO2). Non-uniformities are due to the fact that the focused bremsstrahlung beam spot is smaller than the detector size as well as the different extension (number of bins) of each pixel spot in the map. Reproduced with permission from Ref. (53).



Regarding the time resolution, cf. Figure 9, the LSO2 detector beats BGO1 over the whole energy range thanks to the larger light yield and shorter decay time. A good time resolution is mandatory for a PGI Compton camera in order to suppress delayed radiation background (58). In order to analyze if the timing resolution of BGO1 is sufficient for this goal, we calculate the figure of merit FoMBSR (59):

[image: image1]

where Σt,det is the detector time resolution as FWHM, Σt,bunch the bunch time spread (FWHM), and [image: image1] the bunch period (the inverse of the radio frequency). This ratio measures the amount of background that can be suppressed thanks to timing measurements in a pulsed accelerator. In the case of the C230 machine, where Tbunch = 9.4-ns and Σt,bunch ≈ 2-ns (for 100-MeV protons) (29), the background suppression ratios for 4-MeV prompt gammas are FoMBSR,LSO2 = 84% and FoMBSR,BGO1 = 64%. LSO2 has undoubtedly better performance, but BGO1 could be also acceptable.
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FIGURE 9 | Time resolution Σt,det (FWHM) of the LSO2 (black line) and BGO1 (red line) block detectors measured at the ELBE accelerator as a function of the released energy. The experimental points are approximately reproduced by the curves [image: image1] for LSO2 and [image: image1] for BGO1. Reproduced with permission from Ref. (53).



Other material features, such as the decay time and the intrinsic radioactivity, are worth to discuss. The decay time of BGO (7.5 times longer than LSO) implies a limit of around 300-kcps detector load. Taking into account the high rates expected in the PGI scenario, about 1-Mcps, one might be forced to reduce the area of the BGO block detectors or increase the distance to the beam axis. These rates are also quite challenging for the electronics and data processing. On the other hand, it is well known that LSO has a high intrinsic radioactivity below 1-MeV due to 176Lu, namely, through β− decay and subsequent gamma ray cascade. The simultaneous detection of the electron (stopped in the LSO crystal) and the gamma ray (in the scatterer plane) could produce a significant fraction of false coincidences in a Compton camera.

3. PROMPT GAMMA RAY TIMING WITH HETEROGENEOUS TARGETS

The PGT method is a promising and novel method for range verification proposed by Golnik et al. (28) based on experiments with homogeneous phantoms at a research accelerator. To further explore its potential and the limitations that may appear when translating the concept to a realistic irradiation scenario, specific experiments at a clinical proton center with heterogeneous targets are conducted. The concrete goals are to test the robustness of the PGT method, its precision, and limitations, as well as the capability of detecting range shifts due to heterogeneities. Furthermore, the next steps toward a clinical PGT prototype are identified.

3.1. Materials

The experiment is carried out at the Westdeutsches Protonentherapiezentrum Essen (WPE), Germany. This clinical proton center comprises a C230 cyclotron, with a radio frequency close to 106-MHz. A horizontal pencil beam (no scanning) in the gantry treatment room irradiates a cylindrical target, see Figure 10 (bottom). The inner shell contains slices of custom thickness and composition, so that different heterogeneous targets can be configured. Available materials are polymethyl methacrylate (PMMA), air (hollow slice), and cortical bone. The detectors listed in Table 2 are set up at an angle α and distance d, as described in Figure 10 (top). Whenever a target is thick enough to completely stop the impinging protons, we label it as full (for a given proton energy).
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FIGURE 10 | Top: sketch of the experimental setup at the WPE proton therapy facility and of the longitudinal cross section of the target. The accelerated protons bunched with 106 MHz collide with the PMMA cylindrical target. It contains a cavity or bone insert of thickness h located at a distance f from the beam entrance point. Bottom: photograph of the experimental setup with three detectors at different ring angles α. The linear stage on the center of the ring holds the two hollow joined half cylinders, in which PMMA, cavity, or bone slices can be inserted. The beam incidence is horizontal from the left, where the snout of the nozzle is seen. Reproduced with permission from Ref. (29).



TABLE 2 | Monolithic scintillation detectors available in the experiment.
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3.2. Results

The bunch time spread is an important limiting factor for the PGT method. In Figure 11 (left), the bunch width is characterized as a function of the proton energy, ranging from 350-ps at 230-MeV to 2-ns at 100-MeV. The time spread can be reduced up to a factor of two by adjusting the momentum spread limiting slits, cf. Figure 11 (right), the main component of the energy selection system of the C230 cyclotron (60).
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FIGURE 11 | Left: PGT spectra of the B1 detector with a thin PMMA target for three different proton energies and the usual slit closing (25-mm) at the WPE gantry. Right: bunch time spread Σt,bunch at 100-MeV proton energy and a full PMMA target for the B3 detector. Reproduced with permission from Ref. (29).



For the acquisition of PGT spectra, the detection time of the gamma rays with respect to the arrival of the protons to the target has to be measured. As usual in research accelerators, the radio frequency can be used as reference time for the bunch arrival (except for an offset). However, Figure 12 shows that this offset is not constant on a large time scale (29). These phase drifts of the proton bunch with respect to the RF signal may be caused due to temperature changes or main coil current instabilities, among other factors.
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FIGURE 12 | Left: PGT spectra of the B3 detector, a homogeneous PMMA target and a proton energy of 230-MeV. Independent redundant measurements of about 5-min with a separation of around 1-h are overlaid. Right: PGT spectra of the B3 detector, a full homogeneous PMMA target, and a proton energy of 160-MeV for different values of the main coil current of the cyclotron (detailed in the legend). Reproduced with permission from Ref. (29).



With regard to homogeneous targets, the stacked target experiment is accomplished as follows: homogeneous PMMA targets of various thicknesses are irradiated with 230-MeV protons. The increase of the target thickness correlates to an increase of the area of the PGT distribution and a shift to the right in its mean value, due to the enlarged region of prompt gamma emission, as observed in Figure 13 (left). As the bunch time spread is significantly lower than the proton transit time, one can resolve the prompt gamma emission density as a function of the (timewise) depth with much less blurring than for 160 or 100-MeV proton energies. In Figure 13 (right), we calculate the PGT distributions according to the analytical simple Box (simBox) model (28). The shape is qualitatively similar to the experimental spectra, but the model is too simple to reproduce, e.g., the fall-off edge corresponding to the Bragg peak or the background radiation.
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FIGURE 13 | Left: experimental PGT spectra of the B1 detector for 230-MeV protons and different PMMA target thicknesses. Right: spectra calculated with the analytical simBox model (28). Both: the two vertical dashed lines refer to the expected front face and proton range positions. Reproduced with permission from Ref. (29).



Concerning heterogeneous targets, air cavities of different thicknesses are placed at different depths inside a full PMMA target. The experimental results are shown in Figure 14. The deficit in the gamma ray production inside the air cavity can be identified as a dip in the PGT spectra at a time position and with a magnitude correlated to its location and thickness, respectively. The falling edge of the spectrum shifts steadily to the right according to the cavity thickness (beam overshoot).
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FIGURE 14 | Experimental PGT spectra of the L0 detector for 230-MeV protons and different air cavities inside the full (400-mm) PMMA target at f and h (front face position and thickness as described in Figure 10). Reproduced with permission from Ref. (29).



An analogous experiment with a bone insert (20-mm thick) at different positions is carried out (29). The resulting PGT spectra are depicted in Figure 15 (left). An increase of the gamma ray production due to the higher density of bone is visible in the PGT spectrum at a time correlated to the insert position. A shift to the left in the falling edge of the distribution can be identified (undershoot) with respect to the homogeneous case. In Figure 15 (right), the PGT spectra are converted to depth profiles by using the transit time equation, cf. equation (5), and applying detector solid angle and gamma time-of-flight corrections.
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FIGURE 15 | Left: experimental PGT spectra of the L0 detector for 230-MeV protons and a bone insert inside the full (400-mm) PMMA target at f and h (front face position and thickness as described in Figure 10). Right: time to distance axis conversion from the left PGT spectra after application of stopping power, sensitivity, and gamma time-of-flight corrections as well as background subtraction. z refers to the depth with respect to the target’s front face (beam entrance point). Vertical dashed lines mark the centroid of the bump according to the simBox model. Reproduced with permission from Ref. (29).



In Figure 16, for 230-MeV protons, the effect of a beam overshoot (air cavity) and undershoot (bone insert) on PGT spectra is compared with respect to a reference measurement (homogeneous PMMA target). Moreover, the detectability of the range shift based on the location of the trailing edge is analyzed as a function of the number of irradiated protons. For clinical treatment plans, the strongest spot in pencil beam scanning, which is usually at the distal edge, yields close to 108 protons. This hints that a single detector is able to recover 5-mm range errors of the distal spot based on the PGT method with realistic beam currents at the C230 accelerator.
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FIGURE 16 | Top row and bottom left plot: PGT spectra of the L0 detector for 230-MeV protons. The homogeneous case (red curve) corresponds to a full PMMA target (400-mm). A heterogeneous slice is placed inside the full PMMA target at f = 169-mm and h = 5-mm (air cavity – blue curve) or f = 169-mm and h = 20-mm (bone insert – black curve), where f and h are the front face position and thickness, as described in Figure 10. The legend header contains the number of protons associated with each spectrum. Bottom right: shift of the falling edge with respect to the homogeneous case depending on the number of protons. The dashed lines depict the expected shift of the trailing edge according to the simBox model. Reproduced with permission from Ref. (29).



4. DISCUSSION

Prompt gamma rays, produced in nuclear reactions of accelerated protons with tissue, are valid signatures for retrieving the range of therapeutic protons. Several imaging systems are under development in the scientific community. Among others, the Compton camera and the Prompt Gamma Ray Timing (PGT) method have been studied intensively during the last years in collaboration with the ENTERVISION project (52).

A Compton camera requires position-sensitive detectors with high resolution and efficiency. The characterization of different candidate detectors in the PGI energy range is mandatory for assessing the material choice based on measurements that complement previous simulations and textbook knowledge. BGO and LSO block detectors from commercial PET scanners are compared in terms of energy, spatial, and time resolution, as well as price, absorption efficiency, and intrinsic background. As expected, the overall performance of LSO is better, but BGO closes the gap in the PGI range. The reason is that the high gamma ray energies (compared to the PET scenario) and thus number of scintillation photons balances the lower light yield. In addition, BGO has a higher photoabsorption efficiency, no intrinsic radioactivity, and low cost. Hence, BGO is a competitive alternative for the absorber of a Compton camera, thanks to the superior cost-effectiveness ratio in the PGI field (53).

PGT is an innovative method for range assessment based on a low footprint detector setup at minimum expense. First tests at a clinical accelerator and with heterogeneous phantoms reveal the capability of measuring 5-mm range shifts (due to heterogeneities) for beam spots with 108 protons (29). The bunch time spread is a crucial factor that affects the resolution of the PGT method. It depends on the delivered proton energy and the settings of the energy selection system. Furthermore, bunch phase drifts are found throughout the experiment, which pose a challenge on the robustness of the PGT method on a large time scale. Hence, it is advisable to introduce a proton bunch monitor (60, 61) that measures the bunch time structure as well as the potential phase drifts. A larger detector load and acquisition throughput are mandatory to improve the number of gamma rays detected per proton, so that statistically significant conclusions on range errors can be drawn for more spots of the treatment plan. Quantification of the range shifts based on more sophisticated models or simulations are also necessary. Experiments with upgraded detectors and electronics, realistic treatment plans, and anthropomorphic phantoms are ongoing. These are the next steps toward clinical translation and development of a first robust prototype.
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A Compton telescope for dose monitoring in hadron therapy is under development at IFIC. The system consists of three layers of LaBr3 crystals coupled to silicon photomultiplier arrays. 22Na sources have been successfully imaged reconstructing the data with an ML-EM code. Calibration and temperature stabilization are necessary for the prototype operation at low coincidence rates. A spatial resolution of 7.8 mm FWHM has been obtained in the first imaging tests.
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1. INTRODUCTION

Hadron therapy allows a more precise delivery of charged particles in the tumor region as compared to photons. In order to fully exploit the benefits of this technique and reduce the safety margins applied, the dose administration requires accurate verification of the treatment delivery in real time. PET techniques currently employed suffer from some limitations such as low efficiency or the fact that the metabolic processes carry away the activity (biological washout). Also, positron production does not follow irradiation immediately and the difficulties of integrating the monitoring device with the treatment delivery make it hard to combine simultaneous treatment and monitoring. Different ways of achieving real-time monitoring are under investigation, employing other types of secondary particles emitted by the tissue after irradiation, such as prompt gamma-rays, which are emitted by the excited tissue nuclei within nanoseconds after irradiation (1). The ENVISION1 European project has addressed this problem by improving PET systems and developing novel devices for the detection of prompt gammas.

Collimated systems (2, 3) and Compton cameras (4–7) are possible alternatives to image such gamma-rays, with energies mainly in the range of 0.5 to about 10 MeV. Prompt gamma timing techniques are also being investigated (8). Such systems have proven their ability to distinguish range shifts in beam tests. Compton cameras can offer higher efficiency than collimated cameras, as well as 3D imaging. For the construction of Compton cameras, different detector materials and geometries are being investigated, including silicon detectors, CZT, gas chambers, or scintillator detectors. Two approaches are followed: two-layer Compton cameras, with the traditional approach of a scatter detector followed by an absorber detector, and multiple-layer Compton cameras, requiring at least three interactions in three detectors. Two-layer Compton cameras have higher efficiency, but they rely on the knowledge of the incoming gamma-ray energy or on full absorption on the second detector for the determination of its energy. In this application, full absorption is difficult due to the high energies of the gamma-rays and the energy spectrum is broad and continuous up to high energies. The detection of three interactions on three detector layers fully determines the energy of the incoming gamma-ray, improving detector resolution but decreasing efficiency by an order of magnitude with respect to the two-layer option.

A Compton telescope (multilayer Compton camera) based on several planes of continuous LaBr3 crystals coupled to silicon photomultiplier (SiPM) arrays is under development at IFIC, Valencia (9). We aim to combine both two- and three-layer modalities in one system to maximize resolution and efficiency. In addition, we have developed a method to estimate the energy from two-layer events. The choice of LaBr3 as scintillator detector makes it possible to achieve excellent energy and timing resolution. LaBr3 has been employed in Compton telescopes for gamma-ray astronomy in the megaelectronvolt range (10). SiPMs are fast and their reduced thickness minimizes the probability of gamma-rays interacting in the photodetector. This facilitates gamma-rays to escape one detector and reach the next one. The whole system is light, portable, scalable, and easy to operate. We have assembled a three-layer version of the system. In this article, we present the first images obtained with the three-layer prototype, assessing the imaging capabilities of the device.

2. MATERIALS AND METHODS

2.1. Prototype Description

The prototype consists of three detector layers, each one attached to a readout electronics board (Figure 1) (11). The first layer is made of a 27.2 mm × 26.8 mm × 5 mm LaBr3 crystal coupled to four Hamamatsu MPPC S11830-3340MF monolithic arrays, with 4 × 4 pixels each. The arrays are biased individually. The second and third layers are composed of crystals of size 32 mm × 36 mm and thickness of 5 and 10 mm, respectively, coupled to four S11064-050P(X1)arrays with a common bias for all of them.
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FIGURE 1 | Three-layer Compton telescope prototype and readout electronics.



The readout of each plane is done with a custom-made data acquisition (DAQ) system that drives the 64-channel ASIC VATA64HDR16 (12). The DAQ board is equipped with an FPGA that controls the acquisition process, an 8-bit ADC (analog-to-digital converter) to digitize the data, and it is connected to a PC through Ethernet connection. The ASIC allows individual adjustment of the bias voltage of the 64 SiPM elements in the array through input DACs (digital-to-analog converters) in each channel.

2.2. Detector Characterization

The three detector layers have been characterized independently by taking data with radioactive sources of different energies (22Na, 137Cs, and 60Co). The light generated in the crystal by the gamma-rays is detected by the 64-pixel elements of the SiPM array. For each event, the signals produced in each of the pixels are digitized and stored for data analysis.

The uniformity of the detector response has also been evaluated. The 22Na source is placed 15 cm away from the detector in order to ensure a uniform illumination. The signals in each channel are histogrammed for all the events acquired, and the average signal per channel is assumed to be constant for a high number of events (>10,000) (13). This way, the differences in response among channels can be appreciated. In order to equalize the response, the bias voltage per channel is adjusted through the ASIC input DACs.

In order to obtain the energy spectra, for each event the 64 ADC values of the SiPM signals are summed up and histogrammed. A calibration curve is obtained by taking data with sources of different energies, fitting a Gaussian function to the photopeaks in the spectra in order to determine the peak position in ADC counts, and plotting the peak position versus the source energy.

The determination of the interaction position in the crystal is carried out with the method described in Ref. (14), which is based on a model of the light distribution in the photodetector, taking into account both the photons that reach it directly and those that are first reflected on the crystal sides. In order to determine the intrinsic spatial resolution, data are taken with a 22Na source placed at different positions of the detector surface. The source is electronically collimated by operating the detector in time coincidence with a small detector, restricting the position at which the photons interact.

The current–voltage characteristics of the SiPM depend on the operating temperature. This is mainly due to the change in the breakdown voltage of the SiPM, which results in a different overvoltage for a given bias voltage applied to the detector. The variations of the photopeak position of the energy spectra with temperature have been studied. 22Na energy spectra are taken with the detectors in a climatic chamber, at different temperatures. A figure representative of the detector gain is calculated from the two photopeak positions of 22Na in each case.

2.3. Prototype Operation

The three detector layers have been assembled in order to work in time coincidence. The trigger signal generated by each detector is sent to a NIM coincidences unit. The coincidence is given by the overlap of the trigger signals of the three detectors, which is 25 ns wide. The threshold applied to the detectors is around 50 keV. The output coincidence signal is sent back to each of the DAQ boards in order to start the data acquisition.

The distance from the source to the first layer is 35 mm. The distances from the first to the second layer and from the second to the third are 60 and 65 mm, respectively. Coincidence data with the three layers have been taken placing the system inside a climatic chamber in order to maintain the temperature constant (the measurement was done at 25.5°C) and avoid temperature variations during data acquisition.

Data are taken with a 22Na source of 0.25 mm active diameter and 700 kBq activity. The data recorded in the three detectors are calibrated and summed up for each event. The energies and interaction positions in the three layers are the input of the image reconstruction code.

2.4. Image Reconstruction

For image reconstruction in Compton cameras, conventional two-interaction events require to know the energy of the incoming photon or full absorption in the second detector in order to obtain the cone surface defined by all the possible photon trajectories. In hadron therapy monitoring, this is not possible due to the wide emission spectrum and the high photon energies. To overcome this limitation, the incoming photon energy can be estimated during the image reconstruction process, spectral reconstruction (15). However, havin g three layers allows us to access to three-interaction events, which convey enough information to directly determine this energy and, therefore, the associated cone surface.

An image reconstruction software based on the statistical iterative algorithm maximum likelihood-expectation maximization (ML-EM) has been developed. These data are acquired in coincidence list-mode and the interaction positions and energies are directly used (not histogrammed) for avoiding resolution loss. The reconstruction code (16) implements the above-mentioned strategy to reconstruct the three-interaction events data.

3. RESULTS

3.1. Detector Characterization

The detectors employed in the prototype have been characterized in terms of energy and spatial resolution.

The results of the first detector calibration are shown in Figure 2, where it can be seen that the response is linear up to 1.33 MeV. Similar results are obtained with the other two detectors. Figure 3 shows a 22Na energy spectrum obtained also with the first detector. A Gaussian fit to the 511 keV photopeak results in an energy resolution of 6.4% FWHM. An energy resolution of 7.4% FWHM and 7.2% FWHM at 511 keV has been obtained with the second and third layers, respectively.
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FIGURE 2 | Photopeak position vs. source energy for detector calibration.
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FIGURE 3 | 22Na energy spectrum obtained with the first detector. The energy resolution is 6.4% FWHM at 511 keV.



The intrinsic spatial resolution achieved with the three detectors is of the order of 1 mm FWHM (17). The uniformity of the pixel response achieved applying the DAC corrections is around 5% in the first detector, and around 10% in the second and third detectors. The difference is due to the fact that the first detector employs monolithic arrays that have a more uniform response within each array, and the four of them can be biased individually, adjusting better the four bias reference voltages.

The effects of temperature variations are shown in Figure 4, which shows 22Na energy spectra taken at different temperatures. The difference in gain can be clearly appreciated.
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FIGURE 4 | 22Na spectra obtained at different temperatures where one can see the gain variation.



In Figure 5, the gain values obtained from the energy spectra are plotted versus temperature. The gain decrease with temperature is about 5%/°C.
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FIGURE 5 | Gain obtained from the calibration curves at different temperatures, plotted as a function of temperature.



3.2. Prototype Results

The 22Na energy spectrum corresponding to the sum of the energies recorded in the three detector layers in coincidence in each event is shown in Figure 6. The two 22Na photopeaks (511 and 1275 keV) can be observed. A sum peak of the previous two due to accidental coincidences can also be seen. The count rate with the tested geometry is 0.3 events/s and the calculated efficiency is about 7 × 10−6.
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FIGURE 6 | Calibrated energy spectrum obtained by summing the energies recorded in the three detectors in coincidence for each event.



The processed data are employed for image reconstruction. Figure 7A shows a 2D view of a reconstructed image with a total energy cut between 800 and 1400 keV in the sum spectrum, after 30 iterations. Figure 7B shows a profile along the x axis through the maximum of the reconstructed image. A Gaussian fit to the profile results in a spatial resolution of 7.8 mm FWHM for the geometry employed and the cuts applied. In the tests reported here, it was not possible to obtain an image employing the data corresponding to the 511 keV photopeak.
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FIGURE 7 | (A) 2D view of the reconstructed image of the 22Na source at the source plane. (B) Profile through the peak of the plot. The resolution is 7.8 mm FWHM.



4. DISCUSSION AND FUTURE WORK

A Compton telescope composed of three layers of LaBr3 crystals coupled to SiPM arrays has been successfully constructed and operated. The energy resolution obtained with the newest detector (first detector) 6.4% FWHM at 511 keV is closer to the one specified by the crystal manufacturer and measured by us with a PMT, 3.5% FWHM (17) and compatible with other measurements with SiPMs (18). Further improvements of the SiPM array pixel uniformity and photon detection efficiency in the LaBr3 peak emission wavelength (380 nm), together with an improved detector coupling should make it possible to achieve the excellent energy resolution expected with this kind of scintillator crystal. The intrinsic spatial resolution of the detectors, close to 1 mm FWHM, is appropriate for the application. The timing resolution must also be characterized and brought close to 1 ns FWHM in order to reject the neutron background (19). The response of the detectors to temperature variations has been studied, and the temperature calibration can be applied to compensate for temperature changes when temperature control is not possible.

Even with this non-optimized setup, it has been possible to obtain an image of a 22Na source in the laboratory. An image reconstruction code has been developed, and it is ready for its use. The resolution of the reconstructed image in this first attempt is 7.8 mm FWHM at 35 mm distance from the first detector.

The spatial resolution achieved should still be improved in order to determine the position of the distal falloff with few millimeter accuracy, as it is required for hadron therapy monitoring (20).

As expected, the experimental results obtained in this first test are behind similar systems in a more advanced development status. Comparison of the results with other approaches is not possible at this point due to the different sizes, configurations, and geometries. Work is being carried out to optimize the system results and estimate its potential capabilities.

A Monte Carlo simulation code has also been developed to optimize the detector configuration and determine the necessary improvements for its application to hadron therapy monitoring.
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Monte Carlo tools have been long used to assist the research and development of solutions for proton therapy monitoring. The present work focuses on the prompt-gamma emission yields by comparing experimental data with the outcomes of the current version of Geant4 using all applicable proton inelastic models. For the case in study and using the binary cascade model, it was found that Geant4 overestimates the prompt-gamma emission yields by 40.2 ± 0.3%, even though it predicts the prompt-gamma profile length of the experimental profile accurately. In addition, the default implementations of all proton inelastic models show an overestimation in the number of prompt gammas emitted. Finally, a set of built-in options and physically sound Geant4 source code changes have been tested in order to try to improve the discrepancy observed. A satisfactory agreement was found when using the QMD model with a wave packet width equal to 1.3 fm2.
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1. INTRODUCTION

Particle therapy, namely proton and carbon-ion therapy, has been the subject of growing interest, primarily due to the favorable ballistic properties of ion–matter interactions, which allow for a high degree of dose conformality in the tumor while minimizing the dose in the healthy tissue. However, such properties pose some challenges in terms of quality assurance of the treatment when compared, for example, to photon radiation therapy since ions are more sensitive to both planning and treatment uncertainties (1, 2). Several verification protocols and monitoring approaches have been proposed to address this issue, among which the detection of prompt gammas (PG) for ion range monitoring. Prompt gammas are the result of nuclear interactions between the incident ion and the tissue nuclei. Their emission can be considered as instantaneous after the interaction, thus providing a strong correlation with the ion range (3, 4). Moreover, when compared with the positron emission tomography monitoring, already in clinical use for the same purpose, prompt-gamma monitoring does not suffer from signal washout and time dependency. In addition, the energy threshold for the nuclear reactions producing positron emitters is higher than the one for the emission of PG, hence a better correlation with the ion range is observed for the latter (5). However, the need for dedicated devices with high acquisition rate capabilities, the broad energy range of the emitted prompt gammas, and the extensive background render it a particularly demanding technique.

The inherent complexity of the nuclear processes leading to the emission of prompt gammas makes Monte Carlo tools one of the main resources employed in the study of this form of particle therapy monitoring, namely in terms of camera optimization [e.g., Ref. (6–10)]. In this regard, Geant4 (11) has been one of the chosen tools due to ease of use and open-source distribution. However, as already described in the literature (8, 12–15), the hadronic inelastic models implemented in Geant4 tend to overestimate prompt-gamma emission. There is no evidence so far that the spatial prediction is also affected; hence, it is still possible to use the spatial prompt-gamma distributions to find correlations with ion range. Nevertheless, relying on an overestimated signal raises a concern for the optimization of devices to exploit the information provided by the prompt-gamma emission since the precision to detect ion range shifts is inversely proportional to the collected signal (16).

The present study addresses the issue of discrepancies in prompt-gamma emission yields after proton irradiation using Geant4 by comparing all applicable proton inelastic models with experimental data. In addition, we propose and test several approaches within the existing models to try to improve the accuracy of Geant4 for prompt-gamma emission yields.

2. MATERIALS AND METHODS

2.1. Experimental Data

The experimental data were collected during an experimental campaign at the Westdeutsches Protonentherapiezentrum Essen (WPE, Essen, Germany) (17). The setups comprised a single-slit collimator, a detector, and a target aligned with the beam axis. The single-slit collimator was positioned orthogonally with respect to the beam axis and the alignment and positioning of the different setup elements were accomplished by means of lasers and rulers, respectively. The cylindrical polymethyl methacrylate (PMMA) target with a 75-mm radius and 200-mm length was positioned on top of a moving table, thus allowing to perform measurements along the target. The step size of the different longitudinal positions was not fixed, and it was dependent on factors like ion range and need for a better description of some prompt-gamma profile features (e.g., at the target entrance or close to the end of the ion path). The collimator was made of a tungsten alloy with a 4-mm slit opening and, when applicable, the shielding consisted of lead blocks. Two setups were considered. The data of the first setup (setup 1) were collected by means of a LYSO detector, while in the second one (setup 2), the LYSO and LaBr3 detectors were used.

A schema of setups 1 and 2 can be observed in Figures 1 and 2, respectively.


[image: image1]

FIGURE 1 | Schematic illustration of setup 1 (not to scale).
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FIGURE 2 | Schematic illustration of setup 2 (not to scale).



In order to select the prompt gammas from the extensive background, the time-of-flight (TOF) technique was used in conjunction with a VME-based acquisition system with NIM modules and discrete logic and analogic electronics. The TOF windows applied during the analysis were always sufficiently large to include all the visible prompt-gamma events. The TOF stop signal was given by the high-frequency (HF) signal of the cyclotron running in pulsed mode. The stop signal was actually provided by a discriminator converting the HF signal into a digital logic one whose frequency was divided by a factor of ~5 with respect to the HF frequency to cope with the time-to-amplitude (TAC) module limitations. The TOF spectra measured in these conditions correspond therefore to ~5 periods of the HF signal. The circular beam spot was around 5 mm sigma at isocenter, considering a Gaussian spatial beam distribution (18). Energy thresholds were also applied to the data in order to reduce the background component. The energies considered were obtained after calibration with gamma sources. Therefore, it is an absorbed gamma-equivalent energy but, for the sake of simplicity, it will be simply referred to as energy. The lower-energy threshold for the detectors in the post-processing steps was 1 MeV, while the upper one was 7 and 12 MeV for the LYSO and LaBr3 detectors, respectively. The difference between the two upper-energy thresholds is due to the distinct usable energy range of each detector. In addition, scalers were also used to account for the dead time of the acquisition system.

This experiment was conducted using a single proton energy (160 MeV) and with a suitable beam intensity to avoid pile-up and excessive dead time. The number of incoming protons was given by the ionization chamber (IC) placed inside the beam nozzle, thus allowing for the normalization of the data. The IC was calibrated against a Bragg peak chamber positioned at the target entrance.

In order to make a better comparison between experimental and simulated data, both data sets are subjected to a background subtraction procedure. It was decided to follow the procedure followed by Pinto et al. (17), where the TSpectrum routine of ROOT (19) is used.

Additional details about these experimental data can be found elsewhere (17), namely, in terms of TOF analysis and absolute yields.

2.2. Geant4 Data

The Geant4 version 10.01.p02 was used as it was the last stable release at the time of the present study. In this version, there are five proton hadronic inelastic models for the energy range considered herein: binary cascade (BIC), Bertini cascade (BERT), precompound (PRECO), Liège intranuclear cascade (INCL), and quantum molecular dynamics (QMD). It should be noted that the QMD model is usually never considered for proton interactions, but its implementation in Geant4 is fully prepared for using it in such a case. QMD is the most comprehensive hadronic inelastic model in Geant4 and its complexity is often regarded as needless to describe proton interactions since there are other models able to perform the same task with similar accuracy but requiring much less computing time (usually around one order of magnitude less).

The description of these models is outside the scope of the present paper, but additional information can be found in the Geant4 web page (https://cern.ch/geant4) and the references therein.

The simulation of the experimental setups requires a high amount of computing resources due to its small solid angle; hence, a method to consider all possible models was selected. First, a proton inelastic model was selected to be used for the simulation of the experimental setups and subsequent comparison with the experimental data. Since the developers of Geant4 recommend the use of the BIC model for the present case, it was decided to choose it to be the reference model. In a second stage, the physical models were used to retrieve a longitudinal distribution of prompt gammas escaping the target with an angular acceptance of ±1.5°[similar to the procedure followed by Biegun et al. (20)]. Finally, the comparison between the experimental data and those from the simulation of the full setups with the reference model provides an estimate of the corresponding experimental yields for the case where PG escapes from the target. This makes possible and a meaningful comparison between all the physical models while optimizing the use of computing resources. Nevertheless, such an approach discards the potential influence of the neutron-induced gammas created in the collimator and/or shielding. In any case, those events should not overlap with the PG peak and after background subtraction and TOF selection they are assumed not to have an impact on the results (17).

The implementation of the experimental setups in Geant4 included target, collimator, shielding blocks, detectors, and nozzle components. In order to account for the extensive background due to the pile-up of events from previous proton bunches, an off-line procedure was applied to the simulated data to mimic the beam frequency (106 MHz). Additionally, as mentioned previously, the simulated data were analyzed with the same software as the experimental ones, thus reducing possible discrepancies that could have been introduced by the use of different analysis routines. It should be noted that the same experimental absorbed energy thresholds were used for the simulated data (i.e., 1–7 MeV for the LYSO detector and 1–12 MeV for the LaBr3 one).

Table 1 shows the most relevant physical models other than the proton hadronic inelastic ones used in the simulations.

TABLE 1 | The most relevant physical models used for the simulations (not including the proton inelastic ones).
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2.3. Comparison between Experimental and Simulated Data

The Geant4 benchmarking included two endpoints, arguably the two most relevant ones: yields and information correlated with the ion range. The former has an impact on, for example, camera optimization, while the latter plays a major role in a monitoring scenario. The yields were assessed using the reference model and comparing its outcomes with the experimental data. The discrepancy was then evaluated by computing the average relative difference between selected simulated and experimental data points. The rationale for such a selection was the need to avoid high-gradient signal regions since they could have a significant and misleading impact on the calculation of the relative difference due to spatial uncertainties. Therefore, the points considered were between 20 mm (to avoid the entrance of the target positioned at 0 mm – see, e.g., Figure 3) and 140 mm (to avoid the PG profile falloff). The projected proton range for the experimental data was 154.72 mm (21) (not including nozzle elements).
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FIGURE 3 | Experimental and simulated data for setup 1 using the LYSO detector and considering an energy selection of 1 ≤ energy ≤ 7 MeV. The fits using sigmoid functions in order to retrieve the PGPL are also shown (the range plotted is the same of the fit procedure). The simulated data were obtained with the BIC model for proton inelastic interactions.



Concerning the information provided by the prompt-gamma profile correlated with the proton range, Pinto et al. (22) proposed the use of the quantity designated as prompt-gamma profile length (PGPL) to measure the distance between the rise in the prompt-gamma profile at the entrance of a target or patient and the falloff close to the end of the ion path. They showed that this quantity is correlated with the ion range for the case of carbon-ion irradiation. Herein, the same approach will be used, and it comprises the fit of sigmoid functions to both the prompt-gamma profile entrance and falloff. The PGPL is obtained through the subtraction between the two inflection points retrieved after the fit to both positions. This function has been initially proposed by Henriquet et al. (23) to study the interaction vertex imaging approach for carbon-ion monitoring. However, the application of the PGPL concept was only possible for the data from the setup 1 because the data from setup 2 were too scarce for a meaningful fitting procedure.

2.4. Geant4 Improvement

After the comparison between the outcome of the aforementioned models and the experimental data, a systematic study of the possibilities for improvement using each model was carried out. Such a study distinguishes between two cases, one in which built-in options of each model are changed, and the other where changes to the source code are made. It is emphasized that any change in the models is always driven by some physical meaning. If the purpose was otherwise, one could probably apply correction factors to the simulated data. However, this approach may pose additional problems since it may be very difficult to assess the factors for all biologically relevant materials and proton energies. In fact, tuning the free and physically bounded parameters of the Geant4 source code is logical since historically Geant4 was developed for high-energy physics, for which both the projectile energies and targets are significantly different from the ones of medical physics. Therefore, it is expected that hadronic inelastic models and their parameters are optimized mainly for high-energy physics scenarios and that they may be adjusted to yield better accuracy for the application in the study herein. As an example, Dedes et al. (12) found that one of the hard-coded free parameters of the QMD model was optimized for interactions similar to Au + Au. When optimizing that parameter for targets relevant to medical physics, the authors were able to obtain an agreement between experimental and simulated data for prompt-gamma emission yields when considering carbon-ion irradiation.

3. RESULTS

3.1. Experimental vs. Simulated Data

Figures 3–5 show the experimental and simulated data for both setups and detectors. It can be observed that the simulated data are consistently overestimated with respect to the experimental results. The relative differences are presented in Table 2. Additionally, the fits to retrieve the PGPL are also depicted in Figure 3. The estimated PGPL for the experimental data is 148.3 ± 0.9 mm, while for the simulated case is 148.2 ± 0.8 mm.
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FIGURE 4 | Experimental and simulated data for setup 2 using the LYSO detector and considering an energy selection of 1 ≤ energy ≤ 7 MeV. The simulated data were obtained with the BIC model for proton inelastic interactions.
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FIGURE 5 | Experimental and simulated data for setup 2 using the LaBr3 detector and considering an energy selection of 1 ≤ energy ≤ 12 MeV. The simulated data were obtained with the BIC model for proton inelastic interactions.



TABLE 2 | Average relative difference between experimental and simulated data computed using the data points between 20 and 140 mm.
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It should be noted that the error bars were estimated with the same procedure followed by Pinto et al. (17), in which the statistical uncertainties (1 SD) for each data point and the uncertainties imparted by the background subtraction method are taken into consideration. Due to the nature of the latter, it is not unreasonable to consider that the error bars may be under-/overestimated since it is not possible with the current set of data to estimate accurately the background superimposed with the prompt-gamma signal.

3.2. Default Proton Hadronic Inelastic Models

Figure 6 shows the longitudinal profiles obtained with the default implementation of all applicable Geant4 proton inelastic models along with the reference model scaled down to account for the estimated overestimation. Since the different upper-energy thresholds did not have an impact on the overestimation, the simulated data depicted in Figures 6 and 7 consider events with 1 ≤ energy ≤ 12 MeV.
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FIGURE 6 | Longitudinal profiles of the photons escaping the PMMA target having an angular acceptance of ±1.5°. These profiles were obtained with the default models of Geant4 and the “BIC scaled,” which corresponds to the BIC case scaled down to compensate the estimated overestimation of 40.2% (see Table 2).
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FIGURE 7 | Longitudinal profiles of the photons escaping the PMMA target having an angular acceptance of ±1.5° using a given built-in option in Geant4 or a change in the source code. The “BIC scaled” profile refers to the BIC case scaled down to compensate the estimated overestimation of 40.2% (see Table 2). The naming conventions are presented in Table 3.



3.3. Improved Proton Hadronic Inelastic Models

Figure 7 depicts the longitudinal profiles obtained after using a given built-in option of Geant4 or making a given change in the source code. The naming used and the different changes are summarized in Table 3.

TABLE 3 | Built-in options (type 1) and source code changes (type 2) tested allowing for a reduction in the prompt-gamma emission yields compatible with the expected experimental data.
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4. DISCUSSION

The results herein show that Geant4 consistently overestimates the prompt-gamma emission yields for the present case, which is in agreement with the conclusions of previous studies. However, the main difference of this study is the use of all applicable proton inelastic models for the energy regime in medical physics. As already suggested elsewhere (8), Bertini cascade model is the one yielding the worst agreement. This was partially corrected when using the precompound model as the model for the pre-equilibrium stage instead of its own implementation. This profile was not shown because, even after this change, the yields are at the same level as the default binary cascade model. The emission predicted by the default precompound model for shallow depths is accurate but then it increasingly diverges from the expected yields along the depth.

In addition, the PGPL is in excellent agreement between experimental and simulated data for the single case investigated. However, the assessment of the accuracy of simulations in estimating it in clinical conditions can only be performed when a shift of proton range is considered and the subsequent correlation with proton range is determined. Therefore, further studies with increasingly complex phantoms are required to assert such an agreement [for example, studies similar to Priegnitz et al. (25)]. Nonetheless, it indicates that even if Geant4 overestimates the prompt-gamma yields, it still can predict accurately the PGPL for the present case.

Concerning the improvement of Geant4, it is possible to observe that the QMD model using the wave packet width equal to 1.3 fm2 yielded the best agreement with the BIC scaled case. This value contrasts with the one proposed by Dedes et al. (12) for carbon-ion irradiation, which was 0.8 fm2, but that work dealt with a different projectile and systems with substantial higher energy. The default value for the wave packet width in the QMD model is 2 fm2. This indicates that further studies are required to fully assess the most adequate value for this parameter, namely, with other clinically relevant targets and energies. The cases presented with the precompound model show a clear underestimation of the PG yield for most of the proton path. However, it increases distally to values that are similar to the ones obtained without the use of the built-in options (compare the PG profile using the default precompound model in Figure 6 and the ones in Figure 7). Even though no testing was performed to find the reason for this behavior, one can assume that it may be related to the modeling stage after the precompound, i.e., the deexcitation. The lower the proton energy the more likely it is to send the fragments to the deexcitation earlier in the modeling process, as the fragments will have gradually less excitation energy. Although only four changes have been shown, many others were attempted but they yielded either a non-significant or an excessive reduction in the PG emission yields. Usually, the discussion about improving simulations is linked to the improvement of cross sections [e.g., Ref. (15) for the discrete emission]. However, even though the cross section data available should indeed be improved, the type of approach followed herein provides Geant4 users with additional possibilities as they can also improve their outcomes through scientifically sound changes to the default implementation of Geant4, both in terms of the default options chosen by the developers and the free and physically bounded parameters.

It should be noted that accurate cross sections are, in general, important for a better modeling of the prompt-gamma emission. However, most of the applicable models in Geant4 are model-driven and not data-driven; hence, the simulation outcomes are based on sound physical models benchmarked with available experimental data. In the prompt-gamma emission context, this is not true for the discrete emission that relies on tabulated data for the possible nuclear transitions. Therefore, for most cases, only the total inelastic hadronic cross sections are used to then sample an inelastic hadronic interaction. Since the present work addresses the total prompt-gamma emission (continuous and discrete), and it is known that the total inelastic hadronic cross sections in Geant4 are relatively accurate for the present application [e.g., see Ref. (15)], the authors did not consider an in-depth study of the implemented cross section data in Geant4 and their influence in the total prompt-gamma emission.

Regardless of the model and the parameter to optimize for a practical application of Geant4 in the clinical routine of proton therapy and prompt-gamma monitoring, the approach toward the improvement of Geant4 will ultimately depend on the experimental data gathered with different materials and proton energies and the outcomes of Geant4 after those conditions. If a single parameter value yields a good agreement with such data while in accordance with the nuclear physics theory, then it would be straightforward to have it implemented within the models by simply replacing the default value. However, if it is not the case (i.e., dependency with the target nuclei and/or energy), one needs to find the corresponding values strengthened by theoretical developments and, for example, implement a look-up table of parameter values for several material-energy pairs to be used with the models.
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Monte Carlo (MC) codes are increasingly spreading in the hadrontherapy community due to their detailed description of radiation transport and interaction with matter. The suitability of a MC code for application to hadrontherapy demands accurate and reliable physical models capable of handling all components of the expected radiation field. This becomes extremely important for correctly performing not only physical but also biologically based dose calculations, especially in cases where ions heavier than protons are involved. In addition, accurate prediction of emerging secondary radiation is of utmost importance in innovative areas of research aiming at in vivo treatment verification. This contribution will address the recent developments of the FLUKA MC code and its practical applications in this field. Refinements of the FLUKA nuclear models in the therapeutic energy interval lead to an improved description of the mixed radiation field as shown in the presented benchmarks against experimental data with both 4He and 12C ion beams. Accurate description of ionization energy losses and of particle scattering and interactions lead to the excellent agreement of calculated depth–dose profiles with those measured at leading European hadron therapy centers, both with proton and ion beams. In order to support the application of FLUKA in hospital-based environments, Flair, the FLUKA graphical interface, has been enhanced with the capability of translating CT DICOM images into voxel-based computational phantoms in a fast and well-structured way. The interface is capable of importing also radiotherapy treatment data described in DICOM RT standard. In addition, the interface is equipped with an intuitive PET scanner geometry generator and automatic recording of coincidence events. Clinically, similar cases will be presented both in terms of absorbed dose and biological dose calculations describing the various available features.

Keywords: Monte Carlo, simulation, hadrontherapy

1. INTRODUCTION

Popularity of Monte Carlo (MC) techniques in the field of medical physics is increasing rapidly in recent years. This is specifically the case for hadron therapy. MC simulations are an essential tool for the design and commissioning of novel clinical facilities, allowing a detailed description of the beam line and the delivery system. They are also widely used for bunker design, shielding, and radiation protection. MC calculations are a valuable tool for the commissioning of Treatment Planning Systems (TPSs). Furthermore, MC codes can represent a unique instrument for validation, and possibly the improvement, of analytical TPS’s. In situations where experimental validation is unavailable and/or analytical methods are inadequate, MC simulation allows patient-specific dose calculation. Aspects where MC techniques can be more effective compared to traditional, analytical methods may be summarized as follows:

• MC methods take into account more realistically the composition of the human body (1–3), with a possible advantage over the water-equivalent approach typically used in analytical TPS’s.

• MC methods naturally include mixed field description and three-dimensional spread of the particle fluence, reliably describing the transport, and the interaction of the primary beam and of the secondaries (4, 5).

• In-beam monitoring of the irradiation through positron emission tomography or the detection of prompt photons from nuclear de-excitation can be performed using MC simulations, taking into full account the complexity of the mixed radiation field and tissue stoichiometry (3, 6–8).

The FLUKA code (8, 9) is a general purpose Monte Carlo code simulating the interaction and transport of hadrons, heavy ions, and electromagnetic particles. It is jointly developed by the European Organization for Nuclear Research (CERN) and the Italian Institute for Nuclear Physics (INFN). It is built and maintained with the best possible physical models in terms of completeness and accuracy. This approach, usually defined as microscopic, allows sound physical bases to be given to each step. Performance is optimized comparing with particle production data at the single interaction level. No tuning whatsoever on integral data, like calorimeter resolutions, thick target yields, etc., is performed. Therefore, final predictions are obtained with a minimal set of free parameters, fixed for all energies and target/projectile combinations. Results in complex cases as well as scaling laws and properties emerge naturally from the underlying physical models and the basic conservation laws are fulfilled a priori. Moreover, the microscopic approach preserves correlations within interactions and among the shower components, and it provides predictions where no experimental data are directly available. When needed, powerful biasing techniques are available to reduce computing time. Descriptions of FLUKA models and extensive benchmarking can be found in the literature (a collection of references can be obtained through the website, www.fluka.org).

Physics models of superior quality have extended the use of FLUKA to medical applications. Apart from physics, FLUKA is one of the first general-purpose MC codes, which translates DICOM files into voxel geometry as part of the combinatorial geometry package of FLUKA (10, 11). Recent developments in the user interface [Flair (12, 13)] further expanded the user-base of FLUKA. Features well received by users include the high-level management of the entire simulation process, including geometry generation (supported by interactive editing and versatile display) and material assignment (supported by built-in libraries, which include ICRU and ICRP tissue compositions). Additional functionalities include semi-automated generation of PET scanners and semi-automated recording of coincident events.

In Section 2, we shall review the status of ionization/multiple scattering models in FLUKA, together with the tools for biological dose simulations. The status of proton and ion nuclear interaction models, including fragmentation, will be reviewed, supported by examples of particle production with benchmarks. Section 3 will be dedicated to the application of FLUKA to the techniques for in vivo monitoring of hadron therapy. A detailed presentation of the Flair interface in the context of radiation therapy can be found in Section 4. Finally, a review of the current application of FLUKA in two centers for hadrontherapy (CNAO and HIT) will be presented in Section 5.

2. DOSE AND BIOLOGICAL DOSE

2.1. Charged Particle Interactions in Matter

The most important atomic processes undergone by charged particles when traversing media consist of Coulomb scattering with both atomic electrons and nuclei. The effect of this same basic process is very different for electrons and nuclei because of their difference in mass. Inelastic interactions with atomic electrons are by far the dominant source of charged particle energy losses (also referred to as electronic stopping power), while they give a contribution proportional to the atomic number Z to angular deflections. Elastic collisions with atomic nuclei result in negligible energy losses – usually referred to as nuclear stopping power – but the angular deflection is proportional to Z2. As a consequence, angular deflections are associated mostly with scattering on atomic nuclei, but for the lightest elements where the two contributions become comparable.

Energy losses of charged particles are commonly expressed as an average energy loss per unit path length. The slowing down of energetic protons and ions in matter is governed by collisions with the atomic electrons and leads to the characteristic shape of the depth–dose profile of heavy charged particles with a peaking energy deposition, the so-called Bragg peak.

The nuclear stopping power contribution to the total energy loss of protons and ions in the energy range of relevance for therapy is negligible and will not be discussed further.

The implementation of the electromagnetic physics models in FLUKA, which describe continuous energy losses of heavy charged particles, energy loss straggling, delta-ray production, and multiple Coulomb scattering, is briefly described in the following.

2.2. Electronic Stopping Power

Electronic stopping powers are computed by FLUKA starting from the Bethe–Bloch (14–16) formalism. Several corrections to the standard formulation have been implemented in FLUKA in the recent years, allowing to obtain the high precision requested for the transport of therapeutic beams. The implementation follows, with modifications, extensions and refinements, the functional forms presented in Ref. (17), complemented by Ziegler (18–20) at the lowest energies.

The formula for the average energy loss of particles much heavier than electrons and with charge z can be expressed by:

[image: image1]

for spin 0 particles and similarly for spin 1/2 particles. β is the projectile velocity relative to the speed of light, ne is the target material electron density ([image: image1] for an element), I its mean excitation energy, M is the projectile mass, and [image: image1] and Tmax is the maximum energy transfer to a stationary electron, which is dictated by kinematics and given by:
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Contrary to common approximations, all terms in equation (2) are kept in the FLUKA formulation. The “mean exitation energy” I is a sort of logarithmic average over all ionization and excitation levels of the target material. FLUKA uses for I the values recommended in Ref. (17); however, the user can override them if new experimental data so suggest, as it is the case for water.

The terms δ, C/Z, L1, L2, and KM are all corrections to the Bethe–Bloch formalism. δ is the so called “density correction,” extensively discussed in the literature, and connected with medium polarization which, in FLUKA, is computed according to (21). C is the shell correction, which takes into account the effect of atomic bonds. This correction becomes important at low energies and, in FLUKA, it is extracted from the proton stopping power values reported in Ref. (17, 22) once all other corrections are undone. zeff is the projectile “effective charge,” which takes into account the partial neutralization of the projectile charge when its velocity is not much larger than those of the atomic electrons. For sufficiently large velocities, or for very light ions (e.g., protons and alphas) zeff = z, otherwise FLUKA makes use of the effective charge parametrizations proposed in Ref. (23); however, with different parameters in order to disentangle the effect of the L1, L2, and KM corrections, which were not considered in the original paper.

The code takes into account the z3, Barkas (24), and z4, Bloch (25), corrections (indicated by L1 and L2) to the first Born approximation according to the formalisms presented in Ref. (17, 26, 27). A further correction KM, which is not commonly included in stopping power calculations but which turns out to be important for medium-heavy projectiles, is associated with the electron-ion Mott cross section (28). The Bethe–Bloch equation is based on the electron-ion scattering cross sections computed in first Born approximation; however, when the zα < < 1 (α is the fine structure constant) condition does no longer hold higher order corrections must be applied. The Mott cross section includes those corrections; however, it is mathematically and computationally very complex. In FLUKA, the Mott cross section parameterization proposed in Ref. (29) as further modified in Ref. (30) are used to compute the correction to the average stopping power, as well as the associated corrections to the secondary electron production cross section and to the energy loss fluctuations.

For protons and alphas, the resulting unrestricted electronic stopping power values are fully consistent by construction to those available at Ref. (22, 31) as long as I is left unchanged. The FLUKA formalism has been demonstrated to be able to reproduce with high accuracy, and with a unique value of I for a given target, experimental data at energies up to several hundreds of MeV/n for ions ranging from protons to uranium, as shown in Section 2.6.

2.3. Secondary Electrons and Energy Loss Fluctuations

Fluctuations associated with charged particle energy losses are an important topic since they determine the shape and position of the Bragg peak. Indeed, its location does not correspond to the nominal particle energy but is situated slightly in front. The classical approaches to this problem, the Landau (32) and Vavilov (33) distributions, suffer from several limitations and are of difficult application in Monte Carlo codes (see Ref. (34) for a discussion).

An alternative approach (34) has been devised for FLUKA, which exploits the properties of the cumulants (35) of distributions. The approach can account for an arbitrary threshold for the explicit production of secondary electrons (“δ” rays), for arbitrary step-lengths, and for the contribution of distant collisions to energy loss fluctuations, while assuring the exact match of the average restricted stopping power. It also includes the effect of the Mott correction on energy loss fluctuations.

The explicit production and transport of secondary electrons can be described in FLUKA with a user defined threshold as low as 1 keV.

2.4. Multiple Coulomb Scattering

An extended model for charged particle transport through the multiple scattering formalism based on the Molière Theory (36–38) has been specially developed for FLUKA (39, 40).

It can be applied from very small to relatively large steps with a remarkable insensitivity of the resulting distributions. It is complemented by the possibility of switching to single Coulomb scatterings, a possibility which was first proposed and implemented in FLUKA.

Examples of the performances of this model when applied to therapy beams and energies can be found in Ref. (41).

2.5. Nuclear Interaction Models

As a consequence of nuclear reactions, the intensity of therapeutic hadron beams is attenuated all along the propagation in tissue. It follows that the dose delivered by primary ions is reduced with increasing depth. While nuclear recoils result typically in negligible spatial modifications of the delivered dose, secondary nucleons, particles, and fragments produced in nuclear reactions can considerably affect the spatial pattern of energy deposition and must be carefully taken into account. For proton beams, only target fragmentation is possible. For heavier ions, projectile fragmentation is the most important process leading to the build-up of secondary particles along the penetration depth. Because of the reaction kinematics, projectile fragments travel nearly in forward direction at almost the same velocity as the incident particle. The secondary lower-charge fragments have typically a longer range than the primary beam and give rise to an undesirable dose deposition beyond the Bragg peak. Furthermore, the fragments angular emission can contribute to an additional lateral spread of the beam particularly evident at the distal side of the Bragg peak, where the primary projectiles are stopped and the dose deposition is due to nuclear fragments only. Hence, in the case of heavy ions, nuclear fragmentation reactions are responsible for the deterioration of the physical selectivity in the longitudinal and transversal dimension especially around the Bragg peak region. The amount of fragments produced generally increases with the mass and charge of the primary particle.

The FLUKA nuclear interaction model, called PEANUT (42–45), provides the nuclear environment for hadron, photon, muon, and neutrino interactions from a few MeV up to the energies, for instance, of the CERN Large Hadron Collider. At energies of interest for therapy, PEANUT models the interactions along the steps of a generalized intranuclear cascade (GINC), followed by an exciton based preequilibrium particle emission and by an equilibrium phase. Detailed descriptions of the “fast” reaction stages, as well as comparisons with particle emission data, can be found in the literature (42–46). A combined benchmark on nuclear interactions and electromagnetic interactions is described in Ref. (47). Produced nuclei form a thermally equilibrated system, characterized by its excitation energy. This system can “evaporate” nucleons, or fragments, or γ rays, or even fission, to dissipate the residual excitation. Evaporation and fission in FLUKA are based on statistical approaches (42, 48).

For light residual nuclei (A < 16), where the excitation energy may overwhelm the total binding energy, a statistical fragmentation (Fermi Break-up) model is implemented (49–51). The excitation energy still remaining after evaporation is dissipated via emission of γ-rays, as will be described in Section 3. Recently, competition of gamma ray emission with particle evaporation has also been implemented. As will be described in the following sections, the low excitation stages of nuclear interactions are presently under strong development.

Reactions initiated by ions are dealt with by different event generators, depending on the projectile energy. The one related to the highest energies (10, 52, 53) is not of interest for therapy applications and will not be described here.

For ions in the few GeV/n energy range and down to ≈0.1 GeV/n, FLUKA uses an interface to a modified version of RQMD-2.4 (54, 55). RQMD is a relativistic quantum molecular dynamics model that can also be run in intranuclear cascade mode. Examples of FLUKA results compared with experimental data when running with the modified RQMD-2.4 model can be found in Ref. (10, 56). Since RQMD provides only the fast stage of the reaction, excited fragments from RQMD are further processed by PEANUT. This allowed also to profit from all the improvements that are ongoing in PEANUT. In Figure 1, the neutrons emitted at en energy close to the projectile one are mainly caused by evaporation. The latest development in the RQMD interface is the inclusion of the preequilibrium stage in the treatment of residual fragments. This stage improves the distribution of high energy ejectiles, in particular for projectile energies in the sub-GeV/n region. An example of the latest performances of FLUKA + RQMD is shown in Figure 1. The agreement is remarkable, especially because RQMD is used at an energy that is at its very limit of application.
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FIGURE 1 | Double differential neutron production for 135 MeV/n 12C interactions in a thin carbon target. FLUKA–RQMD predictions as a function of neutron energy at several detection angles are shown as histrograms and compared with experimental data (dots) from Ref. (57).



The Boltzmann Master Equation [BME (58)] model has been implemented into FLUKA to deal with the lowest energies, below about 150 MeV/n (FLUKA switches gradually between RQMD and BME at threshold). The BME event generator (59) in FLUKA simulates thermalization of a composite nucleus, created in the complete or incomplete fusion of two ions, by sampling from the results of the numerical integration of the BMEs. While complete fusion covers the lowest impact parameter interval, for more peripheral collisions a three body picture of the reaction is implemented. At even higher impact parameters, single nucleon mode break-up/transfer is modeled. Recently, the BME event generator has been interfaced with the PEANUT pre-equilibrium module in order to treat the first de-excitation stage of all nuclei for which BME information is not (yet) available. This development is particularly important, for instance, for reactions induced by alpha particles, as shown in Figure 2, where double differential neutron production by a 100 MeV/n 4He beam impinging on a thick carbon target is compared to measurements. As for RQMD, the final de-excitation of the remaining equilibrated nucleus is handled by the FLUKA evaporation/fission/fragmentation module.
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FIGURE 2 | Double differential spectra of neutrons from 100 MeV/n alphas on a thick carbon target, scaled as indicated at the different angles with respect to the beam direction. Full circles are experimental data (60), histograms with empty symbols are FLUKA predictions.



2.6. Comparisons with Depth–Dose Curves and Lateral-Dose Profiles

FLUKA has been intensively benchmarked against depth–dose data and lateral-dose profiles from various accelerators used for research and clinical ion-beam therapy (IBT), which have been typically acquired with different water columns with parallel-plate ionization chambers [depth–dose (61, 62)] and small volume ionization chambers in water [lateral-dose profiles (63)]. As a consequence of its performances, it is used at IBT centers for independent dose verification in phantom and patient geometries (see Section 5) as well as to generate basic physics input data for clinical treatment planning systems tailored to proton and carbon ion delivery with modern beam scanning (64). These latter TPS basic data include MC-calculated laterally integrated depth–dose distributions, depth–dependent parameters of lateral Gaussian distributions fitted on the MC lateral-dose profiles, and MC-generated carbon ion fragment spectra for biological calculations (41, 61, 62, 65, 66). Recently, FLUKA has also been chosen by a commercial vendor as a validation tool and to provide physics input data for their newly developed carbon ion module (67).

Figure 3 shows exemplary depth–dose profiles simulated by FLUKA for proton and carbon ions in the therapeutic energy range, compared to measurements taken at the Heidelberg ion therapy center (HIT) with the PeakFinder water column (PTW Freiburg) (61). The nominal energies before the beamline for the presented ions are 54.19, 142.66, and 221.05 MeV/u for protons, and 200.28, 299.94, and 430.10 MeV/u for carbon ions. Since nuclear processes determine notably the shape of the depth–dose profiles, especially for carbon ion and high energy proton beams, these comparisons are not only a sensitive benchmark for the electromagnetic physics models but represent, at the same time, an integral benchmark for the nuclear models in their capabilities of predicting non-elastic nuclear interactions. For different high-accuracy data sets, FLUKA is able to reproduce the position of the Bragg peaks of proton and carbon ion beams with a single ionization potential on average within the experimental uncertainties of about 100 μm. The average dose-weighted dose-difference [image: image1] is below 1% for protons and below 1.5% for carbon ions.
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FIGURE 3 | FLUKA simulations of depth–dose profiles of protons and carbon ions with therapeutic ranges in comparison with measured data at HIT (61). The nominal energies before the beamline are 54.19, 142.66, and 221.05 MeV/u forprotons, and 200.28, 299.94, and 430.10 MeV/u for carbon ions.



An extensive experimental characterization of the other ions available at HIT in comparison to FLUKA simulations is also being performed. A first in-depth characterization of depth–dose profiles of oxygen ion beams has been presented in Ref. (68), and several investigations with helium ion beams are ongoing for both mono-energetic and spread-out Bragg peaks. Figure 4 shows the comparisons between depth–dose profiles acquired with the above mentioned PeakFinder and FLUKA simulations for the different ions available at HIT and different initial beam energies spanning the whole therapeutic range. The nominal energies before the beamline for the displayed ions are 54.19, 79.78, 200.28, and 300.13 MeV/u, for protons, helium, carbon, and oxygen ions, respectively. Quantitative assessment of the level of agreement between measured and simulated depth–dose distributions of these ions has been determined by calculating the weighted chi-square difference for irradiation of an energy yielding the same range (ca. 15 cm in water) without ripple filter, as proposed in Ref. (68). The smaller the weighted chi-square difference is, the higher the similarity is between measurements and simulations. The results indicate for the clinically used protons and carbon ions a level of chi-square agreement of 5.8 × 10–5 and 1.1 × 10–4, respectively. Compared to this reference level, the helium ions exhibit promising weighted chi-square differences of 2.1 × 10–4 and oxygen ions 5.6 × 10–5. Additionally, the average dose-weighted dose-difference was evaluated, again for the same energies chosen to provide the same range, and found to be 0.6% for protons, 1.6% for helium ions, 0.8% for carbon ions, and 1.3% for oxygen ions. Again, range agreement within 110 μm could be obtained for both He and O ions over the entire therapeutic energy range with a single ionization potential value in water. Compared to the extensively validated and already clinically used protons and carbon ions, the overall agreement observed for helium and oxygen ions is encouraging, but room for Monte Carlo model improvements is still possible, especially if more experimental data will become available in the therapeutic energy range and for materials of clinical relevance.
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FIGURE 4 | FLUKA simulations of depth–dose profiles of protons, helium, carbon, and oxygen ions with therapeutic ranges in comparison with measured data at HIT. The nominal energies before the beamline are 54.19, 79.78, 200.28, and 300.13 MeV/u, for protons, helium, carbon, and oxygen ions, respectively.



In terms of lateral-dose profiles, Figure 5 shows an example of agreement between FLUKA simulations, including the detailed modeling of the HIT beamline according to Ref. (41), and measurements for protons (nominal energy of 157.43 MeV/u before the beamline) and carbon ions (nominal energy of 299.94 MeV/u before the beamline), sampled at two different depths in water in the entrance region, at approximately 16 mm, and shortly before the Bragg peak, at approximately 152 mm. Taking into account unavoidable uncertainties of the measured data in the low-dose region, as well as averaging volume effects of the small cylindrical ionization chambers of 1.5 mm radius in comparison to the dose gradient (63), the agreement is quite satisfactory. A more extensive quantitative comparison of FLUKA simulations and experimental lateral dose-data collected at different energies and depths can be found in Ref. (69).
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FIGURE 5 | FLUKA simulations of lateral-dose profiles of protons (top) and carbon ions (bottom) in water, with a nominal initial energy before the beamline of 157.43 and 299.94 MeV/u, respectively, sampled in the entrance region (left) and shortly before the Bragg peak (right), in comparison to experimental measurements taken at HIT.



2.7. Biological Calculations

A major rationale for the application of ion beams in tumor therapy is their increased relative biological effectiveness (RBE) in the Bragg peak region, especially for carbon and heavier ions. For dose prescription in carbon ion therapy, the increased effectiveness has to be taken into account in treatment planning while, in proton therapy, a constant RBE of 1.1 is typically applied as recommended by ICRU (70).

In order to describe the biological effect with FLUKA, an external radiobiological database has to be integrated. The database can be obtained from experimental data or starting from event-by-event track structure simulations. This approach was adopted in the past to characterize therapeutic proton beams from a physical and biophysical point of view (71, 72). Afterward, the approach has been used in the study of chromosome aberration induction in human cells by neutrons (73). The theory of dual radiation action [TDRA (74)] has been included to describe the non-linear response due to mixed fields, and it has been the basis of more recent calculations interfacing FLUKA with the biophysical model LEM [Local Effect Model (75)], which allows prediction of RBE and RBE-weighted dose (DRBE) distributions in carbon ion beam therapy (4, 66). Starting from these promising works, we decided to develop a general interface within the linear-quadratic formalism (76) available in FLUKA. The users should provide their own biological database in terms of α and β of different components of the mixed radiation field as a function of energy per nucleon. In order to compute the biological effect, FLUKA applies an approach based on the dose-weighted averages [image: image1] and [image: image1]:
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where Δdi,j is the dose from the i-th charged particle (composing the mixed radiation field) with associated αi,j and βi,j in voxel j, and i runs over all particles depositing dose in voxel j. RBE and RBE-weighted dose values can be determined for each voxel of the patient knowing the absorbed dose and the dose weighted ave ages [image: image1] and [image: image1] [e.g., see Ref. (4)]. As an example in Figure 6, the [image: image1] and [image: image1] (left panel) and the absorbed dose and DRBE (right panel) for a carbon ions biologically optimized Spread-Out Bragg peak as available at CNAO are reported. A single-field irradiation plan has been optimized with the CNAO TPS (SIEMENS syngo® PT Treatment) to achieve a homogeneous dose distribution of 3 Gy (RBE) in a cubic shaped target (side = 6 cm) centered at 9 cm depth in water. The FLUKA recalculations have been performed for a representative cell line characterized by (α/β)ph = 2 Gy (αph = 0.1 Gy–1 and βph = 0.05 Gy–2) using the same biological database as implemented in the TPS (75). This database is calculated using the radio-biological model LEM I (75), which has been in vitro and in vivo validated. LEM I is the standard biological model employed at the carbon ion therapy facilities in Europe and has has been developed and benchmarked by the GSI biophysics group.
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FIGURE 6 | Left panel: [image: image1] (solid line) and [image: image1] (dashed line) mixed radiation field values calculated as a function of depth in water. The [image: image1] results have been rescaled by a factor of ten for display purposes. Right panel: absorbed dose (dashed line) and DRBE (solid line) values calculated as a function of depth in water.



3. IN VIVO VERIFICATION

3.1. Introduction

The inverse depth–dose deposition profiles of high energetic proton and ion beams can be used to obtain highly conformal dose distributions for therapeutic purposes. However advantageous, it is then crucial to ensure treatments are delivered with high precision, according to the planner’s prescription. Techniques, which aim to verify the patient geometry as well as the correct treatment delivery before, during, or directly after treatment, have therefore been increasingly investigated in recent years in literature. In vivo range monitoring via β+-emitter distributions by PET is currently the most advanced monitoring technique routinely used in clinical environments. Simulation studies indicated the feasibility to detect range misses in the order of 6 mm and larger (77), and even better results were reported for favorable anatomical indications in multiple clinical pilot studies with different PET implementations (3, 78–81).

While results achieved with this technique are promising, widespread clinical use of PET monitoring is presently still hampered by several issues. The coincidence measurements of 511 keV annihilation photons allow reconstruction of β+-emitter maps, which have a complex correlation with the delivered dose. Hence, only a limited correlation between signal on the one hand, and dose and beam range on the other hand, can be achieved. Besides, an extended acquisition time (of the minute-scale) is needed because of the low β+ activity and relatively small signal-to-noise ratio (SNR) (6). Furthermore, an additional signal attenuation is due to the long delay before starting acquisition after patient irradiation. This delay, of the order of a few minutes, appears in the commonly used in-room or off-line PET monitoring method. Finally, metabolic washout, PET and CT co-registration, and possible patient movements lead to a further decrease of the resolution (79).

The use of prompt-γ’s for monitoring was proposed to overcome some of the inherent limitations of the PET technique. Besides a possibly larger signal strength compared to PET resulting in a larger SNR, this method allows in a straightforward way for real-time monitoring and might provide a better correlation of the prompt-γ signal with dose and beam particle ranges (82). These potential advantages have yet to be demonstrated in a clinical setting. For such purposes, large efforts have been spent in the design and optimization of detection devices and setups suitable for use in clinics (83–91). Research in this field is still ongoing, as well as feasibility and sensitivity studies aiming at revealing the expected performance and limitations of prompt-γ range and dose monitoring (82, 92–95). Monte Carlo (MC) particle transport codes, such as FLUKA (9, 50) are essential tools for such studies.

Using these simulation tools for the above-mentioned applications, implicitly relies on their predictive power, i.e., the accurate description of a range of physics processes relevant to the problem. Dose distribution predictions with MC codes were shown to largely satisfy clinical needs in proton and carbon ion treatment planning a given geometry (61, 96). On the other hand, the development and validation of MC codes for prompt-γ production is significantly less advanced. This is partly due to the large complexity of non-elastic nuclear reactions.

Some recent studies have been aimed at elucidating and comparing the predictive capability for prompt-γ production of proton and ion beams of some MC and nuclear reaction codes (95, 97–99). Independently from the general agreement about the scarcity of available experimental data, various modeling approaches and measurements have been reported to differ by a factor of 2 to 12 in prompt-γ emissions. In particular, differences in the predictions of the distal fall-off positions up to a few millimeters as well as remarkable discrepancies in the relative shapes of the prompt-γ profiles are noted. These findings clearly highlight the need for further development and validation of physics models in order to predict prompt-γ yields of high energy ion beams, based on a solid measurement database.

This section presents a set of physics models describing prompt-γ-emission and β-emitter production as a result of non-elastic nuclear collisions of proton and ion beams. Newly developed and refined models are described, which account for discrete and continuous components of γ emission spectra including Doppler effect.

The performance of the models for applications to imaging is evaluated using cross section and thick target data.

3.2. FLUKA Model Developments for In Vivo Verification

The accuracy of physics models included in particle transport codes is of great relevance, especially as their importance in particle therapy has steadily increased over the last years (5). Both β+ emitters and prompt γ production occur in the very last stage of nuclear interactions, therefore they are sensitive to the details of all the reaction “history.”

The relative production probabilities of different residual nuclei are influenced by the exact amount of excitation energy left in the system, by the exact balance of binding energy, but also, and this is more difficult to simulate, by the level structure of the excited and residual nuclei. Not only the level energies but also spin and parity have an influence on isotope production and photon emission. This is particularly true in the Bragg peak region, where the available projectile energy is barely sufficient to initiate the reaction. Low energy nuclear models in FLUKA have undergone a steady development with a particular attention to processes of interest for hadron therapy.

The most important reactions for PET monitoring of proton therapy are 16O(p,x)15O and 12C(p,x)11C (98). They can proceed through emission of either independent nucleons or deuterons. The emission of composite ejectiles, like d, t, 3He, and α, is described in FLUKA by the coalescence algorithm in the first stages of the reaction, and by evaporation of fragments in the equilibrium stages. Coalescence is a postemission process, meaning that all combinations of unbound nucleons are checked and the possible formation of light fragments (up to mass 10) is decided based on phase space closeness at the nucleus periphery. This approach works reasonably well at medium/high energies. However, at energies below a few tens of MeV, where binding energies play a crucial role, coalescence is increasingly ineffective in reproducing the data. Recently, a direct deuteron formation mechanism, where the deuteron is formed before being emitted, has been implemented in FLUKA. This mechanism greatly improved the predictive power for reactions, such as (p,d). An example outlining the effectiveness of the new approach and directly relevant for proton therapy monitoring with PET is given in Figure 7. The level of accuracy reached allows to overcome the previously stated need (100) to convolute simulated fluxes with cross section data.
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FIGURE 7 | FLUKA predictions for the reactions nat,12C(p,x)11C and nat,16O(p,x) 15O cross sections as a function of projectile energy, compared against data retrieved from the EXFOR library (101).



An interesting verification of FLUKA predictions against experimental data taken with a prototype PET system can be found in Ref. (102). For what concerns ion beams, the availability of experimental data on β+ emitter is scarce, more would be needed to perform a careful evaluation of model predictions. However, the results presented in Table 1 on carbon–carbon interactions at low energy show a reasonable agreement, within 25%, for the production of 11C. Indeed, the early work described in Ref. (103) already showed a satisfactory agreement between data and simulations on a full phantom and PET setup.

TABLE 1 | Isotope production cross sections (in millibar) for the fragmentation of 86 MeV/n 12C ion projectiles on a carbon target.
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Finally, it has to be reminded that electromagnetic models can also play a role in the reproduction of PET reality. A correct reproduction of positron slowing down before annihilation is of course mandatory, but FLUKA goes further in precision and includes an accurate reproduction of the effects of electron binding energy and orbital motion on the emitted photon pair. The resulting acollinearity of the photon pair has been favorably compared with experimental data in Ref. (107).

At the end of the nuclear evaporation stage, the PEANUT model dissipates the residual excitation energy through emission of cascades of γ rays. Whenever possible, photon energies and branching ratios are sampled according to a database of known levels and transitions, derived from the most recent release of the RIPL (108) data provided by IAEA. The evaporation stage is also constrained to proceed through known levels when they are available. A first attempt to account for the angular distribution of emitted photons has been implemented, following the formalism in Ref. (109).

Whenever the level compilation is non-existent or incomplete, photon energies are sampled according to a statistical/rotational model that has been validated in the past (110).

The most stringent requirement for a model of prompt photon production is the capability to reproduce excitation functions of single γ lines. Those depend on the capability to reproduce both the branchings in the various reaction channels, and the γ de-excitation flow. Examples of such excitation functions for proton-induced reactions in carbon are shown in Figure 8, where FLUKA results compare favorably with experimental data (111).
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FIGURE 8 | Excitation function for the emission of discrete γ lines from proton-induced reactions on carbon. Left: the 4.440 MeV line, corresponding to the de-excitation of the 1st excited level in 12C, the 2nd excited level in 11B, the 2nd excited level in 11C. Right: the 2.0 MeV line, from the 1st excited levels of 11C and 11B. Curves are FLUKA predictions, dots are evaluated data from Ref. (111).



3.3. Model Comparison with Integral Measurements

Complementary to single interaction data, which can give a direct evaluation of the model performances, the study of integrated data for therapeutically relevant scenarios allows an estimation of the model performance for specific applications, such as conceptual and detector design studies.

3.3.1. FLUKA Configuration and Modeling of the Setups

Several prompt-γ measurements using ion beams have been conducted in recent years with the purpose to characterize and quantify γ production for therapeutic scenarios. Table 2 lists prompt-γ measurements selected for comparison. They span differing experimental setups for proton and carbon ion beams at various therapeutic energies and include polymethyl methacrylate (PMMA) and water targets. In all considered experiments, the beam hits a homogeneous tissue-like target with the detectors positioned in a direction perpendicular to the beam axis.

TABLE 2 | Prompt-γ experiments selected for comparison with simulations.
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Measured data include γ emission profiles with depth as well as photon energy spectra. For each experiment, the relevant measurement configurations and main setup elements were modeled to scale for FLUKA simulations as specified by the experimentalists, including notably: beams, targets, collimators, and detectors (see Figure 9).
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FIGURE 9 | Simulated configurations of targets (T), collimators (C), and detectors (D) for SI (left), SII (middle), and SIII (right), each drawn to scale. The beam impinges perpendicularly on the center of the target face marked with a ‘T’.



Neutrons were the major source of contamination in detectable counts. For noise rejection purposes, SII and SIII were both time gated and energy windowed, applying a 2 MeV low-energy threshold. These settings were reproduced for the simulations. Lead collimators were placed between the target and the detector, as shown in Figure 9. The reader is referred to the original references for further experimental details (see Table 2).

The measurement setup SI was repeated in three different configurations: (1) with no collimation device, (2) with a lead block, instead of the collimator, in front of the detector, and (3) with the collimator, as depicted in Figure 9. The dataset is presented as a background-subtracted photon spectrum in two manners. These difference spectra aim to obtain a larger gamma-to-neutron signal ratio in the experimental data. The first one, termed “opening difference” in the following, is the difference of the spectra for the opened (3) and the closed (2) collimator configuration. The second one, termed “wall difference,” is the difference of the spectra acquired for the no-collimator (1) and the closed-collimator (2) configuration. The geometry shown in Figure 9 (left) is for a target-to-detector distance of 50 cm. A separate dataset for target-to-detector distance 100 cm was also acquired (112). The detector, a NaI crystal, was determined to have a resolution of 7% full width at half maximum (FWHM) at 662 keV (112). The simulated energy spectra were therefore convoluted with the Gaussian distribution reflecting the measured detector resolution.

Certain experimental details, which are not accounted for by the simulations, may have an effect on the experimental data, causing artifacts. These potentially include ghosting from preceding beam pulses as well as geometry, setup, and reconstruction details, which are not reproduced by the simulations.

3.3.2. Prompt-Gamma Energy Spectra

Simulations of photon spectra resulting from proton beams are presented in Figure 10 in comparison with measurements for setup SI with and without accounting for the intrinsic detector resolution. Data are presented as background-subtracted photon spectra for the configurations “opening difference” and “wall difference.” Measured and simulated spectra are normalized to the number of primary protons and the energy bin, originally 9.83 keV.
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FIGURE 10 | Background-subtracted photon energy spectra for setup SI with target-detector distances of 50 cm (left) and 100 cm (right) are shown for the “opening difference” (top) and the “wall difference” (bottom). Simulated spectra with and without intrinsic detector resolution are presented in comparison with measured data (112).



Overall, the agreement between simulated spectra and experimental data is excellent. In particular, an agreement within about 10% is found for the “opening difference”-spectra. For the “wall difference”-spectra (difference between closed-collimator and no-collimator configurations), the accuracy of the simulation is also favorable, achieving an agreement within 10% for energies beyond 2 MeV. The result is remarkable, considering that the “wall difference” configuration is more sensitive to measurement artifacts not accounted for by the simulation, such as activation produced by previous beam pulses, pile-up of low energy particles, and scatter-radiation from the nozzle, which is partly screened by the collimator.

3.3.3. Integral Prompt-Gamma Yields as a Function of Depth

The validation of the code in depth profile experiments is essential for prompt-γ studies. Figure 11 shows simulations and measurements of photon-depth profiles resulting from carbon beams for setup SII and SIII. Note that the measured data, previously reported in Ref. (95), have recently been revised by the authors, providing a new absolute normalization (113, 114) and revision of the systematic uncertainties. Hence, updated experimental data are presented in Figure 11. The initial experimental data points, measured at −2 and −4 cm for setup SII and −1.5 cm for setup SIII, are taken at depths before the start of the phantoms. Only a very small photon yield in air is expected for these positions. The measured signals for these depths can therefore be assumed to represent mostly measurement background. Hence, a background subtraction using the revised data of 6.3 × 10–7 (SII) and 4.0 × 10–7 (SIII) counts/primary ion has been additionally performed, in order to obtain measured photon yields close to zero for measured data points before the start of the phantoms. A smearing due to detector resolution has been applied to simulated data. For the measured data points, vertical bars indicate the systematic uncertainties as reported in the original papers. For the simulated data points, vertical bars indicate the statistical uncertainty.
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FIGURE 11 | Integral photon yield as a function of depth. Simulated (blue circles) and measured [red asterisks (95, 114)] data are shown for carbon ion beams for setup SII (left, 95 MeV/n on PMMA, the original experimental data have been re-evaluated in 2012) and SIII (right, 310 MeV/n on water). Simulated depth–dose distributions are also shown as green lines with arbitrary normalization.



By introducing the corrections discussed above, the comparisons show not only a satisfactory agreement in the relative shapes of the profiles but also a good absolute agreement for setups. These findings are consistent with the expected agreement from the comparisons of the prompt-γ energy spectra in the previous section.

4. FLAIR AND ITS APPLICATIONS TO RADIATION THERAPY

4.1. Introduction

Flair (12, 13) (Figure 12) is a user-friendly graphical interface for the FLUKA (8, 9, 50) Monte Carlo transport code. It provides an Integrated Development Environment (IDE) for all stages of FLUKA simulations, from building an error free input file, to debugging, creation of user written routines, execution, status monitoring, data processing, and plot generation. The program employs a custom 2D/3D fully functional graphical editor (13) and debugger for building geometries.
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FIGURE 12 | Flair graphical interface (left), graphical geometry editor (right).



The graphics editor provides very fast graphics with real-time 3D ray-traced rendering of complex geometries as well a dynamic layer mechanism allowing the user to fully customize and create sophisticated views overlaid on the geometry. The use of the program greatly enhances the productivity of the users and provides much steeper learning curve for the beginners. Thanks to the modular design of Flair, recently it was enhanced with the possibility to import, display, process, and convert DICOM files to FLUKA compatible input, as well as with an automatic PET geometry generator. The geometry generator eases the construction of a PET detector with general parameters. The user can also benefit from multiple templates of commercial PET scanners provided within the interface. This section describes the current state of implementation of the medical tools already functional inside Flair as well the future plans. The program and the source code can be freely downloaded from Ref. (115).

4.1.1. DICOM Description

Digital Imaging and Communications in Medicine (DICOM) (116) is a standard for handling, storing, printing, and transmitting information in medical imaging. DICOM supports a wide range of medical images across the fields of radiology, cardiology, pathology, and dentistry. The format is quite versatile and can host practically any kind of information.

Depending on the modality type of each file, a different class has been implemented in Flair to cope with it. Presently, Flair is able to handle the following modalities:

• CT – Computed tomography, represented with multiple files each containing a 2D sliced Z image.

• MR – Magnetic resonance imaging, with all the necessary information in a single (or multiple files) containing a 3D representation.

• RTDOSE – Radiotherapy dose distribution.

• RTPLAN – Radiotherapy treatment plan.

• RTSTRUCT – Radiotherapy structure set, describing structures/objects.

4.2. DICOM Processing in Flair

Flair is using pydicom (117), an open source package for reading and writing DICOM files using the python programing language, and the numerical python – NumPy (118) libraries for processing the DICOM files. Pydicom can read and write all standard DICOM files, including nested sequences such as found in DICOM RT files or in structured reports.

The user is able to inspect selected DICOM files either graphically from the Flair DICOM slice viewer or from the enhanced tree structure text browser (Figure 13). The slice viewer is capable of displaying the 2D slices from the DICOM for the CT, MR, RTDOSE, and RTSTRUCT modalities and allows the user to perform simple operations on the slices (like cropping, rescaling, etc.). For RTSTRUCT files, the structures are overlaid on the corresponding display of the CT/MRI slices.
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FIGURE 13 | Flair dicom viewer, with RTSTRUCT superimposed (left); DICOM tree browser (right).



Recent development effort was put on providing a better visualization and comparison between TPS and FLUKA re-calculated dose values. The new RTViewer (Figure 14) is able to present 2D cross-sectional CT images for axial, coronal, and sagittal planes combined with the RTDOSE and FLUKA calculations results. It also supports the user with visualization of the differences between MC calculated dose values and TPS prescription. Current development is focused on displaying MR scans, merging three planes with the overlaying ROIs defined in RTSTRUCT, and providing the user with referenced DVH plots.
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FIGURE 14 | New DICOM Viewer interface. Coronal CT plane with mapped physical dose [Gy] from RTDOSE and FLUKA calculation. On the right differences between obtained values [Gy].



4.2.1. DICOM to Voxel Conversion

The CT scans contain integer values (so-called Hounsfield Units) reflecting the X-ray attenuation coefficient μx as a linear transformation of the original attenuation coefficient relative to the one from distilled water at standard temperature and pressure (STP) conditions:
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typically in the range of −1000 ≤ HU ≤ 3500.

Air has typically a HU of −1000, which is the lowest HU value in the file. In FLUKA, we loosely use the word organ to indicate a group of voxels (or even more than one group) made of the same tissue material (same HU value or in a given HU interval). Internally, FLUKA will handle each organ as a constructive solid geometry region, possibly in addition to other conventional non-voxel regions defined by the user.

Assigning a separate material to each of the ~3000–5000 HU values, typically present in a CT, is neither memory- nor CPU-efficient for simulations. Therefore, ranges of HU are grouped into organs while providing a mechanism to allow a continuous HU-dependent scaling of interaction properties of the materials. Flair includes the Schneider (1) parametrization, which segments the CT into 24 materials of defined elemental composition based on the analysis of 71 human CT scans, and assigns to each material a nominal mean density, e.g., using the density at the center of each HU interval (1, 119, 120).

Real density (and related physical quantities) varies continuously with HU value, therefore in FLUKA, we split the 24 material description in smaller intervals (41 intervals in total), and we apply a scaling correction. Specific ranges of HU values share the same material and during transport an additional scaling factor is applied on the density for the nuclear and for the electronic processes, based on the real HU value. To accommodate for this change, the FLUKA voxel format was enhanced to include the possibility to embed FLUKA input cards that contain all the information on the materials, assignments, and correction factors.

4.2.2. Radiotherapy Treatment Information

As already mentioned, Flair is now capable of importing also the radiotherapy treatment data described in the dedicated DICOM RT (RTSTRUCT, RTDOSE, RTPLAN) standard.

4.2.2.1. RTSTRUCT

The radiotherapy structure set object of the DICOM standard is used for the transfer of patient structures and related data, between the devices found within and outside the radiotherapy department. It contains mainly the information for regions of interest (ROIs) and points of interest (e.g., dose reference points). The ROIs can be used during the simulation for calculating Dose Volume Histograms (DVH) or perform special scoring on an organ basis. The ROIs are represented as the points belonging to a closed polygon using 2D coordinates (not rounded to the pixel size of the corresponding CT image).

When selecting an RTSTRUCT file to be embedded into the VOXEL file, Flair will identify for each voxel to which ROIs it belongs. The case of voxels belonging to more than one ROI is also taken into account. A matrix containing the voxel to ROI correspondence is included in the VOXEL file read by FLUKA. This additional matrix is used by Flair for plotting purposes and/or by FLUKA for scoring and DVH calculations (Figure 13).

Flair provides some checks on the structures like calculating volumes using the true polygonal information or the discretization to voxels. Typical differences up to a few percent can be noticed induced by the quantization process.

4.2.2.2. RTDOSE

The RTDOSE can be converted to a FLUKA USRBIN, a 3D mesh tally. This is possible for all modalities having a PixelData tag like CT, MR, and RTDOSE. Once converted, it can be further used for plotting and comparing the results, e.g., from the output of a treatment planning system with a FLUKA simulation. In the RTViewer (Figure 14), the user can import the chosen sequence dose data or compare the entire treatment fraction and visualize it mapped on the CT scans. USRBIN can be also used as a primary source particles generator, e.g., the PET/CT dose description followed after an FDG (Figure 15).
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FIGURE 15 | DICOM to VOXEL import of CT data together with the RTDOSE superimposed. Displayed using the Flair geometry editor.



4.2.2.3. RTPLAN

The RTPLAN contains the information on the treatment plans generated usually by a Treatment Planning System (TPS). Typically such plans provide the information about the treatment fractions, describing the external beams of hadron therapy application. Parameters defined for every single beam spot in the plan are grouped into the beam sequence, where they are enumerated using the control points. Control points checklist includes several information, i.e., particles energy, scan spot position, and number of monitor units. In addition, for each beam sequence, the information for particle type, position of the isocenter according to the DICOM file and gantry, patient and table angles are defined. Flair is currently able to export the most frequently used beam sequence parameters into an external file, from which the special RTPLAN source routine reads and determines the entry source for the FLUKA simulations. While exporting data, Flair performs validation checks on the DICOM file using available control variables.

When defining the beam spot position, RTPLAN refers to its own coordinate system – Gantry Coordinate system and Isocenter Position. Flair is able to apply correct rotations and translations to the VOXEL structure, and as a result updates the FLUKA input file in order to prepare the fully functional ready-to-run simulation for each single beam field. Further, postprocessing enables to combine simulation beam sequences outputs to one fractional dose file and to visualize it in RTViewer. Current work is focusing on importing less frequently used RTPLAN parameters and simplifying the entire process of treatment plan re-simulation.

4.3. PET Scanner Simulation Tools for FLUKA

PET is a commonly used imaging technique, based on detecting in coincidence the pair of annihilation photons created from the decay of a β+ emitter. Such positron-emitter nuclei are traditionally inoculated to the patient by means of a radio-pharmaceutical drug, in order to analyze the metabolic activity of the body tissue and in the hope of detecting hints of unusual behavior from tumor cells. As an example, Fludeoxyglucose or 18F-FDG is a glucose-analog radio-pharmaceutical, where a normal hydroxyl group is substituted by the 18F radioactive isotope. This substance is used to study the glucose consumption of the cells.

Apart from its traditional use in nuclear medicine, PET is nowadays the only clinically available method for a non-invasive monitoring of the dose delivery for hadron therapy. However, as mentioned in Section 3.1, there are still important concerns when using commercially available PET scanners for proton or ion beam treatment monitoring, usually compelling to drastically redesign them. Monte Carlo codes are thus crucial to evaluate the performance of new PET prototypes and are an essential tool to infer the dose map from the positron-emitter distribution. To ease the simulation of full PET scanner simulations with FLUKA, taking advantage of the latest developments on the models for beta-emitter production presented in Section 3, Flair incorporates a dedicated PET scanner tool, which covers all the steps from the creation of the geometry of the PET ring to the reconstruction of the image from the coincidence events.

4.3.1. Building the PET Geometry

With the aim of covering most of the collinear pairs of annihilation photons, the geometry of PET scanners is generally composed of an array of detector scintillators, describing a complete or partially opened cylindrical structure.

Consequently, PET detectors can be built by replication of simple rectangular parallelepiped sub-units. The PET geometry tool exploits the replication capabilities of the FLUKA code (through its LATTICE cards) to generate a PET detector based on few simple geometrical parameters. The interface of the tool is intuitive, with illustrations that give a visual explanation of the meaning of each parameter (see Figure 16).
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FIGURE 16 | Flair interface of the PET geometry tool.



The natural cylindrical coordinate system of PET scanners is exploited by associating the (R, θ, Z) coordinates with the (radial/depth, azimuthal, and axial) coordinates. The interface divides the required parameters in three levels:

• Block level, defined as the array of basic scintillators. The parameters that define the block are the number of scintillators in each direction, the elemental detector dimensions, and the separation among contiguous scintillators.

• Module level, taken as the array of blocks. The parameters for the module are the number of blocks in each direction coordinate and the separation among neighboring blocks.

• Ring level, which defines the global properties of the PET. The parameters are, then, the number of modules along the ring, the radius of the ring, the vector defining the axis of the scanner, the center coordinates of the scanner, the material of the scintillator, the surrounding region where the scanner will be located and the opening angle, in case a partial ring is required.

The replication of the modules along the ring can be structured in partial or full rings, controlled by the opening angle θopen, which ranges from 0° to 180° (complete ring). The incorporation of partial rings is interesting for “in-beam” PET, where the scanner has to be integrated with other elements at the irradiation room (121). Based on the azimuthal dimensions of the module and θopen, the interface is capable of estimating the maximum number of modules that could fit in the available space.

From the previous parameters, the tool generates the input and geometry files (see Figure 17) providing the basic cards for a FLUKA simulation. Apart from the basic structure, any additional elements of the detector should be included manually if necessary. This may include the septa for 2D acquisition mode, shielding elements, etc. The construction of the phantom target, the distribution of radioisotopes, or the beam structure should be further modeled by the user, depending on the specific requirements of the problem under study.
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FIGURE 17 | Example of a MicroPET P4 scanner built with the PET geometry tool. The phantom is a high-quality, segmented mouse phantom (122, 123), imported to FLUKA voxels with the DICOM tool.



With the purpose of providing the user with a starting ground and facilitating the efficient implementation of a PET scanner, the interface presents several templates of commercial PET detectors, such as Ecat EXACT HR+ (CPS) (124), Ecat HRRT (Siemens) (125), Hi-Rez (Siemens) (126), Allegro (Philips) (127), GE Advance (GEMS) (128), MicroPET P4 (Concorde) (129), MicroPET Focus 220 (Siemens) (130), and Mosaic (Philips) (131). The parameters for such scanners can be further modified before building the geometry, thus serving as a base for detector design and optimizations.

4.3.2. Scoring of Coincident Events

In PET, the reconstruction problem consists of obtaining a tomographic slice image from a set of projections. The projections are built by delineating a set of parallel line of responses (LOR), the imaginary line that unites two coincidence events, through the 2D phantom, assigning the integral of all the events registered along each LOR to a single pixel in the projection. Once several projections have been acquired, each of them corresponding to a different angle of the LOR with respect to the phantom, the PET reconstruction of the object can be performed. The set of projections at different angles is called a sinogram, which is a linearization of the original image (see Figure 18).
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FIGURE 18 | Sinogram (left) and projection image (right) of the segmented mouse phantom of Figure 17, using a MicroPET P4 scanner.



In FLUKA, a collection of scoring routines, complementary to the PET geometry tool, have been implemented, with the goal of acquiring the energy deposition events of the PET scintillators and the subsequent organization of such individual events in coincidence events. The scoring routines are divided in two steps. In a first step, FLUKA simulates the nuclear interactions and tracks the decaying particles through the phantom up to the PET scanner. The portion of energy of such particles deposited in the scintillators is then stored as an individual event, and all the information regarding the event is dumped in a list mode output file. The scoring of individual events can be optimized with several editable parameters:

• the energy window, so only particles with a certain amount of deposited energy are scored;

• the minimum scoring time, that discards particles arriving at the PET before a time threshold;

• the time resolution of the detector;

• the dead-time of the detector, which is the time needed for the scintillator to process an event.

Accordingly, one output file with a list of individual events is generated per FLUKA run. In a second step, the set of list mode files is processed, and the coincidence events are produced. The coincidence events output file is organized in sinograms, in a Interfile 3.3 file, a standardized binary intermediate file format for nuclear medicine image data files (132).

The goal is to merge and organize the information produced by the PET data acquisition in a standardized way the user is already familiarized with, and which could be employed with external visualization or reconstruction software. For the sinogram output format, different parameters are available to customize the scoring options: Arc Correction, Maximum Ring Difference (MRD), Number of Segments, Span and Mashing Factor. These parameters determine the 2D/3D acquisition mode and its characteristics (see Ref. (133) for further details). The values of these parameters can be conveniently modified by the user.

In addition, simple reconstruction algorithms are planned to be implemented in Flair, so the user can have an image of the object within the same interface. Two algorithms are under development: 2D Filtered Back-Projection (FBP) and Maximum-Likelihood Expectation-Maximization (MLEM). On the one hand, FBP is a simple but fast algorithm, based on the Fourier Transform of the projection and interpolation in Fourier space. The 2D FT transform of the object obtained is then inverted to form the final image. MLEM, on the other hand, is an iterative method that best estimates the reconstruction image by maximizing the likelihood function. It finds the mean number of radioactive decays that better fits the sinogram with the highest likelihood. The output reconstructed image is then stored in USRBIN file, so the result can be further analyzed in Flair.

5. APPLICATION OF THE FLUKA CODE FOR CLINICAL CALCULATIONS AT HIT AND CNAO

The FLUKA code has already been used to support clinical applications prior to the comprehensive extension of the Flair functionality to handle RT objects as described in Section 4.

Dedicated frameworks were implemented in the past at the Heidelberg Ion Beam Therapy Center (HIT, Germany) and the National Center of Oncological Hadrontherapy (CNAO, Italy) providing automated FLUKA MC simulations of clinical treatment plans delivered by actively scanned proton and carbon ion beams (66, 134). Results obtained with these early frameworks have intensively been validated against clinical data and therefore provided a valuable reference for the benchmarking of several RT functionalities during the extension of Flair. The frameworks provide all functionality required for pre-processing of the DICOM RT input data as well as the postprocessing of the FLUKA output. Graphical user interfaces allow to access the fully automated data handling and are realized at HIT within the MeVisLab environment [www.mevislab.de (135)] and at CNAO with MATLAB®. Physical and RBE-weighted dose distributions are calculated for individual treatment fields and the entire fraction using a global RBE of 1.1 for proton beams and a dedicated implementation of the LEM I framework, which is also used by the treatment planning system (TPS) (4, 75, 136) for carbon ion beams. During the physical and biological calculations dose-to-medium is always converted on-the-fly into dose-to-water, thus providing dose distributions in both formalisms, and dose-averaged LET can optionally be generated for proton beams. In order to assure consistency with the TPS, the FLUKA physics settings are the same as used for the generation of the TPS basic data in water (41, 61, 65). For CT-based calculations, the MC patient model relies on the stoichiometric calibration of Ref. (1, 3) with proper facility and CT-number dependent adjustments of the electromagnetic and nuclear processes as in Ref. (2) for consistency with the CT-range calibration curves used by the TPS for all available CT protocols.

The RaySearch RayStation® TPS has been recently (2015) installed at CNAO, and the proton beam line is currently under commissioning. Being specifically thought to provide fast visualization environments and dose statistics tools, a TPS should represent the gold-standard interface to help physicists and physicians to also include MC simulations within the clinical routine. Therefore, in addition to the in-house MATLAB® tools, an interface has been developed for converting FLUKA outputs in RTDOSE DICOM files. As an example, Figure 19 reports the physical dose distribution for the study of a 3-fields carbon ions plan (upper panels) for the irradiation of a retro-orbital metastasis. Depth–dose distributions (lower-left panels) and DVHs (lower-right panels) are also displayed. Good agreement has been found between MC and TPS calculated distributions for this challenging case both in terms of profiles and DVHs.
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FIGURE 19 | Some snapshots taken from RayStation® showing a comparison (in coronal view) between a syngo® 3-fields carbon ions plan vs. its MC dose forward recalculation. Lower panels display the line dose and the DVH calculator tools. Differently from the TPS, which displays dose only within the “external-type” structure, the MC dose-to-water scoring is extended to the whole field of view of the CT scan.



Figure 20 reports the RBE-weighted dose distribution (DRBE) of a clinical-like carbon ion therapy plan, delivered to the upper spine region in a single right-lateral field, calculated with the TPS (SIEMENS syngo® PT Treatment) and the HIT in-house MC framework (66) described above. Shown are the two-dimensional overlays of DRBE on top of the treatment planning CT image (Figure 20 upper panels), DRBE profiles along a representative line in beams eye view (Figure 20 lower-left panel) and the DVH for the PTV and the relevant organ at risk (spinal cord, Figure 20 lower-right panel). We observe a good agreement between the TPS and the MC calculations, with the MC yielding a slightly higher DRBE level in the target region leading to an increase of D50 in the PTV of ≈2%, and of V10 in the spinal cord of ≈3%. The slight overestimation of RBE-weighted dose compared to the TPS calculation is attributed to differences in the mixed radiation field description of TPS and MC as discussed in more detail in Ref. (66).
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FIGURE 20 | Clinical-like carbon ion therapy plan delivered to the upper spine region in a single right-lateral field. Top: overlay views of RBE-weighted dose distributions obtained from the TPS (left) and the FLUKA framework (right) on the treatment planning CT image. Outlined are the PTV and the spinal cord. Bottom: comparison of TPS and MC RBE-weighted dose profiles along the white arrow drawn in the overlay views (left); dose volume histograms for PTV and spinal cord for both TPS and MC RBE-weighted dose distributions (right).



Recently, Flair has been successfully applied at CNAO for performing dose forward calculations with proton beams. In Figure 14, an example of TPS- and MC-calculated dose distributions for a patient-like two fields treatment of a skull-base chondrosarcoma is shown. The satisfactory agreement, as proven by the plotted dose differences (right panel in Figure 14), supports the future usage of Flair as standard re-calculation tool at CNAO.

6. CONCLUSION

The electromagnetic and nuclear models of FLUKA enable to reasonably well reproduce measured depth- and lateral-dose profiles in water for all the spectrum of ions of therapeutic interest, making it the code of choice for generation of TPS input data at leading European centers in Germany and Italy, as well as a valuable tool to support analytical TPS developments of some commercial vendors. In the last years, special efforts have been devoted to improvements of the FLUKA nuclear interaction models, which provide benchmarked and reliable results for interaction cross sections and particle production by proton and ion beams at therapeutic energies. In particular, they allow to treat in a consistent way the transport and interaction of primary particles and all produced fragments, including transport of electromagnetic particles. All reaction generators share the same equilibrium particle emission, thus profiting together of the past and latest developments of the evaporation, fragmentation, and deexcitation models. Low energy nuclear models are of utmost importance for applications to in vivo verification techniques. FLUKA is presently able to reproduce within experimental errors the production of β+ emitters by protons at energies of interest for therapy, and at 25% or better accuracy in the case of carbon projectiles. The newly developed and refined FLUKA models for prompt γ production were shown to reproduce reasonably discrete line cross sections as well as integral energy spectra and yield-vs.-depth data for proton and carbon ion beams. The general trends of the experimental cross-sectional data are consistently reproduced by the models. This includes cross-sectional data of discrete lines for different targets, notably data for carbon, nitrogen, and oxygen nuclei.

The relative shape of photon profiles as a function of depth as well as the absolute photon yield per primary proton and carbon ion (Figure 11) are well reproduced after the last revision of the experimental data (114). The comparisons with the experimental yield-depth data presented here suggest an accuracy of about 15–20% for the prediction of absolute yields. The comparisons of simulated and measured energy spectra for proton beams (Figure 10) showed a very good agreement (mostly within 10%) for photon energies higher than 2 MeV. This is an energy range of interest for prompt-γ monitoring and spectroscopy. Progresses on nuclear interaction models are still ongoing, in particular for what concerns low mass ion beams, and a better treatment of spin/parity effects all along the reaction chain.

FLUKA’s physics model reliability is coupled with the versatile features of its Flair graphical interface, creating the necessary input directly from the computed tomography and radiotherapy files. This provides a powerful and user-friendly way to carry out Monte Carlo simulations for medical applications. Flair currently employs a fully functional DICOM CT/MT converter to VOXEL geometry, processing of the RTSTRUCT and RTDOSE modalities, and an automatic PET geometry generator. Work is ongoing on using the RTPLAN and toward the development of a Monte Carlo Treatment Planning System optimizer.

MC dose forward calculation has proven to be a valuable asset to support the development of commercial TP systems in the past. The reported implementations of the FLUKA code in automated workflow environments at HIT and CNAO are intensively used to study the impact of known shortcomings of the analytical approach in particle therapy treatment planning. They provide flexible and robust tools to address daily demands required for high quality patient treatment.
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The properties of a 50 mm × 50 mm × 30 mm monolithic LaBr3:Ce scintillator crystal coupled to a position-sensitive multi-anode photomultiplier (PMT, Hamamatsu H9500), representing the absorbing detector of a Compton camera under study for online ion (proton) beam range verification in hadron therapy, was evaluated in combination with either absorptive or reflective crystal surface coating. This study covered an assessment of the energy and position-dependent energy resolution, exhibiting a factor of 2.5–3.5 improvement for the reflectively wrapped crystal at 662 keV. The spatial dependency was investigated using a collimated 137Cs source, showing a steep degradation of the energy resolution at the edges and corners of the absorptively wrapped crystal. Furthermore, the time resolution was determined to be 273 ps (FWHM) and 536 ps (FWHM) with reflective and absorptive coating, respectively, using a 60Co source. In contrast, the light spread function (LSF) of the light amplitude distribution on the PMT segments improved for the absorptively wrapped detector. Both wrapping modalities showed almost no differences in the energy-dependent photopeak detection efficiency.

Keywords: LaBr3:Ce scintillator, γ spectroscopy, medical imaging, crystal surface coating, Compton camera

1. INTRODUCTION

Particle therapy has opened a new horizon particularly for the treatment of tumors in the vicinity of critical organs at risk, due to the sharp dose localization in the Bragg peak. However, in order to fully exploit the beneficial properties of the well localized dose deposition in the tumor volume, a precise monitoring of the ion beam range is mandatory. For this purpose, an online monitoring system based on a Compton camera designed to detect prompt (multi-MeV) γ rays, induced by nuclear reactions between the ion beam and biological tissue, is being developed at LMU Munich (7, 19). This camera is composed of six customized double-sided Si-strip detectors (DSSSD), with an active area of a 50 mm × 50 mm, a thickness of 500 μm and segmentation of 128 strips on each side, acting as scatterer (tracker), while the absorber detector is formed by 50 mm × 50 mm× 30 mm monolithic LaBr3:Ce scintillator. Besides the ability of detecting the scattered photon, this camera is also able to track the Compton electron (from multi-MeV prompt photons), due to the layered structure of the scatterer detectors. This feature does not only contribute to increase the reconstruction efficiency of the camera (enabling the reconstruction of incompletely absorbed photon events), but it also enhances the sensitivity to the source position of an incident photon from a Compton cone to an arc segment (5, 19).

The favorable properties of the LaBr3:Ce scintillator material make it the preferable detector in particular for our application in medical imaging. It has a very high light yield [61000 photons/MeV (21)] with a minor non-linearity of 6% between 60 and 1275 keV (4, 17). The material density [5.06 g/cm3 (4)] and effective atomic number [Zeff = 46.9 (10)], result in a high stopping efficiency. Moreover, this detector provides an excellent energy resolution from low photon energies [~3% at 662 keV (21)] up to high energies, thus keeping the ability to resolve the full energy peak from escape peaks over a wide energy range up to about 25 MeV (3). The superior timing properties of LaBr3:Ce, due to the fast decay time of 16 ns (1) are reflected in typical time resolutions of a few hundred picoseconds (depending on the crystal dimensions). This facilitates the use of the time-of-flight (TOF) technique, e.g., to suppress neutron background or to improve the image quality as it has been reported in positron emission tomography (PET) (6, 16).

This work aims to characterize a 50 mm × 50 mm × 30 mm monolithic LaBr3:5%Ce (15) scintillator crystal, wrapped with either absorptive or (after modification by the manufacturer) reflective layer, in order to determine the optimum performance of a detector configuration to be used as an absorbing detector in a Compton camera which is presently under development for proton (ion) beam range monitoring.

2. MATERIALS AND METHODS

The monolithic LaBr3:Ce scintillator (50 mm × 50 mm × 30 mm) is read out by a position-sensitive (16 × 16) multi-anode photomultiplier (PMT, Hamamatsu H9500), with 256 segments of 3 mm × 3 mm each and a coupling window of 1.5 mm thickness. The crystal was encapsulated together with the PMT in an aluminum housing, which has an entrance window of 0.5 mm thickness. The light guide (specification details are unpublished) is optically coupled between the crystal and the PMT by the manufacturer. The operational voltage of this PMT was set to be −1100 V. In order to reduce the complexity of the signal processing electronics, 4 neighboring segments with an area of 6 mm × 6 mm were combined to form 64 output channels. The detector properties, such as energy resolution, photopeak detection efficiency, time resolution, and light spread function (LSF), were evaluated.

The energy resolution was studied as a function of the γ ray energy using 152Eu (110 kBq), 60Co (32 kBq), and 137Cs (163 kBq) calibration sources, placed in an axial distance of 25 cm of the detector surface. The data was fitted using a two-parameter function expressed as
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where A and B are free parameters (14). In addition, the position-dependent energy resolution was investigated by scanning the detector with a 1 mm collimated 137Cs source of 86 MBq activity and a 2 dimensional step size of 6 mm, forming 8 × 8 irradiation positions with the pencil γ ray beam pointing to the center of the respect PMT pixel group and 5 min measurement time at each position. At each irradiation position, the relative energy resolution [image: image1] was determined, thus generating an energy resolution map for the detector crystal with reflective and absorptive side coating, respectively. In both measurements, the evaluation of the energy resolution was based on the sum dynode signal of the PMT (Hamamatsu H9500). This signal was fed to an amplifier and Constant Fraction Discriminator (CFD) module (Mesytec, MCFD-16) and then to a VME-based Charge-to-Digital Convertor (Mesytec, MQDC-32) to enable digitized list-mode data acquisition and subsequent spectra analysis.

The photopeak detection efficiency of the LaBr3:Ce detector was evaluated using the known activities of the calibration sources. This required measuring the ratio of photons detected in the photopeak to the number of initially emitted γ rays for the specific transitions. In this case, a 152Eu source of 110 kBq activity was used in order to cover a wide range of photon energies between 121 and 1408 keV. The energy spectrum was derived from the sum dynode of the PMT. The data was corrected by background subtraction. Dead time and solid angle corrections were applied.

The timing performance of the LaBr3:Ce scintillator was investigated relative to a fast reference plastic detector (BC-418) using a coincidence method. First, the time resolution of the reference detector was determined by measuring the coincidence time between two simultaneously emitted γ rays from a 60Co source, using two identical plastic detectors (BC-418) coupled to fast PMTs (photonis XP2020/Q). The two signals of these detectors were fed to an amplifier plus CFD module (Mesytec, MCFD-16) and subsequently to a Time-to-Digital Converter (TDC, C.A.E.N. Mod. V775). Then, the time resolution of one reference detector ΔTplast.1 was extracted according to
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where the ΔTplast.1+2 is the total time resolution measured by the two identical reference detectors.

Subsequently, one of the reference detectors was replaced by the LaBr3:Ce detector in order to measure the coincidence time resolution of this system. Knowing the time resolution of the reference detector and the combined time resolution (ΔTtot) of plastic and LaBr3:Ce scintillator, the time resolution of the LaBr3:Ce detector can be obtained as

[image: image1]

Finally, the spatial resolution properties of the LaBr3:Ce scintillator was evaluated by the Light Spread Function (LSF), defined as the FWHM of the radial projection of the light distribution of the multi-anode PMT pixels. In order to extract the relevant light amplitude distributions correlated to the incident γ rays, some correction steps have to be applied consecutively:

• Gain matching: Since each channel of the 64 PMT output signals was processed by individual spectroscopic electronics, potential gain variations between channels have to be corrected. Therefore, two pulser signals with different amplitudes (50 and 100 mV) were injected to each amplifier channel in order to match the relative amplification gains of all channels.

• QDC pedestal: The charge-to-digital converter (QDC) continuously produces low-amplitude signals originating from the dark current. The intensity and energetic position of this signal varies from channel to channel. Thus, digitized data was acquired without input signal to the QDC in order to define (after applying a Gaussian fit to the pedestal peaks) a fixed pedestal subtraction threshold that was determined as 3 σ above the pedestal peak centroid.

• PMT uniformity: In order to allow for a correction of the gain variations between the 256 pixels of the multi-anode PMT (H9500), a gain non-uniformity matrix is provided by the PMT manufacturer (Hamamatsu). Since each 4 neighboring pixels of the PMT were electronically summed in this study, the corresponding gain values of the non-uniformity matrix were averaged to derive new correction factors for the 64 output channels. These relative correction factors range from 1.0 to 1.8.

• Crystal light distribution uniformity: Scattering or reflections of the scintillation light mainly in the corner or edge regions of the crystal could lead to an inhomogeneous spatial response of the crystal to impinging radiation. This can be corrected by registering the light amplitude distribution, resulting from a homogeneous flood source covering the crystal front surface, allowing to derive a correction map. Fortunately, the LaBr3:Ce crystal offers an elegant alternative. Since the internal radioactivity of the LaBr3:Ce detector (here 140 Bq, exhibiting besides distinct transitions from 138La and 227Ac (11, 18) a continuum ranging up to about 2.6 MeV) can be assumed to be homogeneously distributed inside the crystal with isotropic emission of the corresponding γ rays. The photon energy region of this background radiation equivalent to the impinging γ rays (in this case 662 keV from a 137Cs source) was used to determine the position-dependent correction matrix. This takes into account the energy dependence of the scatter/reflection processes near corners and edges of the crystal, affecting the light collection behavior.

After applying the above corrections, an 8 × 8 grid scan of the LaBr3:Ce detector using a 1-mm collimated 137Cs (86 MBq) source was performed to visualize the correlated movement of the source position. Then, one of the four central irradiation position measurements from this grid scan was selected to derive the LSF by performing a radial projection of the light amplitude distribution of the PMT pixels.

3. RESULTS AND DISCUSSION

3.1. Energy Resolution

Figure 1 displays the energy resolution for photon energies from 121 to 1332 keV, as determined for the reflectively and absorptively coated LaBr3:Ce crystal, respectively. The dotted curves parameterize the energy dependence of the relative energy resolution according to the two-parameter function indicated in Equation (1). The relative energy resolution [image: image1] was found to be 12.5 and 3.5% at 662 keV for the absorptively and reflectively wrapped crystal, respectively. Throughout the energy range, the reflectively wrapped crystal exhibited a significantly improved energy resolution. In general, the energy resolution ΔE/E of a scintillation detector read out by a photomultiplier can be expressed as

[image: image1]

where δintr is the intrinsic detector resolution affected, e.g., by crystal inhomogeneities, δtran is the transfer resolution that is correlated to the optical coupling properties of the crystal to the PMT readout, including the photocathode quantum efficiency as well as the focusing of photoelectrons to the first dynode, and δst is the statistical contribution of the PMT (12). The last two factors will determine the statistical uncertainty of the PMT, as it is directly affected by the number of photoelectrons generated at the photocathode and the photoelectron collection efficiency at the first dynode (13).
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FIGURE 1 | Energy resolution as a function of the photon energy values measured by a LaBr3:Ce detector with reflective (red) and absorptive (black) side surface coating obtained with 152Eu, 137Cs, and 60Co calibration sources. The dotted lines represent a two-parameter function fit as indicated in Equation (1).



Since the same crystal and optical coupling were used with reflective and absorptive crystal wrapping, the intrinsic term can safely be expected to give the same contributions to the overall energy resolution in both scenarios. As the generated scintillation light is partially absorbed by the absorbing wrapping material and consequently the number of the photoelectrons that reach the PMT is drastically reduced, the statistical term δst should contribute to the degradation of the energy resolution in the absorptively coated crystal, since δst is inversely proportional to the square root of the number of photoelectrons.
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where vM is the variance of the PMT gain, typically between 0.1 and 0.2, and Nphe is the number of photoelectrons (12). The transfer term δtran is also expected to contribute to the energy resolution deterioration in the absorptively wrapped crystal, since in this crystal the collection of the scintillation light at the photocathode strongly depends on the interaction position at which the scintillation light is generated. This can be noticed throughout the study of the spatial dependence of the energy resolution using the 1 mm collimated 137Cs source. Moreover, even for a given position of interaction, the probability for a scintillation photon to arrive at the photocathode will depend much more strongly on the initial angle of emission than in the reflectively wrapped crystal. Figure 2 shows the resulting 2D energy resolution map of the absorptively wrapped LaBr3:Ce crystal at 662 keV. The energy resolution is gradually degrading from 8% in the central region to about 10 and 16% at the detector’s edges and corners, respectively. This can be attributed to the reduction of scintillation light reaching the PMT (thus reducing the number of photoelectrons) due to the absorption of scattered and reflected photons hitting the absorptively coated side surfaces of the scintillation crystal. This effect is much stronger for scintillation photons generated in the edge or corner regions compared to the central region of the crystal. In contrast, this effect disappears with the reflective coating of the LaBr3:Ce crystal as indicated in Figure 3. The corresponding 2D energy resolution is only slightly varying with the irradiation position, as can be seen from the respective x and y projections (averaged over the complementary dimension). An averaged relative energy resolution [image: image1] is achieved in this scenario. The drastic improvement by about a factor of 2.5–3.5 compared to the absorptive coating clearly emphasizes the need to preserve the full amount of scintillation light (and thus photoelectrons Nphe) via the reflective wrapping of the crystal, thus, reducing the statistical fluctuations in of Nphe at each irradiation position.
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FIGURE 2 | 2D energy resolution map together with its X and Y projection obtained by scanning the absorptively wrapped LaBr3:Ce crystal with a 1-mm collimated 137Cs source and step a size of 6 mm in x and y direction.
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FIGURE 3 | 2D energy resolution map measured by scanning the reflectively coated LaBr3:Ce crystal with a 1-mm collimated 137Cs source and step a size of 6 mm in x and y direction. The x and y projections (averaged over the complementary direction) show an almost position independent energy resolution of 3.8% on average.



3.2. Photopeak Efficiency

The LaBr3:Ce photopeak detection efficiency εph was determined with reflective and absorptive crystal coating over an energy range between 121 and 1408 keV, as displayed in Figure 4. With both types of crystal surface coating, the full energy detection efficiency, corrected for solid angle and data aquisition dead time, starts from high values of εph ≈ 80% at low energies (121 keV) due to the crystal thickness of 30 mm, the high effective atomic number Zeff and the density of the detector material, rendering the probability of the photoelectric interaction to be dominant in this energy region. However, the observed drop of εph with increasing photon energy correlates with the emerging dominance of multiple interactions, such as Compton scattering for high energy photons contributing to reduce the photopeak efficiency. Figure 4 also shows that the photopeak detection efficiency within experimental uncertainties is almost independent of the different surface coatings as expected.


[image: image1]

FIGURE 4 | Photopeak detection efficiency of the absorptively (blue) and reflectively (red) wrapped LaBr3:Ce crystal using a 152Eu calibration source. Background, solid angle, and DAQ dead time corrections were applied to these data. The solid lines are to guide the eye.



3.3. Time Resolution

The timing properties of the LaBr3:Ce detector were investigated for the alternative crystal coatings relative to a fast reference plastic scintillator. Figure 5A shows the coincidence time peak of two simultaneously emitted photons from 60Co, measured by two identical plastic detectors (BC-418), exhibiting a FWHM of 365 ± 8 ps. From Equation (2), the time resolution of a single reference detector was found to be 258 ± 5 ps (FWHM). A similar result was obtained for a BC-418 scintillation detector coupled to the same PMT type (photonis XP2020/Q) by (6) to be 235 ps (FWHM). Figures 5B,C indicate 376 ± 8 ps (FWHM) and 595 ± 8 ps (FWHM) as the coincidence time measured for the reflectively and absorptively wrapped LaBr3:Ce detector, respectively, in coincidence with the reference plastic detector. Using the measured time resolution of the reference detector, the time resolution of the LaBr3:Ce detector was extracted using Equation (3) to be 536 ± 6 ps (FWHM) with absorptive and 273 ± 6 ps (FWHM) with reflective wrapping. Since the same crystal, PMT, electronics and time pick-off method were used in both side surface wrapping scenarios, the improvement in the time resolution of the LaBr3:Ce detector by more than a factor of 2 can clearly be attributed to the maximized light collection in the reflectively wrapped crystal. Consequently, the number of collected photoelectrons per event is correspondingly maximized, thus reducing the statistical fluctuations that affect the time resolution, which scales inversely proportional to the square root of the number of photoelectrons (2, 8).
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FIGURE 5 | Time coincidence peak of two simultaneously emitted photons from 60Co measured by two identical plastic detectors (BC418) (A) and by a reflectively (B) as well as an absorptively (C) wrapped LaBr3:Ce detector measured against the reference plastic detector. The blue curve represents a Gaussian fit used to derive the indicated FWHM values.



3.4. Light Spread Function

The impact of the crystal surface coating on the position sensitivity of the LaBr3:Ce detector was studied using the 1 mm collimated 137Cs source. Figures 6 and 7 show 2D light amplitude distributions for each irradiation position on a 8 × 8 grid with 6 mm step size in x and y direction. The irradiation position is clearly correlated with the shape of the measured light distribution both with absorptive and reflective surface wrapping after applying the correction steps discussed in section 2.


[image: image1]

FIGURE 6 | 2D light amplitude distribution obtained from an 8 × 8 grid scan of the absorptively wrapped LaBr3:Ce detector, using a 1 mm collimated 137Cs source with a step size of 6 mm in x and y direction. Each subpicture represents light amplitude distribution of an irradiation position. The corresponding correlation of the resulting light amplitude distributions (after the analysis steps described in Sect. 2) with the shift of the irradiation position is clearly visible.




[image: image1]

FIGURE 7 | A grid scan of 8 × 8 irradiation positions of the reflectively coated LaBr3:Ce detector, using a 1-mm collimated 137Cs source. The source irradiation position can be clearly tracked by the intensity of the detector 2D light distribution.



The LSF, which corresponds to a radial projection of the 2D light amplitude distribution, is used to evaluate the impact of the crystal wrapping type on the detector’s spatial resolution. The absorptively wrapped LaBr3:Ce detector exhibits a LSF of 23.5 ± 4 mm FWHM (σ = 10.0 ± 1.8 mm) derived from the radial projection fit of the 2D light distribution as indicated in Figure 8. In contrast and derived from Figure 9, it was measured to be 31.7 ± 3 mm FWHM (σ = 13.5 ± 1.2 mm) for the reflectively LaBr3:Ce detector. As expected, the reflective coating degrades the position sensitivity of the detector due to the scintillation light scattering at the edges and corners of the crystal. However, this degradation does not prevent the detector from resolving the photon source-position correlation as shown in Figure 7. While so far, measurement and analysis of the LaBr3:Ce has been performed using an initial version of the signal processing electronics with 64 signal readout channels, in the further progress of the R&D project the readout electronics was upgraded to the full capacity of 256 channels needed for an individual readout of the 16 × 16 multi-anode PMT segments. Consequently, the position-dependent collimated irradiation was repeated with a finer grid step of 3 mm in x and y direction, resulting in the light amplitude correlation map shown in Figure 10, where 16 × 16 2D maps are displayed, each with 16 pixel in x and y, respectively (compared to 8 × 8 pixel in Figures 6 and 7). The higher granularity of the segmented readout and the scan stepsize enables as well a refined analysis of the LSF for the reflectively coated crystal (note that the electronics upgrade was performed after the crystal modification from absorptive to reflective coating). The resulting LSF is shown in Figure 11 exhibiting a width of 23.7 ± 0.7 mm FWHM (σ = 10.1 ± 0.3 mm), comparable to the findings for the less segmented, absorptively wrapped crystal. Based on these findings, the position information for the impinging primary photon is planned to be derived from the monolithic LaBr3:Ce scintillator using the “k-nearest neighbor” (k-NN) method developed at TU Delft (20), which requires an even finer 2D grid scan of the detector (0.5 mm collimation, 0.5 mm stepsize) (9).
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FIGURE 8 | Radial projection of the 2D light amplitude distribution obtained from a central irradiation position of the absorptively wrapped LaBr3:Ce detector. In this study, 4 neighboring segments of the 16 × 16 multi-anode PMT were combined. The blue curve represents a Gaussian fit to the data, the resulting width σ is indicated.
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FIGURE 9 | Radial projection of the 2D light amplitude distribution derived from a central irradiation position of the reflectively wrapped LaBr3:Ce detector. The blue curve represents a Gaussian fit to the data, the resulting width σ is indicated.
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FIGURE 10 | A grid scan of 16 × 16 irradiation positions of the reflectively coated monolithic LaBr3:Ce detector, using a 1 mm collimated 137Cs source and a grid step size of 3 mm in x and y direction. All 256 segments of the multi-anode PMT are individually read out. The resulting 2D light amplitude distribution of each irradiation position clearly indicates a systematically different pattern for the 256 different source positions.
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FIGURE 11 | Radial projection of the 2D light amplitude distribution derived from a central irradiation position of the reflectively wrapped LaBr3:Ce detector coupled to a 16 × 16 multi-anode PMT. The blue curve represents a Gaussian fit to the data, the resulting width σ is indicated.



4. CONCLUSION

A monolithic LaBr3:Ce detector (50 mm × 50 mm × 30 mm) coupled to a position-sensitive multi-anode PMT was characterized with reflective and absorptive crystal surface coating for the purpose of optimizing the absorbing detector of a Compton camera, intended to be used as a monitoring system for ion (proton) beam range monitoring in hadron therapy. The photopeak efficiency of the detector is negligibly affected by the type of crystal coating. The reflective coating contributes to improving the energy and time resolution of the detector, because it enhances the light collection that reduces statistical fluctuations in both cases. However, this type of coating degrades the detector position sensitivity due to the increase in light scattering at the edges and corners of the crystal. While at the first glance, it appears counterproductive to use reflective side surface wrapping (plus polished crystal surface treatment) in a scenario where position resolution is targeted via a multi-anode PMT readout, in our case it is nevertheless mandatory, since an optimized energy resolution is of equal importance when operating the crystal in the context of a Compton camera. From the results obtained in this study, the reflectively wrapped LaBr3:Ce scintillator qualifies to be the optimum choice for the Compton camera absorbing detector. This is further emphasized by the presented measurements with the upgraded, highly granular electronic readout for all of the 256 PMT segments.
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The highly conformal dose distributions produced by scanned proton pencil beams (PBs) are more sensitive to motion and anatomical changes than those produced by conventional radiotherapy. The ability to calculate the dose in real-time as it is being delivered would enable, for example, online dose monitoring, and is therefore highly desirable. We have previously described an implementation of a PB algorithm running on graphics processing units (GPUs) intended specifically for online dose calculation. Here, we present an extension to the dose calculation engine employing a double-Gaussian beam model to better account for the low-dose halo. To the best of our knowledge, it is the first such PB algorithm for proton therapy running on a GPU. We employ two different parameterizations for the halo dose, one describing the distribution of secondary particles from nuclear interactions found in the literature and one relying on directly fitting the model to Monte Carlo simulations of PBs in water. Despite the large width of the halo contribution, we show how in either case the second Gaussian can be included while prolonging the calculation of the investigated plans by no more than 16%, or the calculation of the most time-consuming energy layers by about 25%. Furthermore, the calculation time is relatively unaffected by the parameterization used, which suggests that these results should hold also for different systems. Finally, since the implementation is based on an algorithm employed by a commercial treatment planning system, it is expected that with adequate tuning, it should be able to reproduce the halo dose from a general beam line with sufficient accuracy.

Keywords: pencil beam, proton therapy, dose calculation, double Gaussian, graphics processing unit, adaptive radiotherapy

INTRODUCTION

Fast dose calculation finds use in a variety of radiotherapy applications and is an active area of research (1). Due to the high level of dose conformity, the small number of treatment fields, and the sensitivity to material changes in the beam path, adaptive treatment techniques relying on fast, repeated dose calculation are of particular interest in proton therapy. A considerable amount of work has therefore gone into using graphics processing units (GPUs) to speed up proton therapy Monte Carlo (MC) dose calculation in order to allow daily dose recalculation (2–6). However, more advanced adaptive techniques, such as real-time dose monitoring, would involve calculating the dose online as it is being delivered. For a treatment employing pencil beam (PB) scanning, this would require the calculation time of individual energy layers to be short in comparison with the time between energy layers or the length of a typical motion phase. For such applications, GPU MC dose calculation on a single workstation remains too slow by at best one, and generally two or more, orders of magnitude. In a previous paper, we therefore presented a GPU implementation of the widely used PB algorithm, especially developed for use in online calculation (7). The presented dose calculation engine was capable of calculating a two-field, base-of-skull test case in 0.22 s, with individual energy layers of the same case taking 6.4 ms or less to calculate. The short calculation times were largely attributed to the efficient GPU implementation of the computationally expensive kernel superposition (KS) step of the algorithm (8). Although the accuracy of the calculation in the high- and medium-dose regions was seen to be high, with γ-index passing rates matching those of a PB algorithm in clinical use, the implementation used a single-Gaussian kernel to describe the lateral dose profiles of PBs. It is well-known that such a beam model cannot accurately predict the low-dose halo made up of particles traveling at large angles with the beam direction, originating from nuclear interactions, inhomogeneous scattering in the nozzle, or large-angle Rutherford scattering. Despite the low halo dose, their large widths mean that the halos from a number of PBs may overlap to produce a noticeable impact on the overall dose distribution. Modeling of the halo dose is therefore necessary to predict the field-size dependence of the central dose in energy layers. In addition, the halos are responsible for the low-dose region further away from the target, which might be of interest when trying to predict the risk of developing side effects or secondary tumors.

Although PB algorithms for proton therapy have traditionally employed the single-Gaussian beam model, the above reasons have led to modern treatment planning systems (TPSs) almost exclusively making use of more complex models. Generally, these add one or more additional terms for modeling the halo dose to the Gaussian kernel describing the contribution from primary particles. A common method is to use a second, wider Gaussian to describe the halo, an approach first suggested for dose calculation in electron therapy (9). The potential to use the same approach in proton therapy was later pointed out in a paper describing the implementation of a commercial TPS (10). Pedroni et al. presented the first implementation of a double-Gaussian beam model for scanned PBs, using a parameterization based on measurements of the increase in central dose in square fields of increasing side length (11). Later the same year, Soukup et al. presented a different implementation, where the parameterization was instead based on MC simulations of nuclear interactions in water, which was adopted in the commercial TPS XiO Proton (Elekta AB, Stockholm, Sweden) (12). Since then a range of parameterizations, based on measurements, MC simulations, and analytical calculations, have been presented (13–17). Furthermore, several extensions to the double-Gaussian model have been suggested, including using a double-Gaussian model also for the PB shape in air, adding a third Gaussian to the beam model, and adding different non-Gaussian functions to the kernel (18–24).

From the above discussion, it is clear that to be fully comparable to a modern TPS, a calculation engine for online dose monitoring must include a model for the halo dose. Starting with an existing implementation, a double-Gaussian beam model could easily be implemented by simply rerunning the calculation a second time for the halo contribution. The difficulty in a fast implementation, however, stems from the width of the halo: for a double-Gaussian beam model, the width of the halo contribution is expected to be about two to three times larger than that of the primary contribution. The most time-consuming step of the PB algorithm is the KS, where the computational PBs (CPBs) – the computational elements of the PB algorithm obtained from the sub-PB splitting of physical PBs (7) – are widened perpendicular to the beam direction through a superposition of the kernels describing their lateral shape. The number of voxels reached by the kernel at a given depth, and thereby the calculation time of the KS step, is proportional to the square of the CPB width and inversely proportional to the square of the CPB spacing. Therefore, the calculation of a two to three times wider halo dose is expected to take four to nine times longer than that of the primary contribution, threatening to make the calculation time prohibitively long for real-time applications. Here, we describe the integration of a double-Gaussian beam model, based on the algorithm by Soukup et al. (12), into our previously presented GPU dose calculation engine, which aims to reduce the calculation time of the halo dose. It does so in part by employing the method described in Ref. (12), where, in the calculation of the halo dose, a single “nuclear” PB, henceforth referred to as halo PB (HPB), is assigned to each physical PB. Assuming 3 mm PB spacing and 1 mm CPB spacing for the primary contribution, this lack of sub-PB splitting reduces the number of HPBs, and thus their computational load, by a factor of nine. In addition, we employ a separate beam’s-eye-view (BEV) coordinate system for the halo dose. This is defined in the same way as the CPB coordinate system described in our previous implementation (7) but is based on the HPB grid spacing. Using the same assumption as above, this effectively reduces the resolution of the halo calculation by a factor of three, and thereby the computational load of the KS by another factor of nine. Thus, using this approach, the time required by the KS step for the HPBs is expected to be not more than 11% of that for the primary CPBs. Although the main focus of the work was the implementation of the double-Gaussian beam model and its performance, it also includes a comparison of two parameterization approaches for the double-Gaussian beam model, so that their effect on the calculation time could be investigated.

MATERIALS AND METHODS

Algorithm

The PB implementation presented in this paper assumes that the dose D to a point (x, y, z) can be described by a double-Gaussian beam model according to
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The first sum on the right-hand side of Eq. 1 represents the dose from primary particles, which is calculated according to the original implementation using the single-Gaussian beam model presented elsewhere (7). Consequently, the index of summation, i, runs over the CPBs resulting from the sub-PB splitting of the physical PBs, and each factor inside the summation (except for the first one) is further identical to what was previously presented. Specifically, Ni is the CPB weight, Ei is the initial beam energy, zWE,i is the water-equivalent path length (WEPL), IIDD is the integral depth dose (IDD), G is the Gaussian function, and σCPB,i is the SD of the primary Gaussian, henceforth referred to as the CPB width. In Eq. 1, u (Ei, zWE,i) ∈ [0,1] is the halo fraction, defined as the share of the integral dose that is deposited by the halo, which is given by the halo dose parameterization. Consequently, the factor [1 − u(Ei, zWE,i)] gives the fraction of the integral dose at a given WEPL that is deposited by primary particles. It should be noted that, although the CPB widths are calculated as described in the original publication, the values of the parameters ES and δ, which enter the width calculation as free parameters in the implementation, have to be adjusted in the double-Gaussian beam model. This is because the values (14.1 MeV and 0.21 mm, respectively) obtained for the single-Gaussian beam model were based on how well the shape of the calculated PBs reproduced the total dose distributions, including contributions from the low-dose halo, from individual PBs as obtained by MC simulations. When employing the double-Gaussian model, these should instead be determined by a fit to the primary contribution alone. Therefore, the contribution from the halo should be subtracted from the total dose before finding the best values of ES and δ, and these must therefore be determined separately for each halo dose parameterization.

The dose contribution from the low-dose halo is given by the second sum on the right-hand side of Eq. 1. In this case, the sum is taken over HPBs, which, since no sub-PB splitting is applied, coincide in number and position with the physical PBs. Therefore, the weight, Nj, of HPB j is equal to that of the corresponding physical PB. The width of HPB j, σHPB,j, is defined in accordance with Ref. (12) as
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where σPB is the total width of the contribution from primary protons before the sub-PB splitting, and σLA is the large-angle component given by the halo dose parameterization. Similar to u, and contrary to σCPB (and thus σPB), σLA depends only on the initial beam energy and the WEPL.

Beam Model Parameterizations

Two different parameterizations for the halo fraction, u, and the large-angle component, σLA, were investigated. The first parameterization, which will be referred to as the Soukup model, makes use of the unmodified analytical fits to MC data of nuclear interaction products given in Ref. (12), given by
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where, if the right-hand side becomes negative, u(E, zWE) is set to 0, and
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In the above equations, R0(E) is the Bragg peak (BP) depth in water for a PB of initial energy E. Past the BP, both u and σLA are assumed to take the same value as at the BP depth (although this is only stated explicitly for u in the original publication). In order to calculate the new values for ES and δ for the primary contribution, the radial halo distributions of individual PBs in water were calculated using the expression inside the second sum on the right-hand side of Eq. 1 together with Eqs 3 and 4. The results were then subtracted from the corresponding radial dose distributions obtained from MC simulations to obtain the expected radial dose distribution of the primary particles. For each depth and energy, these were then fitted with a Gaussian function to extract the values for σPB in water. Since σHPB in Eq. 1 itself depends on σPB, this process was done iteratively, using σPB from the single-Gaussian implementation as the starting point. However, due to σLA generally being at least a factor of two larger than σPB, the exact value of the latter was seen to play a limited role, resulting in the calculation converging after a single iteration. The resulting values of σPB were finally used to obtain the new values for the parameters ES and δ in the same way as for the single-Gaussian beam model (7).

The second parameterization, which will be referred to as the direct model, relied on fitting sums of two Gaussians directly to the total radial dose distributions obtained from MC simulations, similar to Parodi et al. (17). This was done through a non-linear least squares fit using the trust-region algorithm provided with the Optimization Toolbox of Matlab (Mathworks, Natick, MA, USA). Despite the fact that the radial dose distributions quickly become very small for large radii, the contributions at large radii are important for two reasons. First, the radial distributions do not reflect the larger volumes receiving the contributions from larger radii, which is part of the reason why the low-dose halo is of interest in the first place. Second, since the dose fraction of the halo is expected to be smaller, but the width of its Gaussian larger than for the primary particles, its dose contribution will be dwarfed close to the central axis, and its parameters must thus be determined mainly from the dose at large radii. Therefore, in order for the optimization not to ignore the small contributions at large radii, the contribution to each radial bin was weighted according to the total area of a ring of the same width, i.e., with [image: image1] for the bin between radius ri and ri+1. The fit allowed the three parameters σPB, σHPB, and u to be obtained simultaneously for each PB energy and depth in water. Values of σLA for different depths were then obtained from σPB and σHPB by rearranging Eq. 2. In order to reduce the noise present in the calculated depth curves for u and σLA (c.f. Figure 2), these were fitted with cubic splines to obtain the final parameterizations. Past the BP, where few charged particles remain in the beam, the basis for using separate Gaussians for charged primaries and secondaries starts to break down. This was characterized by a sharp drop in u (likely due to the charged secondaries stopping earlier than primaries), followed by u tending toward unity, while σLA grows very large, consistent with the figures shown in Ref. (17). The behavior is likely explained by the limited number of charged particles past the BP causing the second Gaussian to be fitted to the “aura” of uncharged secondaries (24), which is more appropriately described by a non-Gaussian function (20, 21, 23, 24). Although a double-Gaussian fit still provides some improvement in this region (c.f. bottom row of Figure 1), the aura was ignored, consistent with our approach at shallower depths. Thus, past 102% of the BP depth, the same solution of keeping the values of u and σLA constant as for the Soukup model was employed. The values of ES and δ were finally obtained from σPB in the same way as before.


[image: image1]

FIGURE 1 | Radial dose profiles as simulated by MC (black dots with error bars) fitted using single- and double-Gaussian models (solid lines). Dashed lines show the components of the double-Gaussian model. The error bars correspond to three times the estimated SD from the MC simulation, and to avoid crowding only every fifth MC data point is shown. Columns, from left to right, correspond to PBs with BP depths 70, 131, and 220 mm. Rows, from top to bottom, correspond to the profiles at the surface, at 40% of the BP depth, at the BP depth, and at 104% of the BP depth. The legend of the top left panel applies to all panels.
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FIGURE 2 | Halo fraction, u, of the total dose (top row), σLA (bottom row, solid lines), and σHPB in water (bottom row, dashed lines) for the two parametrizations at three different beam energies. The individual data points used to fit the splines of the direct model are shown as dots (frequently coinciding with the corresponding line) in the right-hand panels, making visible the oscillating behavior in the model past 102% of the BP depth (with some dots falling outside the panels). Data for each parameterization are shown until 105% of the BP depth, the largest WEPL considered in the calculation. The BP depth for each line color is given by the legend in the bottom right panel and is also indicated by vertical dotted lines.



Implementation

Incorporating the double-Gaussian beam model in Eq. 1 into the existing PB dose calculation engine could in theory be achieved by carrying out the same calculation procedure twice: once for the primary and once for the halo contributions. However, there are two strong arguments against this solution. First, several parts of the implementation rely on assigning one thread per lateral voxel position. While this works well for the large number of CPBs used to calculate the primary contribution, the number of HPBs is expected to be about nine times lower since no sub-PB splitting is applied. Therefore, small- and medium-sized treatment fields would likely not contain enough HPBs to saturate a modern GPU. Second, several of the intermediates and results obtained in the calculation of the primary contribution, importantly the WEPL and σCPB (from which σPB is obtained), are also needed to calculate the halo contribution. Therefore, repeating the whole calculation would either require recalculating the necessary intermediates or keeping large amounts of data in global memory between the two rounds of calculations. Instead, it was deemed more efficient to maintain the structure presented in the original publication [c.f. Figure 2 in Ref. (7)] for the calculation of the primary contribution and to interleave it with the halo dose calculation. While the calculation of primary dose thus remains identical to what was previously presented, the following paragraph describes the changes made to the dose calculation engine in order to accommodate the halo dose calculation.

The only part of the implementation that was significantly modified compared to the original was the one calculating and storing the integral dose and kernel parameter for the CPBs, which was extended to perform the same operations for the HPBs as well. Due to the smaller number of HPBs than CPBs, the additional operations were carried out only by the threads corresponding to CPBs whose positions coincide with that of a HPB. Although it led to the majority of threads being idle during the additional operations, this method was deemed preferable compared to using a separate calculation step for the HPBs, which would in any case not have enough parallelism to saturate the GPU. For each step along the z-axis, the widths of the HPBs were calculated according to Eq. 2. The required value of [image: image1] was found by linear interpolation into a 2D texture containing the selected parameterization, and [image: image1] was calculated by adding in quadrature the PB width at the patient surface, σair (E, z0), to the value of σCPB already calculated for the primary contribution. Furthermore, the integral dose for the halo contribution was obtained by multiplying the local IDD contribution, the full PB weight, and u, where u was again obtained by interpolating into a 2D texture. (A multiplication with (1 − u) was similarly introduced in the calculation of the integral dose for the primary contribution.) To be compatible with the efficient KS implementation presented in a previous paper, the obtained values for the integral voxel dose and kernel parameter were then converted to dimensionless voxel units (8). These values were stored in two additional global memory arrays alongside those of the primary contribution. The KS step of the halo dose was identical to that of the primary contribution, and the two KS steps were carried out sequentially for each energy layer. However, due to the different resolutions of the CPB and HPB BEV systems, the BEV halo dose was kept in a separate BEV dose array. For the same reason, the transformation of the BEV halo dose to the global dose grid after completing the calculation for all energy layers also had to be done separately from the BEV primary dose.

Validation and Benchmarking

The double-Gaussian beam model was validated and benchmarked in the same way as the original dose calculation engine (7). In brief, all the reference dose distributions were obtained using the Fluka MC code, employing the beam line parameters and nozzle geometry of the Centro Nazionale di Adroterapia Oncologica (CNAO) treatment center in Pavia, Italy (25, 26). For the single PB validation, the radial dose distribution from a PB of BP depth 220 mm in water was calculated using 1 mm CPB spacing and a global dose grid resolution of 1 mm × 1 mm × 1 mm and was compared with the corresponding reference PB. For patient case validation, a base-of-skull plan for a 55.6 cm3 planning tumor volume target consisting of two oblique fields of 38 and 45 energy layers was used. The PB spacing (and thus HPB spacing) was 3 mm, the CPB spacing was again set to 1 mm, and, in order to match the resolution of the provided reference MC simulation, a global dose resolution of 2 mm × 2 mm × 2 mm was used. The same patient case was also used in the benchmarking. In addition, benchmarking was carried out on a plan for a cubic target of side length 100 mm extending 100–200 mm below the surface of a water tank and consisting on 20 energy layers. For this plan, the PB spacing was 3 mm, the CPB spacing was set to 1 mm, and a global dose resolution of 1 mm × 1 mm × 1 mm was used. The calculations were carried out on a Tesla K40 GPU from Nvidia (Santa Clara, CA, USA) with 2880 cores running at a clock frequency of 875 MHz.

RESULTS

Beam Model Parameterizations

The results of directly fitting a sum of two Gaussians to the radial profiles of PBs of three different energies in water are shown in Figure 1. Each PB is shown at four depths, corresponding to the surface, 40% of the BP depth, the full BP depth, and 104% of the BP depth, and for comparison direct fits using a single-Gaussian are shown. A clear deviation from a single Gaussian is seen for all beam energies and at all depths, including the surface, indicating that nuclear interactions may not be the only factor contributing to the low-dose halo in the beam line modeled. For larger radii, it is clear that even an ideal double-Gaussian model breaks down far away from the central axis. However, for all depths up until just after the BP, this happens at a dose level, which is at least one order of magnitude smaller than for the single-Gaussian model.

Figure 2 shows curves of u and σLA according to the two parameterizations considered and for three beam energies with BPs at 70, 131, and 220 mm depth in water. A striking feature of this figure is the large difference in the shapes and magnitudes of both u and σLA between the models, especially at low beam energies. This shows that the assumptions made in the parameterization do indeed impact the resulting beam model. Although it was hard to perform a quantitative comparison with the data shown by Parodi et al. (17), the shapes and magnitudes of their curves for the CNAO treatment center seem to agree with those of the direct model presented here, as expected from the similar method used. The direct model also shows the closest agreement with the measurement-based parameterization by Pedroni et al. in terms of the shapes of the curves for u and σHPB, although their values of u were seen to be almost half the size, and their values of σHPB a few millimeters larger (11). In addition to the differences in u and σLA, a difference was also seen in the new values of ES, which were 13.8 MeV for the Soukup model and 13.0 MeV for the direct model. The new values of the empirical correction δ were, in the same order, 0.00 and 0.06 mm. The low values are expected since any major deviations from the multiple-scattering model should now be incorporated in the halo contribution. For the Soukup model, the halo fraction is close to 0 at the surface, which means that the width of the primary contribution at the surface should be given by the total PB width in air, as was the case for the single-Gaussian beam model. However, as can be seen from Figure 2, the halo fraction at the surface is non-zero for the direct model. The calculated PB width in air at the surface thus corresponds to the effective width of the primary and halo contributions taken together, and subsequently the width of the primary contribution must be smaller than this. It was seen that, in order to obtain the correct total beam width at the entrance point, the width of the primary contribution had to be set 2–4% smaller than the calculated PB width in air across the different energies. Therefore, when using the direct model, the entry width used in the calculation of the weights for the primary CPBs was set to 97% of the width calculated in air.

Validation

Figure 3 shows the difference in calculated dose for a PB of 220 mm BP depth when comparing the presented dose calculation engine using different halo dose parameterizations with the reference MC simulation. The result obtained for the previously presented single-Gaussian beam model is included for reference, showing that both parameterizations considerably reduce the average error in comparison. Unsurprisingly, the smallest average error was achieved for the direct model, with the Soukup model performing surprisingly well despite the lack of beam line-specific tuning. The error ranges in Figure 3 were −0.8 to 2.1 and −1.8 to 2.0%, respectively, for the Soukup and direct models, compared to −1.1 to 5.3% for the single-Gaussian model. The small value of the lower boundary of the direct model was caused by the large underestimation seen along the central axis close to the surface in Figure 3.
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FIGURE 3 | Errors in radial distributions as a percentage of maximum dose for a PB of 220 mm BP depth when comparing the presented implementation to a MC simulation. The panels show the previously presented single-Gaussian implementation (top), the Soukup model (middle), and the direct model (bottom). The contours show the MC isodose curves, with each line corresponding to a multiple of 10% of the max dose.



Figure 4 shows γ-index maps according to the 2%/2 mm criterion for the reference patient case. Although the γ-index is a poor measure of the agreement in the low-dose region, better modeling of the halo dose is expected to be somewhat reflected in the γ-index due to the contribution of overlapping halos from multiple PBs to the high- and medium-dose regions. The γ-index passing rates for voxels receiving at least 10% of the prescription dose according to the 2%/2 mm criterion were 97.9% for the Soukup model and 97.4% for the direct model, compared to 96.7% for the single-Gaussian model. For the less strict 3%/3 mm criterion, the passing rates for the Soukup and direct models were 99.4 and 99.2%, respectively, similar to the 99.2% obtained for the single-Gaussian model.
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FIGURE 4 | Maps of the 2%/2 mm γ-index for the patient case for different beam model parametrizations. The rows correspond, from top to bottom, to the single-Gaussian, Soukup, and direct models. Columns, from left to right, show sagittal, coronal, and axial slices roughly through the center of the target.



Benchmarking

Despite the differences seen in Figure 2, the performance of the two parameterizations of the double-Gaussian beam model was very similar. The calculation times for the patient case were 241 and 244 ms, respectively, for the Soukup and direct models. This constitutes increases in the calculation time of 8 and 9% compared to the 224 ms required by the single-Gaussian model. The increase in calculation time for individual energy layer was seen to be larger and shifted toward smaller energy layers: the shortest calculation time (excluding memory transfers and deallocations) for an energy layer was 3.2 and 3.3 ms for the two models, or about 50% longer than for the single-Gaussian model, whereas the longest calculation time was 8.1 and 8.4 ms, or around 25% longer than for the single-Gaussian beam model. The overall increase in calculation time was slightly larger for the deeper test case consisting of a cubic target in water, which required 153 ms using the Soukup model and 157 ms using the direct model, which is 13 and 16% longer than the 135 ms required by the single-Gaussian model. The calculation times for the shallowest energy layer were 7.4 and 7.6 ms, and for the deepest energy layer 16.5 and 16.8 ms. Compared to the 6.0 and 13.3 ms required by the single-Gaussian beam model for the shallowest and deepest energy layer, this corresponds to an increase of roughly 25% in both cases.

DISCUSSION

Validity of Approach

The reason for including two parameterizations of the double-Gaussian beam model was primarily to investigate their effect on the calculation time. Consequently, the tuning of the beam models implemented was kept as simple as possible, without much of the time-consuming and detailed analysis that is associated with the commissioning of a clinical dose calculation engine. Therefore, the result obtained using the presented models may not be representative of the selected algorithm or the parameterization methods themselves, other than to serve as a lower bound for their accuracy. On the contrary, smaller errors can be expected for both models if, for example, model-specific tuning or energy-dependent tuning were used, as discussed in the following subsection. The two models are, however, expected to capture the essence of the two main types of parameterizations, namely, those aimed specifically at modeling the contributions from nuclear interactions and those based on direct fitting of lateral profiles (which thus also include other contributions to the halo). Therefore, the presented parameterizations should be indicative of how sensitive the performance of the implementation is to the model used.

It should be pointed out that in the original implementation (12), the dose from CPBs and HPBs was calculated directly in the global dose grid. Therefore, the lack of sub-PB splitting for the halo dose served only to limit the number of HPBs but did not reduce the resolution used in the KS step. However, using a single HPB per PB already limits the effective resolution of the halo calculation. Therefore, when the KS is carried out in BEV coordinates as here, using the same reduced resolution also in the KS step should not affect the accuracy of the calculation, provided that the kernel varies slowly across the BEV voxels. Since, compared to the CPBs, the HPB kernel widths are increased by a similar amount to the voxel spacing, this should hold also for the HPBs. Thus, the effect of the lower resolution in the KS step is not expected to affect the accuracy of the calculation noticeably.

Beam Model Parameterizations

Since the Soukup model was implemented directly from the analytical expressions given in Eqs 3 and 4, little room was left for adjustments of the parameterization itself. Despite this, it resulted in a clear improvement over the single-Gaussian model both in the dose for a single PB in Figure 3 and in the 2%/2 mm γ-index passing rates in the patient case. The overall improvement in the γ-indices compared to the single-Gaussian beam model can also be seen in Figure 4. Still, the model assumes that there is no halo dose at the surface (c.f. Figure 2), whereas the MC results shown in Figure 1 clearly suggest the presence of such a contribution across the therapeutic range of energies for the beam line considered in this work. Therefore, using a more accurate description of the beam profile in air, such as a sum of two Gaussians, would likely further reduce the errors in the plateau region. A simple version of such an improvement would affect only how the weights are distributed between CPBs, and thus would have a negligible effect on the calculation time.

Although the direct parameterization method showed the best overall agreement for the single PB in water in Figure 3, the agreement was slightly worse than for the ideal fits of a sum of two Gaussians seen in Figure 1. The main reason for this is thought to be that, in order to more accurately model the multiple scattering in beams passing through different materials, the CPB widths of the primary contribution were calculated, as previously described (7), rather than obtained directly from the fit in water. Therefore, the width of the primary contribution at any given depth is constrained by the parameters ES and δ, and, contrary to the halo contribution, cannot vary arbitrarily. More interestingly, the better average agreement did not translate to the γ-index passing rates, where the Soukup model showed better results. Looking at Figure 4, the γ-indices for these two models display similar behavior except for in limited regions where the indices for the direct model are considerably higher (c.f. the lower part of the left field in the coronal view of Figure 4). The reasons for this are not entirely clear. One explanation could be the relatively large underestimation of the PB central axis dose to a small number of voxels close to the surface seen in Figure 3. Another could be the larger halo fraction, which excludes more than just the nuclear interaction products from the more accurate physical modeling of the primary contribution. A third might be the rather arbitrary reduction of the width of the PB entrance profile that was employed to make the direct parameterization compatible with the existing beam model in air. In an improvement of the direct parameterization, constraints set on the primary contribution by ES and δ could thus be included already in the fitting of the sum of two Gaussians. Furthermore, since the fit was seen to be relatively flexible, a preference to limit the size of the halo fraction could be included in order not to remove too much of the weight from the primary contribution. Finally, the empirical shrinking of the entrance dose applied here could be more accurately incorporated in the description of the beam profile in air.

Calculation Times

The benchmarking showed that, using one HPB per physical PB, the incorporation of a double-Gaussian beam model into the presented dose calculation engine lead to an increase in the total calculation time of no more than 16% for the two treatment plans tested. The increase in calculation time was larger for individual energy layers, ranging from about 50% for a small, shallow energy layer to around 25% for energy layers large enough to saturate the GPU. Both in the case of complete treatment plans and single energy layers, the increase in calculation time varied by only a few percentage points between the two parameterization models tested. These findings have two major consequences. The first is that employing either of the investigated parameterizations of the double-Gaussian beam model does not impact upon the suitability of the presented dose calculation engine for use in online dose calculation applications; calculation times of 16.5–16.8 ms for the deepest energy layer of the presented plans are still considerably shorter than the time between energy layers or the duration of a typical motion phase. The second is that as long as the presented implementation of the double-Gaussian beam model is used, the calculation time is unlikely to change significantly for other, beam line-specific or more sophisticated, parameterizations of the halo dose. Together, these indicate that, using a single GPU, it is possible to achieve fast enough calculation times for online dose calculation while maintaining the same accuracy as a widely adopted clinical algorithm, independent of the specific beam line.

The larger increase in calculation time for single energy layers than for complete treatment plans can be explained by the varying fractions of the total calculation time spent on different steps of the calculation. The calculation of complete treatment plans was dominated by the KS step, which, using the single-Gaussian beam model, was responsible for 76% of the calculation time for the patient plan and 88% of the calculation time for the cubic test case (excluding the time spent on memory transfers in both cases). Using the double-Gaussian parameterizations, the increase in calculation time for the KS step was 3–5% for the patient case and 14–18% for the cubic test case, which therefore resulted in increases of a similar order in the total calculation time for entire plans. For the individual energy layers, on the other hand, where the KS step is carried out only once, the calculation times of the steps that are carried out once per beam direction become comparable to the KS time. The calculation times for these steps generally increased more than that for the KS step when going from the single-Gaussian to the double-Gaussian beam model. In particular, the time required to set up the calculation and allocate memory for BEV intermediates and the time to copy the dose distribution to texture memory both increased by between 20 and 40%. Furthermore, due to the larger number of voxels reached by the halo, the time required to transform the dose from the BEV coordinate system to the global dose grid roughly doubled. In the light of this, the overall increases in calculation time of 50% for a small energy layer or 25% for large energy layers are not surprising.

CONCLUSION

We have described how a double-Gaussian beam model was incorporated into an existing implementation of the PB algorithm running on a GPU while avoiding the prohibitive increase in calculation time expected from the large halo width. The increase in calculation time was not larger than 16% for entire treatment plans, and about 25% for large energy layers, which are the most time-consuming to calculate. Therefore, the addition of a double-Gaussian beam model does not alter the suitability of the presented implementation for use in online dose calculation. The calculation time was further shown to be relatively unaffected by the specific parameterization used to describe the halo dose contribution. Despite the calculation of the halo contribution being simplified compared to that of the primary, it was based on the same algorithm as a widely used commercial TPS. Therefore, it is expected that with adequate tuning, it will be able to reproduce with sufficient accuracy the halo dose of a general beam line. Based on these observations, we conclude that, using a single GPU, dose distributions from individual energy layers can be calculated with comparable accuracy to a modern clinical TPS well within the time of a typical motion phase or change of beam energy.
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Target motion, particularly in the abdomen, due to respiration or patient movement is still a challenge in many diagnostic and therapeutic processes. Hence, methods to detect and compensate this motion are required. Diagnostic ultrasound (US) represents a non-invasive and dose-free alternative to fluoroscopy, providing more information about internal target motion than respiration belt or optical tracking. The goal of this project is to develop an US-based motion tracking for real-time motion correction in radiation therapy and diagnostic imaging, notably in 4D positron emission tomography (PET). In this work, a workflow is established to enable the transformation of US tracking data to the coordinates of the treatment delivery or imaging system – even if the US probe is moving due to respiration. It is shown that the US tracking signal is equally adequate for 4D PET image reconstruction as the clinically used respiration belt and provides additional opportunities in this concern. Furthermore, it is demonstrated that the US probe being within the PET field of view generally has no relevant influence on the image quality. The accuracy and precision of all the steps in the calibration workflow for US tracking-based 4D PET imaging are found to be in an acceptable range for clinical implementation. Eventually, we show in vitro that an US-based motion tracking in absolute room coordinates with a moving US transducer is feasible.

Keywords: ultrasound imaging, ultrasound-based motion compensation, 4D PET imaging, ultrasound calibration, ultrasound in PET/CT

INTRODUCTION

Permanent target motion, particularly in the abdomen, due to respiration or patient movement is still a challenge in many diagnostic and therapeutic procedures (1) and demands methods to detect and compensate this motion.

Especially in external beam radiation therapy, but also in diagnostic imaging, several approaches to avoid distorted images or substantial dose errors were proposed: mechanical motion mitigation via active breath hold or gating relative to the respiratory cycles are common ideas, which, however, extend treatment time and rely on the physical condition of the patient, as well as on a precise monitoring of the patient movement (2, 3). Several groups investigated motion detection by breathing belts or optical systems (4–6). These methods can detect irregularities like coughing or heavy breath takes but they only describe external motion and cannot observe the actual positions of inner organs. An example used in clinical practice is the breathing belt of the Respiratory Gating System AZ-733V (ANZAI Medical Co., Ltd., Tokyo, Japan), which only yields 1D tracking information of the outer abdominal movement.

Especially for tumor therapy with actively scanned ion beams, adaptive motion tracking (7, 8) promises to be fast and accurate at the same time, but this requires elaborate patient models that combine the external motion information to internal organ motion. Fluoroscopy offers the possibility to visualize inner structures, but it should not be used continuously during treatment because of the radiation burden (9). The Calypso System (Calypso Medical Technology, Seattle, WA, USA) used in prostate RT utilizes implanted RF-transponders for continuous motion tracking of the tumor (10). However, in this case, small beacons have to be implanted accurately near the tumor as fiducials.

An absolute, non-invasive, real-time capable method to monitor inner organs and register organ motion without any exposure to ionizing radiation would be the use of diagnostic ultrasound (US) imaging (sonography). It could be used continuously to detect the motion of a tumor either directly or by observing surrogate surrounding organs, for example, vessels (11) or the diaphragm (12). First experiments have shown that diagnostic US can be implemented successfully to radiosurgery using the CyberKnife (Accuray Inc., Sunnyvale, CA, USA) (13, 14). However, these two approaches rely on the tracking of fiducial markers, which might need to be implanted to the patient. The Clarity system (Elekta AB, Stockholm, Sweden), e.g., uses sonography to support inter-fractional positioning and recently to detect intra-fractional displacements of the prostate with a fixed US probe and at a rather low frame rate (2 Hz). In contrast to this quasi-static approach, our goal is to develop an US-based motion tracking method for real-time motion correction in 4D positron emission tomography (PET) imaging as used, e.g., for radiation therapy planning and verification. In addition, we want to consider a moving US tracking probe, e.g., attached to the patient skin and moved due to respiration, which requires a previous calibration of the tracking system – as also performed by Bruder et al. (15) for the CyberKnife.

The aim of this work was to integrate US-based motion monitoring to 4D PET imaging. This work is split into four parts: first, optical and US tracking systems were calibrated in order to provide absolute coordinate information independently of a moving US probe. Second, the US tracking was applied to 4D PET imaging and compared to the commercial ANZAI system, which is used in clinical practice. Third, artifact effects of the US probe in the PET/computed tomography (CT) field of view were investigated. Finally, US tracking in absolute coordinates was performed during 4D PET imaging in order to test the feasibility of the proposed workflow and the reliability of this new experimental setup.

METHODS

Calibration of US Tracking System

The optical US motion tracking setup comprises an US tracking system with a probe that is coupled to an optical marker as well as an optical tracking system, which detects the probe motion (see Figure 1).
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FIGURE 1 | The four involved coordinate systems in ultrasound motion tracking: ultrasound image plane US (zUS = 0), optical marker tool T, optical sensor S as well as treatment room (“world”) W, and the transformations between them.



When organ motion is detected by an optical US tracking system, there are four coordinate systems involved (see Figure 1): the one of the ultrasound images, the one of the optical marker tool T that is mounted statically on the US probe, the one of the optical sensor S, and the world coordinate system W, e.g., the treatment room. A point pUS is transformed to world coordinates as follows:

[image: image1]

A coordinate transformation from system A to system B is described by the affine 4 × 4 transformation matrix TA to B. In order to perform a real-time coordinate transformation from US to W, we designed and implemented an all-in-one software application, which was used for both the calibration procedures as well as for the tracking.

For free-hand US calibration, a precisely manufactured phantom in a water bath (see Figure 2) is imaged several times with the US probe that is simultaneously tracked by an optical measurement system. To make sure that the acquired measurements yield a distinct (bijective) solution, all six degrees of freedom in the probe motion had to be taken into account and, thus, it was necessary to include multiple US images taken from different probe positions and orientations in the calibration process. The size of the water bath and the construction of the phantom allowed a broad polar and azimuthal imaging angle of the US probe.
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FIGURE 2 | The multi-cross wire water phantom. Schematic view from the top (left) and photograph (middle) as well as a typical ultrasound scan of the wire construction imaged from the top (right).



The points pUS on the US images, representing the phantom structure, are correlated to their position pW in the world coordinate system as described in Eq. (1). Using the known transformation TT to S, which reports the corresponding position and orientation of the probe, the transformations TUS to T and TS to W can be determined by optimization calculation. The ratio of distances in real world to pixel in the US image (mm/pix) is included in TUS to T. Due to the US image sector angle of 60°, it is the same in the x- and y-direction of the image.

The US images and the corresponding position of the US probe were recorded and evaluated automatically. In total, 10 equivalent calibration measurements (to check the reproducibility), each consisting of 64 US images were performed. In previous experiments, the number of 64 images was found to be a good compromise between precision and feasibility of the calibration. The results were checked for their reconstruction accuracy and calibration reproducibility (precision) similarly to the methods described in (16). It is our understanding that the accuracy of a measurement describes the degree of closeness of the measurement result to its true value. Whereas the precision stands for the degree to which repeated measurements under unchanged conditions show the same results. The accuracy of the calibration result for TUS to T was determined in additional measurements using a point phantom in the water bath. To compute the precision, random points were projected from US to T using all 10 calibration results, respectively. Then, the variance in their positions was determined.

In this work, the world coordinate system was identical to the treatment room coordinates of a commercial PET/CT scanner (PET combined with CT). The transformation TS to W between the 3D coordinates of the optical sensor and the world coordinate system was determined by placing an optical marker tool at defined positions on the patient table and recording the corresponding position of the tool (at rest) in the optical sensor system. Thus, every position of the tool could be determined in both the two relevant coordinate systems and yielded three equations for the optimization of TS to W.

The patient table of the PET/CT could be moved automatically with a precision of 0.1 mm in two directions (up and down, in and out of the bore). Motions in the third direction (xW-axis of the PET/CT) were performed by hand with the aid of a ruler, which was mounted statically on the patient table. The precision of this supported free hand movement was 0.5 mm. To calibrate the optical sensor, in total, seven different runs, each with 10 different points in space, were conducted. To calculate the point reconstruction accuracy, each one of the seven measurement data sets served as cross-validation test data for the remaining six optimized transformation matrices. The calibration reproducibility (precision) was calculated by transforming three arbitrary but fixed points from the sensor coordinate system to the world coordinates using the seven optimized transformation matrices, respectively. The averaged deviations of the transformed points from their mean were used as estimation for the precision.

Integration of US Tracking to 4D PET Image Reconstruction

In this part of the study, motion compensation in 4D PET imaging based on the presented US tracking system was compared to the performance of a commercial breathing belt. The experimental setup is shown in Figure 3 (left). A point source was moved along the PET/CT scanner axis by a respiratory motion phantom. A rubber ball was rigidly attached to the point source and put into a water-filled tank, which the US probe was coupled to through a Mylar foil window. Motion was simultaneously detected by the breathing belt, directly at the motion phantom as a standard reference, and by the US system, tracking the contour of the rubber ball. The whole setup was placed in the bore of the PET/CT scanner. A regular cosine4-shaped motion pattern with a peak-to-peak amplitude of 3 cm and a period of 4 s as well as a real patient motion trajectory with a maximum peak-to-peak amplitude of 3 cm were investigated. The latter one was recorded once during a real 30-min 4D patient PET/CT scan using the breathing belt and could be reproduced by the motion phantom. All trajectories were one dimensional along the scanner axis and inside the bore.
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FIGURE 3 | Experimental setup for ultrasound-based motion tracking with static US probe (left) and with the US probe being moved by the ANZAI respiratory phantom (right) (from the optical sensor’s point of view). The setup was positioned on the patient table of the PET/CT scanner. The US target (rubber ball) and the rigidly attached PET 22Na point source were moved by the QUASAR motion platform. Motion was detected by the ANZAI breathing belt and the US probe in parallel.



The US tracking algorithm (12) uses active contours (17) and conditional density propagation (18). Active contours, also called snakes, are deformable splines, which are often applied to noisy 2D images for delineation of object outlines. Conditional density propagation (“Condensation”) is then employed to track this contour. Based on the brightness values of an initially segmented target contour on the current US image, the algorithm yields five coordinates describing the position (translation in x-/y-direction), orientation (rotation within x–y plane) and scaling (scaling in x-/y-direction) of the target structure in real-time.

Positron emission tomography data were acquired every single millisecond in list-mode (LM) format with time tags. To enable a 4D image reconstruction, the positions in time of the inhale peaks, usually provided by the ANZAI respiratory gating system, were written into the acquired LM data stream as the so-called gate-tags. In the performed gated 4D PET image reconstruction (which is presently the only available time-resolved reconstruction opportunity on the scanner used), the LM data are subdivided into a user-defined number of phases between each two gate-tags on the basis of phase sorting: this means that the data between two inhale peaks are split into equal time bins. Each phase is reconstructed separately, resulting in a significant reduction of the point-source motion in each phase, but also in a decrease of the number of counts and herewith a decrease of the signal-to-noise ratio. In this study, 4D PET LM data have been subdivided into eight phases, as typically done in 4D patient examinations, and reconstructed by a filtered back-projection. Image reconstruction included attenuation correction based on a CT scan that was acquired prior to the measurement. The CT scan was a so-called free-breathing CT taking into account the complete experimental setup that was in the bore. The separately reconstructed PET images of the eight motion phases have then been manually registered to a common reference phase, chosen as the first phase after the maximum inhale peak, summed up, and divided by the number of phases. In contrast to the standard ANZAI motion surrogate, the US tracking device cannot be coupled directly to the PET/CT scanner. Instead, the US motion signal was acquired in parallel on a separate computer system and merged into the acquired LM data retrospectively. For this, the inhale peaks in the US tracking signal, considering only the displacement parameter along the scanner (zW-) axis, have been determined, corrected for the time offset between the two computer systems and were used to replace the ANZAI gate-tags within the acquired LM data. The temporal offset was computed by averaging the temporal shifts between corresponding inhale peaks of both motion monitoring systems. The inhale peaks were determined by means of Gaussian fitting. The manipulated LM stream, now containing US-based gate-tags, was then fed back in the PET/CT scanner, and reconstructed in the same way as the original LM data with ANZAI gate-tags. This enables a direct comparison of 4D-gated PET based once on the new US tracking device and once on the reference ANZAI system. The quantity of interest in this comparison was chosen to be the width of the point source in the direction of motion (along the scanner z-axis) in the reconstructed image, determined by a Gaussian fit at the x/y position of maximum activity.

Investigations of Artifact Effects of the US Probe in the PET/CT Field of View

In order to investigate the artifact effects of the US probe being within the lines of response of the PET detector ring, PET images of three radioactive point sources were acquired while the US probe was positioned close by the sources within the PET field of view. As shown in Figure 4, the three point sources were positioned in a horizontal diagonal line within a fixed small acrylic glass table construction, which was aligned with the laser cross hairs of the PET scanner. Five measurements were performed: one reference measurement without the US transducer and four measurements with the US transducer being fixated at different positions relative to the point sources. The four US probe positions were (a) next to the acrylic glass table in a central position at its edge, (b) next to the acrylic glass table close to a corner, (c) under the acrylic glass table, thus, approximately 6 cm under the central point source, and (d) lying on the table directly over the central point source. For each setup, an attenuation correction CT was acquired so that the US probe was taken into account during PET image reconstruction. The measured activities as well as the relative positions of the three point sources in the reconstructed image were compared, respectively.
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FIGURE 4 | Experimental setup for investigation of the US transducer’s influence on PET image reconstruction. The three radioactive point sources were aligned in a horizontal diagonal line within the acrylic glass table. The measurement was repeated with the transducer in four different positions: (A) next to table (edge), (B) next to table (corner), (C) under table, and (D) on table.



Ultrasound-Based Motion Tracking with a Moving Probe In Vitro

The last part of this work was performed to test the feasibility of the whole calibration procedure as well as the US tracking in absolute coordinates using the optical tracking system. Therefore, a similar setup as described in section 2.2 was used. However, as shown in Figure 3 (right), the US probe in front of the water tank was mounted on an additional motion phantom. It moved the probe sinusoidally (A = 20 mm peak-to-peak, T = 4 s) along the (horizontal) xW- axis of the treatment room coordinate system and, thus, orthogonally to the target motion. The setup was positioned on the patient table. The optical sensor was mounted statically on a tripod in front of the PET/CT scanner. The PET and US data were acquired simultaneously during 12 min, which means that 240 periods of the target motion (A = 40 mm peak-to-peak along zW, T = 3 s) were included.

As the radioactive point source was coupled rigidly to the moving US target, the transformed US tracking data could be compared to the position data of the reconstructed 4D PET images considering two constant offsets: the shift between rubber ball and radioactive point source was determined from the CT image of the setup and the distance between the PET coordinates and the world coordinates was defined by the manufacturer.

EXPERIMENTAL SETUP

The US tracking system used in this study is called Sonoplan II. It is developed by mediri GmbH, Heidelberg, Germany, and based on DiPhAS (digital phased array system, Fraunhofer IBMT, St. Ingbert, Germany). The US probe includes two 5.5 MHz phased array transducers (each with 64 elements), which are aligned perpendicular to each other (in one probe), allowing simultaneous imaging of two image planes. For optical tracking of the US probe motion, the Passive Polaris Spectra measurement system (Northern Digital Inc., Waterloo, ON, Canada) was used.

The calibration of the US tracking system was performed using a precisely manufactured water phantom. As shown in Figure 2, this multi-cross wire phantom consists of 29 nylon wires clamped between two acrylic glass plates with a distance of 80 mm. Figure 2 (right) shows a typical US image of the wire phantom. Every bright point in the US image representing a phantom wire yielded two equations, which could be fed into the Levenberg–Marquardt optimization algorithm (19, 20) implemented in our software.

The combined PET/CT scanner that was used during this study is a Biograph mCT, manufactured by Siemens Molecular Imaging, Knoxville, TN, USA.

Two respiratory motion phantoms have been used during this study. To move the radioactive point source (PET marker) and the rubber ball (US marker), the commercial QUASAR respiratory motion platform (Modus Medical Devices Inc., London, ON, Canada) was employed. For the last part of this study, the US probe itself was moved by the motion phantom of the Respiratory Gating System AZ-733V (ANZAI Medical Co., Ltd., Tokyo, Japan). The breathing belt was also part of the ANZAI Respiratory Gating System.

The radioactive point sources employed in this study were 22NA point sources or different activities.

RESULTS

Calibration of the Ultrasound Tracking System

The precision of the US calibration was 1.0 ± 0.5 mm and the accuracy was 4.7 ± 2.0 mm. The calibration of the optical tracking system in the treatment room yielded an accuracy of 0.8 ± 0.2 mm and a precision of 0.5 ± 0.3 mm. The calibration results showed to be independent of the specifically chosen 10 measurement positions, as long as these were spread widely over the accessibly measurement volume. Thus, the overall accuracy of the tracking system was 4.8 ± 2 mm and its precision was 1.1 ± 0.6 mm.

Integration of Ultrasound Tracking to 4D PET Image Reconstruction

The acquired tracking data of the US system and the ANZAI surrogate are compared to each other in Figure 5. Of the 10 available tracking parameters determined by the US device for both imaging planes, only the displacement in the direction of motion (z-axis of the PET scanner), used in the retrospective LM data manipulation, is depicted. The other parameters were found to be constant in time for the selected one-dimensional motion aligned to the perpendicular US planes. As shown for both investigated motion patterns, a good agreement between the two tracking systems was found. Minor deviations were typically seen in the exhale part of the trajectory. In the performed 4D-gated PET image reconstruction, however, only the positions of the inhale peaks were of importance. Here, a typical deviation in time of less than 100 ms was found for all the investigated breathing patterns.
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FIGURE 5 | Comparison of US- (squares) and ANZAI-detected (rhombi) motion trajectory. As the US system provides a considerably lower frame rate, the data have been interpolated. A generally good agreement between the two data sets was found. Particularly the positions in time of the inhale peaks agree precisely, typically within 100 ms.



As shown in Figure 6 for the cosine4 motion, movement of the point source led to a considerable smearing of the point-like activity in the direction of motion and to a remarkably larger integral activity in the 3D reconstructed image due to the reduced partial volume effect. If, on the other hand, a 4D-gated image reconstruction was performed, motion-induced blurring was significantly reduced and the original Gaussian shape of the point source as well as the correct integral activity was recovered. This is shown in Figure 6 (right) for both considered motion monitoring systems, the breathing belt and the US tracking. Still, compared to the static reference, the full width at half maximum (FWHM) increased from 5.2 ± 0.2 (1σ) to 8.2 ± 0.2 (1σ) mm due to the residual motion within each of the eight considered motion phases.


[image: image1]

FIGURE 6 | Activity profiles of static (left) and moving (cosine4) point source in PET images. Middle: the activity of the source is smeared over the whole motion amplitude (here 3 cm) if not corrected for. Right: using the 4D gated reconstruction based on the breathing belt (blue rhombi) as well as the ultrasound (red dots) signal, the Gaussian shape and integral activity can be recovered.



An overview of the FWHMs obtained by the 1D Gaussian fit along the direction of motion in the 4D-reconstructed PET images, based once on the ANZAI and once on the US tracking signal, is presented in Table 1, together with the SDs of the above-mentioned time differences between ANZAI and US inhale peaks. The depicted FWHM values have an uncertainty of 0.2 mm originating from the manual registration of the reconstructed phases to the chosen reference phase, in addition to the uncertainty of the performed fit. An error of 0.2 mm in the manual registration process was estimated by multiple registrations of the same data set and comparison of the determined FWHMs. The error in the 1D Gaussian fitting was typically below 0.1 mm. Taking these uncertainties into account, a very good qualitative agreement between the clinically used ANZAI gating system and the US tracking system was found. As expected, a higher motion amplitude generally resulted in a larger FWHM due to an enhanced residual motion in the single breathing phases. Concerning the patient-like data set, it has to be considered that the average breathing amplitude was about 2 cm, i.e., smaller than maximum peak-to-peak amplitude of 3 cm. The breathing period, on the other hand, did not affect the results because of the used phase-based sorting of the LM data.

TABLE 1 | Overview of the determined point-source FWHMs and the standard deviations of the inhale peak time differences.
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Investigations of Artifact Effects of the Ultrasound Probe in the PET/CT Field of View

The applicability of US tracking for 4D PET reconstruction under the aspect of the US probe being in the detector field of view was tested. The measured activities of the three point sources were compared for the diverse transducer positions (Table 2). The values for each point source varied only slightly, up to 3.5%. There is one exception case for the central point source when the US probe was put directly on top of it. Here, an overcorrection in the reconstruction causes a deviation relative to the reference activity of 20.7%. Furthermore, the geometric distortions of the reconstruction were analyzed. Therefore, the top left point source was chosen as fixed point and always registered to its reference position. The deviations of the other two point sources from their reference position served as quantification of the image distortion. As can be seen in Table 3, the maximum deviation was 2.2 mm, which, however, is still below the PET voxel size.

TABLE 2 | Measured activities of the three point sources (top left, middle, bottom right) for the four different US transducer positions compared to the reference without transducer.
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TABLE 3 | Geometric distortion caused by the US transducer being within the lines of response of the PET scanner.
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Ultrasound-Based Motion Tracking with a Moving Probe In Vitro

The setup could be installed at the PET scanner without problems, and both, the optical and the US tracking systems, performed as expected. The overall frame rate for the transformed tracking data was approximately 10 Hz due to the frame rate of the optical tracking, which we did not succeed to raise during this study. In Figure 7, the transformed US tracking data are plotted together with the PET reconstruction data along the xW- and zW-axes of the treatment room (world) coordinate. The US tracking data (gray dots) has a variance of 0.7 and 2.2 mm in xW- and zW-direction, respectively. These values range within the accuracy of the US calibration, which was found to be below 4.8 mm. The average positions of the point source for each of the 12 considered phases are plotted as black rhombi.
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FIGURE 7 | Ultrasound tracking data transformed to world coordinates (gray dots) and PET reconstruction data along the xW- and zW-axes. The PET data have been corrected for the constant offsets both between rubber ball and radioactive point source as well as between the PET coordinates and the world coordinates.



As shown in Figure 7 (top), there is a discrepancy in the PET and US data of 4.8 ± 1.0 mm along the x-axis of the treatment room coordinates. This ranges within the accuracy of the US tracking system. Although the target was not moving along the xW-axis, the US tracking data show a residual motion in the xW-direction of ±2 mm with 3-s period. However, this is 80% less than the actual motion of the probe in xW-direction of ±10 mm. In Figure 7 (bottom), the measured target motion has the expected amplitude of 40 mm. The US and PET data coincide very well.

DISCUSSION

Calibration of the Ultrasound Tracking System

The calibration of the US system was performed with a multi-cross wire water phantom inspired by other multi wire and point phantoms (21–25). It combines the simplicity of a single-point phantom with the possibility of semi-automated segmentation.

The US calibration was performed at a penetration depth of 140 mm, which would be reasonable for abdominal applications. The accuracy was 4.8 mm and 4.9 mm for image planes 1 and 2, respectively. Considering the probe architecture with 64 elements in each of the two arrays and the large penetration depth, which yields a relatively poor resolution in the images, this is a reasonable value. The precision of the presented calibration method was determined to 1.0 and 1.5 mm for image planes 1 and 2, respectively. Hsu et al. (26) used another multi-wire phantom to perform a free-hand US calibration and achieved an accuracy of 3.0 mm and a precision of 1.2 mm for a curvilinear probe with a penetration depth of 150 mm. In the literature, various values that seem to describe a better performance with higher accuracy and precision can be found (16, 27). However, in most cases, they are obtained at a penetration depth of only about 30 mm and in addition to a higher frequency, which may be a reason for a higher resolution and better results.

For future works, a new phantom that can be scanned from even more diverse positions and orientations could help enhance the quality of the calibration. An alternative approach would be to integrate the optical marker in the construction plan of the US probe and manufacture it with adequate precision. Employing another transducer with a higher number of elements or using higher harmonics could also enhance the US image accuracy and, thus, the accuracy of the whole calibration.

The optical tracking system was calibrated such that it could yield the position and orientation of any optical marker tool within the measurement volume of the sensor not only in the sensor coordinate system but also in target space, i.e., treatment room coordinates. The accuracy of the presented calibration method is 0.8 ± 0.2 mm and the precision is 0.5 ± 0.3 mm. This is slightly below the volumetric accuracy that is reported by the manufacturer of the optical sensor. They determined the measuring accuracy to 0.30 mm (28). The accuracy and precision of the overall calibration procedure were determined to be 4.8 ± 2 mm and 1.1 ± 0.6 mm, respectively. This is fully acceptable for PET image reconstruction considering that it refers to absolute treatment room coordinates and yields in situ tracking information. In light of radiotherapy, it might be necessary to further improve the accuracy based on the amendments mentioned above.

Integration of Ultrasound Tracking to 4D PET Image Reconstruction

In a first experimental study with moving 22Na point sources, a good agreement of the motion trajectories, simultaneously detected by the standard ANZAI pressure surrogate and the prototype US tracking system, was found. The method of retrospectively replacing the ANZAI gate-tags in the acquired LM PET data by the determined US gate-tags proved to work reliably. Concerning the motion mitigation in time-resolved PET imaging of moving point sources, an equivalent performance of both systems could be demonstrated (Figure 6). If no motion correction was applied, the activity distribution in the reconstructed 4D PET image showed the expected smearing and a higher integral activity, which was due to the reduced partial volume effect of the moving point source. If, however, motion correction was applied, the original Gaussian shape of the activity distribution could be recovered. As the first phase after the inhale peak was chosen as reference phase, the position of the activity distribution was slightly shifted toward “exhale” in the motion-corrected cases (Figure 6 right).

A previous synchronization of each independent data set was found to be necessary in order to correct for the observed, non-constant time offset between the two different operating systems, which the tracking routines were run on. Consequently, the time offsets had to be determined at the beginning of each single PET acquisition. This problem can likely be solved by running the US tracking directly on the ANZAI computer, which was not feasible in this study as the ANZAI computer is in clinical use and additional software installation not allowed. As reported in (29), part of the found time offsets might also be attributed to delays in the US tracking software. It was, however, shown that these delays can be overcome by an artificial neural network motion prediction.

In the presented results, a superiority of the US tracking system could not be shown due to the chosen setup and the used gated 4D PET image reconstruction, only relying on the position of the gate-tags, i.e., the inhale peaks, and not on the actual source position. In order to demonstrate the promised advantages of US tracking, a more detailed investigation with a more complex, 3D point-source motion, and a more sophisticated way of sorting the acquired LM data into the different motion phases, making use of all 10 provided US tracking parameters, would be of need and will be tackled in forthcoming studies.

Investigations of Artifact Effects of the Ultrasound Probe in the PET/CT Field of View

The influence of the US transducer being within the detector ring of the PET scanner showed to play a minor role in the image reconstruction. The induced changes in the measured activity of three point sources were all below 3.5%, which is only marginal. There was only one exception when the probe was lying directly on the central source. Here, the activity was overestimated in the reconstruction by 20.7%. However, this was caused by an overcorrection of the actually measured activities due to artifact effects of the US probe in the attenuation correction CT. These artifact effects will decrease when the CT is acquired with additional tissue (e.g., a patient) in the scanner. Furthermore, the geometric distortion in the reconstructed images due to the US probe was found to be smaller than 2.2 mm, which is negligible compared to the voxel size of the PET scanner.

Ultrasound-Based Motion Tracking with a Moving Probe In Vitro

In this experiment, the validity of the calibration and the practicality of the overall workflow were assessed. The setup showed that the proposed method allows real-time tracking in absolute coordinates even if the US probe was moved, e.g., by using an adhesive probe attached to the patient’s skin.

The presented data prove that the main motion of the target is reproduced in the correct direction with the expected amplitude regardless of the probe moving or standing still. The probe motion could be mitigated by 80% (from 20 to 4 mm) due to the optical tracking. Taking into account that the chosen motion amplitudes represented the maximum values observed in respiratory motion, this result is quite promising. The frame rate should indeed be enhanced, however, 10 Hz are already sufficient for respiratory motion, which is in the scale of some seconds. Although the overall accuracy of the tracking system is only slightly below 5 mm, it is still acceptable taking into account that the tracking information is 2D and is acquired in situ. Clinically established non-ionizing portable systems mostly track surrogates or the patient surface and yield 1D information. For phase-based gated PET imaging as it is performed at the moment, this information might be sufficient. However, as soon as 4D-PET/CT systems are able to exploit tracking information from the complete amplitude, potentially in two dimensions, a comprehensive US-based tracking system will be beneficial. Abdominal structures as the liver vessels or the diaphragm allow for good 2D tracking not only of breathing motion but also of extraordinary patient movement, which then could be accounted for by advanced reconstruction algorithms of the imaging modality.

In the future, the presented optical US tracking system may be integrated into any time-resolved imaging process, such as 4D treatment planning or in vivo PET validation (30). Also, the presented method may find application in gated radiotherapy (31) or in conjunction with actively scanned ion-beams (29). To further exploit the opportunities and advantages of US tracking, it would be interesting to use both image planes of the T-probe or even a 3D transducer but this is beyond the scope of this report. Moreover, a registration process that fits a previously determined 3D model of the target to the actual US slice would enhance the procedure. Furthermore, an MRI compatible version of DiPhAS is being developed by mediri GmbH and Fraunhofer IBMT (32). The system is shielded with copper and development versions of the US probe can be attached to the patient’s skin as a sticker.

CONCLUSION

In this work, a combined optical US tracking system for motion compensation in diagnostic and therapeutic systems with a moving probe was calibrated, implemented to 4D PET imaging, and evaluated. The accuracy and precision of all necessary calibration steps were found to be promising for clinical use. The functionality of all hardware and software components was tested in a proof of principle in vitro experiment to examine the overall reliability and feasibility of the proposed calibration workflow. Our initial study showed that 4D PET imaging based on US motion tracking is feasible. In a first experimental campaign, we could show that results equivalent to the clinically used ANZAI respiratory gating system could be achieved in 4D-gated PET. Further studies with more complex motion patterns, particularly with uncorrelated motions in more than one dimension, should aim to show the anticipated benefits from US motion tracking.

ACKNOWLEDGMENTS

Parts of this work were supported by the EU FP7 Project ENVISION (European NoVel Imaging Systems for ION therapy) under grant agreement no. 241851, and by the “Bundesministerium für Bildung und Forschung” (BMBF) BIO-DISC 5 Project no. 0315726A. The authors would like to thank Johannes Heitz and Dörte van Straaten, mediri GmbH, for their help in preparing the manuscript.

REFERENCES

1. Bert C, Durante M. Motion in radiotherapy: particle therapy. Phys Med Biol (2011) 56:R113. doi:10.1088/0031-9155/56/16/R01

2. Stromberg JS, Sharpe MB, Kim LH, Kini VR, Jaffray DA, Martinez AA, et al. Active breathing control (ABC) for Hodgkin’s disease: reduction in normal tissue irradiation with deep inspiration and implications for treatment. Int J Radiat Oncol Biol Phys (2000) 48:797. doi:10.1016/S0360-3016(00)00681-7

3. Giraud P, Morvan E, Claude L, Mornex F, Le Pechoux C, Bachaud JM, et al. Respiratory gating techniques for optimization of lung cancer radiotherapy. J Thorac Oncol (2011) 6:2058. doi:10.1097/JTO.0b013e3182307ec2

4. Baroni G, Garibaldi C, Riboldi M, Spadea MF, Catalano G, Tagaste B, et al. A. 3D optoelectronic analysis of interfractional patient setup variability in frameless extracranial stereotactic radiotherapy. Int J Radiat Oncol Biol Phys (2006) 64:635. doi:10.1016/j.ijrobp.2005.07.964

5. Chang Z, Liu T, Cai J, Chen Q, Wang Z, Yin FF. Evaluation of integrated respiratory gating systems on a Novalis Tx system. J Appl Clin Med Phys (2011) 12:3495.

6. Schaerer J, Fassi A, Riboldi M, Ceveri P, Baroni G, Sarrut D. Multi-dimensional respiratory motion tracking from markerless optical surface imaging based on deformable mesh registration. Phys Med Biol (2012) 57:357. doi:10.1088/0031-9155/57/2/357

7. Bert C, Saito N, Schmidt A, Chaudhri N, Schardt D, Rietzel E. Target motion tracking with a scanned particle beam. Med Phys (2007) 34:4768. doi:10.1118/1.2815934

8. Saito N, Bert C, Chaudhri N, Gemmel A, Schardt D, Durante M, et al. Speed and accuracy of a beam tracking system for treatment of moving targets with scanned ion beams. Phys Med Biol (2009) 54:4849. doi:10.1088/0031-9155/54/16/001

9. Berbeco RI, Jiang SB, Sharp GC, Chen GT, Mostafavi H, Shirato H. Integrated radiotherapy imaging system (IRIS): design considerations of tumour tracking with linac gantry-mounted diagnostic x-ray systems with flat-panel detectors. Phys Med Biol (2004) 49:243. doi:10.1088/0031-9155/49/2/005

10. Kupelian P, Willoughby T, Mahadevan A, Djemil T, Weinstein G, Jani S, et al. Multi-institutional clinical experience with the Calypso system in localization and continuous, real-time monitoring of the prostate gland during external radiotherapy. Int J Radiat Oncol Biol Phys (2007) 67:1088–98. doi:10.1016/j.ijrobp.2006.10.026

11. De Luca V, Tschannen M, Székely G, Tanner C. A learning-based approach for fast and robust vessel tracking in long ultrasound sequences. Med Image Comput Comput Assist Interv (2013) 16(Pt 1):518–25.

12. Zhang X, Günther M, Bongers A. Real-time organ motion tracking in ultrasound imaging using active contours and conditional density propagation. Med Imaging Augment Reality (2010) 6326:286. doi:10.1007/978-3-642-15699-1_30

13. Blanck O, Jauer P, Ernst F, Bruder R, Schweikard A. Pilot-Phantomstudie zur ultraschallgeführten, robotergestützten Radiochirurgie (German article). 44. Jahrestagung der DGMP; 2013 Sep 18-21. Cologne: DGMP (2013). p. 122–3.

14. Schlosser J, Salisbury K, Xing L, Hritov D. Hybrid X-ray/ultrasound imaging approach for aatient positioning and real-time tracking in IGRT. Med Phys (2011) 38:3389. doi:10.1118/1.3611549

15. Bruder R, Ipsen S, Jauer P, Ernst F, Blanck O, Schweikard A. MO-D-144-02: ultasound transducer localization using the CyberKnife’s X-ray system. Med Phys (2013) 40:405. doi:10.1118/1.4815272

16. Hsu PW, Prager RW, Gee AH, Treece GM. Rapid, easy and reliable calibration for freehand 3D ultrasound. Ultrasound Med Biol (2006) 32:823. doi:10.1016/j.ultrasmedbio.2006.02.1427

17. Kass M, Witkin A, Terzopoulos D. Snakes: active contour models. Int J Comput Vis (1988) 1(4):321. doi:10.1007/BF00133570

18. Isard M, Blake A. CONDENSATION – conditional density propagation of visual tracking. Int J Comput Vis (1998) 29(1):5. doi:10.1023/A:1008078328650

19. Levenberg K. A method for the solution of certain non-linear problems in least squares. Q Appl Math (1944) 2:164.

20. Marquardt DW. An algorithm for least-squares estimation of nonlinear parameters. J Soc Ind Appl Math (1963) 11:431. doi:10.1137/0111030

21. Detmer PR, Bashein G, Hodges T, Beach KW, Filer EP, Burns DH, et al. 3d ultrasonic image feature localization based on magnetic scanhead tracking: in vitro calibration and validation. Ultrasound Med Biol (1994) 20:923. doi:10.1016/0301-5629(94)90052-3

22. Leotta DF. An efficient calibration method for freehand 3-D ultrasound imaging systems. Ultrasound Med Biol (2004) 30:999. doi:10.1016/j.ultrasmedbio.2004.05.007

23. Rousseau F, Hellier P, Barillot C. Confhusius: a robust and fully automatic calibration method for 3D freehand ultrasound. Med Image Anal (2005) 9:25. doi:10.1016/j.media.2004.06.021

24. Prager RW, Rohling RN, Gee AH, Berman L. Rapid calibration for 3-D freehand ultrasound. Ultrasound Med Biol (1998) 24:855. doi:10.1016/S0301-5629(98)00044-1

25. Boctor EM, Jain A, Choti MA, Taylor RH, Fichtinger G. Rapid calibration method for registration and 3D tracking of ultrasound images using spatial localizer. In: Walker WF, Insana MF, editors. Proc. SPIE 5035, Medical Imaging 2003: Ultrasonic Imaging and Signal Processing. San Diego, CA (2003). 521 p. doi:10.1117/12.479953

26. Hsu PW, Prager RW, Gee AH, Treece GM. Real-time freehand 3D ultrasound calibration. Ultrasound Med Biol (2008) 34:239. doi:10.1016/j.ultrasmedbio.2007.07.020

27. Rousseau F, Hellier P, Letteboer M, Niessen W, Barillot C. Quantitative evaluation of three calibration methods for 3-D freehand ultrasound. IEEE Trans Med Imaging (2006) 25:1492. doi:10.1109/TMI.2006.877097

28. Wiles AD, Thompson DG, Frantz DD. Accuracy assessment and interpretation for optical tracking systems. In: Proc. SPIE 5367, Medical Imaging 2004: Visualization, Image-Guided Procedures, and Display. (2004). 421 p. doi:10.1117/12.536128

29. Prall M, Kaderka R, Saito N, Schwaab J, Sarti C, Parodi K, et al. Ion beam tracking using ultrasound motion detection. Med Phys (2014) 41(4):041708. doi:10.1118/1.4868459

30. Kurz C, Bauer J, Bert C, Bongers A, Jenne J, Richter D, et al. First steps towards 4D offline PET-based treatment verification at the Heidelberg Ion Beam Therapy Center. Radiother Oncol (2012) 102:S55. doi:10.1016/S0167-8140(12)70101-9

31. Boda-Heggemann J, Guckenberger M, Ganswindt U, Belka C, Wertz H, Blessing M, et al. Image guided radiotherapy (German article). Radiologe (2012) 52:213. doi:10.1007/s00117-011-2192-0

32. Jenne J, Tretbar S, Hewener H, Speicher D, Schwaab J, Sarti C, et al. An MR-compatible ultrasound platform for therapy control and guidance. 44. Jahrestagung der DGMP. Cologne: Harald Treuer (2013). p. 623–4.

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2015 Schwaab, Kurz, Sarti, Bongers, Schoenahl, Bert, Debus, Parodi and Jenne. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) or licensor are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.







	 
	REVIEW
published: 03 August 2016
doi: 10.3389/fonc.2016.00177





[image: image1]

Monitoring of Hadrontherapy Treatments by Means of Charged Particle Detection

Silvia Muraro1, Giuseppe Battistoni1*, Francesco Collamati2, Erika De Lucia2, Riccardo Faccini3,4, Fernando Ferroni3,4, Salvatore Fiore4,5, Paola Frallicciardi6,7, Michela Marafini4,8, Ilaria Mattei1, Silvio Morganti3,4, Riccardo Paramatti4, Luca Piersanti2, Davide Pinci4, Antoni Rucinski4,6, Andrea Russomando3,4, Alessio Sarti4,6,8, Adalberto Sciubba4,6,8, Elena Solfaroli-Camillocci3,4, Marco Toppi2, Giacomo Traini3,4, Cecilia Voena4 and Vincenzo Patera4,6,8

1 INFN Sezione di Milano, Milano, Italy

2 Laboratori Nazionali di Frascati dell’INFN, Frascati, Italy

3 Dipartimento di Fisica, Sapienza Università di Roma, Roma, Italy

4 INFN Sezione di Roma, Roma, Italy

5 UTTMAT, ENEA, Roma, Italy

6 Dipartimento di Scienze di Base e Applicate per Ingegneria, Sapienza Università di Roma, Roma, Italy

7 Istituto di Ricerche Cliniche Ecomedia, Empoli, Italy

8 Museo Storico della Fisica e Centro Studi e Ricerche “E. Fermi”, Roma, Italy

OPEN ACCESS

Edited by:

Francis A. Cucinotta, University of Nevada – Las Vegas, USA

Reviewed by:

Dalong Pang, Georgetown University, USA
Vivek Verma, University of Nebraska Medical Center, USA

*Correspondence:

Giuseppe Battistoni
giuseppe.battistoni@mi.infn.it

Specialty section:

This article was submitted to Radiation Oncology, a section of the journal Frontiers in Oncology

Received: 27 April 2016
Accepted: 15 July 2016
Published: 03 August 2016

Citation:

Muraro S, Battistoni G, Collamati F, De Lucia E, Faccini R, Ferroni F, Fiore S, Frallicciardi P, Marafini M, Mattei I, Morganti S, Paramatti R, Piersanti L, Pinci D, Rucinski A, Russomando A, Sarti A, Sciubba A, Solfaroli-Camillocci E, Toppi M, Traini G, Voena C and Patera V (2016) Monitoring of Hadrontherapy Treatments by Means of Charged Particle Detection. Front. Oncol. 6:177. doi: 10.3389/fonc.2016.00177

The interaction of the incoming beam radiation with the patient body in hadrontherapy treatments produces secondary charged and neutral particles, whose detection can be used for monitoring purposes and to perform an on-line check of beam particle range. In the context of ion-therapy with active scanning, charged particles are potentially attractive since they can be easily tracked with a high efficiency, in presence of a relatively low background contamination. In order to verify the possibility of exploiting this approach for in-beam monitoring in ion-therapy, and to guide the design of specific detectors, both simulations and experimental tests are being performed with ion beams impinging on simple homogeneous tissue-like targets (PMMA). From these studies, a resolution of the order of few millimeters on the single track has been proven to be sufficient to exploit charged particle tracking for monitoring purposes, preserving the precision achievable on longitudinal shape. The results obtained so far show that the measurement of charged particles can be successfully implemented in a technology capable of monitoring both the dose profile and the position of the Bragg peak inside the target and finally lead to the design of a novel profile detector. Crucial aspects to be considered are the detector positioning, to be optimized in order to maximize the available statistics, and the capability of accounting for the multiple scattering interactions undergone by the charged fragments along their exit path from the patient body. The experimental results collected up to now are also valuable for the validation of Monte Carlo simulation software tools and their implementation in Treatment Planning Software packages.
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1. INTRODUCTION

The use of particle therapy (PT) is becoming more and more effective for the treatment of solid cancer. The most common beams used nowadays in PT are protons, while the use of carbon ions, available worldwide only in a limited number of treatment centers, is now becoming more and more attractive.

The implementation of PT treatments that use 4He beams, considered so far for the treatment of uveal melanoma (1, 2) and of patients with meningioma of the skull base or spine (3) is now being considered also for pencil beam treatments (4). The use of 16O beams (5), another option, is also envisaged in the near future (6).

Light ion beams have a peculiar profile of released dose in tissues: this makes these beams very effective in the selective treatment of tumors, sparing the adjacent healthy tissues, compared with the standard X-ray-based treatment (7). A consequence of this higher spatial selectivity of PT is also stringent requirements on the accuracy that has to be achieved in the delivered dose monitoring.

Several factors affect the uncertainty on the position of the dose release in PT treatments. The calibration of the computed tomography (CT) images, or morphologic changes that can occur between the CT and the several irradiation sessions of a PT treatment, operated in different days, are among these possible sources of uncertainty. The correct dose release can also be affected by patient mis-positioning and organ motion during the treatment. All these contributions can sum up to a total uncertainty of the order of few millimeters on the actual voxel under treatment (8).

The treatment planning system (TPS) carefully manages the region around the tumor and the organs at risk, using a safety factor on the deliverable dose accounting for the uncertainty on its distribution. In order to protect the patient from the risks due to possible dose release misplacement, the number and the geometry of the treatment beam fields are properly designed.

A real-time monitoring procedure can, therefore, increase the quality assurance and the efficacy of a PT treatment (9). The main goal of on-line, “in-treatment,” monitoring devices is the measurement of the dose release longitudinal shape, and in particular the determination of the actual Bragg peak (BP) position for each beam energy and target voxel. The physical processes of ion beam interaction with the tissues drive the energy release to proceed through electromagnetic interactions with the patient, while the emission of radiation escaping the patient, allowing for an imaging of its source, is due to strong interactions. These processes are the basis of the development of new approaches for the determination of the BP position.

There are three nuclear processes well suited for monitoring applications: production of β+ emitters nuclei, excitation of nuclei, and charged particle production in inelastic interactions. Nuclear β+ decays produce positrons that annihilate with the electrons surrounding the emission position and yield almost back-to-back 511 keV photon pairs. Photon detection can be exploited to measure the β+ production position, and correlate it with the Bragg peak position (10–14). Since the organic tissue is mostly constituted of carbon, hydrogen, and oxygen, the β+ emitting isotopes that are most likely to be produced are 10C, 11C, 15O, and 13N.

The beam interaction with the patient body, along the path toward the target voxel, can also excite nuclei and produce de-excitations photons emitted in a very short (<1 ns) decay time interval (prompt photons). The energy range of these photons extends up to about 10 MeV (15–18).

The target nucleus fragmentation, to which the projectile fragmentation has to be added in the case of PT performed with ions heavier than protons, can result in the production of charged fragments of smaller mass that could be exploited for monitoring purposes. Such fragmentation is a high cross-section strong process that it is not trivial to describe and quantify in the energy regime of interest, where the interaction projectiles have an energy ranging between 20 and 200 MeV/u and nuclear interactions are particularly difficult to model.

The velocity of fragmentation products is close to, or even larger than that of primary ions, while the latter experience a higher stopping power. For this reason, the fragments range is longer with respect to that of beam particles: this reflects into a characteristic dose tail behind the BP. This effect is particularly relevant for the treatments; therefore, it has been studied with dedicated nuclear cross-section experiments (19, 20) and with measurements of carbon ion collisions with water targets (21–24). By these experiments, fragmentation products proven to be peaked in the forward region and mostly contained within a cone of few degrees with respect to the beam axis. Protons, which represent the largest contribution, showed instead tails at large emission angles.

Several measurements have been performed during the last decade, to evaluate the dose contribution for healthy tissues, due to the production of beam fragments. More recent studies have been focused on the possibility of exploiting the secondary particle production (and in particular the highly penetrating proton component) for monitoring purposes, as it can be used to estimate the position of the dose profile distal edge.

A first proposal was advanced in Ref. (25) that introduced the method of “interaction vertex imaging” (IVI); this method aims at reconstructing the nuclear emission vertices distribution and correlates it with the BP position, by the detection of secondary protons. In measurements performed at small angle (26, 27), using solid state tracking devices at 30° with respect to the beam direction, the distal edge of the beam has been estimated with an accuracy of 1.3 mm. In addition, variations of the beam width (transverse dimension) have been measured with a precision of 0.9 mm.

On the basis of simple geometrical considerations, the production at large angles with respect to the incoming beam direction appears to be the most interesting for monitoring applications. The quality of the single charged particle trajectory reconstruction at large angles compensates for the expected reduced statistics.

It is naturally expected that the charged particle yield at large angle remains relevant in the case of beams of particles heavier than protons. Therefore, the use of charged particle detection for the on-line monitoring of PT treatments can be especially appealing in carbon therapy. The effective implementation of this technique requires the investigation of several different aspects. The spatial distribution of charged particles emitted at large angle by a tissue-equivalent target irradiated by a therapeutic beam has to be measured accurately in order to exploit the correlation with the longitudinal dose profile and, finally, with the BP position. These measurements have to be performed as a function of different projectile types and energies, characterizing the yield of the different produced fragments and their angular distribution. Furthermore, in order to make an effective use of this approach in clinical practice, it is necessary to correlate each detected track with the position and direction of the primary beam. This also allows to take into account energy loss and scattering in the patient’s materials. Therefore, this methodology for on-line monitoring can be effectively applied to ion therapy with active beam scanning (28).

The design and implementation of a tracking device suitable for clinical applications will also require an accurate study and optimization of the detector size and positioning in order to maximize the achievable track yield and detection resolution and match the clinical requirements on the dose release monitoring.

In section 2, we will review the main available experimental results regarding the yield of charged particles produced by therapeutic beams interaction with different targets. In section 3, the methods to correlate the spatial distribution of measured secondary particles with the BP position will be presented, introducing also some general considerations about the actual feasibility of charged particle monitoring in ion beam therapy.

2. CHARGED PARTICLES PRODUCTION BY THERAPEUTIC BEAMS

The research and development process of novel techniques for on-line monitoring applications to PT treatments relies heavily on a detailed experimental knowledge of the secondary radiations emitted by beam interaction with the patient body.

Improving the accuracy on the measurement of the flux of secondary particles and their angular and kinetic energy spectra has been the main goal of several experiments recently performed in the research centers of Laboratori Nazionali del Sud (LNS, Catania), Helmholtzzentrum Gesellschaft für Schwerionenforschung (GSI, Darmstadt), Heidelberg Ion-Beam Therapy center (HIT, Heidelberg), and Grand Accélérateur National d’Ions Lourds (GANIL, Caen) with ion beams of different types and energies.

Helium, carbon, and oxygen ion beam interactions with water or polymethyl methacrylate (PMMA) targets of different shapes were studied, in the beam energy range relevant for hadrontherapy monitoring applications, by means of high efficiency charged particle tracking detectors.

Charged fragments, subject of this review, have been studied in two different angular ranges: particles detected at an angle θ with respect to the beam incoming direction between 0° and 45° (26, 27) and particles detected at large θ (60°, 90°, and 120°) angles (29, 30).

The θ spectrum of produced particles is of key importance when designing on-line monitoring devices to be integrated in hadrontherapy treatment rooms. The quest for the highest statistics data sample is hardened by the mechanical restrictions imposed by the patient positioning and related safety devices, and has also to account for beam induced background and backtracking issues for configurations at angles close to the beam incoming direction.

Although the secondary production at large angle was thought for a long time to be negligible, the experimental results have actually unveiled that the light charged fragments production, mainly protons and hydrogen isotopes, occurs even at very large θ angles with an integrated yield compatible with the requirements set by on-line monitoring applications.

The measurements performed with a small PMMA target (4 cm thickness) at LNS using a carbon beam with 80 MeV/u energy, also confirmed that a significant production of charged fragments occurs in BP proximity (29). This experimental result suggests that monitoring by means of charged fragments detection could be exploited also superficial tumor treatments.

Hereafter, we present the experimental setup used for the different measurements and the yield of charged particles produced at different angles.

2.1. Small Angle Production

A first set of measurements was performed at HIT (26), using carbon ions, of kinetic energies relevant for PT applications, impinging on a cylindrical PMMA phantom with size comparable to the human head (diameter: 160 mm, height: 90 mm). Aim of the test was to characterize the beams available in the HIT facility, looking at the secondary charged fragments produced in the interaction with the PMMA target.

The beams available in HIT have full width at half maximum (FWHM) values that are energy-dependent and range typically from 4 to 20 mm. The available energies, in the range of 48–221 MeV for protons and 89–430 MeV/u for carbon ions, correspond to beam ranges in water between 2 and 30 cm.

The directions of secondary charged particles emitted from the PMMA phantom were measured using two parallel 300-μm thick silicon pixel layers at a distance of 3.6 mm (Timepix detector). The Timepix (31) detector was placed at θ = 30° at a 10-cm distance from the PMMA center. The choice of the θ angle was driven by the needed robustness of the back-projection method for the data analysis on the one hand, and by the secondary ion yield, i.e., the multiplicity of secondary ions per primary ion, which decreases with increasing angle from the beam axis, on the other.

Different energy, width, and position configurations of the carbon beam were studied. The nominal beam intensity was set to 2 × 107 ions/s and for each investigated beam parameter setting and about 2 × 109 primary carbon ions were irradiated on the phantom when collecting the various data samples. The obtained secondary charged particle directions were analyzed using the back-projection method from Ref. (32).

In all the tested configurations, a non-negligible production of charged particles was observed with a production spectrum that was correlated to the dose release in the phantom, as shown in Figure 1 for a carbon ion beam of 250.08 MeV/u kinetic energy and FWHM of 4.3 mm.
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FIGURE 1 | Distribution of the track back-projections for 5 × 104 measured secondary charged particles produced by the interaction of a carbon beam with a PMMA phantom at the HIT facility (26). The dimensions of the cylindrical PMMA phantom are illustrated by the black rectangle (view from the side). The origin of the coordinate system is aligned with the center of the phantom that was placed in the isocentre. The carbon ion beam was directed along the Z-axis. The depth dose distribution measured in water and scaled to the phantom water equivalent path length (WEPL) is shown by the red curve. Due to experimental limitations, the depth-dose distribution could be measured only for water depths greater than 20 mm. Initial carbon ion beam parameters: E = 250.08 MeV/u, FWHM = 4.3 mm. © Institute of Physics and Engineering in Medicine. Reproduced by permission of IOP Publishing. All rights reserved.



As the principal aim of the test was to characterize the beam parameters with the tracking detector, no measurement of the charged fragments flux was performed. However, taking into account that the size of the sensitive area of the used detector (~2 cm2) allows to cover only a small fraction (~0.15%) of the forward hemisphere around a patient, and that by decreasing the detector dead time and using a ring of detectors around the patient will greatly enhance the particles statistics, the authors concluded, on the basis of the measured yields, that the monitoring of single beam spots at the distal edge of typical brain tumor treatments with charged particles is a realistic opportunity.

Other tests were performed at small angles using PMMA and water targets: a 95 MeV/u 12C beam was used at GANIL (21) to study the fragments production from PMMA targets of various thicknesses at small angles; a 200 MeV/u 12C beam was used at GSI (22) to study the production of light fragments from the beam interaction with a 128-mm-thick water target at θ < 30°; a 310 MeV/u 12C ion beam irradiating a 21-cm-thick water target was used to study the light fragments production at 30° and 45° (27).

While the GANIL studies implemented ΔE-E telescopes at different angles, using thin silicon layers and a final stage with CsI and BGO ~7.5-cm-long scintillators placed ~20 cm away from the target, the GSI experiment used ΔE-E telescope built with a NE102 scintillator paddle followed by a BaF2 crystal placed 3 m away from the target. In the GANIL setup, the charged fragment identification was performed using the ΔE vs. E distributions, while in the GSI experiment performed using the 200 MeV/u carbon ion beam the additional information coming from the fragments time of flight computed using the BaF2 detector signals was used.

In the study performed with the 310 MeV/u energy carbon ion beam, a single telescope was alternatively placed at 30° and 45° with respect to the beam and in the forward direction, at a distance of 2.2 m from the target center. This telescope was composed by a thin plastic scintillator followed by a NaI(Tl) scintillator cylinder 5 cm in diameter and 5 cm in length. Thin scintillators were set upstream from the target to allow Time of Flight (ToF) measurements, triggered by incident ions, as it was done for the study performed at 200 MeV/u. The ToF of the detected particle, together with the energy deposited in the telescope detector, allowed to identify protons, deuterons, and tritons. Figure 2 shows the results obtained for the 310 MeV/u beam data sample (right) compared to Monte Carlo simulation (left) performed with the Geant v.4 9.2 toolkit (33).
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FIGURE 2 | From Ref. (27): energy vs. time of flight (expressed in nanoseconds) distributions obtained for 310 MeV/u carbon ions incident on a 21-cm-thick water target with the telescope located at 30° with respect to the beam direction at 2.2 m from the target center. Left: simulation with Geant v.4 9.2 toolkit, right: measurements (GSI experiment). p, d, and t refer to protons, deuterons, and tritons in the simulated distributions (the background events are mainly due to fragmentation reactions in the scintillator). © Institute of Physics and Engineering in Medicine. Reproduced by permission of IOP Publishing. All rights reserved.



High-energy particles, with ToF lower than a given threshold, escape the scintillator depositing only a fraction of their energy in it. This determines the triangular shape of the distributions for each particle type. The maximum equivalent energy deposited by protons in the 5 cm long NaI scintillator (upper point of the triangular shape distribution), on the vertical axis, was set to the corresponding energy deposition calculated by SRIM (34).

Figure 3 shows the measured and simulated values of the detected proton yields as a function of the detection angle for the three beam energies (95, 200, and 310 MeV/u). The observed yield decrease is consistent between data and MC, as a function of the θ angle. The yield discrepancies between open symbols (exp. data) and filled symbols (sim.) are at most at the 40% level. The observed yields in all the angular configurations are compatible with the requirements of on-line monitoring applications, as discussed in Section 3.
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FIGURE 3 | From Ref. (27): experimental (open symbols) and simulated (filled symbols) proton emission yields as a function of emission angle and carbon ion energy (and target thickness): 310 MeV/u 12C, 210 mm water target (GSI experiment), 200 MeV/u 12C, 128 mm water target (22), and 95 MeV/u 12C, 25 mm PMMA target (21). Simulations performed with the QMD (circles) and BC (triangles) models are shown. © Institute of Physics and Engineering in Medicine. Reproduced by permission of IOP Publishing. All rights reserved.



2.2. Large Angle Production

The production of charged secondary particles from the irradiation of a PMMA target has been studied at large θ angles (≥60°) for fully stripped carbon ion beams at the LNS, GSI, and HIT facilities with energies ranging from 80 to 220 MeV/u. The experimental setup, which had only small variations in the different laboratories where the data acquisition was performed, is presented in a schematic view in Figure 4 for the experiment performed in GSI using a carbon beam of 220 MeV/u energy impinging on a PMMA target.
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FIGURE 4 | From Ref. (30): top schematic view of the experimental setup for the 90° configuration used for the data acquisition performed in the GSI laboratory using a fully stripped carbon ion beam of 220 MeV/u. The small differences presented in the LNS and GSI setup are described in detail in the text. © Institute of Physics and Engineering in Medicine. Reproduced by permission of IOP Publishing. All rights reserved.



The tracking detectors and the details of the analysis performed on the reconstructed track sample are common to all the experiments.

An array of 4 LYSO crystals, each measuring 1.5 cm × 1.5 cm × 12 cm, was placed at 60°, 90°, and 120° with respect to the beam line, at ~70 cm from the PMMA center. The scintillation light of the crystals was detected with a PMT triggered in coincidence, within 80 ns, with the Start Counter system sketched in Figure 4. Details on the energy and time calibration of the LYSO crystals can be found in Ref. (35).

A 21-cm-long drift chamber (20) was placed at ~50 cm from the PMMA center, along the line of flight connecting the PMMA to the LYSO crystals. The drift chamber provided a 2-dimensional track reconstruction by alternated horizontal (x-z plane V-view) and vertical (y-z plane U-view) layers of wires. Twelve layers, six on each view, provided high tracking efficiency, tracking redundancy, and excellent spatial resolution, which turned out to be ≤200 μm with a single cell efficiency of [image: image1] 96%.

The experimental setup has been simulated by means of the FLUKA Monte Carlo software (36, 37) taking into account the trigger logic, the experimental energy thresholds and the quenching effect in the scintillator (38). MC results have been used to evaluate the setup efficiencies, geometrical acceptances, and to guide the development and tuning of the Particle IDentification.

The main difference with respect to what reported in Figure 4 for the 80 MeV/u nucleon energy measurement performed at LNS is the absence of Start Counter 2, since only one start counter was used, and the absence of the Veto detector. Furthermore, the LNS experiment was performed only detecting charged fragments at 90° with respect to the beam incoming direction.

The HIT experimental setup, used to study helium, carbon, and oxygen beams was using only one start counter, as well, but implemented a different Veto detector: a Long Thin Scintillator (LTS) was used and placed just along the PMMA, between the target and the DCH detector, in order to compute the Time of Flight of the charged fragments. The angular production configurations that were tested were, respectively, θ = 60° and 90°.

In the LNS experiment, the interactions of an 80 MeV/u fully stripped 12C ion beam with a 4 cm × 4 cm × 4 cm PMMA target were studied (29). At GSI a thicker, 20 cm × 5 cm × 5 cm, PMMA target was irradiated with a 220 MeV/u fully stripped 12C beam (30). During the GSI data taking the PMMA phantom was positioned on a movable table, connected to a micrometric screw, capable of shifting the phantom position along the beam (x) axis of about few millimeters.

The beam rate in all cases, ranged from hundreds of kilo Hertz to few Mega Hertz and was monitored with a 1.1-mm-thick scintillator (Start Counter) placed on the beam line between the beam exit window and the PMMA entrance side.

Charged particles were identified starting from the tracks reconstructed in the DC using at least eight fired cells (hits), since tracks traversing the full detector are expected to have twelve hits associated. To identify the tracks, the distribution of the deposited energy in the LYSO detector (ELYSO) as a function of Time of Flight (ToF) was exploited. As an example, Figure 5 shows the measured distribution for the data collected at LNS. In the data sample (left panel) for ToF values around zero, the area delimited by the first dashed line is populated by a fast low-energy component, due to electrons produced, in the PMMA material, by Compton scattering of the de-excitation photons induced by beam interactions.
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FIGURE 5 | From Ref. (29): distribution of the detected energy in the LYSO crystals as a function of the Time of Flight for the data sample collected at the LNS facility using a carbon ion beam at 80 MeV/u. The distribution observed in the data (left) and FLUKA Simulation (right) samples are shown. © Institute of Physics and Engineering in Medicine. Reproduced by permission of IOP Publishing. All rights reserved.



The central most populated band, delimited by the two dashed lines, is constituted by protons whose detected energy spans within a very wide range. These protons also caused the saturation of the LYSO crystals QDC for ELYSO > 24 MeV, clearly visible. Similar populations in the (ToF, ELYSO) plane with an additional component of deuterons, above the second dashed line, are shown by the FLUKA simulation (right panel). This component is not clearly visible in data.

The data signature, with the bands relative to the different hydrogen isotopes, is common to all the experiments performed in the LNS, GSI, and HIT facilities, with a relative population of the different bands that depends on the beam type, beam energy, and settings (RMS), the PMMA thickness traversed by the fragments toward the exit window, as well as the possible different response of the LYSO crystals. The saturation that can be seen in the data distribution at energies ELYSO larger than 23 MeV is due to the limited range of the QDC used during the data acquisition.

The only band visible in the (ToF, ELYSO) plane for the data collected at LNS (shown in Figure 5) has been defined using the data and MC distributions in order to identify and select protons in the data sample and measure their yield.

Similar distributions in the (ToF, ELYSO) plane have been observed for the GSI 220 MeV/u data both at 90° and 60°. The velocity (β) spectrum of secondary charged particles represents an important information for monitoring purposes, since, in order to emerge from the patient’s body and to be detected, they have to cross several centimeters of tissue. The β values distributions were obtained in two different ways in the LNS and GSI, HIT data analyses. While for the HIT test, the measurement of the ToF of the charged fragments was performed directly using the signal from a scintillator close to the exit path of the fragment inside the PMMA target; in the LNS and GSI setup, no dedicated detector was available and a dedicated unfolding had to be performed to take into account the travel time of the incoming ion inside the PMMA and the occurrence of secondary fragment production.

Figure 6 shows the distributions of [image: image1] and the corresponding detected kinetic energy Ekin for the identified protons, obtained using the ToF measurement together with the distance between LYSO crystals and PMMA for the data collected at LNS. This detected kinetic energy can be related to the proton kinetic energy at emission time, [image: image1], considering the energy loss in the PMMA and the quenching effect of the scintillating light for low energy protons.
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FIGURE 6 | From Ref. (29): distribution of [image: image1] (left) and kinetic energy (right) of charged secondary particles identified as protons in the LNS data sample. © Institute of Physics and Engineering in Medicine. Reproduced by permission of IOP Publishing. All rights reserved.



In the analysis of the particle ToF for the GSI data, the finite size of the beam spot, multiple scattering of charged particles traversing the PMMA target, different energy losses, and slowing down of the various isotopes that passed through the target were taken into account. The sample is dominated by the proton contribution both in 90° and 60° samples.

The β distributions (βrec) of the dominant protons contribution are shown in Figure 7 for the setup configuration at 90° (squares) and 60° (circles), respectively. For each angular configuration, all spectra were normalized to the relative number of isotope species detected by the LYSO crystal. In order to use the secondary protons for monitoring purposes, the effect of crossing some centimeters of patient’s tissue has to be taken into account. Therefore, protons with detected kinetic energies greater than 50–60 MeV are the most interesting for the above-mentioned application.
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FIGURE 7 | From Ref. (30): measured emission velocity (βrec) distributions for protons in the data sample collected at the GSI facility using a 220 MeV/u carbon ion beam. The error bars show the total (statistical plus systematic) uncertainty. © Institute of Physics and Engineering in Medicine. Reproduced by permission of IOP Publishing. All rights reserved.



Using the data collected at LNS, the flux of the secondary protons emitted from the beam interaction with the PMMA has been measured at 90° with respect to the beam direction and in the geometrical acceptance of the triggering LYSO crystals, since this configuration maximizes the sensitivity to the Bragg peak position. To determine the rate of emitted charged secondary particles that reached the LYSO crystals, the number of carbon ions impinging on the PMMA target has been calculated by counting the number of signals in the Start Counter taking into account the Start Counter efficiency, the discrimination time and the acquisition dead time.

The minimum required energy to detect a proton in the LYSO crystals was evaluated using the FLUKA simulation to be [image: image1]. FLUKA has also been used to compute the emission energy [image: image1] of a proton with an average detected kinetic energy Ekin = 60 MeV. The uncertainty that affects the result is mainly due to the finite size of both the beam spot [image: image1] (1 cm) and profile.

The production fluxes of light charged fragments at 90° with the 80 MeV/u LNS carbon beam, obtained requiring a kinetic energy at production greater than 7 or 83 MeV are, hence, respectively (7. 1 ± 0.14stat ± 0.32sys) × 10−5sr−1 and (2.14 ± 0.06stat ± 0.10sys) × 10−5sr−1 with the systematic contribution mainly due to identification of protons and to the uncertainty on the production kinetic energy related to the beam’s transversal profile uncertainty. A very good stability of the result is observed with respect to the rate of the carbon ions impinging on the PMMA.

In a similar way, the results for the Z = 1 overall charged particles fluxes have been measured at GSI. The results obtained using a 220 MeV/u carbon ion beam, for the 60° and 90° experimental configurations are the following:
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where the leading contributions to the systematic uncertainty is the evaluation of the dead time in data acquisition. The results are compatible with the extrapolations made from the yields measured at smaller angles and measured with different ion beam energies and target media.

The data taken with 12C beam at HIT confirmed the GSI measurements and non-negligible production of protons at large angles was also observed for other ion species. Figure 8 shows the longitudinal emission profiles of protons detected at θ = 90°, for carbon beams at four different energies (120, 160, 180, and 220 MeV/u). As in Ref. (30), the emission shape could be correlated to the beam entrance window and the BP position. While the fluxes calculation is still being finalized, the production of charged secondary fragments at large angle is found to be consistent with what already measured in different experimental setups and centers.
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FIGURE 8 | Emission profile of the charged fragments in the case of the 12C beam at different energies at θ = 90° with respect to the primary beam direction.



The HIT experimental setup was also used to measure the secondary particles production that occurs in the PMMA targets by the interactions of 4He and 16O beams at therapeutical energies. When studying these ion beam particles, the thickness of the PMMA target was changed as a function of the ion type and energy, in order to keep the BP at about 1 cm before the end of the target. This configuration was used in order to reduce to a minimum the systematic uncertainty related to the forward interaction of the heavy fragments with the PMMA target after the BP, for the forward production studies performed with BGO detectors.

The analysis of the data collected with 4He and 16O beams is being finalized in order to produce a measurement of the absolute production fluxes: the observed raw yields are, however, encouraging for what concerns on-line monitoring applications.

3. THE EXPLOITATION OF CHARGED PARTICLE DETECTION FOR RANGE MONITORING

3.1. The Charged Particles Emission Distribution

The measurement of the emission shape distribution of the charged particles produced by the beam interactions with the patient tissue was recently presented in Ref. (25, 27) in the context of discussing the possible strategies for the development of an on-line tool for PT treatments monitoring. Two possible approaches were investigated with the help of Monte Carlo simulations calibrated on the measurement reported in Ref. (21, 22): single proton interaction vertex imaging (IVI) and double proton IVI, whose principle is sketched in Figure 9.
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FIGURE 9 | Principle of single proton interaction vertex imaging (SP-IVI) and double proton IVI (DP-IVI) as analyzed in Ref. (27). © Institute of Physics and Engineering in Medicine. Reproduced by permission of IOP Publishing. All rights reserved.



More sophisticated algorithms based on the determination of most likely trajectory [MLEM, for instance, Ref. (39)] could be also envisaged, but the simple imaging approach sketched in Figure 9 is already showing the monitoring approach fundamental principles.

Although Double Proton imaging would lead, in principle, to a safer determination of the primary path in the target by requiring the simultaneous emission and detection of a pair of protons, it reduces too much the statistic of the available signal sample.

A Single Proton imaging approach turns out then to be the only possible solution. However, in this case, the knowledge in real time of the beam position in the transverse plane during the monitoring procedure would be needed. As this information can be easily obtained from the beam delivery system, the emission point of the detected secondary particle can be obtained as the point of closest approach between the known beam line and the measured secondary particle direction.

The discussion about the optimal angle at which a monitoring detector exploiting the secondary charged radiation should be placed with respect to the primary beam direction (see Figure 9) was addressed, for the first time, in the framework of the IVI approach. Still, the choice of such geometrical parameter has a strong dependence on the angular distribution of the emitted charged secondary fragments and on the final accuracy that is achievable on the BP position. This turns out to be fundamental in any dose profile monitoring application.

At small detection angles, the emission flux increases and the charged particles energy spectrum is shifted toward higher kinetic energies. This configuration maximizes the charged fragments statistics that can escape the patient body, and be detected, while minimizing the Multiple Scattering (MS) inside the patient.

On the other hand, the accuracy on the charged emission point is maximal, for geometrical reasons, for orthogonal detection with respect to the beam line. As shown in Figure 10, if the projection (shadow) of the beam spot on the beam line is taken into account, the spatial resolution on the emission shape worsens as (sin θ)−1. This effect is described by a term [image: image1] σbeam × cot(θ) that becomes dominant for small detection angles. The above considerations lead the authors of Ref. (30) to focus on the measurements at large angle with respect to the primary beam directions, as already discussed in Section 2. When designing an operational setup to be used in actual treatments, the accuracy gain that could be achieved, from a geometrical point of view, at large θ has to be taken into account in combination with the already mentioned larger statistic and the higher average kinetic energy of the emitted particle at smaller angles, in order to obtain the necessary optimum trade off.
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FIGURE 10 | From Ref. (30): schematic view of the beam spot size contribution to the uncertainty on the reconstruction of the fragments emission region in the case of an experimental setup placed at an angle θ with respect to the primary beam direction. © Institute of Physics and Engineering in Medicine. Reproduced by permission of IOP Publishing. All rights reserved.



A key point in the range monitoring with charged particles is the correlation of the charged secondary emission profile with the beam dose release, and in particular with the BP position. A typical approach is to correlate the fall-off of the emission profile with the BP position, as shown in Figure 11 from Ref. (27), where the fall-off of the simulated SP-IVI reconstructed vertex distributions for a 95 MeV/u 12C beam is shown in case of different thicknesses of material (PMMA) crossed from the emission point to the detector. The smooth lines correspond to fits of equation (1) where the complementary error function (erfc) is being used.
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FIGURE 11 | Simulation of SP-IVI reconstructed vertex distributions for a low beam energy 12C of 95 MeV/u in PMMA for different targets thickness, as calculated in Ref. (27). © Institute of Physics and Engineering in Medicine. Reproduced by permission of IOP Publishing. All rights reserved.



The d parameter, which corresponds to the inflection point position, is assumed to provide information that can be correlated to the primary ion range.

The authors of Ref. (27) pointed out that the target thickness slightly affects the vertex distribution shape, since the secondary protons absorption affects the low-energy protons produced upstream less than those emitted at the end of the ion path. They also concluded that, probably, the proposed fit function is not appropriate in high attenuation conditions.

In Ref. (30), a different function is proposed to fit the longitudinal emission distribution of charged particles detected at large angles (equation (2)).
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Figure 12 (left) shows the measured longitudinal emission distribution of charged particles emitted at 90° (solid line) by a 220 MeV/u 12C beam in a PMMA phantom, with a superimposed depth-dose profile as calculated with the FLUKA Monte Carlo code (36, 37) (hatched-area distribution). A clear correlation is observed between the beam entrance position in the target and the rising edge of the xPMMA distribution.
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FIGURE 12 | From Ref. (30): left, longitudinal profile (solid line) of secondary charged particles as a function of the penetration in a PMMA phantom at 90° detection angle (beam entrance −6.15 cm). Superimposed (hatched), it is shown the beam depth-dose distribution as from MC simulations. Right, longitudinal profile (solid line) as above but with the PDF from equation (2) superimposed. The dotted and solid arrows show the graphical representation of Δ40 and δ40, respectively. The variables Xleft and Xright are also shown. © Institute of Physics and Engineering in Medicine. Reproduced by permission of IOP Publishing. All rights reserved.



The right panel of Figure 12 shows that the xPMMA distribution is well described by equation (2): parameters p3 and p1 are, respectively, related to the rising and falling edge of the distribution, while the rising and falling slopes of the function are described by p4 and p2. A flat background contribution is accounted for through parameter p5. The beam finite size can be explicitly added at different detection angles with respect to the beam direction as a convolution term of a Gaussian function with σ [image: image1] σbeam × cot(θ). equation (2) accurately described all the measured emission profiles for different isotopes and data samples taken with different geometrical conditions (beam entrances) and angle configurations (60° and 90°).

Using this functional form, two quantities have been derived that are directly related to the beam range: Δ40 and δ40, as shown in the right panel of Figure 12. Δ40 represents the width of the f(x) distribution at 40% of its maximum, Xleft and Xright being, respectively, the corresponding x-values at the rising and falling edges. δ40 represents the distance between Xleft and the x-intercept of the tangent to f(x) at x = Xright.

Several elements influenced the accuracy of the proposed methods in monitoring the Bragg peak position: the multiple scattering undergone by the fragments inside the body, the collected sample statistics, and the intrinsic fluctuation of the emission process related to the nuclear interactions. This last contribution has been studied using a fixed number (103) of detected fragments. Samples of 103 tracked charged fragments were created out of the datasets acquired at each angular configuration, for a total of 13 samples at 90° and 100 samples at 60°. When comparing the measurements of Δ40 and δ40 performed at different angles, the finite spot size of the beam σbeam (Figure 10) was taken into account.

The accuracy on the measurement of the Δ40, δ40, and Xleft together with the average values of Δ40 and δ40 are shown in Table 1. The accuracy achieved for the statistic of the reference sample (1k tracks) is of the order of 3 mm. The measured absolute values of Δ40 and δ40 should be compared with the path Δbeam = 8.90 ± 0.03 cm, traveled by the primary beam from its entrance position in the target to the Bragg peak position, which was determined from the MC simulation used for the beam setup and calibration.

TABLE 1 | Dispersion and mean values of the parameters used to describe the charged fragments emission distribution for each angle configuration tested in Ref. (30).
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The reference sample (103 particles) used in Ref. (30) to validate the performances of the monitoring technique proposed, due to the reduced detector solid angle ΔΩ [image: image1] 10−4 sr, was produced by a number of carbon ions equal to [image: image1] 2.3 × 108 at 90° and to [image: image1] 4.7 × 107 at 60°. Those numbers can be reduced significantly (by even a factor 100) by increasing the solid angle of the tracker detector that, for clinical applications, can have a larger active area and be positioned closer to the patient.

To make a comparison with a standard carbon treatment, the number of carbon ions that are needed to give a 1 Gy dose to the distal part of the tumor (whose monitor accuracy is particularly important) has been computed: assuming that a slice of 1 cm × 1 cm with 2-mm thickness is irradiated, about 107 carbon ions will be needed, distributed in a number of single spot pencil beam each one made of about 2 × 105 primaries. The numbers of produced charged fragments that will be detected by a given ΔΩ detector at 90° and 60°can be easily deduced from the results quoted above.

Beside the number of primary ions that are used, another important parameter that has to be considered when discussing real case scenarios is the amount of patient tissue crossed by the secondary particles in their exit path, before their detection. As the absorption increases with the traversed matter, a reduction of the flux up to a factor 10 has to be considered in case of tumors that are located very deeply in the patient body, as can be inferred from Figure 11.

The accuracy achievable is, therefore, function of the signal tracks statistics, and hence on the dose administered in a given fraction, and of the absorption due to the depth of the tumor. In order to enhance the signal statistics, a possible strategy is to envisage the monitor of a group of pencil beams in the same treatment slice. At the same time, the maximization of the geometrical acceptance of the monitor device is also crucial, getting as close as possible to the patient, to enhance the collected tracks sample statistics and, hence, the accuracy attainable with a small number of pencil beams.

3.2. An Application to the Clinical Environment: The Dose Profiler

As discussed in the previous section, in order to exploit the detection of charged particles for range monitoring in PT a large acceptance is needed. Other requirements to be taken into account in the detector design are compactness, reliability, and high tracking efficiency. We will consider, as practical example to discuss the application to a clinical environment, the Dose Profiler (DP) device (40) developed in the framework of the INSIDE (INnovative Solutions for In-beam Dosimetry in hadronthErapy) project (41). The tracker implemented within INSIDE is built out of six double planes of scintillating fibers oriented in two orthogonal views to provide bi-dimensional readout, with a sensitive area of about 20 cm × 20 cm. The fiber transverse section (500 μm × 500 μm) provides the necessary spatial resolution for an accurate reconstruction of the charged tracks, considering that the resolution on the fragment emission point is dominated by the Coulomb and nuclear scattering undergone in the patient tissues in the exit path.

Some of the practical features related to the application of a charged particle-based monitoring technique to PT treatments were addressed using Monte Carlo simulations. A real case scenario was studied in detail by performing an accurate FLUKA MC simulation of the treatment with 12C ions undergone by a patient at the Italian hadrontherapy center CNAO (42). The treatment was a two-port irradiation of a chordoma (volume of about 45 cm3) placed almost at the center of the head.

The simulation reproduced all the details of the beam delivery and the actual geometry of the patient, importing the CT image (see Figure 13). The output from the Treatment Planning System (Syngo by Siemens) was coupled to the simulation input and a single fraction of the treatment was considered for one of the two beam ports. The energy of the 12C primary ions for such a treatment was in the range of 137.28–243.42 MeV/u. The total number of primaries used for the simulation of a given treatment fraction was 2.7 × 108.
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FIGURE 13 | Simulated treatment plan of a chordoma as displayed by the Treatment Planning System (Syngo TPS by Siemens) for a patient treated with 12C ions at the Italian hadrontherapy center CNAO (42): transaxial (left), sagittal (center), coronal (right) views. Courtesy of CNAO.



Prompt photons and secondary protons emerging from the patient with an energy greater than 1 and 20 MeV, respectively, were studied. The INSIDE tracking detector was placed at a distance of 40 cm from the tumor at about 60° with respect to the beam direction. The total number of photons and protons entering in the detector acceptance are 2.7 × 106 and 6.4 × 105, respectively.

In Figure 14, the expected numbers of photons and protons for each carbon ion entering the detector active area, placed at 60° with respect to the primary beam incoming direction, are shown as a function of the beam energy. The Monte Carlo evaluation of the proton flux at 220 MeV/u is compatible with the results reported in Section 2.
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FIGURE 14 | Number of prompt photons (blue) and protons (red) per carbon ion in the acceptance of the INSIDE Dose Profiler detector as obtained by the simulated treatment planning at an angle of ~60° with respect to the primary beam, for a single fraction of the treatment of Figure 13.



The application of these techniques to the “online” (in-treatment) monitoring of the beam range requires a calibration of the measured parameters used to describe the longitudinal emission distribution (the Δ40, δ40 parameters introduced in the previous paragraph). The dependence of Δ40 and δ40 against the actual BP position for the energy of interest or, correspondingly for the carbon beam range of interest in PT, has to be performed by means of an extended campaign of experimental measurements.

In order to implement the monitoring technique here proposed in actual clinical cases, a possible strategy is described in the following. Any complex geometry, like the case of a patient, having different materials, densities, and thicknesses will produce a longitudinal emission profile that will be quite different from the reference case presented so far. However, since all the relevant information is in principle contained in the patient’s CT, it is possible to develop a method that allows to take into account all the deformations of the secondary charged emission shape due to the absorption of charged fragments in the patient tissue, as indicated in Figure 11.

The reference emission shape, whose correlation with the BP position is known, can be obtained from the measured emission shape by unfolding the expected absorption as a function of thickness (obtainable from the CT) along the reconstructed track direction. A function describing particle absorption in different materials can be reliably obtained by Monte Carlo simulation. In order to give a proof of principle of the proposed method, we have developed a Monte Carlo simulation calibrated with the data reported in Section 2. Using the same beam and detector conditions employed in the real case scenario simulation shown in Figure 13 (primary 12C beam of 220 MeV/u, DP detector), the attenuation of protons emitted at 90° with respect to the beam incoming direction has been obtained for PMMA as a function of the thickness of material crossed by the fragments. Results are shown in Figure 15.


[image: image1]

FIGURE 15 | Simulation of the reconstructed longitudinal profile of the emission points of secondary protons as detected at 90° with respect to the beam direction, for 12C beam of 220 MeV/u irradiating a cylindrical PMMA target, for different targets radii.



In real case scenarios, look-up tables will be used for different beam energies and “water equivalent material” thicknesses. The emission shapes predicted for different thicknesses of Figure 15 have been fitted using the function of equation (2). In order to parameterize the functional shape for an arbitrary value x of thickness, the variation of the six pi parameters that enter the function definition has been studied as a function of x by means of simple polynomial fits, as shown in Figure 16, in the 2.5–10 cm range.
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FIGURE 16 | Polynomial fit modeling the evolution of the parameters of equation (2) resulting for different thicknesses of material crossed by the charged secondary particle as shown in Figure 15.



Once the “look-up tables” are available, to take into account the variation of the pi parameters as a function of the material thickness, the emission function of equation (2) can be generalized as a two variables function of z, the emission point along the beam path, and of the crossed material thickness x traversed in the escape path from the phantom, using the pi(x) functions:

[image: image1]

A weighting function can be defined for each charged secondary track with emission point reconstructed at position z and with crossed material x before escaping the patient:

[image: image1]

Here, the reference x0 correspond to the minimum 2.5 cm thickness of the PMMA used to collect the data (30) on which the simulation has been trained. In order to take into account the absorption effect, any detected track will contribute to the emission shape with a weight w(z, x) evaluated using the measured z and the x obtained from CT.

In order to demonstrate the feasibility of the proposed approach, we have simulated a simple system, shown in Figure 17, where a 12C beam propagates in a PMMA sphere of 10-cm radius (density ρ = 1.2 g/cm3), that contains a smaller sphere of density ρo = 0.6 g/cm3 and radius = 3 cm. The detector used for the MC simulations is the INSIDE Dose Profiler, placed at a 40 cm distance from the center of the larger sphere. In this case, the thickness x of crossed material can be calculated analytically.
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FIGURE 17 | Simulation setup for a proof of concept of the material absorption deconvolution.



Figure 18 shows the result of the unfolding procedure. The left panel shows the MC profile of the emitted charged secondary particles as produced by the beam, while the emission profile reconstructed by the detector is shown in the central panel. The distortion in the reconstructed shape due to the different material thickness is evident as well as the heavy implications for the correct evaluation of the BP position when using the biased reconstructed distribution without any correction. By weighting each reconstructed track with the inverse of the weight w(z, x) defined in equation (4), the result shown in the right panel is produced, where the re-weighted profile is superimposed to the generated one. The nice agreement obtained proves the feasibility of a measurement of the true charged secondaries emission profile, once the detailed map of the material crossed by the detected protons is known. In a real case scenario, a software system capable of exploiting on-line all the useful information from the CT has to be implemented.
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FIGURE 18 | True (left panel) and detected (middle panel) secondary charged particles emission profiles obtained from the MC simulation setup of Figure 17. The right panel shows the effect of the re-weighting procedure described in the text, needed to account for the different material traversed by the secondary fragments.



The proposed technique, beside the monitoring of the BP position, could also be used to provide additional information about the patient positioning. By the correlation of the beam entrance position in the patient to Xleft (for the definition and the expected resolution refer to Table 1 and Figure 12) a fast and precise feedback on possible patient mis-positioning could be provided during the treatment.

4. CONCLUDING REMARKS

Nowadays, the baseline approach for PT range monitoring is through PET imaging, typically undergone by the patient immediately after the treatment. In order to improve the treatment reliability and ensure an accurate control on the dose deposition, different research groups are developing and optimizing a dedicated monitoring device capable of being operated during the treatment.

Techniques based on the detection of secondary prompt photons are recently starting clinical experimentation: first prototypes are being developed and tested “in room” with an optimization focused mainly on applications to proton therapy (43). At the same time, a monitoring technique based on the detection of charged particles is being developed. The preliminary studies and experimental results presented in this review showed that promising performances are expected for such technique when applied to the monitoring of ion treatments, as proton projectiles would produce an insufficient yield of charged secondaries.

An advantageous strategy that can be pursued to achieve the desired monitoring space resolution implies the detection of fragments emitted at large angles with respect to the beam incoming direction, even at the price of having a lower yield of particles as they are emitted preferentially in the forward direction. In this case, the reduction of the MS undergone inside the patient body and the reduction of the beam shadow effect will help significantly in matching the monitoring requirements posed by the clinical application.

The application of a charged particle-based monitoring could be problematic in case of deep seated tumors, because of the re-absorption of charged secondaries inside the patient itself. However the technique feasibility is fully recovered in the context of hypo-fractionated treatments. For those treatments, the need for on-line range check is even more compelling as very large doses are delivered in one or few shots, and the total dose for the single irradiation session, and the related secondary yields, can be almost one order of magnitude larger than the standard treatments.

The three leading techniques that are nowadays being considered for in-beam range monitoring (PET, prompt gammas and charged particles) offer in principle different advantages and pose different problems. The performance comparison of the three approaches is not trivial. One reason is that many of the proposed detectors and approaches still do not have firmly established performances, since they are in a research and development phase. Another reason resides in the limited reliability of the nuclear interactions description in Monte Carlo codes in the energy range of few hundreds MeV/u. In this respect, the process of secondary charged particles emission at large angles is one of the most difficult to benchmark for the existing models.

The increasing amount of data coming from dedicated experimental campaigns, and the impressive modeling activity performed by the code developers, is allowing the MC simulation research field to evolve quickly. An example of recently achieved results is in Ref. (44) and in Ref. (13) specifically for the PET technique.

Finally, the relative performances of the three techniques strongly depend on the tumor size and position and on the absolute dose release foreseen for a given treatment. Combined approaches in which two or more secondary signals are simultaneously exploited are, thus, promising.

A first example of such integrated approach is being developed within the INSIDE (41) project: here, two planar PET heads made of pixellated LYSO crystals are operated in combination with the Dose Profiler, a large area charged particles tracker made of orthogonal layers of scintillating fibers. The PET subsystem has ToF and DAQ capabilities that allow for in-beam operation, while the tracker is focused on the detection of charged secondaries emitted at large angle (60°–90°) with respect to the beam direction. The test of the integrated device is foreseen in 2016, in the CNAO therapy center.
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Patient’s treatment plan verification covers substantial amount of the quality assurance (QA) resources; this is especially true for Intensity-Modulated Proton Therapy (IMPT). The use of Monte Carlo (MC) simulations in supporting QA has been widely discussed, and several methods have been proposed. In this paper, we studied an alternative approach from the one being currently applied clinically at Centro Nazionale di Adroterapia Oncologica (CNAO). We reanalyzed the previously published data (Molinelli et al. (1)), where 9 patient plans were investigated in which the warning QA threshold of 3% mean dose deviation was crossed. The possibility that these differences between measurement and calculated dose were related to dose modeling (Treatment Planning Systems (TPS) vs. MC), limitations on dose delivery system, or detectors mispositioning was originally explored, but other factors, such as the geometric description of the detectors, were not ruled out. For the purpose of this work, we compared ionization chambers’ measurements with different MC simulation results. It was also studied that some physical effects were introduced by this new approach, for example, inter-detector interference and the delta ray thresholds. The simulations accounting for a detailed geometry typically are superior (statistical difference – p-value around 0.01) to most of the MC simulations used at CNAO (only inferior to the shift approach used). No real improvement was observed in reducing the current delta ray threshold used (100 keV), and no significant interference between ion chambers in the phantom were detected (p-value 0.81). In conclusion, it was observed that the detailed geometrical description improves the agreement between measurement and MC calculations in some cases. But in other cases, position uncertainty represents the dominant uncertainty. The inter-chamber disturbance was not detected for the therapeutic protons energies, and the results from the current delta threshold are acceptable for MC simulations in IMPT.

Keywords: Monte Carlo calculations, treatment plan verification, proton therapy, delta ray effect, dose disturbance

1. INTRODUCTION

Delivering an appropriate radiation therapy dose starts by preparing the most suitable treatment plan for each patient. This is done by conforming the delivered dose to the clinical target volume and avoiding critical organs (2) in order to limit the observed side effects on the surrounding tissue in the patient. Proton beams, with their defined range, can play an important part in increasing this conformity (3). Monte Carlo (MC) simulations are one of the proposed three different dose calculation algorithms, alongside ray trace and pencil beam. Although MC has been considered the gold standard between these approaches in respect to its accuracy, pencil beam model is mostly used in the treatment plan system (TPS) due to its compromise between accuracy and computational time.

After finding the best solution for how to deliver the dose, a verification process is needed in order to check if the equipment is able to deliver the planned treatment fields. Several methods have been proposed, such as the ones by PSI (4) and MD Anderson (5), but at Italian National Center for Oncological Hadron Therapy (CNAO), the method developed by GSI and used at HIT (1, 6), is adopted. CNAO is a hospital-based hadrontherapy facility equipped with a custom synchrotron and Dose Delivery System (DDS) to provide actively scanned proton beams with energies of 62–227 MeV/u and carbon with 115–400 MeV/u, corresponding to ranges in water of 3–32 and 3–27 cm for protons and carbon ions, respectively (7).

Individual treatment plan verifications in the experimental environment can be very time and manpower intensive, and it is prone to dose delivery uncertainties and setup errors. Molinelli et al. (1) presented CNAO’s quality assurance results for all the patients treatment plans verification that have been performed in CNAO with proton beams concerning 1 year (September 2011–August 2012). Nine cases have been found where the quality assurance warning threshold was exceeded, which is fixed at 3% mean absolute deviation between measurements and TPS. Originally, the possibility explored was that these differences between measurement and calculated dose were related to dose modeling (TPS vs. MC), limitations on DDS, or detectors mispositioned (shift), but other factors were not ruled out, such as oversimplification of the dose modeling.

FLUKA (8, 9) was the MC code chosen for this work due to its demonstrated capabilities (10, 11) and available powerful graphical interface (12).

In this work, we have evaluated if improvements could be applied to the MC simulations in order to get better agreement with the measured data on these previously described cases (Figure 1). More specifically, we studied the use of more detailed representation of the detectors (13, 14) and the effect of physical processes that these could introduce in the MC simulation results, for example, the required threshold settings for specific scenarios (15).
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FIGURE 1 | CNAO patient plan verification results for the nine cases above the warning threshold (6). For each data set exceeding the warning level, the mean absolute deviation is plotted. Measurements are compared to four different scenarios of calculated values: [image: image1] – TPS calculated dose, [image: image1] – MC simulated dose based on treatment plan data, Δ – MC simulated dose based on DDS log files, and ◊ – MC simulated dose based on DDS log files and corrected for the optimal 3D holder shift. For the last case, the applied translation vector, expressed in millimeters, is also reported between brackets.



2. MATERIALS AND METHODS

2.1. TPS Patient Plan Verification

The TPS used in CNAO is the CE-marked syngo® RT Planning by Siemens AG Healthcare (Erlangen, Germany) version VB10, which is based on TRiP98 (16, 17).

The current CNAO quality assurance procedure (1, 18) specifies that for each patient, plan verification will be performed (6). For this, a water tank with a 3D detector block controlled by a motorized arm (PTW) is used. This enables to measure the deposited dose at different known depths and positions. This detector block provides a support holder for the ionization chambers (IC), in such way that an individual IC do not mask the direct path of the beam to other the IC (PTW pin point IC – Figure 2). IC measurement values are then compared with the ones calculated by the TPS (equation (1)). For data set analysis, the mean deviation is calculated as the difference between measured (dmeasi) and calculated dose (dcalci), normalized to the maximum beam dose (dmax) and averaged over N IC positions i:
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FIGURE 2 | Different tools used in the treatment plan verification. The pin point ionization chamber (left), the 3D detector block (center), and the water tank with motorized arm (right) by PTW.



The number of points, N, included in the calculation can be equal or lower than 12, depending on the data set. The TPS provides a 3D-averaged dose gradient for each IC position. Points with a calculated gradient higher than 0.04 Gy mm−1 are excluded from the analysis, since they could not be measured sufficiently accurately due to the finite size of the detector sensitive volume and experimental setup uncertainties. For QA measurements in reference conditions, the applied acceptance threshold is 5% for both mean deviation and SD over a data set.

2.2. Monte Carlo Simulations

FLUKA is a multipurpose MC transport code originally designed for high-energy physics but with extensive use in medical applications (10, 11). For the purpose of this paper, the HADROTHErapy suite of physical settings (known as Defaults) was selected. All geometry updates and modifications were completed with the aid of FLAIR (a graphics user interface of FLUKA).

2.2.1. Current MC-Based Plan Verification

A complete detailed description of CNAO facility, including accelerator design and rooms layout, can be found in the literature (1, 7). For the simulation purposes, the geometry description accounted for the different structures, mainly from the monitors of the DDS, present in the beam path. The validation of this DDS description with FLUKA has been described previously (1). In Figure 3, the photo of the end of the nozzle in one of the treatment rooms is shown together with its description in a 3-dimensional model and its description within the FLUKA simulation.
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FIGURE 3 | CNAO dose delivering system can be seen in these figures. A photo of the system, a model with its components description, and the final model used in the Monte Carlo simulations.



Current MC patient plan verifications, as per TPS, use a simpler approach to geometrically represent the IC when calculating the dose deposition. All detectors’ structures and holders are not included, and the detector dose is sampled from the dose distribution in a water tank. By doing that, the structure and materials of the IC are not taken into consideration for the simulation. MC obtains the deposited dose in the chambers by calculating the average dose to water over several voxels, corresponding to the active volume of the detector, situated in the positions where the chambers is located.

2.2.2. New Detailed Geometry

The previously described approach, with its geometric approximations and simplifications, obtained deviations below 3% for the majority of studied cases. But for these nine cases where the agreement between the TPS calculations and measurements was above this threshold, we decided to investigate the impact of using a detailed geometry in order to account for the dose disturbances, mainly from scattered particles produced in the wall of the IC and detector holder. In the new detailed geometry, all geometry described above is kept with the inclusion of the PTW3D block and IC description (respecting all structures, dimensions, and material compositions). Detailed technical drawings were obtained from the manufactures (PTW Freiburg). Flair geometry editor was instrumental and extremely helpful in dealing with drawing and 3D visualization (Figure 4). As for the original MC approach, the absolute mean dose deviation is calculated applying equation (1).
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FIGURE 4 | Demonstration of the powerful tools available in FLAIR. On the left, the technical drawing superimposed on the generated geometry is shown, and on the right, the final geometry of the phantom in 4 different views is reported.



2.2.3. Delta Rays

Delta rays are defined as electrons that acquire sufficiently high kinetic energies through collisions so as to enable them to carry this energy a significant distance away from the track of the primary particle and produce their own ionization of absorber atoms (19). The FLUKA “HADROTHErapy” option uses per default delta ray production and transport cuts of 100 keV. We have chosen to vary the threshold limits in order to evaluate if the observed variation between measurements and FLUKA simulations was influenced by the delta rays threshold value.

The dose to water was calculated by averaging the dose deposited in the sensitive volume of the IC. And in order to study the effect of the delta rays threshold, all regions surrounding the sensitive volume had their threshold changed. In this work, we studied the effect of using 10 and 1000 keV in comparison to the default of 100 keV.

2.2.4. Organization of This Work

In total, nine fields from different patients’ plans were analyzed, including MC simulations (for both described geometries) and dose deposition matrices from TPS and IC results (from plan verification quality assurance). The analysis of the data and this section are divided as follows:

• Geometry effect – Section 3.1: compared data obtained from the MC with and without the complete geometry, with experimental data and TPS calculated dose values.

• Influence of the δ-rays thresholds – Section 3.2: compared data obtained from MC simulations of two different fields for different thresholds (10, 100, and 1000 keV). For that, all regions in, or in direct contact with, the active volume had its threshold modified for the purpose of these simulations (Figure 5).

• Chamber–chamber effect – Section 3.3: at CNAO, the measurements are made with half of the proposed number of the detectors (24); so data from MC simulations were compared with two different setups, one with all 24 IC versus the same setup with 12 IC.
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FIGURE 5 | Flair representation of internal structures of the ionization chamber. The detector active volume is labeled as “IC10fil” for the IC number 10. All regions in, or in direct contact with, the active volume had its threshold modified for the purpose of these simulations.



3. RESULTS

3.1. The Influence of a Detailed Geometry Implementation

In Figure 6, it was compared for each data set results obtained implementing detailed geometry, Section 2.2.4, in relation to the ones obtained by Molinelli et al. (1).
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FIGURE 6 | Results for the effects of different approaches when performing patient plan verification in relation to geometry description.



An advantage was noticed when using a more detailed geometry (MC-NGeo-DDS), as it can be seen by the 6 cases where better results were obtained in comparison to the previous MC-DDS (MC simulations based on DDS log files). In order to understand if the difference between these MC simulations and if the measurements are significant, the relative difference between MC and measurements was calculated and analyzed.

A p-value of 0.003 was obtained between MC-DDS (current MC geometry description) and MC-NGeo-DDS (more detailed geometry description) by using a 2-tailed t-test, which describes that the obtained results by the more detailed geometry approach are significantly better in relation to the current MC Geometry description.

3.2. The Influence of Delta Rays Threshold

The effect in the absorbed dose and computational time was analyzed for two patients’ data sets with different δ-ray thresholds. As described previously, in Section 2.2, with FLUKA MC code, the user is able to set different thresholds for both production and transport of different particles. Initially as expected, some differences were noted between the individual measurements for each threshold and comparison to the current default threshold, set at 100 keV (Figure 7). When compared to the measurements individually and as data set (Figure 7), no comparable advantage was noticed by using different thresholds.
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FIGURE 7 | Results for the effects of different delta rays thresholds in the more detailed geometry MC simulations for data sets 1 and 2. It is plotted as the comparison between measurements and MC with different thresholds for the two cases (left) and their obtained deviations in respect to measurements (right).



When comparing the computational time when the δ-ray threshold is changed, it was observed that by increasing the threshold (from 100 to 1000 keV), the average time to simulate all primaries reduced by 11.45 ± 3.39%, and when the threshold was reduced (from 100 to 10 keV), the average time to simulate all primaries increased by 43.49 ± 22.02%.

3.3. Chamber–Chamber Effect

Another aspect analyzed was the fact that instead of using the full 24 positions available in the ionization chambers holder (see Figure 4), only 12 positions were used, allowing for investigating the influence of chamber–chamber effect. A 2-tailed t-test was performed, as in Section 3.1, and no statistical significant difference (p-value 0.996) was found between both simulations with 12 or 24 chambers. Figure 8 shows the calculated deviations for the different data sets for both MC and TPS.
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FIGURE 8 | Calculated differences between simulation with 12 and 24 ionization chambers. The figure on the left shows the different deviation for each IC measurement for all the data sets. The figure on the right shows the obtained histogram of these deviations.



4. DISCUSSION

4.1. The Influence of a Detailed Geometry

In this work, we evaluated the effect of the IC geometry description in MC simulation for patient plan verification. We compared our geometrical description with the current approach used. Figure 6 showed that by improving the details of the detectors geometry description, on average, we obtained a mean deviation of 1.90% with 0.63% 1 SD for the 9 cases in comparison to the current method (1), which obtained a mean deviation of 2.36% (0.75%).

Another source of uncertainty is the positioning of the phantom. In order to evaluate if the deviations found were introduced not only by the MC simulations but also by the position of these detectors during measurements, we simulate the effect of introducing this uncertainty.

We simulated different detector positions within ±1 mm in all direction for one of the data set (Data Set 2) around the original position, in total, 27 positions miming uncertainties in the detector positioning. A new minimum of 1.94% was found at (1, −1, 1) as dx, dy, and dz, respectively, in comparison to 2.40% as reported by Molinelli et al. (1).

The obtained mean deviation in respect to the applied offset can be seen in Figure 9. It can be seen that the obtained deviation varies with the positioning of the detector block in a systematic manner, where a minimum and a maximum deviation can be obtained by optimizing the detector position. This also shows that for this data set, the importance of a proper positioning of the water phantom.
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FIGURE 9 | Results for the obtained mean deviation in respect to the applied offset. The color bar represents the mean average deviation obtained in %.



4.2. Chamber–Chamber Effect

In addition to the benefits of using a more detailed geometry description, additional points needed to be evaluated as possible contribution to errors and uncertainties. The first one was the interference seen by a detector from the interaction of beam to previously positioned detectors. Although this effect had been evaluated for carbon ions (20) in the case of protons which are more susceptible to the broadening, it had not been evaluated. In our study, no significant difference was seen between the measurements with and without the extra detectors.

4.3. The Influence of Delta Rays Threshold

Another possible factor which will influence the MC simulation results with more detailed detector geometry is the choice of delta rays threshold. For this reason, we evaluated threshold in our detailed geometry. We found that current thresholds used by the default, which have been previously analyzed (11), are still sufficient for this detailed geometry, and no improvement was observed by the reduction of these.

5. CONCLUSION

The use of MC simulations in aiding patient plan verification has been evaluated. In this work, we studied the effect of improving the detectors geometry description in the MC simulations. We showed that even in the most challenging scenarios of very non-uniform fields, a more detailed geometric description of the detectors results in better agreement with the measurements, although at the cost of more computational time (18.8% in average). If taken into considerations that only 9 patient in an entire year period crossed the threshold, this increase of time should not limit the use of a more detailed geometry description. Additionally, we saw that for few cases where the uncertainty of mispositioning was more relevant than the modeling uncertainties, the use of detailed geometry description in the MC simulation was not able to improve agreement with measurements. For these cases, it was only possible to obtain a better agreement after the detector position was shifted.
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In the field of radiation therapy, accurate and robust dose calculation is required. For this purpose, precise modeling of the irradiation system and reliable computational platforms are needed. At the Heidelberg Ion Therapy Center (HIT), the beamline has been already modeled in the FLUKA Monte Carlo (MC) code. However, this model was kept confidential for disclosure reasons and was not available for any external team. The main goal of this study was to create efficiently phase space (PS) files for proton and carbon ion beams, for all energies and foci available at HIT. PSs are representing the characteristics of each particle recorded (charge, mass, energy, coordinates, direction cosines, generation) at a certain position along the beam path. In order to achieve this goal, keeping a reasonable data size but maintaining the requested accuracy for the calculation, we developed a new approach of beam PS generation with the MC code FLUKA. The generated PSs were obtained using an infinitely narrow beam and recording the desired quantities after the last element of the beamline, with a discrimination of primaries or secondaries. In this way, a unique PS can be used for each energy to accommodate the different foci by combining the narrow-beam scenario with a random sampling of its theoretical Gaussian beam in vacuum. PS can also reproduce the different patterns from the delivery system, when properly combined with the beam scanning information. MC simulations using PS have been compared to simulations, including the full beamline geometry and have been found in very good agreement for several cases (depth dose distributions, lateral dose profiles), with relative dose differences below 0.5%. This approach has also been compared with measured data of ion beams with different energies and foci, resulting in a very satisfactory agreement. Hence, the proposed approach was able to fulfill the different requirements and has demonstrated its capability for application to clinical treatment fields. It also offers a powerful tool to perform investigations on the contribution of primary and secondary particles produced in the beamline. These PSs are already made available to external teams upon request, to support interpretation of their measurements.

Keywords: phase space, particle therapy, Monte-Carlo, FLUKA, patient dose calculation, experimental measurements

INTRODUCTION

In the particle therapy field, Monte-Carlo (MC) codes provide a powerful tool to perform accurate calculations, with a precise description of the transport and interactions of the beam with the traversed materials, compared to the current treatment planning systems (TPS) as the one used at Heidelberg Ion Therapy Center (HIT; Syngo RT Planning TPS, Siemens AG Healthcare), which is based on analytical algorithms using fast pencil-beam dose calculation (1). At HIT, the FLUKA MC code (2, 3) was chosen to support the creation of the TPS basic input data (4). The beamline has been modeled in great details, particularly the vacuum window and the Beam and Application Monitoring System (BAMS), composed of two multiwire proportional chambers and three ionization chambers that are monitoring the beam, providing accurate data for the parameterization of the lateral dose spread for additional input to the analytical clinical TPS (5). A MC framework, without using the beamline model but a beamline approximation closely resembling the TPS approach, has been also developed and is used to perform both dose forward calculation and range verification (6–8), providing a powerful computational tool to complement the clinical TPS.

The use of modeled beamlines in MC applications has been described in many works for beam delivery with active energy selection (5, 9–11), for passive energy selection with pencil-beam scanning (12, 13), or for passive scattering (14, 15). In our case, due to confidential issues with the beamline geometry, the model is not available for external users in need of precise simulation, neither for data analysis comparisons after irradiation at HIT nor for simulation-related researches.

This paper proposes a solution to this problem with the creation of phase space (PS) files containing the characteristics (charge, mass, energy, coordinates and direction cosines, generation) of every particles (primary protons and carbon ions as well as secondaries) at the end of the beamline, for each of the 255 available initial beam energies. Furthermore, the adaptation to the delivery pattern from the raster scanning system (16) has to be possible with these PSs, as well as the accommodation of the four different foci used clinically at HIT, i.e., the full-width half maximum (FWHM) of the lateral beam sizes in air at isocenter according to the accelerator database (the so-called library of ion beam characteristics or LIBC). PS files created from beamline geometries, in the particle therapy field, have already been investigated for proton beam applications with passive beam delivery or scanned beams of fixed lateral size (13, 15, 17–19). Our approach proposes a novel narrow-beam approximation to generate PS that can be accurately adapted to reproduce all the foci available at HIT and scanning pattern of irradiation plans for both protons and carbon ions. Several validations steps against simulation with the full beamline geometry will be presented. Simulations using the PS approach will be compared to measurements in a water phantom. An application of the proposed approach to a small target patient plan will be shown and compared to the results of the simplified MC framework. For this plan, the two approaches will be evaluated against measurements in a water phantom.

MATERIALS AND METHODS

Phase Space Generation

Monte-Carlo Code and Modeling Approaches of the HIT Beamline

Different approaches have been used concerning the modeling of the beamline for MC simulation at HIT. The detailed geometrical model (5) allows simulating more precisely transport and interactions occurring in the beamline, particularly inside the BAMS, for accurate prediction of lateral beam scattering (Figure 1). The different foci are representative of the spread of an initially small (few millimeters) beam in vacuum into the beamline and air. In the simplified MC framework, the beamline is approximated by an energy reduction before the propagation of the particles in vacuum, according to the water equivalent thickness of the beamline and air distance to the isocenter. The focus is then adapted geometrically to its nominal one at the isocenter (8), similar to the TPS approach. With this simplified approach, forward recalculation of planned treatments could well reproduce corresponding dosimetric measurements in most of the cases, with differences below 3% (8). However, the approximations made in such MC framework [the so-called TPS-like approach (8)] could have limitation for extreme cases of small fields, due to an underestimation of large angle lateral scattering in the elements before the target. Furthermore, with the explicit modeling of the beamline geometry, information on the primary and secondary particles exiting the BAMS could be tracked, as well as their impacts. Hence, in order to give the possibility to external users to perform precise simulations using the detailed geometrical modeling of the beamline, without disclosing its confidential components, we developed an original PS approach (see Section “Phase Space Narrow-Beam Approach”).


[image: image1]

FIGURE 1 | Schematic of different MC approaches for simulation transport: on the upper panel, the detailed beamline allowing precise description of the particle interactions, from a beam with an initial energy E0 and an initial focus FWHMvac; on the bottom panel the simplified TPS-like approach propagating the particle in vacuum to the isocenter, with an initial energy E′0 taking into account the energy reduction of E0 due to the BAMS water equivalent thickness and adapted geometrically to the same FWHMiso used by the TPS at isocenter.



The FLUKA version used for this study is the 2011.2c. In order to reproduce HIT reference Bragg curves, several optimizations have been made on the initial beam momentum spread for every energy as well as the ionization potential in water, similar to previous studies using older FLUKA versions (4, 20). The “HADROTHErapy” settings with the “EVAPORation” physics model were used for both PS generation and dosimetric verification. For time-efficient generation of PS files as well as data space saving, photons and electrons were not transported, thus depositing their energy at the production point.

Phase Space Requirements

The PS files characterize the beam on a plane perpendicular to its propagation at a defined position along the beam path, by describing the properties of every crossing particle (charge, mass, energy, coordinates and direction cosines, generation).

Several goals were defined prior to the generation of the PS. For every initial beam energy of protons and carbon ions, a unique PS should be generated and adapted to all the possible foci available at HIT. The FWHM in air at isocenter obtained with the PS should not be different from the reference foci values of the TPS basic data or LIBC (i.e., FWHM in air at isocenter) within the tolerances defined internally at HIT to account for possible daily variations of the beam shape [(−15, 25%) of the reference]. The same tolerances are defined for comparing the simulations using the new PS approach to measurements of FWHM in water at different depths. For the comparisons between the full beamline geometry (BL approach) and the PS approach, we decided that the differences in FHWM at isocenter in air should be inferior to 3%. Additional requirements include a consistent propagation of the primary and secondary particles, meaning that particles generated from the same primary history have to be transported together. Also, the PS approach should lend itself to beam propagation according to the raster scanning pattern of the treatment plan. A reasonable compromise between the size of the PS files and the number of simulated particles has to be found, in order to have enough available statistics per energy and also saving all the needed information.

Phase Space Narrow-Beam Approach

In order to respect the requirements on the adaptability of a unique PS to different foci, we develop an original narrow-beam approach for PS files generation. It can be explained by analogy with a homogeneous analytical system, whose response Rδ to a Dirac signal δ is its impulse response S. In addition, the response RG of this system to a Gaussian signal G will be the convolution between the signal G and the impulse response S.
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In this way, when using an infinitely narrow (“zero-width”) beam propagated in the beamline (by analogy δ), the PS scored at the end of the BAMS of the beamline (by analogy the system), specifically the information on the particles position, represents the impulse response S of this system.

Therefore, an adaptation to every focus is possible by convoluting the PS with the information on the particle position, using a Gaussian distribution G to represent the beam in vacuum before entering the beamline. It is known that the result of the convolution between two Gaussian functions is still a Gaussian, with a width (standard deviation, SD) σ(G1*G2) corresponds to the quadratic addition of the widths of the two Gaussians G1 and G2, σ(G1) and σ(G2). Assuming that the fluence distribution of this PS is Gaussian-like, this approach is consistent with the quadratic addition as in Parodi et al. (5), with σ the beam focus at isocenter, σ0 the beam broadening at isocenter due to a “zero-width” beam and σini the estimated initial beam in vacuum:
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For every focus, a different value of the beam initial size in vacuum is needed and has to be estimated. The theoretical Gaussian FWHM of the beam in vacuum (before the beamline) is investigated as a function of the energy using this narrow-beam approach. By scoring the position of the primary particles at the isocenter, for several energies in the therapeutic range, and evaluating the FWHM of their distributions at the center of the beam spot along the horizontal axis, the FWHM of the vacuum Gaussian beam FWHMVacuum (focus) can be retrieved using the following equation for every focus:


[image: image1]

where FWHMIsocenter (focus) is the FWHM size at isocenter in air for one focus extracted from the HIT LIBC database, FWHMIsocenter(δ) is the FWHM size in air at isocenter after the propagation of an infinitely narrow beam. The energies investigated are {48.12, 54.19, 80.90, 106.82, 132.30, 157.43, 182.66, 221.05} MeV/u for protons and {88.83, 100.07, 150.42, 200.28, 250.08, 299.94, 350.84, 430.10} MeV/u for carbon ions.

The calculated values of FWHMVacuum (focus) are compared to the expected ones from previous work (4) and are used for the final validation of the PS approach as well as for the rest of the study. A total of 10 million primary histories are simulated for each run.

With the beam records of the irradiation, where the information about the size of the focus at the isocenter are recorded, a new estimated focus size in vacuum could be calculated by replacing the nominal FWHMIsocenter (focus) with the one extrapolated from the upstream measurement of the BAMS.

Phase Space Scoring

Phase space files are generated for protons and carbon ions, for every energy of the HIT accelerator library with the optimized beam momentum spread in the simulation, transporting 10 million primary particles in total, which results in files with a total size of about 500 Mb each. The lateral size of the beam is set to a zero-width distribution (see Section “Phase Space Narrow Beam Approach”). The scoring is done on a 4 m2 plane perpendicular to the beam direction at the end of the BAMS, just after the last element of the beamline, i.e., the second multiwire proportional chamber, at about 112 cm before the isocenter.

Two files are created. The first file corresponds to the scoring of the primary beam with the information about the energy, the position in the plane (X,Y position), and the direction cosines (X and Y cosines). The second file contains the information about the secondary particles (except photons and electrons) in terms of energy, position, direction cosines, charge, and mass information of every particle. Last information to be saved in both files is the generation number of the primary, which allows linking primary to secondary particles during the propagation process.

To ensure that the PS is representative of the different interactions occurring in the beamline, the starting positions of the narrow beam are randomly selected in a 5 mm*5 mm square around the central axis. Information on these starting positions is kept during the beam propagation in the beamline to the scoring position, and then subtracted to the scored position of every particle in the PS files.

Phase Space Propagation for Scanned Beam Delivery

While performing a treatment plan simulation using the PS, the so-called PS approach, the propagation process is divided in five steps:

- Reading the plan used for irradiation and segmenting the requested number of primary histories for the simulation run among the different energy slices according to the weight of the number of particles per slice compared to the total number of particles of the plan. This is the only step of the process that is not random in order to read the PS files only one by one, not to overload the computer memory.

- Reading the PS file of the current energy slice and linking primary and secondary particles.

- Selecting randomly a generation number among the 10 million possible, to be handled as the next primary history. Then loading all the particles related to this primary history into the stack of particles to be propagated. Every possibility can be handled (a primary with no secondaries, only secondaries, primary and secondaries, no particles scored in the PS).

- The convolution process at the single particle level is performed by adding the position information (XPS, YPS) of each particle of the stack (loaded from the PS) to, respectively, two distinct random positions (XVac, YVac) selected from a Gaussian distribution with a FWHM size corresponding to the expected Gaussian size of the beam in vacuum for the selected focus (see Figure 2 and Section “Phase Space Narrow Beam Approach”). This initial Gaussian distribution in vacuum is assumed to have the same FWHM in X and Y. The final position of the particle to be transported is then XPS + XVac, YPS + YVac.

- Selecting randomly one of the planned positions at isocenter (X’iso, Y’iso) in the current energy slice, with probability weighted by the number of particles to be delivered to this spot compared to the total one of the energy slice. In order to reach this position, the PSs have to be rotated from the original position (Xiso, Yiso, corresponding to the position of the central beam axis at isocenter) to the selected coordinate (X’iso, Y’iso). This means finding a new position on the PS plane (X’Bams, Y’Bams) with respect to the original one along the central axis (XBams, YBams) and adapting the new direction cosines (d’) from the original one of the selected particles (d) in order to target the selected isocenter position after propagation (Figure 2).
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FIGURE 2 | Propagation process: on the left panel, convolution results (red) between the PS from the narrow beam (black) and the Gaussian in vacuum (blue): new position (Xvac + XPS) obtained from the original position on the phase space (XPS) and the selected position on the Gaussian in vacuum (Xvac); on the right panel, rotation of the beam to the expected position: transformation from the X/Y position at the BAMS with a direction cosine d to the new X’Bams/Y’Bams position at the BAMS with the direction cosines d’ in order to reach the X’iso/Y’iso position at isocenter.



This method holds the advantage that even with only 10 million particles in the PS, the convolution with random positions of the beam Gaussian shape in vacuum increases the number of combinations of position and energy, thus, decreasing the probability to have the same event repeated twice.

Validation and Comparisons

Validations of the PS Approach

Validations of the PS approach are performed against the BL approach, i.e., propagation with the beamline geometry, for different cases. The first pencil-beam validation step is focused on the differences between the two approaches in terms of fluence distributions and particle spectra for a central beam delivery without scanning. For the additional validation steps with scanned beam delivery featuring line scans and spread out Bragg-peak (SOBP) distributions, the comparisons are made on the dose results.

Pencil-Beam Validation

For both protons and carbon ions, two energies have been investigated, namely the lowest (respectively, 48.12 and 88.83 MeV/u) and the highest (respectively, 221.06 and 430.10 MeV/u), for the smallest and largest foci (i.e., focus indexes 1 and 4) used in clinical routine. Different PS files were generated at different positions along the beam path in order to investigate the beam propagation in air for a fixed central pencil beam: PSBAMS is recorded on a 4 m2 plane at the BAMS exit at the same position as the one generated with the narrow-beam approach, while PSiso is recorded on a 4 m2 plane at the isocenter. Three scenarios are compared for the different energies:

- Simulations with BL approach with different focus sizes: PSBAMS,BL(focus) and PSiso,BL(focus), starting from a beam in vacuum with the estimated beam size in vacuum before the beamline.

- Simulations with BL approach for the narrow-beam propagation: PSBAMS,BL(δ) and PSiso,BL(δ), starting from an infinitely narrow beam in vacuum before the beamline, as in the PS generation process.

- Simulations with the PS approach for different focus sizes: PSiso,PS(focus), starting from the PS in air at the BAMS exit position (where the PS have been generated).

The fluence and energy distributions are investigated for both primary and secondary particles.

On the planes perpendicular to the beam propagation, at the BAMS exit position and the isocenter, the FWHM of the fluence distributions at the center of the pencil-beam spot along the horizontal axis are reported, as well as the FWHM of the vertically integrated profiles.

For the vertically integrated profiles at the isocenter, the absolute global differences are also analyzed. It corresponds to
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with Fluence(x) the fluence on the profile at the position x (for both approaches), and max(FluenceBL) the maximum fluence along the profile. The mean of these differences and its SD σ, as well as the maximal deviation, are reported. These values are calculated in a region of the profiles where the fluence is superior to 0.1% of the maximal fluence. The bin size of the profile is 0.2 mm.

For the energy spectrum, the same analysis is performed on the different PS files acquired at the isocenter, however, the x variable corresponds to an energy bin in the energy distribution. The bin size is 0.04 MeV/u. The energy spectrum of the secondaries is qualitatively analyzed as their proportion compared to the primaries is low (maximum probability for an energy bin around 0.05% per primaries), hence, only the trend and similarities of the spectrum are compared.

For the BL and the PS approaches, scenario 10 and 5 million primary histories are simulated, respectively. For quantitative purposes, only 5 million primary histories are used for the analysis, for both approaches, in order to have a fair comparison.

Line Scan Validation

For both protons and carbon ions, we designed plans corresponding to a vertical line scan, extending from −5 cm to +5 cm with a 1 mm step and centered horizontally (i.e., at 0 cm). Three initial beam energies within the therapeutic range are investigated, a low energy (80.90 and 150.42 MeV/u for protons and carbon ions, respectively), a middle energy (157.43 and 299.94 MeV/u, respectively), and the highest energy (221.06 and 430. MeV/u), in combination with each of the four foci used in clinical routine; thus, resulting in a total of 24 line scans. The geometry of the simulated target represents the water phantom used for plan verification measurements, positioned at the treatment isocenter, with a 5 mm PMMA entrance window. The bin size of the dose scoring grid is set to 0.5 mm × 0.5 mm × 0.5 mm. To ensure enough statistics, 100 million primary histories were simulated for both approaches in 100 statistically independent runs. Both laterally integrated depth dose profiles, scored along the beam penetration in water, and lateral dose profiles, sampled at the entrance of the target, are compared between the BL and PS approach. For every dose profile, we investigate both the absolute local dose relative difference:
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and the absolute global dose relative difference:
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with Dose(x) being the dose of the profile at the position x (for both approaches), and max(DoseBL) being the maximum dose along the profile.

SOBP Validation

Spread out Bragg-peak plans have been simulated with both the PS and the BL approaches for protons and carbon ions, in the latter case using the ripple filter geometry (21), used to broaden the narrow Bragg peaks of carbon ions, as done in clinical practice. SOBP plans are designed to deliver 1 Gy to a 5 cm × 5 cm × 3 cm target, centered at 10 cm depth in water. The same MC geometry with the water phantom is used, as described in Section “Line Scan Validation.” The dose scoring grid is set to a bin size of 1 mm × 1 mm × 1 mm. 100 million primary histories are used to simulate these plans. In this more clinical-like scenario, only the absolute global differences of the doses between the BL and PS approaches are investigated along the central depth dose profile and for the lateral dose profiles sampled at the entrance of the target and in the middle of the SOBP.

Comparisons of the PS Approach with Measurements

The line scan plans, presented in Section “Line Scan Validation,” have also been irradiated at the experimental room of HIT. The measurements were performed in a water phantom coupled with 24 motorized Pinpoint ionization chambers (PTW, 0.03 cm3). The chambers are positioned in a block composed of six horizontal lines with four chambers (separated of 12 mm one to each other within the same line) at six depths along the beam path, separated by 10 mm. In the vertical direction, the lines are grouped by two, and these three groups of two lines are separated from each other by 7 mm. Within a same group of two lines, these two lines are shifted by 6 mm horizontally to avoid interferences from one line to the other one. This allows acquiring four positions at the same depth, i.e., for the same horizontal profile, for six depths in each measurement. Then for the same block position in depth, six measurements were performed with a 2 mm horizontal shift perpendicular to the beam direction to complete the lateral profiles. The lateral extension of each profile is 46 mm. The block was put at three positions along the beam path in order to sample lateral profiles at the entrance of the phantom, in the plateau of the Bragg peak and near the Bragg peak. The measurements were acquired for every combination of particle type/energy/focus presented previously.

For this comparison, the MC simulations using the PS approach are the same as the one presented previously. However, in order to have a fair comparison between the PS approach and the measurements, the sensitive volume of the ionization chamber has been taken into account in the MC dose results, by averaging the dose value of the voxel of interest with the surrounding ones to obtain a resulting integration volume close to the one of the ionization chamber.

The lateral profiles are analyzed quantitatively at three different depths, for each energy and focus, and the FWHM values of both measurements and simulation are compared. For the lowest energy, with a range of around 53 mm, the depths analyzed are 15.7, 30.7, and 45.7 mm. For the middle energy, with a range around 172 mm, the depths analyzed are 15.7, 85.7, and 151.7 mm. For the highest energy, with a range around 308 mm, the depths analyzed are 15.7, 195.7, and 267.7 mm. The mean and the SD of the absolute differences are reported for protons and carbon ions.

Application to a Small Target Clinical Case

A challenging clinical entity has been selected for testing the PS application: an arterio-venous malformation (AVM) that is a small target inferior to 20 ml in most of the cases and below 3 ml in our study, treated at HIT with protons in one fraction of 18 Gy RBE at the isodose 80%. Magro et al. (11) found for small targets at shallow depth discrepancies between TPS and measurements in water up to ~19%.

Among the four beams of the plan, we selected the one delivering the highest dose. Dosimetric measurements for this beam were performed in the same water phantom described in the Section “Comparisons of the PS Approach with Measurements,” and compared to the dose calculations resulting from the PS approach and the simplified MC framework using the TPS-like approach. Several lateral profiles in the horizontal direction, with a 1 mm lateral step, are acquired at different depths of 19.7, 29.7, 39.7, and 49.7 mm.

Furthermore, using the information from the irradiation beam records registered by the BAMS, it was found that all foci were on average 1 mm larger than the ones of the TPS database, used in both the PS (in terms of the beam vacuum size added to the narrow-beam approach) and TPS-like simulations. Hence, new expected Gaussian sizes of the beam in vacuum were generated and an additional simulation was performed for the PS approach with these new parameters for comparison to the measurements and the previous simulations.

The geometry for the MC simulations is using the same water phantom target as for the SOBP simulations. The dose scoring grid is with a bin size of 1 mm × 1 mm × 1 mm and the number of primary histories is set to 5% of the beam total number of particles, which is five times higher than the recommended statistics according to Bauer et al. (8).

In a second step, forward dose calculations of the whole plan in the patient CT geometry have been performed for both the TPS-like approach and the PS one, using the reference LIBC foci value at isocenter. The results are compared in terms of dose profiles sampled within the target region [planning target volume (PTV)] region and PTV dose volume histograms.

RESULTS

Validation of the PS Approach

Gaussian Shape in Vacuum

For carbon ions, the calculated FWHM values of the Gaussian lateral beam distribution in vacuum are within 0.2 mm to the ones expected: 2.5, 5, 7.5, and 9.5 mm for the foci from 1 to 4. For focus 1, the mean calculated FWHM (μ) is 2.46 mm with a SD σ of 0.15 mm, μ = 5.02 ± 0.09 mm, μ = 7.47 ± 0.07 mm, and μ = 9.49 ± 0.06 mm for foci 2, 3, and 4, respectively. As the focus increases, the σ decreases due to an easiest FWHM evaluation in regard to the bin size. Considering the bin size of 0.2 mm and the small difference to the expected value, the nominal values are kept for the whole work.

Differently, for protons the calculated FWHM values are far different from the initial values of {2.5, 6, 8, and 10} mm assumed in a previous work, which was only using a simplified beamline modeling for guiding the LIBC generation (4). It should also be reminded that for foci higher than focus 1, the FWHM foci values for the low energy region (<100 MeV/u) are not corresponding to the cited values, due to an asymptotical convergence to avoid too large beam at isocenter (4). From the simulated eight energies in the therapeutic range, an interpolation is done (Figure 3). For focus 1, we found μ = 6.46 ± 2.05 mm on the whole energy range. For energies above 100 MeV/u, for focus 2 we obtained μ = 7.69 ± 0.37 mm, for focus 3 μ = 9.40 ± 0.30 mm, and for focus 4 μ = 11.16 ± 0.26 mm. These new values are used for the whole study in order to reach with the PS simulation a good agreement to the LIBC foci values at isocenter, which are also used by the TPS.
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FIGURE 3 | Calculation of the protons Gaussian FWHM in vacuum: on the left panel, the different FWHM size of the proton foci at isocenter from the LIBC are displayed as a function of the energy, as well as the calculated FWHM size for the narrow-beam approach (star) and its interpolation; on the right panel, the results of the quadratic subtraction between the two previous quantities yielding the initial beam size in vacuum for the different foci as function of the energy.



Pencil-Beam Validation

Fluence Distributions

For the two extreme foci analyzed, the lateral profiles obtained at isocenter with the PS and BL approaches are similar, regardless of the considered energy and ion species (Figure 4). The absolute global differences between the two approaches are under 2.5% for protons and under 1.3% for carbon ions (Table 1). The FWHM values of the lateral profiles, for the profiles in the center of the pencil beam spot and for the vertically integrated profiles at the BAMS exit positions and at isocenter, are reported in Table 2. For protons (for both energies and foci), the maximal difference is equal to 0.1 mm for the vertically integrated profiles and 0.2 mm for the horizontal profile along the spot center. For carbon ions (both energies and foci) the maximal difference is equal to 0.1 mm for the vertically integrated profile and 0.2 mm for the profile sampled along the spot center. For both particles type, the difference to the nominal expected values at the isocenter from the database is under 3.5% and 0.5 mm with the FWHM values in vacuum obtained from the Section “Gaussian Shape in Vacuum.”
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FIGURE 4 | Energy spectra difference for protons and carbon ions at the isocenter in air: on the left panels, absolute differences in primary spectra obtained with the PS and BL approaches are displayed for foci 1 and 4 (blue and red) together with the primary spectra shape (in black, similar for foci 1 and 4 and both approaches); on the right panel, secondary spectra at isocenter are displayed for the beamline approach (narrow beam and focus 1) and the PS approach; the upper panels correspond to protons, energy 48.12 MeV/u, and the bottom panels correspond to carbon ions, energy 88.83 MeV/u.



TABLE 1 | Primary particle fluence differences at the isocenter (absolute global differences with mean μ, SD σ, and maximum value) between the PS and the BL approaches for both foci 1 and 4 for the vertically integrated lateral profile distributions, in percentages compared to the maximum fluence and in a zone of interest with an fluence >0.01% of the maximum one.
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TABLE 2 | FWHM, in millimeter, of the different fluence distributions for protons and carbon ions, with respect to the reference one from the LIBC: FWHM values for profiles sampled at the center of the beam spot and for vertically integrated profiles (Int. profiles), for two positions in depth in air (exit of the BAMS and isocenter) for both foci 1 and 4.
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Energy Spectrum

From visual analysis, for the primary particles of both carbon ions and protons, the different energy spectra at the isocenter are similar for the different foci simulated with the BL (foci 1, 4, and narrow beam) or while using the PS approach for the foci 1 and 4. Quantitatively, the energy spectra at the isocenter of the BL and the PS approaches are highly similar regarding their differences (Figure 5). The absolute global differences between the BL and the PS approaches are reported in the Table 3. The maximal deviation for protons is 0.46% and for carbon ions 0.68%.
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FIGURE 5 | Fluence distributions for protons and carbon ions at the isocenter in air – vertically integrated profiles: on the left panels, vertically integrated profiles (projections of X profiles) from BL and PS approaches are displayed for foci 1 and 4 in semi-logarithmic scale; on the right panels, absolute relative differences between lateral distributions from PS and BL approaches are displayed for foci 1 and 4 of the smallest energy (blue/red) together with their respective shapes (black); the upper panel corresponds to protons (48.12 MeV/u), the bottom panel corresponds to carbon ions (88.83 MeV/u).



TABLE 3 | Primary particles energy spectra differences at the isocenter (absolute global differences with mean μ, SD σ, and maximum value) between the PS and the BL simulation approaches for both foci 1 and 4, in percentages compared to the maximum fluence and in a zone of interest with an fluence >0.01% of the maximum one.
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For the less abundant secondary particles, the different approaches show profiles with the same trend for both protons and carbon ions (Figure 5).

Line Scan Validation

The line scan validation step exhibits similar results for the simulations performed with the BL and the PS approaches, both in terms of depth as well as lateral dose profiles (Figure 6).
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FIGURE 6 | Lateral dose profiles for line scan validations: lateral dose profiles for the lowest energy studied for both protons (upper panels, 80.90 MeV/u) and carbon ions (bottom panels, 150.42 MeV/u) at the isocenter in water; the left panels display the profiles from foci 1 and 4 for the PS (full line) and the BL approaches (stripes) in a semi-logarithmic scale; on the right panels, the profiles (black lines) together with their local relative difference (cross) and MC percentage errors (dashed lines) for foci 1 and 4 are shown.



For both types of particles and all explored combinations of energy and focus values, the absolute global dose relative difference between the PS and the BL approaches is below 0.5% for the laterally integrated depth dose profiles, and the local dose relative difference is below 0.8%. For the lateral profiles, the maximal absolute global dose relative differences are less than 0.5%, while the absolute local dose relative differences reach higher values in low dose regions, but still well below the MC percentage errors (Figure 6), as calculated over the 100 statistically independent runs.

SOBP Validation

In terms of extended SOBP fields, both the simulated approaches yield depth and lateral dose profiles in excellent agreement with each other (Figure 7), with absolute global dose relative differences below under 0.5% regardless of the considered ion species.
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FIGURE 7 | SOBP Profiles in water: on the left panel, the depth dose profiles of both the PS (full line) and the beamline (dot line) approaches are plotted together; on the right panel the lateral dose profiles at the center of the SOBP for both the PS (full line) and the BL (dot line) approaches are shown.



Comparison of PS-Based Simulations with Dosimetric Measurements

The different water phantom dosimetric measurements show good agreements with the PS approach simulations (Figure 8). In terms of lateral profiles sampled at three different depths in water, the differences (in mm and percentage) of the fitted FWHM values are displayed in Table 4 for both particles types, and all investigated combinations of energies/foci. The maximal relative FWHM differences found for protons are about 6.5 and 5.8% corresponding, respectively, to FWHM differences of 0.8 and 1.1 mm. The mean absolute difference of the absolute value is 0.5 mm with a SD of 0.3 mm. The maximal absolute difference found for carbon ions is of −0.9 mm (relative difference of −7.5%), the mean absolute difference is 0.2 mm with a SD of 0.2 mm.
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FIGURE 8 | Dose calculations and measurements for lateral dose profile comparisons from line scans: half-profiles of the different foci are plotted for the same low energy, from left to right for focus 1 to focus 4 at 15.7 mm in water, and for two other depths for focus 1 (30.7 and 40.7 mm); the upper panels correspond to protons comparisons (energy 80.90 MeV/u), the bottom panels to carbon ions comparisons (energy 150.42 MeV/u); results are normalized to the maximum.



TABLE 4 | FWHM differences, in millimeter and percentages, between the PS simulation approach and dosimetric measurements, at different depths in water, for all investigated combinations of particles/energies/foci.
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Application to a Small Target Clinical Case

The comparison of the measurements acquired at different depths in water exhibits absolute global differences below 6% with the conventional PS approach (i.e., utilizing the beam width in vacuum discussed in the Section “Gaussian Shape in Vacuum”), while under 2% with the optimized PS approach which takes into account the actual deviation of +1 mm for the delivered foci with respect to the nominal TPS (LIBC) values. In such extreme scenario, the TPS-like approach implemented in the MC framework, using the nominal TPS FWHM values, yields deviations up to 25% (Figure 9).
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FIGURE 9 | PS approach against TPS-like approach for a small target clinical case: on the upper panels, dose verification measurements (stars) are displayed against simulations with the TPS-like approach using the database foci values (black), the normal PS approach (red) with the foci in vacuum estimated from the database foci values, and the modified PS approach (blue) using the foci values in vacuum calculated from the beam records, at two different depths in water (19.7 and 49.7 mm); on the bottom left panel, the dose profile at the PTV level in the CT patient geometry is plotted in red for the TPS-like approach and black for the PS approach, using the reference LIBC foci, for one beam; the bottom right panel displays dose volume histograms of the dose calculated with the two studied approaches.



The results of the dose calculations, using the nominal FWHM values at isocenter, for the full plan projected on the CT patient geometry show the same tendency in terms of the lateral profiles and dose volume histogram (Figure 9). Specifically, the main findings can be summarized as follows:

- 95% of the volume receives 16.9 Gy for PS approach against 19.44 Gy for the TPS-like one.

- 5% of the volume receives 22.5 Gy for PS approach against 26.1 Gy for TPS-like one.

DISCUSSIONS

Validation of the PS

Monte Carlo simulations using the proposed PS approach show an overall very good (typically within 0.5% for the absolute global dose difference) agreement to the approach implementing the explicit modeling of the beamline.

The initial sampling of the infinitely narrow beam randomly spread within a 5 mm × 5 mm area before the beamline allows to include into the PS the information on different interactions that can occur in the beamline, particularly in the multiwire proportional chambers where the wires are separated by a 1 mm distance. Without this sampling, the spectra of the particles would have been different between the PS and the BL approaches, since some particles of the narrow-beam approach would not interact as expected with the beamline. This would also lead to deviations in terms of fluence distribution and dose deposition due to wrong direction cosines, reducing the FWHM for the fluence distributions of the PS approach, and thus resulting in a higher dose deposition in the center of the beam spot. The energy spectra of the particles obtained with the BL approach were found very similar for both foci 1 and 4, regardless of the sampling position at the end of the BAMS or at the isocenter. This means that either with a small or a large FWHM Gaussian size in vacuum, there is no major impact on the energy spectra, thus, confirming that the used initial sampling area 25 mm2 is adequate. Furthermore, while investigating in more details the impact of the sampling area, new PSs were generated for a 100 mm2 area. The fluence distribution comparison between the original and new PS did not show any relevant differences. No major differences were found for the director cosines distribution or the energy spectra either for the PS generated with the different foci and PS generated with the different sampling area, since in all these cases the initial beam is large enough to cover the multiwire proportional chambers pattern, where the wires are separated by 1 mm in the horizontal and vertical directions.

The absolute differences for the vertically integrated fluence distributions, obtained for the pencil-beam validation, are mainly due to the bin size and the resulting lower statistics per bin, since when changing the bin size from a 0.2–0.6 mm, the maximal differences drop from 2.5–0.6% for protons and from 1.3 to 0.5% for carbon ions.

The dose differences between the PS and the BL simulation approaches for the line scans and the SOBP validation are within the statistical uncertainties.

These results show that we could fulfill the initial requirements on the adaptation of a unique PS to the different foci and the consistency of the propagation starting from the PS sampling plane, including the handling of the raster scanning process.

Comparisons of the PS-Based Simulations to Dosimetric Measurements

The overall agreement of the PS approach simulations to the lateral profile measurements in water is good, with a maximal FWHM deviation of −7.5% or 1.1 mm for the extreme cases and a mean deviation below 0.5 mm, which is corresponding to the bin size. These results are deemed as highly acceptable, taking into account the even larger tolerance of experimental foci deviations at HIT, which is from +25% to −15%.

For larger foci, particularly for carbon ions, the measured profiles exhibit asymmetric shapes in the horizontal directions, which are not modeled in our simulation. This shape is the resulting effect of the knock-out extraction process of the beam in the synchrotron, occurring in the horizontal plane, which is of trapezoidal shape (22). However, its effects are smeared out due to the scattering in the beamline, air, and water, particularly for small foci and lower energies.

Application to a Small Target Clinical Case

The PS approach shows good results compared to dosimetric measurements in the water phantom, with an acceptable maximal deviation of 5.8%, taking into account uncertainties in the dose gradient for such an extreme case of a small target volume. Moreover, our findings also prove the power of the PS approach to adapt easily to the “real” conditions of irradiation as monitored by the BAMS, improving significantly the results. In particular, we show that MC simulations with the PS approach can use the record of the irradiation to refine from the measured foci the estimate of the actual beam size in vacuum for each energy slice. Combined with the approach used in Tessonnier et al. (23), using the measured positions of every single raster scanning spot and its associated number of particles, it could provide a powerful tool for forward calculation closer to the “real” irradiation conditions.

On the other hand, the simplified TPS-like approach of the MC framework exhibits a large overestimation of the dose with a smaller size of the irradiated volume. This is because it underestimates the large angle spread of the beam due to the BAMS and the air between the end of the beamline and the target position, resulting in higher dose values in the center of every spot. This is shown in the comparison for the lowest beam energy and focus for protons used in the line scan comparisons between the new PS approach, the TPS-like one and measurements (Figure 10). These results show that beyond the accurate transport of particles in the target, the initial conditions of the beam are also fundamental. This observation is consistent with the results of Magro et al. (11) between the same TPS and MC simulations for small targets at shallow depths. Beamline approximations used for MC simulations are giving, in general, good results, as shown in Bauer et al. (8) for the MC framework, where the differences between simulations and measurements are in average below 3%, or in Grassberger et al. (12) where their model compared to a full beamline propagation show differences inferior to 1% in the middle of a SOBP. However, a precise model is fundamental for extreme cases of small targets sensitive to the exact modeling of the few individual pencil beams.
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FIGURE 10 | Dose results and measurements at 15.7 mm in water, for lateral dose profiles from line scans for the lowest energy protons and focus 1 with a semi-logarithmic scale; the TPS-like approach is displayed in red, the PS approach in blue and the measurements with the star dots.



CONCLUSION

A novel PS approach has been successfully introduced and validated against simulations with the full beamline geometry. It provides an accurate description of the beam to be propagated to a target (phantom/patient) as it includes the information of the interaction in the beamline in a generic way (the so-called narrow-beam approximation), allowing adaptation to different beam foci with the same data. The PS approach could bring significant improvement to the dose calculation compared to the simplified approach implemented in the current MC framework for consistency to the TPS approach, especially for the here investigated extreme situation of a small target at shallow depths.

The generated PSs can be made available for external teams upon request.

The implementation of the PS approach in the MC framework and generation of PS files for the other particles (helium and oxygen ions) available at HIT are underway.
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Scanned ion beam therapy of lung tumors is severely limited in its clinical applicability by intrafractional organ motion, interference effects between beam and tumor motion (interplay), as well as interfractional anatomic changes. To compensate for dose deterioration caused by intrafractional motion, motion mitigation techniques, such as gating, have been developed. However, optimization of the treatment parameters is needed to further improve target dose coverage and normal tissue sparing. The aim of this study was to determine treatment-planning parameters that permit to recover good target coverage for each fraction of lung tumor treatments. For 9 lung tumor patients from MD Anderson Cancer Center (Houston, Texas), a total of 70 weekly time-resolved computed tomography (4DCT) datasets, which depict the evolution of the patient anatomy over the several fractions of the treatment, were available. Using the GSI in-house treatment planning system TRiP4D, 4D simulations were performed on each weekly 4DCT for each patient using gating and optimization of a single treatment plan based on a planning CT acquired prior to treatment. The impact on target dose coverage (V95%,CTV) of variations in focus size and length of the gating window, as well as different additional margins and the number of fields was analyzed. It appeared that interfractional variability could potentially have a larger impact on V95%,CTV than intrafractional motion. However, among the investigated parameters, the use of a large beam spot size, a short gating window, additional margins, and multiple fields permitted to obtain an average V95%,CTV of 96.5%. In the presented study, it was shown that optimized treatment parameters have an important impact on target dose coverage in the treatment of moving tumors. Indeed, intrafractional motion occurring during the treatment of lung tumors and interfractional variability were best mitigated using a large focus, a short gating window, additional margins, and three fields.

Keywords: medical physics, radiotherapy, particle therapy, ions, treatment planning, moving targets, moving organs

1. INTRODUCTION

Treating moving targets, such as non-small cell lung cancer (NSCLC) tumors, using photon radiation therapy has been investigated (1) and is being clinically used nowadays combined to real-time tracking (2, 3). However, using heavy-ion scanned beam therapy has shown many advantages compared to conventional radiotherapy (4, 5) by reducing the number of fields, which have to be used as well as the dose delivered to the organs at risk (OARs) in the vicinity of the tumor. It also demands high precision and accuracy when applied to moving tumors because of the possible dose delivery errors induced by range shifts themselves due to intrafractional motion, interfractional anatomic changes, and patient misalignments (6, 7). This is why several motion mitigation techniques, such as gating, rescanning, or tracking have been developed and are still under development (8). Gating (9, 10) is a technique which consists in turning the beam on when the moving tumor reaches a precise motion state, in general, at the end of exhalation while the tumor is the most stable. It has shown great potential and has thus been successfully used in Japan in ion beam therapy with passive absorbers for beam shaping (11–13). Active scanned beam delivery introduces interplay effects (14) and even though tumor motion mitigation techniques are used, these effects can lead to non-conformal dose delivery. In order to address specifically this problem, 4D treatment planning systems (4DTPS) have been implemented (15, 16) and permit to simulate the treatment of moving targets using gating while also taking interplay effects into account. Nonetheless, treatment parameters still have to be optimized to maximize motion mitigation obtained using gating. Several studies have been performed to determine the influence of different parameters on the dose delivery: Bert et al. (17) proposed to increase pencil beam overlap to mitigate interplay effects as well as Steidl (18) and Richter (19) whose studies displayed the effects of different lateral grid spacing, isoenergy slice distance, focus size, and Bragg peak width. In a combination gating and rescanning, Furukawa et al. (20) proposed a method called phase-controlled rescanning, aiming at compensating further the residual tumor motion within the gating window. Rescanning was used as mitigation technique by Knopf et al. (21), and the impact of the entry channel was also investigated through different field scenarios. Target definition including tumor motion, size, and position (22), as well as range-adapted margins, were discussed (15, 23–25) and implemented (26). However, those studies concentrated on intrafractional motion compensation, meaning that the possible anatomic variability between the time of the treatment planning CT and treatment or also between fractions was not taken into account. Simulations were, in general, restricted to a single 4DCT taken for treatment planning. The purpose of this study was to investigate which parameters could be isolated and optimized in order to compensate correctly for both intrafractional tumor motion and interfractional anatomic changes and/or patient misalignments. To this end, in a cohort of patients with a time series of 4DCTs and for different combinations of treatment and/or beam parameters, one gating plan was optimized using the first weekly 4DCT of each patient and was forward calculated on the successive 4DCTs of the weeks following treatment planning. Results were then compared to determine the best configuration.

2. MATERIALS AND METHODS

2.1. Patient Cohort

Data from 9 NSCLC lung tumor patients from the MD Anderson Cancer Center (MDACC) (27) were used to perform this study, reaching a total of 70 weekly 4DCT datasets. Each 4DCT was composed of 10 3DCTs representing 10 different phase-based tumor motion phases over the breathing cycle. End-exhale, referred to as phase n° 5, was set as the reference state. Number of weeks, motion amplitude, angles for single field and multiple fields calculations, and clinical target volumes (CTVs) with and without additional margins are listed in Table 1. The number of weekly 4DCTs per patient varied between 6 and 10; each 4DCT was treated as a single fraction, with the first 4DCT as the planning CT. Most of the patients have an average tumor motion below 5 mm and only one patient shows a tumor motion above 20 mm (Patient 9).

TABLE 1 | Description of the 9 NSCLC patients from MDACC (see Figure 1 for field angles illustration): patient number, number of weeks available, mean motion amplitude and range, field angle for single field calculations (SFUD), field angles for multiple fields calculations (SFUD1, 2, and 3), volume of the CTV, and volumes of the extended target: 3 mm isotropic (I3), 3 mm + 3% range (R3), and combination of both (I3 + R3).
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2.2. Treatment Planning

2.2.1. Image Registration

Rigid registration of reference phases of each subsequent CT was performed to mimic patient setup and alignment. Then non-rigid registration was used between each 4DCT motion phase using Plastimatch (28). For each patient, clinical target volumes (CTVs) as well as OAR contours (esophagus, heart, and spinal cord) were provided by physicians of MDACC for the first weekly 4DCT. Lung contours were extracted from the weekly 4DCTs using an in-house algorithm. Files containing vector fields (between the first week and the following ones) obtained using deformable registration (29) were then used to propagate the previously mentioned contours from the reference phase of the first weekly CT to the reference phases of the following ones (16). Finally, vector field files yielded by deformable registration applied on the 10 states of each weekly 4DCT permitted to propagate the contours from the reference state to the 9 other motion states.

2.2.2. Optimization and 4D Calculations

In this study, the technique used to mitigate motion was gating. All gating plans were simulated using 12C ions and the GSI treatment planning system TRiP4D (16), based on TRiP98 and modified to allow 4D-dose calculations. For each patient, plans were initially optimized to the internal target volume (ITV) of the first week’s CT using one unique planned dose of 8.1 Gy(RBE). Motion-related geometrical and range changes were considered according to Graeff et al. (26). The generated raster scanning plan was then used for all 4D calculations of the first week itself and the following ones as well. It means that only one plan was used per patient and that there was no replanning before simulations of the fractions following the first optimized one. In each case, the ITV was built using a combination of five CTVs (26) from five different motion phases representing 25% of the amplitude. The motion surrogate was defined according to Lujan et al. (30), i.e., a sine to the power of 4 with a unique period of 3.6 s. Only one starting phase (0°) was studied because, due to gating, beam delivery for different starting phases is quickly synchronized after the first few spills of the synchrotron accelerator, thus calculations yield very similar results for different starting phases. As other fixed treatment parameters, the distance between each raster position was set to 2 mm on each isoenergy slice (IES), and the distance between two IESs was set to 3 mm water equivalent using a ripple filter of 3 mm (31).

2.2.3. Investigated Parameters

The impact of different treatment plan parameters on the dose delivery was investigated using the field angles listed in Table 1. First, using one single field (see column “SFUD” of Table 1 and Figure 1) and ITV margins only, variations in focus size and length of the gating window (GW) were performed. Three GWs: 11.9, 30, and 50% of the amplitude and three beam foci: 6, 10, and 15 mm (FWHM) were chosen as varying parameters. Two configurations in particular were compared:

• LFSG: large focus (15 mm) and short GW (11.9%),

• SFLG: small focus (6 mm) and long GW (50%).
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FIGURE 1 | Field angles used (see Table 1).



As a second part, using the same single field angles, different planning target volumes (PTV) created by adding additional margins to the originally optimized plans were also investigated as another solution to recover good target coverage. Three different cases were studied: 3 mm isotropic margins (geometrical, referred to as I3), 3 mm + 3% range margins (water equivalent, referred to as R3), and combination of both (referred to as I3 + R3, see Figure 2). Resulting dose deliveries were compared to the results obtained using ITV margins only. Combinations of GWs and foci (same 3 foci and 3 GWs than in the previous paragraph) were again investigated in each case to observe the impact of additional margins on the range. Finally, still using the 9 possible GW/focus combinations, the number of fields was varied from 1 to 3 (see Table 1 for field angle values, columns “SFUD1” to “SFUD3” and Figure 1) using only ITV margins first and then using the additional PTV margins which had been determined to yield the best results in the second section of this chapter, resulting in the following cases:

• SFITV : single field to ITV only,

• SFPTV : single field to the isotropic/range margins (same as I3 + R3),

• 2FITV : ITV only but with 2 fields,

• 2FPTV : same margins as SFPTV but with 2 fields,

• 3FITV : ITV only but with 3 fields,

• 3FPTV : same margins as SFPTV but with 3 fields.
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FIGURE 2 | Different margins cases used in the second part of the study. From the left to the right, configurations displayed are referred to as ITV, I3, R3, and I3 + R3.



2.3. Data Analysis

In each case, the dose distribution of each week was obtained by accumulating the dose delivered to each motion state on the reference phase of the 4DCTs using state-to-state non-rigid vector fields. To estimate the impact of each previously described parameter and configuration on the dose delivery, the following two indexes were used:

• Target coverage, V95: volume of the target to which 95% of the planned dose is delivered, representing the quality of target dose coverage, unit is percentage of volume,

• Conformity number (CN) (32): allowing a quantification of the high-dose regions inside and outside the tumor (the higher, the better) and defined by:
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where V95%,CTV is the V95 value defined above, VCTV the volume of the CTV, and V95% the total volume which receives at least 95% of the dose.

The main focus of this study is the impact of treatment plan parameters on dose delivery. All dose calculations were computed for weekly simulations but not for the cumulated total treatment regime. Therefore, OAR limit dose values from the literature were not taken into account but are used only a general indicator of plan quality. This study aims at determining clearly the effect of the investigated parameters on the decreased quality of the dose delivery due to both interfractional anatomy changes and intrafractional tumor motion. In each case, a Wilcoxon signed-rank test was performed using a level of significance of 0.05 to estimate the difference between two sets of datapoints. In the case of samples containing more than 10 values, the p-value (p) was computed using the obtained z-score (z).

3. RESULTS

All simulations were performed on the weekly 4DCTs with a planned dose of 8.1 Gy(RBE), which corresponds to a single field dose as reported by NIRS (5) according to LEM IV (33). In all the following figures, the average value (marker), the median value (horizontal bar in the box), the 25th and 75th percentile, and the total range of all values are given. In some cases, different types of simulations were studied and referred to as

• 3D0 simulations: planned, static dose simulations using the first weekly CT (week 0 in reference phase),

• 4D0 simulations: 4D dose simulations using the first weekly 4DCT (week 0) and the same plan than 3D0 simulations, which contains the effects of intrafractional motion only,

• 4DN simulations: 4D dose simulations using all the following weekly 4DCTs (weeks 1 to 5–9) and the same plan than 3D0 simulations, which contains the effects of both intrafractional motion and interfractional patient anatomic changes.

3.1. Beam Focus and Gating Window

Figure 3 and Table 2 show V95 and CN for different GW/focus combinations, for all patients. 3D simulations show good results for all focus sizes, with slightly better target coverage and slightly worse conformity for the largest focus (p < 0.05). The 4D0 simulations show the effect of intrafractional tumor motion on target dose coverage: V95 decreases with a large variability for the smaller focus sizes. A large focus and gating window of 30% restores target coverage to the static values. CN, however, shows no significant (p < 0.05) change with GW or focus but decreases slightly compared to static calculations. 4DN results of the following weeks permit to investigate the effect of both interfractional changes but also intrafractional motion. Comparison to 4D0 shows a similar trend for GW and focus size, but the interfractional changes result in approximately 10 worse target coverage and CN. Without margins, adequate target coverage cannot be reached for any simulation with a small focus/large GW and less for than half with a large focus/small GW. Dose cuts for these combinations are displayed for the 7th weekly CT of patient 3 in Figures 4A–F, respectively.
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FIGURE 3 | Impact of the focus and the GW on V95 and CN. Each 3D0 and 4D0 bar is composed of 9 points and each 4DN bar of 61 points.



TABLE 2 | Results of the influence of the focus and gating window on V95 and CN.
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FIGURE 4 | Dose distributions of patient 3 using different weekly CTs. Pink contours represent the CTV (week 6). Cases (A–C) and (D–F) are obtained using the SFLG and the LFSG configurations, respectively, simulations (week 6). Cases (A–F) are obtained using the SFLG and the LFSG configurations, respectively, with ITV margins only. Examples (G–P) are obtained using the LFSG configuration and 3 mm isotropic margins, 3 mm + 3% range margins, and the combination of both previous margins, respectively.



3.2. Margins

Not surprisingly, margins are necessary to achieve target coverage including interfractional changes. Figure 5 and Table 3 show the impact on V95 and CN for ITV only (ITV), ITV + 3 mm isotropic margins (I3), ITV + 3% + 3 mm range margins (R3), and a combination of both margins (I3 + R3), respectively. 3D0 simulations reveal that range margins have a larger impact on CN than isotropic ones (p < 0.05), as shown in Table 3. Calculations on the planning CT (4D0) show a minor but significant impact from increased margins. CN is degraded through increasing margins (p < 0.05). Interestingly, the isotropic margins show a comparable effect to range margins in the 4D calculations, as opposed to 3D. As a consequence, also the combined margins further decrease CN. The margin size shows a considerable impact on interfractional changes, decreasing the target coverage gap between 4D0 and 4DN from 10 to 2% with the I3 + R3 combination. Range margins are more effective than isotropic margins (p < 0.05). The same trend can be observed for CN, which decreases with margin size (p < 0.05), but reaches nearly the level of 4D0 for I3 + R3. The percentage of successful fractions (V95 > 95%) reaches 68.7% on average for I3 + R3, but 90.2% for the I3 + R3 for the large focus/small GW. Exemplary dose distributions (using the 1st and again the 7th weekly CTs of patient 3) using the largest focus and the shortest GW combined to ITV margins (ITV), and to ITV plus I3, R3, and I3 + R3 are displayed in Figures 4D–O, respectively.
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FIGURE 5 | Impact of additional margins on V95 and CN: ITV (ITV margins only), I3 (3 mm isotropic margins), R3 (3 mm + 3% range margins), and I3 + R3 (3 mm isotropic + 3 mm + 3% range margins). Each 3D0 bar is composed of results obtained using all 9 patients and 3 foci, representing 27 points, and each 4D0 and 4DN bar are composed of results obtained using all 9 patients, 3 foci, and 3 GWs, representing 81 and 549 points, respectively.



TABLE 3 | Results of the influence of ITV margins (ITV), 3 mm isotropic margins (I3), 3 mm + 3% range margins (R3), and a combination of the two last ones (I3 + R3) on V95 and CN.
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3.3. Number of Fields

Figure 6 and Table 4 show the impact of the number of fields for the ITV only and for ITV with I3 + R3, subsequently called PTV. Again, 3D0 simulations yield excellent target coverage, but multiple fields slightly improve CN for the ITV only, while they degrade CN for PTV margins (p < 0.05, see Table 4). Using more than one field helps to mitigate intrafractional motion, with increasing V95 for both ITV and PTV margins (p < 0.05). PTV margins improve target coverage but considerably decrease CN (both p < 0.05). The same effect can be observed for 4DN, where more than one field and PTV margins significantly increase V95. The conformity can essentially be restored to the static or 4D0 value using PTV margins and three fields. For this combination, more than 80% of simulations lead to adequate target coverage, and 93.4% for the small focus/large GW, see also Figure 6. A dose distribution example using week 6 of patient 3 from single field ITV simulations (SFITV) and single field, 2 fields, and 3 fields PTV simulations (SFPTV, 2FPTV, and 3FPTV) are shown in Figures 4D–F and 7A–F, respectively.
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FIGURE 6 | Impact of different numbers of fields on V95 and CN: 1, 2, and 3 fields with ITV (ITV margins only) and PTV (3 mm isotropic + 3 mm + 3% range margins). Each 3D0 bar is composed of results obtained using all 9 patients and 3 foci, representing 27 points, and each 4D0 and 4DN bar are composed of results obtained using all 9 patients, 3 foci, and 3 GWs, representing 81 and 549 points, respectively.



TABLE 4 | Results of the influence of ITV and PTV margins and of different numbers of fields on V95 and CN.
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FIGURE 7 | Dose distributions of patient 3 using different weekly CTs. Pink contours represent the CTV. First column displays 3D0 simulations, second column 4D0 simulations, and the third one 4DN simulations using week 6. Cases (A–I) are obtained using the LFSG configuration combined to isotropic and range margins and one, two, and three fields, respectively.



3.4. Tumor Motion and Size Dependence

The influence of the motion magnitude on V95 is displayed in Figure 8A. In case of the green combination (small focus, long GW, ITV, and one field), patients with a small motion (<6 mm) show an average V95 of 85%, as opposed to 65% for patients with a large motion. This difference of 20% is reduced to 3% if a large focus, a small GW, PTV margins, and 3 fields are used, which also yields mean V95 > 95% for both groups. Dependence of CN to the size is shown in Figure 8B. Patients with a smaller tumor (<200 cc) show mean CN of 25 and 16% lower than large tumors (>200 cc).
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FIGURE 8 | Influence of motion magnitude on V95 tumor size on CN, using two different treatment configurations. The red configuration represents simulations done using one field, a focus of 6 mm, a 50% GW, and ITV margins only, and the green configuration represents three fields, a focus of 15 mm, a 11.9% GW, and PTV margins (3 mm isotropic + 3 mm + 3% range margins). For the left graph (A), bars representing tumors whose motion is lower than 6 mm are composed of 21 points (three patients, 21 weeks), while bars representing tumors whose motion is larger than 6 mm are composed of 49 points (six patients, 49 weeks). In the case of the right graph (B), small tumor (<200 cc) bars are composed of 30 points (four patients, 30 weeks) and big tumor (>200 cc) bars are composed of 40 points (five patients, 40 weeks). See Table 1 for more details about patients.



4. DISCUSSION

In this study, a time series of 4DCTs of lung cancer patients was investigated for inter- and intrafractional effects of motion, anatomic changes, and setup errors. Most studies of particle therapy for moving targets focus on 4DCTs at a single time point, assuming nearly perfect treatment conditions. In this respect, the findings of this study offer highly important, previously unstudied information for a more clinically realistic scenario.

4.1. Beam Focus and Gating Window

Results show that the larger the focus and the shorter the GW, the better V95, meaning that intrafractional motion mitigation is more effective using a large focus and a short GW, as illustrated in Figure 4. Only the volume of the target (see Table 1 and Figure 8) seems to have a direct impact on CN: CN values yielded for simulations done with larger targets (patients 1, 2, 4, 5, and 6) are higher than values obtained for simulations done with smaller ones (patients 3, 7, 8, and 9); that can be observed in Figure 8 (and especially for the presented cases with ITV margins only). Thus, GW and focus do not show a significant influence on CN, which does not have a particular behavior regarding those parameters and is more patient specific: only patient 9 showed large weekly CN variability (range = 0.3) over the different GW/focus configurations compared to all other patients with a range < 0.1 [more details in Brevet (34)]. Thus, although V95 increases using a large focus and a short GW, the total volume to which 95% of the planned dose is delivered increases as well, i.e., OARs in the vicinity of the tumor are irradiated. In both studies by Steidl (18) and Richter (19), a larger focus permits to obtain better results in terms of target coverage, which is in agreement with what has been observed here. However, while a decreasing CN is obtained with increasing focus size in the study by Steidl (18), this behavior is not present in the study by Richter (19) and here. This can be explained by the fact that Steidl (18) used a different CN, which integrates the dose values obtained in all the voxels of the CTV and thus ignores the high interplay dependency of V95, the latter being itself the main component of the here used CN. Richter (19) shows that CN is decreasing with larger foci only for static cases (a behavior which can be also observed for static cases in Figure 3), while it is more patient specific for cases with motion and tends to converge on values obtained with static cases. The same behavior was observed in the study by Brevet (34): weekly results of each patient show that CN is patient and week specific and that no discernable trend for focus or GW can be found. As a global result, CN is slightly higher for larger foci, but when studied separately for each patient and each week, CN values do not show a systematic behavior. It can also be noticed that the focus size has a much more significant influence on the results compared to gating window. This is due to the size of the largest focus (15 mm), which is larger than the tumor motion for patients 1–8 or similar to the tumor motion for patient 9 (see Table 1). Hence, it is much easier to cover the moving tumor using this large focus. As using a small GW can increase treatment time considerably, this setting should be adjusted patient specifically.

Interfractional changes tend to dominate intrafractional ones, which can be reliably mitigated with gating and a large focus. The case shown in Figure 4 illustrates this (cf. Figures 4B,E), but also the dominant cause for interfractional dose errors: considerable change in range to the target. Though this depends on the chosen entry channel, Figures 4C,F show an extreme overshoot compared to the planned treatment dose. This is an extreme case, though, with considerable dose to OARs. On average, the impact is less severe, as can be seen by CN being restored nearly to the planned static value for multiple fields and large margins. An analysis of individual OARs and dose constraints would be necessary for more specific conclusions.

4.2. Margins

For intrafractional motion, Knopf et al. (25) and Albertini et al. (35), using different sorts of margins, confirmed that margins permit indeed to compensate efficiently for tumor motion. Here, additional margins to a range ITV were studied to recover misdosage from the interfractional changes. Figure 5 shows improving results when the irradiated volume is extended. Sorted by increasing order, isotropic, range, and combined isotropic/range margins yield better target coverage, for both 4D0 and 4DN simulations: V95 and CN are sensitive to additional ITV-PTV margins. V95 improves indeed significantly in terms of distribution range and mean value. And even though the effects of interfractional changes can still be observed for 4DN simulations (low minimal V95 value), using a combination of additional isotropic and range margins permits to increase the fraction of successful fractions from 21 to nearly 70%. It means that combining those two margins to extend the irradiated region improves coverage of the possible anatomic changes from fraction to fraction. CN, however, reduces due to some additional dose delivered in the vicinity of the target volume. This can be observed in Figures 4D–O: V95 is improved but the irradiated volume outside the tumor clearly increases gradually as more additional margins are used.

Figures 4D–F,M–O show how margins can allow dose recovery in the tumor for a patient with severe intra- and interfractional motion. In this case, the combination of range and isotropic margins permits to reach a mean V95 value 20% higher compared to the use of ITV margins only. Thus, the conclusions of Knopf et al. (25) and Albertini et al. (35), stating that intrafractional motion can be mitigated by the use of margins, can be extended by the fact that margins also allow to compensate efficiently for dose delivery deterioration caused by interfractional changes. However, it is also clearly visible that OARs, such as the spinal cord and the ipsilateral lung, are irradiated with a higher dose.

4.3. Number of Fields

To dilute the dose to OARs, multiple fields are typically employed and have also been shown to help mitigate intrafractional motion Knopf et al. (21) through an enhanced rescanning effect. Combined with ITV margins only, multiple fields significantly improve V95 and CN. Using two or three field did not result in an improvement in target coverage. This can be explained by the lack of an automatic optimization method for field directions. Using a generic, geometric approach to choose field directions, it became more likely with three fields to pass through tissue heavily affected by interfractional changes. Thus, a field affected, e.g., by a range shift would deteriorate target coverage instead of further improving it. This effect was minor and not significant, though. On the other hand, conformity could be further improved by distributing dose to more entry channels, which decreases V95 outside of the target and thus improves CN. This shows that choosing field directions carefully to avoid regions that are likely affected by interfractional changes would result both in good target coverage and good CN. Added PTV margins as expected improve the results further. V95 average values for 4DN simulations tend to converge to the values obtained for 4D0 simulations, showing that interfractional changes are almost completely mitigated. Outliers remain with an inadequate target coverage, but more than 90% of successful fractions become possible. CN is however drastically reduced due to the extended irradiated volume, which is now partly composed of normal tissue from the surrounding OARs. With the remaining difference of V95 between 4D0 and 4DN of 1.2% (range 0–21%), interfractional changes appear to be sufficiently compensated. Dose distributions in Figures 7A–I illustrate the great advantage of using three fields combined with additional margins. It allows obtaining a conformal dose distribution, with a target which is completely and homogeneously covered, and reduced high-dose regions outside the tumor. Again, field directions can be chosen differently to avoid or decrease further the irradiated volume of lung visible in Figures 7G–I.

This study has some limitations. The focus was set on identifying relevant planning parameters. To identify these, most plans would not be clinically valid or deliverable, but are helpful in showing the effect of isolated technical parameters. A further issue is the (unavoidable) use of deformable image registration to both propagate contours across the different CTs and phases and also to accumulate dose in the reference phase of each CT. Careful quality insurance was performed, using checker-board and false-color images as well as inspection of the resulting vector fields, with resulting errors to be expected in the order of 2 mm (36). To mimic patient setup, CTs were rigidly registered against each other, which might be more accurate than positioning with orthogonal X-rays, so that additional margins would be required. Finally, though serial 4DCT data was available, each 4DCT represented only a single breathing cycle. Variable breathing cycles could be studied using synthesized MR/CT data (37).

5. CONCLUSION

The aim of this study was to identify optimized treatment planning parameters in order to compensate for dose delivery deterioration caused by intrafractional tumor motion and interfractional variability. It was found that the use of a large focus (15 mm, FWHM), a short gating window (11.9% of the motion amplitude), ITV-PTV margins (3 mm isotropic + 3% + 3 mm range margins), and 3 fields yielded the best results in terms of target dose coverage. Less than 6% of fractions remained below 95%. In conclusion, in this first study combining state-of-the-art 4D dose calculation with serial 4DCT data, a combination of these parameters together with careful choice of field directions permits safe fractionated target dose coverage for NSCLC patients treated with 12C ions.
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Between 2011 and 2015, the ENTERVISION Marie Curie Initial Training Network has been training 15 young researchers from a variety of backgrounds on topics ranging from in-beam Positron Emission Tomography or Single Particle Tomography techniques, to adaptive treatment planning, optical imaging, Monte Carlo simulations and biological phantom design. This article covers the main research activities, as well as the training scheme implemented by the participating institutes, which included academia, research, and industry.
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INTRODUCTION

Cancer is a major societal issue, and by 2030 its global incidence is expected to increase by more than 75% in developed countries and by more than 90% in developing countries (1). A major challenge for cancer therapy is the complex and multifaceted nature of the disease, which calls for personalized treatments and an ever-expanding set of approaches in the oncologists’ toolbox. Radiotherapy (RT) has been used to treat tumors for more than a century, and still plays a major role in oncology: today, 50% of cancer patients receive RT, half of them with curative intent and is second only to surgery as a primary cure. At present, the mainstay of RT is photon therapy: this has become highly sophisticated, with methods like image-guided RT, intensity-modulated RT, stereotactic radiosurgery.

Despite the technological advances in RT approaches, the underlying dose deposition mechanism will always be the same: for photons, the deposited energy falls off exponentially as the photon beam traverses the body (except in the case of broad beams since scattering produces a departure of the attenuation from the exponential behavior). This makes it difficult to protect neighboring healthy tissues during treatment, which is an issue for deep lying tumors, tumors in/near critical organs, and pediatric tumors.

This is why RT with protons and other ions, known as Hadron Therapy (HT), has been proposed: in this case, most of the energy of the therapeutic beam is deposited at the end of its range in a characteristically peaked distribution (the Bragg peak), sparing the healthy tissue on the way to and beyond the tumor target.

The use of highly conformal dose distributions to improve the clinical outcomes of RT can be a double-edged sword. First, the target volume definition must be extremely accurate: if this is not the case, some tumor regions will not only receive a lower dose, as it also happens in RT with photons, but might not be irradiated at all, due to the steep dose gradients with protons and other ions. Temporal anatomic variations and organ motion have a more significant adverse influence on dose distributions in HT compared to RT with photons, making advanced imaging techniques a prerequisite for successful HT.

Independent studies carried out in Austria, France, Germany, Italy, and Sweden under the umbrella of the European Network for Light Ion Hadron Therapy (ENLIGHT) (2) provided evidence that 10–20% of RT cases may benefit from HT (3): these were conservative estimates, and therefore the actual numbers could be even higher.

While it is clear that photons will remain the backbone of RT, it is timely that the superior dose profiles of protons and carbon ions are fully exploited in clinical practice. Besides the need for clinical trials, the scientific community has strongly advocated for technology developments that would bring the current HT technology to the high standards of modern photon therapy.

Medical imaging is a key area to ensure the full exploitation of the potential of HT, in particular through quality assurance during treatment. Moreover, as new treatment centers are opening throughout Europe, there is an increasing demand for qualified experts in the multidisciplinary domains connected to HT. These issues were addressed by the ENTERVISION training project, a Marie Curie Initial Training Network aimed at educating young researchers in online 3D digital imaging for HT.

THE EUROPEAN TRAINING NETWORK IN DIGITAL MEDICAL IMAGING FOR RADIOTHERAPY (ENTERVISION)

The ENTERVISION Marie Curie Initial Training Network was funded by the European Commission (EC) and launched in 2011, with the aim of educating young researchers in advanced medical imaging techniques for quality assurance of HT. Ten academic institutes and research centers of excellence, and a leading European company in HT (see Table 1), recruited 15 researchers from a variety of academic backgrounds over the course of 4 years (see Figure 1).

TABLE 1 | ENTERVISION partners: this table lists the Institutes, Universities, and companies participating to ENTERVISION.
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FIGURE 1 | Distribution of ENTERVISION researchers per nationality and recruiting institute.



The ENTERVISION researchers were assigned individual research projects on topics ranging from in-beam Positron Emission Tomography (PET) or Single Particle Tomography techniques to adaptive treatment planning, optical imaging, Monte Carlo (MC) simulations, and biological phantom design. The majority of the researchers were also enrolled in a PhD program at a partner University, and a personalized career development plan was established by their supervisors for each researcher. In addition, the researchers took part in the network-wide training organized several times a year, offering a diversified portfolio of scientific courses, complemented by specific courses aimed at developing soft skills such as leadership and CV writing.

A unique feature of the ENTERVISION project was its connection with the EC-funded R&D project ENVISION, aimed at developing solutions for quantitative real-time non-invasive monitoring of HT for stationary and moving organs, accurate determination of delivered dose, and fast feedback to the Treatment Planning System (TPS) for optimal adaptation strategies. In fact, ENVISION acted as a “hands-on” training platform for the Marie Curie researchers, who had the opportunity to interact directly with senior scientists working at the forefront of research in quality assurance for HT.

The ENTERVISION researchers also benefited from the involvement in the ENLIGHT network. Throughout the project, the trainees have been encouraged to build a multidisciplinary network: this will not only help them with their future careers, but will ultimately improve the transfer of knowledge and collaboration between the various disciplines of cancer treatment.

Detailed Research Program of ENTERVISION

The superior dose distribution of protons and other ions with respect to photons can be a double-edged sword if a series of factors (target volume definition, anatomical variations, organ motion) are not accurately determined and taken into account. A three-dimensional non-invasive imaging technique for real-time monitoring of the delivered dose is highly desirable, and several efforts toward this goal have been pursued within ENTERVISION.

At present, the most advanced method for HT quality assurance is PET. The use of heavy scintillating crystals coupled to silicon photomultipliers (SiPM) is one of the most promising solutions for future PET scanners. Developments in the field of particle detectors are focused on the use of time of flight (TOF) information that aims to improve the sensitivity by improving the signal to noise ratio.

ENTERVISION tackled the development of a characterization chain to measure the rising time profiles of signals in scintillating crystals used both for PET and high-energy physics (4). A rise-time measurement bench has been set up, where crystals are irradiated with a 511 keV gamma source, and the light produced is detected by a photomultiplier. In order to investigate the effect of thermalization inside the lattice, excitations at two lower energies are also foreseen. A pulsed X-ray machine excites the crystal with 20 keV photon pulses, and scintillation photons are collected with a streak camera system. The crystals are also exposed to 20 eV excitation energies at a vacuum ultraviolet (VUV) laser driven facility. This measurement chain allows complete access to thermalization lengths. Simulations in Geant4 (5) drive the choice of interesting crystal samples and set-up geometries.

Alternative detector choices have also been explored. One of the ENTERVISION researchers built a TOF–PET demonstrator with Multigap Resistive Plate Chambers (MRPCs) (6), achieving a preliminary time resolution of 240 ps sigma, and worked on a proton range telescope, developing an FPGA firmware to allow high rate acquisition (one million event per second) (7). They collaborated with another ENTERVISION researcher in order to prove the feasibility of distributing clocks over a MicroTCA-based optical fiber network, in order to synchronize electronic front-end boards at the pico-second scale. This would allow to perform TOF over a large-scale system dedicated to in-beam PET.

One of the challenges in using PET for HT monitoring, is to evaluate the motion-influenced artifacts. Within the framework of ENTERVISION, the influence of various motion parameters (peakiness, the ratio of inspiration and expiration, frequency, amplitude, drift, and parameter combination) was investigated through 40 experiments with radioactive sources performed at the GSI in-beam PET installation. 4D PET images were reconstructed, compared, and evaluated. The lateral field position and the particle deposition depth were studied with irradiated phantom experiments. PET artifacts caused by special respiratory motion cases (e.g., larger peak to peak amplitude) were also investigated. A potential artifact-compensation method was proposed, and a preliminary trial was conducted (8).

Single-particle imaging, i.e., detection of prompt photons, protons, or neutrons also resulting from nuclear interactions in the tissues, is emerging as a promising modality for dose monitoring during HT. ENTERVISION focused on improving prompt photon detection in the clinical scenario, through the development and test of gamma cameras, with both passive and active collimation systems.

One of the research projects carried out detailed comparisons between a multi-parallel-slit and a knife-edge slit collimator configuration (9). Detailed MC simulations allowed the setting of guidelines for choosing the optimal configuration of both camera types for various trade-offs between efficiency and spatial resolution. Measurements with a dedicated detector concept demonstrated, for the first time the capability of acquiring images at full clinical beam current, and further validated the results of simulation. Prototypes for both collimator types have been built and tested.

Active collimation systems (Compton cameras) have been also explored in depth. The ENTERVISION researchers assembled and tested a variety of detector geometries, materials, and read-out schemes. One of these is a three-layer Compton telescope based on continuous LaBr3 crystals and SiPM. The third layer has been completed recently, and included a new type of SiPM to increase the active area. The larger active area and a specific bias operating voltage for a single SiPM array brought an improvement of the energy resolution (10).

In parallel, a Compton camera has been developed and extensively tested in various beam conditions. Lutetium oxyorthosilicate (LSO) and bismuth germinate (BGO) commercial PET block detectors have been intensively tested and analyzed at different accelerators, in order to compare their performance and choose the absorber material. A considerable effort was made to improve the robustness and speed of the multi-threaded custom data acquisition system (DAQ) and to develop a platform for fast analysis. A prompt gamma-ray timing method for in vivo range verification has been proposed and tested at a clinical proton therapy facility, showing the great potential of this timing technique, with low footprint and cost and fast range retrieval (11).

In this variegated detector landscape, one ENTERVISION project aimed at developing a multi-purpose DAQ suitable for different medical imaging set-ups. The mezzanine boards work flawlessly, and the firmware is finished, tested and working. This firmware is intended to serve as a framework for detector developers, providing all the necessary tools to implement a full-featured DAQ without dealing with the board’s complexity, but by just writing the specific application VHDL and C code needed. Compatibility at a physics level has been verified with different read-out boards, while firmware-level compatibility is undergoing. In its current state, the DAQ system can be used in many different scenarios, from simple demonstrators to full featured imaging systems (12).

Highly realistic calculation models and fast simulation codes are required for most of these quality assurance tools. The high sensitivity of HT to motion and changes in patient anatomy calls for adaptive treatment delivery, where the delivered dose is actively monitored. Fast dose calculation, specifically recalculation of an existing treatment plan in modified anatomies, constitutes a crucial component in such a system. Also, the interaction of the incoming therapeutic beam with human tissues leads to the production of nuclear fragments and secondary light particles; hence, an accurate estimate of the dose deposited in the cancerous and healthy tissues requires sophisticated simulation tools based on nuclear reaction models. The validity of such models has to be assessed through extensive comparisons with as many sets of experimental data as possible.

One of the ENTERVISION research projects (13) focused on improving the nuclear models for carbon ion break-up. In particular, the researcher had the opportunity to work in collaboration with iThemba LABS where an experiment (14) with 33 MeV/n 12C ions on C, Au, Nb, and Polyethylene targets has been carried out. This experiment is the only one that took data studying in correlation all the fragments produced by the quasi elastic breakup of 12C in 8Be and 4He. Studying exclusively such a process is of particular interest because many experiments showed a broad peak in the 4He production with an energy per nucleon close to the beam energy. Moreover, as the 8Be decay almost immediately in two 4He, this is the only way to disentangle the He4 produced directly from 12C and from Be8 as intermediate state. Additionally, such a unique study sets a robust benchmark for future models and MC simulations. Unusual features in the energy distributions of the fragments suggest an H contamination of the targets, a hypothesis confirmed by a second experiment with a polyethylene target. The contribution of H contaminants to carbon break-up experiments has been studied, modeled, and included in the FLUKA (15) simulation code, and will be available for future studies. It will be useful especially in the simulation for the proton therapy, as it will more accurately simulate the production of high linear energy transfer (LET) particles.

ENTERVISION also contributed to the simulation for INSIDE (16), a multimodal monitoring system for the assessment of HT accuracy. One of the researchers developed and benchmarked various FLUKA-based simulations for different scopes. The experimental set-up for a beam test, where prototype detectors and electronics were evaluated, was simulated. The MC prediction was found in good agreement with data, and the code could then be used for the simulation of the full-size detector. Another important aspect was the evaluation, through the simulation of realistic treatment conditions, of the radiation damage induced on the detector by the neutrons produced during patient irradiation. The lifetime of the INSIDE detectors was thus estimated to be at least 5 years. Finally, the specific treatment plan of a patient irradiated at CNAO was simulated using FLUKA, and the results were compared with the commercial TPS used at the facility. The isodose distributions were found in good agreement, and the simulation could then be used to evaluate the Relative Biological Effectiveness (RBE) during treatment.

As prompt gamma monitoring is emerging as a promising imaging modality to monitor the range of the particles used to treat tumors, it is of the utmost importance to have an accurate description of the physical models used in MC tools for modeling the emission of prompt gammas. ENTERVISION performed an extensive and comprehensive analysis of several experiments, in order to create a large set of data to benchmark simulations: these included nine experiments with homogeneous targets such as water and polymethylmethacrylate (PMMA) and three experiments with inhomogeneous targets such as PMMA with a Teflon piece or a lung-equivalent material, performed at several experimental and clinical facilities around Europe and involving different targets, detectors, and set-ups. A real-size prototype for prompt gamma monitoring was developed and optimized, focusing on obtaining the best possible precision in the retrieval of the ion range inside the patient and, at the same time, on providing additional data for comparison with simulations (17).

One of the ENTERVISION researchers participated to an experiment performed in collaboration with University La Sapienza (Rome) where PMMA phantom was irradiated by 220 MeV/u carbon-ions (18). The primary ions outgoing from the exit window were monitored with a plastic scintillator, and two arms were placed at 90° on each side of the phantom. The energy spectra of the prompt-γ produced by interaction of the 12C ions with PMMA target have been measured, and the prompt-γ rates per incident 12C values for the two measured angles were compared and found in agreement. The data were compared with MC simulations performed with Geant4, using two different models: the Quantum Molecular Dynamics (QMD) model of ion-ion collisions and the Binary Cascade light ion model (BIC). An acceptable agreement, both qualitative and quantitative, was obtained between energy spectra (experimental and simulated) and prompt-γ rates, especially for QMD model. Therefore, this study allowed confirming that the QMD model is more accurate than BIC model to reproduce both γ-yields values and γ-spectra as it is the case for charged particles. This originates from the fact that BIC does not take into account properly inelastic scattering processes between ions like (12C + 12C) and (12C + 16O), and also neutron scattering.

ENTERVISION also investigated how graphics processing units (GPUs) can be used to speed up analytical dose calculation for HT (19). Initially, a prototype for a simple dose calculation engine was implemented in Matlab together with a graphical user interface (GUI) and the necessary facilities to open Computed Tomography (CT) images in the Digital Imaging and Communications in Medicine (DICOM) format. The simple dose calculation engine was subsequently implemented to run on GPU and an interface between the GPU code and the GUI was created to allow data to be loaded, stored and analyzed in Matlab, but the calculation to be carried out on a GPU. Following this proof-of-principle study, the work began to create an efficient parallel GPU implementation of the widely used pencil beam algorithm. The implementation was tuned and validated through comparisons between data and MC simulations. The results produced by the GPU implementation showed the same level of accuracy as the dose distribution calculated by the analytical algorithm provided with the commercial TPS used for the treatment. The sub-second calculation times also compared very favorably with those found in the literature, and were short enough to allow for on-line dose calculation applications. Finally, initial work was done to investigate a novel method for analytical dose calculation for proton therapy that would be suitable for parallel implementation.

On the clinical side, weekly 4D CT datasets (9 Non-Small Cell Lung Cancer (NSCLC) patients representing 70 weekly 4D CT datasets) from the University of Texas MD Anderson Cancer Center were used to investigate the impact of several parameters on dose delivery, target coverage and homogeneity, to eventually allow recovery for dose delivery errors caused by intra- and inter-fraction motion. Gating plans (including 4D calculations) were simulated with the GSI treatment planning software TRiP4D (20). Optimization was performed with the first week of each patient using a range-corrected internal target volume (ITV) on states of the moving tumor. The resulting plans were then used for all following weeks. In-depth studies showed that the combination of ITV, isotropic margins, and range margins yielded the best results in terms of target coverage, even though this led to the irradiation of a higher portion of normal tissue. Finally, simulations using one, two, or three fields were performed; for each case, results obtained using ITV only and ITV with additional isotropic and range margins were compared. The best results were obtained using three fields combined to additional isotropic and range margins in terms of target coverage. Using several fields also permitted the reduction of high dose delivery regions in normal tissue. Rescanning will be investigated as a next step to also explicitly address intra-fraction motion. Lung contours extraction is also currently in progress to investigate more precisely the dose delivered to the tissue surrounding the tumor (21).

Finally, ENTERVISION also tackled issues related to biological and physical doses. Development of clinical treatment protocols for any type of cancer RT is dependent on the availability of high quality information on the biological efficacy of radiation doses using a range of beam qualities. This is true especially in HT. In order to gain robust data for use in clinical protocols, multiple cell irradiation experiments must be performed at different dose points, using a range of generic and patient specific tumor cell lines. It is important to be able to verify quickly the biological effects of complex dose distributions in homeomorphic phantoms, alongside measurements of physical dose. A dedicated phantom was designed, tested, and optimized to correctly correlate the biological and physical dose distributions (22).

In this context, specific software for individual cell recognition for microbeam targeting and tracking post-irradiation was developed (23). Bright-field illumination microscopy was chosen as an imaging method in order to avoid potential toxicity from fluorescence excitation. However, the obtained images of cells are characterized by a high degree of complexity since the specialized cell dishes used for microbeam irradiation exhibit highly inhomogeneous optical properties. A cell recognition pipeline has been established using digital image processing techniques and principles from statistics and cluster analysis. This pipeline is able to recognize cellular structures avoiding the majority of the substrate features. It has been tested on both polypropylene and plastic substrates, and in various cell lines including V79 Chinese hamster cells, T98G and U251 human glioblastoma cells.

Additionally, initial time-lapse data have been obtained so as to follow the cells’ life post-irradiation. The biological end-point is the maintenance of cells’ clonogenic ability when irradiated with high-LET radiation using charged particle microbeams. Cell tracking has been applied based on the topological correlation of cells and cell divisions can be effectively detected when cells are separated. Location feedback from frame to frame has been integrated in order to correct false cell detection or linking. The process can be used as a near real-time application in electrostatic cell irradiation. Currently, the software can effectively recognize and irradiate roughly 1,200 cells when real-time tracking is needed, while this number can be increased to more than 2,500 when GPU is used. If real-time tracking is not necessary, then the number of cells capable of irradiation and tracking is only limited by the mechanical properties of the end-station microscope.

Training Program of ENTERVISION

Network-wide events and training courses were organized throughout the duration of the project. They served the dual purpose of educating the researchers and of creating occasions for them to meet, connect with each other, and establish an extensive professional network with the leading experts in the field.

Courses were aimed at building the researchers’ scientific knowledge, as well as at enhancing their communication and leadership skills (see Table 2). The ENTERVISION technical training portfolio included detectors for medical imaging, electronics, Treatment Delivery Systems, and dosimetry. As health applications need industrial support to be deployed successfully in hospitals and clinics, a course on industrial processes was also run. A course on Intellectual Property management made the young researchers aware of the valorization chain for their scientific results. The ENTERVISION researchers also had the opportunity to join the courses on the impact of gantries and imaging on HT techniques run by a previous Marie Curie Actions Initial Training Network, PARTNER.

TABLE 2 | ENTERVISION network-wide training courses.
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Soft-skills courses tackled leadership, curriculum writing, and communication. The project has been widely disseminated, and the researchers have been encouraged and motivated to take part in outreach activities, at their home institute or elsewhere, including video interviews (24). In September 2013, several ENTERVISION researchers came to CERN to actively participate in the activities for the European Researchers’ night and the laboratory’s Open Days. ENTERVISION also co-sponsored a panel at the EuroScience Open Forum (ESOF) 2014 in Copenhagen chaired by the project coordinator on “Everything you wanted to know about cancer but were afraid to ask.”

The researchers have also been attending the annual meetings of the ENLIGHT network and of the other EC-funded projects run under the ENLIGHT umbrella (in particular of ENVISION). In these occasions, they have presented their work and listened to and interacted with the experts in the HT field, leading to unique learning and networking opportunities.

CONCLUSION

ENTERVISION has trained 15 researchers in fields connected to advanced medical imaging techniques for quality assurance during cancer treatment with HT. The researchers have formed a close-knit network, which they are exploiting to their advantage now and for the future. A number of them have already used the contacts they established during ENTERVISION to secure new positions as soon as they finished their Marie Curie projects.

In 2013, ENTERVISION has been chosen as “a success story illustrating the good use of European funds for research” and “as a flagship project for Marie Curie Actions for the promotion of the H2020 program, as a so-called ‘gold project.”’ The EC Directorate-General for Research and Innovation chose 37 projects in total from the previous funding scheme (FP7), with ENTERVISION being the only project representing the Marie Curie Actions. In the same year, ENTERVISION was featured in a press release from the EC to mark the visit to CERN of the EU Commissioner for Education, Culture, Multilingualism and youth.

A number of highly valuable and interesting results have been obtained within the framework of ENTERVISION, as proved by the papers published in this special issue. In addition, 30 posters, 20 oral presentations, and 35 publications featured in international conferences and journals. ENTERVISION researchers took part in the European Researcher’s Night programme and CERN Open days in 2013, and contributed to the publication of Accastampato (25).
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State-of-the-art techniques derived from particle accelerators, detectors, and physics computing are routinely used in clinical practice and medical research centers: from imaging technologies to dedicated accelerators for cancer therapy and nuclear medicine, simulations, and data analytics. Principles of particle physics themselves are the foundation of a cutting edge radiotherapy technique for cancer treatment: hadron therapy. This article is an overview of the involvement of CERN, the European Organization for Nuclear Research, in medical applications, with specific focus on hadron therapy. It also presents the history, achievements, and future scientific goals of the European Network for Light Ion Hadron Therapy, whose co-ordination office is at CERN.
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INTRODUCTION

Physics underpins many techniques and technologies that are used for both diagnosis and treatment of a variety of diseases: discoveries from basic physics research have been closely linked to medicine for centuries, and numerous tools developed by physicists to pursue their scientific goals have found their way into hospitals around the world.

In particular, innovative ideas and technologies originating from particle physics have been playing an increasingly important role in medicine over the last 100 years since the advent of radiation-based medical diagnosis and treatment. Nowadays, state-of-the-art techniques derived from particle accelerators, detectors, and physics computing are routinely used in clinical practice and medical research centers: from technology for Positron Emission Tomography (PET) scanners, to dedicated accelerators for cancer therapy, simulations, and data analytics.

Hadron therapy, also known as particle therapy, epitomizes the connection between basic physics (the property of particles traversing matter) and medicine (cancer treatment). Using protons and other ions to treat cancer demands large accelerators; this links radiation therapy to the development of increasingly powerful accelerators for particle physics research. At the same time, hadron therapy is a truly multidisciplinary venture that requires input from oncologists, radiation biologists, medical physicists, particle physicists, and computing scientists.

CERN, the European Organization for Nuclear Research (Figure 1) is the world’s largest particle physics laboratory. Its contribution to particle physics research and related technologies has been outstanding since its establishment in 1954. CERN’s primary mission is basic research in particle physics; yet, the laboratory seeks possibilities to transfer its know-how and technology to other fields, including health, in order to maximize the societal impact of its research.
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FIGURE 1 | The Large Hadron Collider (LHC). CERN’s flagship project, the LHC is a 27-km circular accelerator where protons collide at a center-of-mass energy of 13 TeV. The initial 3-year LHC run, which began with a collision energy of 7 TeV, rising to 8 TeV, led to the discovery of the Higgs boson in 2012.



In this context, the European Network for Light Ion Hadron Therapy (ENLIGHT) was launched at CERN in 2002, to connect research centers, institutions, and scientists, involved in the research, promotion, and realization of hadron therapy in Europe.

This article briefly recaps the history of medical applications at CERN and then provides an overview of the present situation, with particular emphasis on research and development connected to hadron therapy. The role of ENLIGHT and its research program are also covered.

FROM PARTICLE PHYSICS TO HEALTH

Fundamental research in particle physics not only pushes back the boundaries of our knowledge of the Universe but also catalyzes innovative technology developments: frontier instruments like the Large Hadron Collider (LHC) and its detectors require technologies and performance that exceed the available industrial know-how.

The three technology pillars of particle physics – accelerators, detectors, and computing tools – have all found their way into the medical field. Accelerators have been used for radiation therapy of cancer for decades. Medical applications of particle detectors are epitomized by PET, which is a direct application of light-sensing techniques. Data handling and simulation tools developed by physicists have found use in the biomedical field, for example, in establishing personalized treatment plans.

A host of highly specialized technologies is associated with each of the three pillars. To transfer this wealth of know-how to medicine, it is essential not only to identify which technologies are potentially interesting for medical applications but also what is their relevance for the medical community. In order to maximize the societal benefit from particle physics, the physicists’ and medical doctors’ research activities should be harmonized. This can only be achieved through multidisciplinary networks and collaborations, where scientists of different specialties all make their contributions to establish a common roadmap. Physicists, engineers, and computer scientists would share their knowledge and technologies, thus giving first-hand information to the medical community on the latest technical progress; conversely, doctors and biologists would present their needs and vision for the medical tools of the future, thus triggering breakthrough ideas and technical developments in specific areas.

Experience gained in particle and accelerator physics may serve more than just a technology, which shapes up the medicine of the future. Scientific collaborations in particle physics have been bringing together thousands of scientists from every corner of the world to work on the largest and most complex experiments ever conducted by mankind. Collaboration has become second nature of particle physicists, who have learned to work collectively on a common goal and who rely on mutual consensus to make decisions. The collaborative model of particle physics, represented in literature (1) has been translated into a flexible yet effective management structure for the experiments. This new paradigm for teamwork has proven its worth, and could serve as a model to follow for the emerging multidisciplinary ventures in medical applications.

CERN and Medical Applications: A Brief History

Over the past 60 years, CERN has developed a world-renowned expertise in the three core technology domains of particle physics – accelerators, detectors, and large-scale computing – as well as in many ancillary technologies. The transfer of technology and know-how has always been one of the missions of the Laboratory, even before the formal establishment of a technology transfer unit in the late 80s. Early medical applications activities date back to the 1970s and have been initiated mostly by individual interests.

The multi-wire proportional chamber conceived in 1968 by the CERN physicist Georges Charpak not only opened a new era for particle physics and earned its inventor the 1992 Nobel Prize in Physics but also found important applications in biology, radiology, and nuclear medicine (2, 3).

In 1975, the CERN physicist David Townsend in collaboration with the University of Geneva and the Geneva Cantonal Hospital made important contributions to the reconstruction of PET images and to the development of 3D PET (4–6).

After these individual efforts, CERN witnessed the first collaborative endeavors in medical applications in the 90s. A partnership was established with TERA Foundation (Italy), MedAustron (Austria), and Onkologie 2000 (Czech Republic) to initiate the Proton Ion Medical Machine Study (PIMMS). The PIMMS study is tightly connected to the birth of the ENLIGHT network for hadron therapy in 2002.

In the same years, both the Medipix (7) and Crystal Clear (8) collaborations began exploring possible medical applications of technologies developed for the LHC detectors (hybrid silicon pixel detectors and scintillating crystals, respectively). The Crystal Clear Collaboration developed various PET scanners with variable geometry suitable for both small and large animals. One of them became commercially available to customers worldwide.

Emerging interest in theranostics, i.e., the possibility to perform both imaging and treatment at the same time, has brought radioisotopes for medical use under the spotlight. For the past 50 years, CERN has been hosting ISOLDE, a facility dedicated to the production of a large variety of radioactive ion beams for different experiments in the fields of nuclear and atomic physics, solid-state physics, materials science, and life sciences. Over 1,200 radioisotope beams of more than 70 chemical elements have been made available for fundamental and applied research, including in the medical field. A particular achievement was the demonstration of the efficiency of 149Terbium, one of the lightest alpha emitters, for treatment at the level of single cancer cells (9).

The CERN Medical Applications Office

For several decades, there have been highly successful individual “pockets” of medical technology developments going on at CERN, as well as in the physics communities that have strong formal collaborations with the laboratory. These efforts had considerable success, and the CERN researchers have also been playing key roles in various international multidisciplinary collaborations and networks in specific fields (such as medical imaging, hadron therapy, radioisotopes, data analytics and handling, medical simulations). But a profound shift in the global approach of the laboratory to the whole issue of knowledge transfer to healthcare was needed.

The laboratory shifted a gear in January 2014 by establishing the CERN Medical Applications (CMA) office (10) with the following main goals:

• identify, make available, and foster the applicability of the CERN’s core technologies in accelerators, detectors, simulation, large-scale computing, and data handling that are pertinent to medical applications;

• co-ordinate and structure related activities within the organization;

• catalyze collaborations with external partners, including industry, in a concerted manner.

For the first time in the history of the laboratory, a small amount of “seed” funding and manpower resources for medical applications activities was assigned in the Medium Term (5 year) Plan.

The challenge and aim for the CMA Office is to ensure that state-of-the-art technologies and know-how developed at CERN are used or modified to provide clinical applications that are valuable for the medical community. In order to achieve this goal, the laboratory must prioritize its R&D program for medical applications according to the main concerns and needs of doctors. At the same time, resources for this program should be allocated without compromising particle physics research, which is the core mission of CERN. This process requires the input and guidance of external experts from various disciplines. In keeping with the tried and tested CERN practice, an advisory committee composed of external experts was formed. The committee, called the International Strategy Committee (ISC), comprises specialists from a wide range of medical fields as well as from medical physics. Internally, the Head of the CMA Office is assisted by the CERN Medical Applications Steering Group (CMASG), comprised CERN scientists leading CERN’s projects in the field, as well as of experts from the CERN Knowledge Transfer group and the CERN EU office.

As a first step, the CMA Office identified the key medical physics activities that were already ongoing or were just starting. They included a variety of topics: tools for data handling and data analytics, detectors for medical imaging, radiation dosimetry instruments and techniques, novel accelerators for optimized cancer treatment, facilities for researching new radioisotopes or for biomedical studies, and the vast realm of non-cancer applications.

The ultimate scientific goal of the CMA program is to provide more reliable, more efficient, and more cost-effective treatment options, as well as to ensure early diagnosis of serious illnesses.

PARTICLE THERAPY

The idea of using accelerated beams of protons for cancer treatment was proposed by a visionary physicist and founder of Fermilab, Robert Wilson in 1946 (11). Protons and light ions have unique physical properties. They penetrate a patient with minimal lateral diffusion, depositing most of their energy at the end of their range (in the so-called Bragg peak), effectively sparing healthy tissue on their way to the tumor. In addition, they can be focused into narrow pencil beams allowing a precise radiation dose profile and tumor conformed treatment.

This idea was first tested at the Lawrence Berkeley National Laboratory (LBNL) (12). At the time, the accelerators available were not powerful enough to treat deep-seated tumors. Advancement in accelerator technology coupled with improved medical imaging and computing made proton therapy a viable option for routine medical applications in the 1970s. However, it is only since the 1990s that patients started being treated in clinical settings. The first hospital-based facility to treat patients was at Loma Linda, USA. Since protons are hadrons, proton therapy is also referred to as hadron therapy.

The use of ions increases target conformity on the basis of physics principles, i.e., the dose distribution. In this respect, carbon ions have a smaller lateral penumbra than protons, which may allow a better protection of normal tissue. Also, carbon ions have a higher linear energy transfer (LET) compared to protons and photons, which directly correlates with a higher relative biological effectiveness (RBE). LET of carbon ion beams increases steadily as they pass through the body, reaching a maximum in the Bragg peak region: this property is an obvious therapeutic advantage when treating deep-seated tumors. Carbon ions are also more efficient in hypoxic tumors, which are resistant to both photon and proton radiation. The lower acute or late toxicity of carbon ions compared to protons leads to an enhanced quality of life both during and after cancer treatment (13).

The first dedicated carbon ion facility became operational in 1994 at the Heavy-Ion Medical Accelerator Centre (HIMAC) in Japan (14, 15). In Europe, the first patient was treated with carbon ions at the Gesellschaft für Schwerionenforschung (GSI) laboratory in Darmstadt, Germany, in 1997 (16).

With the growing interest in particle therapy, the first dual ion (protons and carbon ions) clinical facility in Europe, established in Heidelberg, Germany, started treating patients at the end of 2009. This was followed by CNAO in Pavia, Italy, which started treating patients in 2011. The third dual ion center in Europe at MedAustron in Wiener Neustadt, Austria, is expected to start treating patients in 2016.

CERN AND PARTICLE THERAPY

CERN has been playing an active role in hadron therapy with the design of a dedicated synchrotron for protons and carbon ions (PIMMS) and the involvement in ENLIGHT. At present, efforts in hadron therapy are focused on establishing a facility to provide ion beams for research.

The Proton Ion Medical Machine Study

The PIMMS group was formed following an agreement between the MedAustron (Austria) and the TERA Foundation (Italy) to combine their efforts in the design of a cancer therapy synchrotron. The study group was later joined by Onkologie 2000 (Czech Republic). CERN agreed to host this study in its PS Division; the PIMMS team started their work in January 1996, and continued working for a period of 3 years.

Proton Ion Medical Machine Study aimed at producing a synchrotron design optimized for treating cancer patients with protons and carbon ions. The proposed design was detailed in two reports issued in 2000 (17). The PIMMS concept was further enhanced by TERA, and implemented at CNAO and MedAustron. Except the initial design study, CERN has also contributed to the realization of the CNAO and MedAustron treatment centers, in particular with expertise in accelerators and magnets, and with training of personnel. Both projects have been accomplished through networks of national and international collaborations.

OPEN-Access MEDical Facility

The need for an open-access facility for R&D with ion beams in the context of medical applications was first raised at the ENLIGHT meeting in 2005 in Oropa, Italy. This was reiterated by a wide multidisciplinary scientific community at the 2010 Physics for Health workshop, where CERN was asked to take a lead on this initiative. In order to establish OPENMED (OPEN-Access MEDical Facility), the possibility of modifying the existing CERN low energy ion ring (LEIR) accelerator was evaluated in the open brainstorming session in 2012. Again, the broad positive feedback from the medical and radiobiological communities was received (18).

OPEN-Access MEDical Facility intends to provide suitable ion beams for a multitude of interdisciplinary studies, including radiation biology, nuclear physics models for medicine, detectors and instrumentation for dosimetry, diagnostics, and imaging. OPENMED will complement a few existing or planned beam lines for this kind of multidisciplinary research, providing ample beam time without the constraints of a clinical setting. Ideally, all centers hosting research beam lines should form a pan-European collaborative network that will allocate beam time to researchers in an effective and concerted way.

The cost of establishing such a facility entirely dedicated to the R&D with ion beams for the medical community will be significantly less at CERN than in a place that lacks the accelerator chain, the expertise to maintain it, and the general infrastructure needed to host the research purposes (see Figure 2). The project entails modifications of the existing LEIR accelerator, which is currently being used for 1 month a year to inject heavy ions into the LHC. The beam energy and size, and its capability of providing up to 9 months of beam time per year, make LEIR an ideal candidate for conversion into OPENMED, which will run without perturbing the scheduled LHC operation (19).
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FIGURE 2 | CERN’s accelerator chain. The proposed OPENMED facility would use beams from the existing LEIR machine.



Research at OPENMED will make a significant contribution to the progress of medical physics, biomedical research, medical simulations, and the development of innovative detectors and beam instrumentation.

Studies at OPENMED will ultimately lead to a more safe, optimal, and cost-effective treatment of cancer with radiation. Medical and radiobiological collaborators will be able to investigate the biological impact of different ion beams at various energies on tumor cells and biological materials, and then to optimize radiation therapy for different types of cancer. The research will be carried out on cell cultures and tissues, and it is not foreseen to conduct live animal or human experiments.

In fact, the impressive ion beam radiobiology experiments have been performed over the past 50 years. They were fragmented in time and were performed with different beam qualities and cell systems. All of them need to be systematically reexplored in one single setting, under standardized dosimetry and laboratory conditions, in larger panels of biologically well-characterized human cancer and normal tissue cell systems. The ultimate gain would be a comprehensive model that can individualize therapy, incorporating clinical, biological and physics inputs. Also, it is imperative to develop state-of-the-art instrumentation and methods to bring the performance of hadron therapy to the level of the most advanced photon therapy techniques.

OPEN-Access MEDical Facility will offer ample opportunities for testing novel radiation detectors, medical instrumentation, optimized delivery of the therapeutic beam to patients, diagnostics, and dosimetry. The experimental verification and improvement of biological simulation models will also be possible, along with the studies of complex processes such as nuclear fragmentation.

Experiments at OPENMED will be selected by a panel of experts and carried out within the international collaborations, capitalizing on CERN’s culture of scientific openness, and attracting experts from a variety of fields. OPENMED will become a hub for interdisciplinary exchange, offering R&D opportunities for research in medical radiation biology as well as for the development of a wide portfolio of particle physics techniques, which may be translated into medical applications: detectors, simulation, accelerators, simulation, data handling, and data analytics. These activities would complement other work elsewhere, and contribute to boost the impact of particle physics research on healthcare (20).

ENLIGHT – THE EUROPEAN NETWORK FOR LIGHT ION HADRON THERAPY

Hadron therapy is the epitome of a multidisciplinary and transnational venture: its full development requires the competences of physicists, physicians, radiobiologists, engineers, and IT experts, as well as collaboration between research and industrial partners. ENLIGHT was established to co-ordinate European efforts in using ion beams for radiation therapy and to catalyze collaboration and co-operation among the different disciplines involved (21). ENLIGHT had its inaugural meeting in February 2002 at CERN and was funded by the European Commission (EC) for its first 3 years (2002–2005).

Despite the end of EC funding in 2005, the following year the network members decided to maintain ENLIGHT alive, with the primary mandate to develop strategies to obtain the necessary funding for hadron therapy research, and to establish and implement common standards and protocols for treating patients. Since then, the co-ordination office has been run at CERN. The current membership exceeds 400 participants from more than 20 countries across Europe.

While the network itself flourishes without the dedicated funding, the R&D activities have been funded primarily through EC projects.

Between 2008 and 2015, four EC projects have been started under the umbrella of ENLIGHT, for a total funding of 24 million Euro: PARTNER, ULICE, ENVISION and ENTERVISION. All these projects are directed toward different aspects of developing, establishing, and optimizing hadron therapy (22).

The Particle Training Network for European Radiotherapy (PARTNER) was a 4-year Marie Curie Training project aimed at educating young biologists, engineers, radio-oncologists, and physicists in the various aspects of hadron therapy. PARTNER provided research and training opportunities for 29 young scientists from a variety of backgrounds and countries between 2008 and 2012, allowing them to actively develop modern techniques for treating cancer in close collaboration with the leading European institutions.

The Union of Light Ion Centres in Europe (ULICE) was an infrastructure project which started in 2009 in response to a need for greater access to hadron therapy facilities for clinical and technological research (see Figure 3). The project was built around three pillars: development of instruments and protocols; increasing co-operation between facilities and research communities within the research infrastructure; and transnational access to treatment centers.
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FIGURE 3 | The ENLIGHT network. Group picture of the participants to the 2011 ENLIGHT meeting at the Marburg facility, which will start treating patients soon.



A key challenge in particle therapy today is quality assurance during treatment, which needs advanced medical imaging techniques. This issue has been tackled by the ENVISION project, which started in 2010 and covered developments in time-of-flight in-beam PET, in-beam single particle tomography, organ motion monitoring techniques, simulation, and treatment planning. Additionally, ENVISION served as the training platform for ENTERVISION, a Marie-Curie Initial Training Network aimed at educating young researchers in online 3D digital imaging.

Future Priorities and Challenges

Since the annual meeting in summer 2014, the ENLIGHT community has started discussing the future of the network, in terms of both structure and scientific priorities. It is clear that the focus of R&D for hadron therapy has shifted since the birth of ENLIGHT. It is because the number of clinical centers (and especially centers with proton therapy) has dramatically increased (see Figures 4 and 5). Also, while technology developments are still needed in order to ensure increasing accuracy and more cost efficient treatment, further development of proton therapy is now solidly in the hands of industry. The advent of single-room facilities will bring proton therapy, albeit with some restrictions, to smaller hospitals and clinical centers.
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FIGURE 4 | Hadron therapy centers in Europe in 2002. This picture shows the distribution and number of hadron therapy centers when ENLIGHT was started.
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FIGURE 5 | Hadron therapy centers in Europe in September 2015. This picture shows the present distribution and number of hadron therapy centers.



From the clinical standpoint, a large number of facilities worldwide would allow the medical community to perform randomized trials to optimize hadron therapy. However, it should be noted that there is a certain reluctance within the hadron therapy community to begin clinical trials from scratch, since a large number of patients has been now treated with both protons and carbon ions, with quite positive results for the main indications. In addition, most of the patients who contact a hadron therapy center are well informed about the treatment, and they expect to be treated with particles.

From the clinical standpoint, the major challenges for ENLIGHT in the coming years will be, on the clinical side, to catalyze collaborative efforts in defining a roadmap for randomized trials (23) and in studying the issue of RBE in details. The efforts concerning technology developments will be continued on quality assurance through imaging and on the design of compact accelerators and gantries for ions heavier than protons. Information technologies will take a central stage, since medical data sharing, data analytics, and decision support systems for patient and treatment selection are key topics.

Providing training will be a major focus in the coming years, as the growing number of facilities requires more and more trained personnel: the aim will be to train professionals who are highly skilled in their specialty but at the same time are familiar with the multidisciplinary aspects of hadron therapy.

CONCLUSION

Cross-fertilization between particle physics and medicine continues to be important for improved healthcare. This process needs to be fueled through multidisciplinary exchanges, and geared toward the needs of the medical community. Since 2014, CERN has begun structuring its medical applications activities and has established an international panel of medical and technical experts to assist the laboratory in setting priorities and choosing the future R&D directions.

This paper focuses on the activities related to hadron therapy. CERN has a tight bond with ENLIGHT, since the launch of the network in 2002. ENLIGHT has been very successful in gathering funds for hadron therapy research across Europe and has catalyzed a number of successful projects and collaborations. At present, the ENLIGHT community is establishing a roadmap for the future, taking into account the changes that occurred in the hadron therapy landscape in the past few years.
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The aim of this work is to predict relative biological effectiveness (RBE) for protons and clinically relevant heavier ions, by using a simplified semi-empirical process based on rational expectations and published experimental results using different ion species. The model input parameters are: Z (effective nuclear charge) and radiosensitivity parameters αL and βL of the control low linear energy transfer (LET) radiation. Sequential saturation processes are assumed for: (a) the position of the turnover point (LETU) for the LET–RBE relationship with Z, and (b) the ultimate value of α at this point (αU) being non-linearly related to αL. Using the same procedure for β, on the logical assumption that the changes in β with LET, although smaller than α, are symmetrical with those of α, since there is symmetry of the fall off of LET–RBE curves with increasing dose, which suggests that LETU must be identical for α and β. Then, using iso-effective linear quadratic model equations, the estimated RBE is scaled between αU and αL and between βU and βL from for any input value of Z, αL, βL, and dose. The model described is fitted to the data of Barendsen (alpha particles), Weyrather et al. (carbon ions), and Todd for nine different ions (deuterons to Argon), which include variations in cell surviving fraction and dose. In principle, this new system can be used to complement the more complex methods to predict RBE with LET such as the local effect and MKM models which already have been incorporated into treatment planning systems in various countries. It would be useful to have a secondary check to such systems, especially to alert clinicians of potential risks by relatively easy estimation of relevant RBEs. In clinical practice, LET values smaller than LETU are mostly encountered, but the model extends to higher values beyond LETU for other purposes such as radiation, protection, and astrobiology. Considerable further research is required, perhaps in a dedicated international laboratory, using a basket of different models to determine what the best system or combination of systems will be to make proton and ion beam radiotherapy as safe as possible and to produce the best possible clinical results.
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Introduction

Positively charged particle therapy is increasing worldwide. Its numerous potential advantages in cancer therapy depend on the Bragg peak effect (1–4), but the increase in linear energy transfer (LET) causes enhanced biological effects which change normal tissue tolerances, as well as tumor control probabilities. LET, typically reported as kiloelectron volt per micrometer, refers to the ratio of energy released from a radiation beam per unit micrometer track length and is used as a measure of radiation quality. It can be expressed in two different ways, either as the mean or the dose averaged LET. Relative biological effect (RBE) is defined as the ratio of dose of a low LET radiation divided by the control high LET dose required for the same biological effect. RBE, although measured quite simply in this way, depends on the complexities of how radiation of different qualities interact with different biological systems due to:

(1) The energy, depth, and mixture of Bragg peak or non-Bragg peak regions over a volume of interest.

(2) The increased local complexity, or clustering, of DNA damage with increasing LET (5).

(3) The increasing difficulty in repairing the more clustered damage, resulting in increased radiosensitivity and reduced fractionation sensitivity.

Some authors have developed relatively simple LET–RBE models for protons (6–8). For ion beams, there are several complex formulations that tentatively describe the relationship between LET and RBE (9–14), each with varying degrees of success, and have been used for clinical applications. These ion beam models are based on the fundamental interactions of particle physics with matter and contain multiple assumptions and input requirements, such as knowledge of particle trajectories relative to cells, cross sectional probabilities, the relative proportion of cell nucleus to cell volume for each cell, critical biological sub-volumes, repair capacities, and extrapolations with dose, etc. They all utilize long mathematical constructs which can be daunting to less mathematically gifted individuals. Whereas it is satisfying to build exploratory theoretical models in such a way, it is impossible to know these exact conditions within a real cancer and surrounding normal tissues. These various approaches have been used to predict ion beam RBE values for variable LET values for the irradiation of specific cell types (usually the V-79 cell derived from Chinese Hamsters), but with mixed results, although they are used routinely in clinical practice for carbon ion treatment planning. Only some authors have attempted an approach for normalizing the RBE differences between different ions, as in the work of Katz (9), who used the parameter Z2/β2 to calculate the radial distribution of dose (where Z is nuclear charge and β is the relativistic velocity).

What do we know with certainty about LET and RBE? Measured relationships between LET and RBE generally show increases with LET until a maximum value is achieved, followed by a decrease to RBE values just above unity. Also, there are important basic findings, shown by multiple authors (15–18), which are essential to incorporate into any model that adequately describes the change of RBE changing with LET. They are:

• The initial slope of RBE with LET is linear when plotted on linear scales (19).

• The LET value (LETU) which confers the maximum cell killing efficiency (at the turnover point) increases non-linearly with the nuclear charge of a particle (the Z number), which denotes the electrostatic positive charge of the particle nucleus. LETU values increase with Z, but smaller increments in LETU occur with increasing Z, which suggests a saturation effect. Ions with the smallest Z values are consequently more efficient in increasing RBE per unit increase in LET, possibly because the energy released is more locally absorbed than is the case for higher Z ions with larger event sizes and more energetic gamma emissions.

• The magnitude of the RBE is not only dependent on the particle type (or Z), but also depends on LET, dose (and so the surviving fraction of cells), and the cell type (and its ability to repair radiation damage).

• The magnitude of the RBE depends on cell type (seemingly regardless of the ion used), with cells that are intrinsically more radiosensitive (to very low LET radiations) having lower RBEs than their more radio-resistant counterparts.

• The RBE increases when the cell-surviving fraction is reduced (for lower doses), but the LET–RBE turnover point position remains constant. Thus, the overall symmetry is preserved.

• In terms of the linear quadratic model (LQ) of radiation effect, the α value increases with LET to a far greater extent than β (20–22). The relative increase in α with LET is greatest for cells/tissues which have the lowest, most radio-resistant, low LET αL values, with smaller increases in α for systems which have the most radiosensitive, highest intrinsic αL values, as will be shown later.

• These experimental findings apply to well-oxygenated cells, but are modified in radiologically hypoxic conditions (16), probably since the α parameter-related cell kill is not so influenced by oxygen as is the β parameter-related cell kill.

This article considers how a much “simpler LET efficiency model” can estimate the LET–RBE relationships described above and their modification with dose, Z, and the two low LET intrinsic radiosensitivities αL and βL. These models require fewer input parameters and assumptions than do the far more complex models already referred to above. Such a model could be used to complement the other systems: in this sense, two predictions may carry more reliability if they are in close agreement.

Materials and Methods

The Experimental Data

There are relatively few published experiments that provide a reasonable estimate of LET turnover positions (LETU) for clinically used particles. These include the data sets of Belli et al. (18), Barendsen et al. (15), Furusawa et al. (16), and Weyrather et al. (17). These experiments were not designed to accurately determine LETU, but to show overall phenomena and to determine the range of RBE values. Inevitably, overall accuracy is further undermined by biological variation, use of different cellular assays in various laboratories, use of different LET interpretations and measurements over wide ranges with consequent use of a logarithmic scaled abscissa, which masks the uniform initial linear slope of the relationship. To obtain the best available estimate of LETU, only the most unequivocal examples of maximum radiosensitivities, or RBE, over a small range of LET near to LETU, were used. Data where LETU could not be determined to reasonable accuracy, as in some of the HRG cellular data of Furusawa et al. (16) and in some carbon ion experiments, were excluded. The LETU values (keV/μm) so obtained were 30.5 (protons), 103.4 (helium), 208 (carbon), and 233 (neon). Although data exist for heavier ions such as silicon and argon, these do not provide a sufficiently accurate estimate (23).

For model fitting, the experimental studies of Todd (24), using a wide range of ions (deuterons, helium, lithium, boron, carbon, oxygen, nitrogen, neon, and argon), of Barendsen (deuterons and helium) (15), and of Weyrather et al. (carbon) (17) were used to test data against the modeled predictions.

The highest α radiosensitivity obtained (αU), in the region of LETU, for each ion species, was plotted against the low LET (control) αL value from the same data. These values are shown in later graphical plots, and include variation due to the LETU position uncertainty. The accuracy of the β radiosensitivity parameter is less easy to determine for high LET radiations (compared with low LET radiations), for reasons discussed elsewhere (8, 22). It is known that β increases to a lesser extent than α with LET. In order to maintain the observed constant position of LETU with increasing dose (and reduced surviving fraction), and the overall symmetry of the LET–RBE relationship, both α and β must follow similar functions which rise to a maximum at LETU. Otherwise, the overall symmetry of the LET–RBE curves with increasing dose would be broken: for example, if LETU would be different for α and β, the LETU would be observed to change with dose, which is not the case.

Detailed Description of Model

The turnover of RBE with LET, is a well-reported phenomenon often attributed to “overkill” or wasted local dose. This process can be interpreted as increasing efficiency of cell kill in the upward phase, followed by later inefficiency. In physics terms, the number of particle trajectories crossing a cell reduces by a reciprocal function of increasing LET after the turnover point. This is necessary in order to maintain the same overall dose to a wider volume with increasing LET. At the same time, increasing LET produces greater clustering of dose deposition, but over-clustering will not necessarily lead to enhanced biological effects. In bio-physical terms, increasing LET must, initially, enhance the intrinsic radiosensitivity parameters, the increment in α far exceeding that in β (25). This is because a greater proportion of more clustered damage is non-repairable by the non-homologous end joining process, although the repair of sub-lethal damage (within the more sparsely clustered damage regions) continues, although probably with lower fidelity, and even the recombination repair mechanism may also be overwhelmed by increasingly complex lesions affecting the same sites on sister chromatids.

Ionizing radiation damage in biological systems causes a hierarchy of effects: the most commonly occurring DNA base change and single strand breaks are followed by less frequent double strand breaks, nearly all of which are repaired in the case of low LET radiation. An excess of a mixture of these forms of damage in a locality of a chromosome can lead to a chromosome break, certain types of which inevitably confers lethality. Thus, the essential lesion is the “lethal” form of chromosome break (LCB) for most forms of radiation cell death at clinical doses. The local deposition of energy that results in the maximum probability of a single LCB must represent the maximum efficiency of the system, since further energy deposition and greater DNA and chromosomal structural change in the same locality will result in no extra effect; in fact any dose deposited in excess of that required to achieve a LCB will be “wasted dose,” representing inefficiency, and is often referred to as the overkill effect.

On a local basis, with LET defined as being the energy deposited over a 1 μm section of track, this distance is appropriate for chromosomal radiation effects since it is roughly the width of a single chromosome.

Relationship between Z and LETU

The position of the turnover point can be estimated for different Z values. It is apparent from publications quoted above (15–18) that LETU increases with Z, but the effect appears to saturate (i.e., further increase in LET have diminishing returns as far as the LETU value is concerned). The Betha–Bloch equation for estimating the rate of energy loss with distance (x) traversed (dE/dx), which represents LET, contains a Z2 term in the numerator usually reflecting the charge of a fully electron stripped ion or proton. Larger Z values will also be associated with larger mass numbers and greater momentum with larger event volumes due to more complex nuclear collisions and energetic γ-ray emissions. Beyond the necessary critical dimension (be this radial or linear as a surrogate), biological killing efficiency will not increase if the event size becomes too large and physically beyond the individual chromosome. So, a saturation effect is to be expected. The smallest values of Z = 1 for a proton effectively reduces dE/dx, but the proton LETU is only 30.5 keV/μm, suggesting that lighter charged particles exert more localized effects (caused by short range low energy secondary electrons). In this respect, the proton is more efficient at causing an increment in RBE with LET [but proton LET values are quite small, e.g., a LET of only 1–8 keV/μm in typical clinical exposures (26, 27) when using scanned proton beams may cause RBEs as high as 1.8 or more (8)].

The application of a simple differential equation can represent this process. Let us assume that Z is a continuous variable and if the initial rate of change in LETU with Z is S and that this value then decreases in proportion to LETU itself, representing a saturation effect controlled by the constant k, so that

[image: image1]

which by integration of both sides and rearrangement leads to

[image: image1]

where S/k represents the maximum possible value of LETU.

Equation 2 can be normalized to the proton (Z = 1) LETU of 30.5 keV/μm found by Belli et al. (16), so that for any Z a term Z − 1 is used such that:

[image: image1]

This equation is used for data fitting purposes.

Changes in Radiosensitivities with LET

By increasing LET gradually, from the control low LET value of say clinical 4–6 MV photons (X-rays), we obtain small increases in the probability of additional LCBs; the energy deposition becomes maximally efficient (let this be represented by 100% efficiency for normalization purposes), and at higher LET values beyond LETU, the efficiency is reduced below 100% because of excess local energy deposition.

The separate relationship between αL (the low LET control α value) and αU (the value of α at the turnover point where LET = LETU) also exhibits saturation effects. In other words, the increment in α with LET show diminishing returns, since the lowermost αL values have the highest gain in α. This effect is found with fast neutrons and with charged particle data, as shown in the Section “Results” below.

For an initial slope of A and a rate constant j, the rate of change of αU with αL will fall in proportion to αU, so that

[image: image1]

which leads after integration to:

[image: image1]

The β parameter can either be modeled in a similar way but with smaller overall changes, or to simplify matters for tentative modeling purposes, it could be assumed to be invariant at low doses where β-related cell kill is small. The data of Weyrather et al. (17) show that β values rises from a control value of 0.026 Gy−2 to a maximum of 0.044 Gy−2 in V-79 cells, and likewise from 0.02 to 0.42 Gy−2 for the CHO cells (α/β value of 0.192 Gy−2 in one instance must be artifactual due to the fitting program), i.e., by up to a factor of around two, which is small compared to the maximum increments in α with LET of around 10. There is more abundant data for 64 MV fast neutrons where β undoubtedly increases (22). Although such neutron experiments will probably underestimate the maximum possible rise in α and β, since the neutron LET spectrum (and its average value) may not necessarily be close to the LETU for an ionic beam. Nevertheless, further analysis of these data, which compare neutrons with megavoltage X-rays show fits of βneu = 1.54 βx− ray or βneu 0.097 [1 − Exp (23.6 βx− ray), as will be shown below]. The experimental variation in such data is considerable and the two fitted equations were obtained after elimination of: repair deficient cells (where α > 0.6 Gy−1), or where neutron β values close to zero, or if the increment in β exceeded that in α (suggesting experimental artifact). It should be noted that αU and βU values will be higher than the maximum values obtained for fast (64 MV) neutrons, and so the neutron data cannot be used directly to determine RBE changes for ion beam data.

A similar “saturation” function, is used to link βL with βU, as given elsewhere (8):

[image: image1]

Where R = 2.5 and u = 25, which provides a modest increase in b, and is compatible with the limited data discussed already, and with a maximum ceiling value of 0.1 Gy−2 for βU.

Obtaining αH and βH values

In simple mathematical terms, a discontinuous or biphasic (efficiency followed by inefficiency) model can be used, where for LET values up to that of LETU, increasing efficiency is represented as a linear simple proportional relationship, as used by Wilkens and Oelfke for protons (6), and where the α value at any LET higher than the control and lower than the turnover value will be

[image: image1]

where αH is the α value at any particular LET value (LETx) between the control and ultimate value of LETx [which represents any LET value between the control value of LETC (where α is αL)] and LETU, where the maximum α of αU occurs.

For the initial linear portion of the relationship, there will be a uniform gradient of

[image: image1]

between the value of LETC and LETU, which fulfills the requirement for linearity in this range of LET. It follows that, for example, if LETC and LETU are 1.2 and 120 KeV/μm respectively, with αL and αU of say 0.3 and 1.3 Gy−1, then for a LETx value of 60, the process is only (1.3–0.3)/(120–1.2) × (60–1.2), which is close to being 50% efficient, and for a LETx of 90, the efficiency will be (1.3–0.3)/(120–1.2) × (90–1.2), which is close to 75% efficiency.

In this way, the efficiency of cell kill per unit dose will increase linearly with LET, leading up to maximum efficiency (defined as 100%) at LETU.

For values of LET beyond the turnover point (where LET > LETU), the additional energy transferred does not contribute to extra lethality, but is wasted. That is, the excess energy (LETx − LETU) beyond the optimal released energy is wasted. Consequently, inefficiency, expressed in energy terms by (LETx − LETU)/LETU increases. To express this in terms of efficiency, the relationship of: % efficiency = 100 − % inefficiency is used, and the αH value is then scaled between αU and αC.

Accordingly, the equation for αH for LET > LETU then changes to be:

[image: image1]

which effectively expresses the reduction in α with increasing LET. In this way, if LETx is 180 and LETU is 120, the value of αU at the turnover point of 100% efficiency will fall to 1 − (180 − 120)/180, which provides around 67% efficiency. For a LETx of 240, we obtain 1 − (240 − 120)/240, which is 50% efficient. These efficiencies are of course relative to a normalized value of 100% at the turnover point.

Similar equations are used to provide βH, by proportionate scaling between βL and βU. These are obtained by simply replacement of αL, αH, and αU by βL, βH, and βU respectively in Eqs (7) and (9).

Reduction of RBE with Dose

The reduction in RBE with reduced surviving fraction and increasing dose is obtained by the solution of the following iso-effect equation for high and low LET radiations at a dose dL and dH, for low and high LET respectively:

[image: image1]

The solution for dL is then divided dH to provide the RBE, as shown in other publications (8, 24, 25).

For clinical iso-effect calculations, the solution of the following biological effective dose (BED) equations are used for the low and high LET:

[image: image1]

where n and m are the respective numbers of fractions for the low and high LET.

The RBE parameters are replaced by LET (and the new parameters given in the sequence of equations described above) and then solved for dH. Total doses to provide the same BED can then be calculated for different numbers of fractions.

Computer programs using Mathematica (Champagne, IL, USA) software were constructed using the above equations.

Results

The relationship between Z and LETU shown in Figure 1, using pooled data for proton, helium, carbon, and neon ions (13–16), were fitted by Eq. (3).
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FIGURE 1 | Data points for relationship between Z and turnover point LET value LETU with fitted parameter values based on Eq. (3).



The Clatterbridge fast neutron data (21), show the relationship between αL (for values up to 0.8 Gy−1) and αH, and between βL and βH, are shown in Figures 2A,B, respectively. In each case, the linear and non-linear fits are not significantly different (p > 0.05), although the residuals are smallest for the non-linear equations, which also have the advantage of not extrapolating to infinitely high radiosensitivity values.
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FIGURE 2 | (A,B) Sixty-four megavolt fast neutron relationships between low and high LET radiosensitivity parameters. Linear no-intercept and non-linear least squares fits are respectively: (A) αH = 2.72αL and αH = 5.37/3.68 (1 − e−3.68αL); (B) βH = 1.57⋅βL and 2.29/23.57(1 − e−23.57 βL) using Mathematica software.



The relationship between αL and αU for various ions are shown in Figure 3, fitted to data from the literature [with data where negative β values obtained excluded]. The fitted equation is shown in the figure, but also with a least squares fit for a linear no-intercept relationship of αU = 6.47 αL (p < 0.001, R2 = 0.899) for αL values less than 0.35 Gy−1, the more radio-resistant part of the radiosensitivity spectrum.
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FIGURE 3 | Ion beam relationships between radiosensitivity parameters at low and high LET at the turnover point (αH is here αU) and fitted by the parameters shown, using Mathematica software. Error bars are not available for all data used. Reproduced with permission from Ref. (8).



Fits to Experimental RBE Data Sets

The model is superimposed to the experimental data sets, using different cell lines, of Barendsen (Figure 4) and Weyrather et al. (Figures 5A,B) and Todd (Figures 6 and 7).
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FIGURE 4 | Mono-energetic alpha particle data of Barendsen (with large points indicating 50% survival, medium sized points 10% survival, and the smallest points 5% survival, using the proposed model to provide fit lines, with black indicating use of parameters αL= 0.16 Gy−1, αU = 1.31 Gy−1, βL = 0.046 Gy−2, βU = 0.15 Gy−2 and gray using parameters αL = 0.15 Gy−1, αU= 1.35 Gy−1, βL = 0.03 Gy−2, βU = 0.08 Gy−2. The thickest lines are for 50% survival, medium lines for 10% survival, and thinnest lines for 5% survival.
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FIGURE 5 | (A,B) Model fitted data of Weyrether et al. for C ions for three different cell lines and doses, coded in the same way as for Figure 4 with respect to line thickness and surviving fraction (A) for CHO cells and (B) for V-79 cells.
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FIGURE 6 | Graphical displays of RBE and LET with unique turnover point positions for multi-ion data of Todd, assuming α= 0.14 Gy−1 and β= 0.05 Gy−2 for a dose of 1.5 Gy. From left to right the ionic elements are shown as follows, with color code and LETU (rounded to nearest integer for values over 100) in parentheses: Deuterium (red, 30.5), Helium (brown, 103), Lithium (pink, 150), Boron (blue, 200), Carbon (orange, 213), Nitrogen (green, 221), Oxygen (Black, 227), Neon (purple, 232), and Argon (gray, 237).
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FIGURE 7 | Model predictions shown with data of Todd using the new Z-based model to determine LETU and αU, βU respectively, with LQ model correction for dose. The largest sized points are for SF = 50%, the intermediate sized points are for SF = 10%, and the smallest sized points are for SF = 1%. The ions used and their LET (keV/μm) values are given respectively in parentheses. Deuterium (6.5), Helium (25), Lithium (55), Boron (165), Carbon (220), Nitrogen (300), Oxygen (385), Neon (580), and Argon (1940). Observed RBE data are printed as black points, with estimated RBE values as gray points. Starting on the left hand side the first two black points are for 250 and 50 kV X-rays respectively, followed by deuterons etc.



The data of Barendsen used mono-energetic deuterium or helium (alpha) particles in one human cell type, with highly symmetrical curves which turnover at around 110 keV/μm. In this case (see Figure 4), the model fits the data reasonably well at all levels of surviving fraction. However, since this data set exists as plotted graphical surviving fraction results without access to the original data, there is inevitable uncertainty in assessing the low and high LET α and β values, which make the RBE determination even more difficult. The plot was obtained by assessment using αL = 0.16, αU = 1.31, βL = 0.046, βU = 0.15 obtained by crude measurements of survival curves and RBE plots, each on a logarithmic and linear scales, drawn by artists and which contain displacements of many data points for convenience of display, but the data set is better fitted by αL = 0.15, αU = 1.35, βL = 0.03, βU = 0.08, as shown in Figure 4. The Barendsen data set suffers from retrospective inaccuracies in estimating parameters from diagrams in publications rather than use of the raw data, but the graphic shows the sensitivity of the model to the input parameters.

The critical dependency of each RBE limit on the ratio of α and β at low and high LET respectively, demonstrates the importance of obtaining the most accurate possible data, rather than depending on published material which does not contain precise surviving fraction outcomes. The Barendsen data set also suggests a higher value of LETU for alpha particles than obtained above using the formula based on Z in pooled data, at around 127 instead of 103 keV/μm; also the αU is predicted to be 1.18 Gy−1 by Eq. (3). This illustrates the uniqueness of each data set and the distorting effect of pooling of data from different laboratories using different cell systems etc.

The important carbon ion data of Weyrather et al. (17), from GSI, which covers a broader range of LET values, shows an apparently constant turnover point for different cell types and surviving fractions (Figures 5A,B). The data are published with the LQ radiosensitivities, although the ions have a small variation in their LET spectrum (with a maximum spread of less than 5% for the highest LET values which reduces further with decreasing LET). So, it is unlikely that energy and LET spread contribute to the deviations from the modeled curves seen at lower LET values. The RBE values found at low LET values seem higher than expected, possibly due to biological sample variation, especially since irradiations were performed using two different accelerator systems (for LET values above and below 100 keV/μm) in different laboratories and presumably at different times. These data, although very informative, inevitably contain greater heterogeneity than the data of Barendsen, and the data are less well fitted. Another more stochastic approach is to use a Poisson function, which will be presented in a further publication.

In the case of Todd’s multi-ion data (24), a range of different mono-energetic ions were used (protons, deuterium, helium, lithium, boron, carbon, nitrogen, oxygen, neon, and argon), which implies that there will be at least nine different curves, one for each Z value, and each with unique turnover points. Such heterogeneous data were fitted surprisingly well by allocating a unique turnover point for each ion species, before estimation of the RBE, as shown in Figure 6, followed by the RBE estimations for each ionic species in Figure 7.

Clinical Radiobiology

It is possible to tentatively assess changes in total dose required for different fractionation schedules using protons, helium, and carbon ions, as shown in Figures 8A–C. The variations in LET are representative of the wide expected clinical ranges for non-Bragg peak regions and spread out Bragg peaks of different sizes and for scanned beams. It should be noted that the changes in total dose required with number of fractions (and consequently dose per fraction) are remarkably similar for the respective LET ranges used. This indicates the importance of LET mapping as well as dose mapping in the clinic, since RBEs and consequently changes in total dose with fractionation can be the same for a wide range of ions, as determined by their Z value and LET.
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FIGURE 8 | (A-C) Plots of total iso-effective dose versus number of fractions for the given iso-effect and α/β ratio. (A) Protons, (B) Helium ions, (C) Carbon ions.



Discussion

Simple differential equations which model saturation effects are commonly used in the physical sciences and in biology, with notable examples in pharmacokinetics. Saturation in the radiation context applies to the relationship between the effective event size and the bio-target. Maximum efficiency represents the maximum cell killing effect caused by locally absorbed energy, which differs from the energy released, some of which may be wasted by causing more local damage than is necessary to cause lethality, or is dissipated over a wider than necessary critical volume.

The new model offers a relatively simpler semi-empirical mathematical method for assessing changes in RBE with LET than has previously been available and provides a second order approximation. It can be more easily understood and used by clinicians, biologists, and others, without recourse to more complex mathematics. Also, the two saturation-based assumptions made, in comparison, are fewer than the assumptions required in other RBE models. For highly controlled and relatively homogenous data sets, this deterministic approach provides reasonable estimates of RBE. For protons, a variant of this approach has been published recently (8). The model depends on the assumptions of the LQ model where α and β are high level parameters, being ultimate coefficients of radiation induced cell death, rather than basic components of radiation effect such as DNA strand breaks etc.

The model is not intended to supplant existing models of RBE, but to be complementary. It would be highly advantageous in clinical practice if more than one model could be used, with clinical decisions allowed to proceed if at least two are in reasonable agreement. Thus, the LEM, MKM, and variants of the Katz models should continue to be used, and compared with the new model.

Improved input data would undoubtedly further improve the accuracy of the model. Rather than attempt to fit historical data, which are limited in terms of accurate determination of “maximum efficiency” turnover points, it would be better to conduct rigorous experiments to test hypotheses connected with the above models, such as the relationship of the initial slope to more precise estimates of the turnover point position (LETU) in different ions. This also requires a further stochastic interpretation necessary to match a range of LET values as would be encountered in many clinical beams. There is ample scope for research in this respect.

Some authors have emphasized the inverse association between low LET α/β and the final RBE (7, 13). This follows since α/β reflects repair capacity and intrinsic radiosensitivities, and is valid more at low doses. From the definitions of RBEmax and RBEmin, it is easy to show that the former will be inversely related to related to (α/β)L, but the latter directly proportional to the square root of (α/β)L (21, 28). The former assumption can be used for low dose per fraction treatments, where RBEmax dominates the RBE. The need to include changes in β with LET is necessary for estimations of RBE at higher doses, and where α/β is small as in human late tissue effects. The new model also preserves the overall symmetry of the curves at increasing dose. Accurate estimation of β from cell survival curves, especially when α values are large, are notoriously difficult to achieve. Our knowledge of how β changes with increasing LET is less well documented than for the larger and easier to measure changes in α with increasing LET. Only by meticulously conducted large scaled experiments, with greater than usual numbers of cell survival experiments, can these parameters be estimated to greater and sufficient accuracy.

Since neutrons are uncharged, they do not fall easily into this model, although the main products of neutron interactions such as recoil protons and other ions do, such that a spectrum of LET values will result, which in principle could be translated into RBE using the modeling described in this report. Again this would require further specific study.

There is considerable scope for the application of simpler RBE predictive models. Ideally prospective experiments should be performed with specific attention to LET–RBE turnover point position for different ions, the initial slope of the increment in RBE and the maximum value of α and β relative to their low LET values. These need to be determined for extensive in vitro libraries of human cell lines and, if confirmed, extended to more complex in vivo experiments. A single international center would be ideal for this purpose, as has already been proposed at CERN (29, 30). There, it might be possible to create a new extensive data base for LET–RBE relationships, and to re-confirm or refute the basic RBE principles listed on p. 3. Of special concern are the slopes of the relationship, and improved accuracy for key LETU parameter, using multiple ion species in an appropriate panel of human cell lines, and to a much higher degree of accuracy than previously obtained. In this way, the data shown in Figures 1 and 3 could be enhanced by experiments on multiple ion species. Also, the results of all available models should be compared in such a single laboratory.

Such a project must be regarded as “essential science” for informing clinical practice, so that the best outcomes from particle therapy may in the future be fully, rather than partially, realized. Many practical enigmas remain within particle therapy (8, 31).

It is noteworthy for medical scientists to realize that in the first 6 weeks of the experiments that lead to the discovery of the theoretically predicted Higgs Boson, the entire laws of particle physics were not only re-confirmed, but to a much higher level of accuracy than previously achieved. Similar goals must be attempted in radiobiology, although over a longer time frame. This would provide the tools for greater predictive accuracy to particle radiotherapy, to improve its efficacy, as well as provide enhanced knowledge for human radiation protection, including astrobiology.
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A corrigendum on

A Simpler Energy Transfer Efficiency Model to Predict Relative Biological Effect for Protons and Heavier Ions
by Jones B. Front Oncol (2015) 5:184. doi: 10.3389/fonc.2015.00184

An error was caused by inaccurate transcription of one equation from the computer programmes in the above paper (1). On page 4 of the above article, in the paragraph before Eq. 9, the biological ‘inefficiency’ should be expressed by (LETx − LETU)/(LETx − LETC), that is the local energy deposition (LETx) in excess of the maximum efficiency energy deposition (LETU), divided by the local energy deposition that exceeds that imparted by the control radiation (LETC).

This means that Eq. 9 should be modified to be:
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The author apologises for this error, although is pleased to state that the graphical displays were all achieved using the correct equation as given above.
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A biophysical model of radiation-induced cell death and chromosome aberrations [called BIophysical ANalysis of Cell death and chromosome Aberrations (BIANCA)] was further developed and applied to therapeutic protons. The model assumes a pivotal role of DNA cluster damage, which can lead to clonogenic cell death following three main steps: (i) a DNA “cluster lesion” (CL) produces two independent chromosome fragments; (ii) fragment mis-rejoining within a threshold distance d gives rise to chromosome aberrations; (iii) certain aberration types (dicentrics, rings, and large deletions) lead to clonogenic inactivation. The yield of CLs and the probability, f, that a chromosome fragment remains un-rejoined even if other fragment(s) are present within d, were adjustable parameters. The model, implemented as a MC code providing simulated dose–responses directly comparable with experimental data, was applied to pristine and modulated Bragg peaks of the proton beam used to treat eye melanoma at INFN-LNS in Catania, Italy. Experimental survival curves for AG01522 cells exposed to the Catania beam were reproduced, supporting the model assumptions. Furthermore, cell death and chromosome aberrations at different depths along a spread-out Bragg peak (SOBP) dose profile were predicted. Both endpoints showed an increase along the plateau, and high levels of damage were found also beyond the distal dose fall-off, due to low-energy protons. Cell death and chromosome aberrations were also predicted for V79 cells, in the same irradiation scenario as that used for AG01522 cells. In line with other studies, this work indicated that assuming a constant relative biological effectiveness (RBE) along a proton SOBP may be sub-optimal. Furthermore, it provided qualitative and quantitative evaluations of the dependence of the beam effectiveness on the considered endpoint and dose. More generally, this work represents an example of therapeutic beam characterization avoiding the use of experimental RBE values, which can be source of uncertainties.
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INTRODUCTION

According to the Particle Therapy Co-operative Group1, 49 proton therapy centers were operating and 32 were under construction in June 2015. The rationale of using protons instead of conventional radiotherapy relies on the ability of these particles to reduce the dose to normal tissues, thanks to the dose localization in the (spread-out) Bragg peak (SOBP) (1). In addition to different types of tumors, protons can also be used to treat non-cancer diseases, such as arteriovenous malformations (2).

Protons are usually considered low-LET radiation, and a constant relative biological effectiveness (RBE) of 1.1, mainly derived from animal experiments, is generally applied in the clinical practice. However, both in vitro and in vivo studies indicate that proton effectiveness increases with decreasing energy, which is increasing LET. This implies an increase of effectiveness with depth along the SOBP, as well as an extension of the biologically effective range. In vivo, the average RBE at mid-SOBP is ~1.1, ranging from 0.7 to 1.6 (3); in vitro data on clonogenic cell survival indicate an average value at mid-SOBP of ~1.2, ranging from 0.9 to 2.1 (3). Furthermore, the RBE depends not only on the particle energy but also on many other factors, including dose, dose-rate, cell type, and biological endpoint. For instance, both in vitro and in vivo data show a significant RBE increase for lower fractional doses [e.g., Ref. (4, 5)], especially for cells and tissues with low α/β ratio (6). This may be one of the reasons why in vivo experiments, most of which have been performed at higher doses, suggest lower RBE values with respect to in vitro studies. It should also be considered that, although the main endpoint of interest for tumor cells is cell death, other endpoints (e.g., mutations, non-lethal chromosome aberrations, etc.) might be relevant for normal tissues.

Although clinical results do not indicate that the use of a constant RBE is incorrect, no trials specifically targeted RBE variations; moreover, tighter treatment margins may increase the importance of taking into account such variations (7). Applying a constant RBE of 1.1 may lead to an underestimation of the damage to normal tissues, especially for treatments involving organs at risk just beyond the tumor, such as the retina for eye tumors and the heart for (left) breast tumors, which are becoming a major application of protontherapy [e.g., Ref. (8)]. On the other side, the currently available RBE data might be insufficient to support a change in clinical practice (7). Incorporating variations in biological effectiveness without directly considering the RBE may be an alternative strategy. For instance, it has been suggested that LET distributions in the patient can be used to guide treatment plan optimization (9).

In this framework, a biophysical model of radiation-induced cell death and chromosome aberrations called BIophysical ANalysis of Cell death and chromosome Aberrations (BIANCA) (10–13) was developed at the University of Pavia and INFN-Pavia, Italy. The model, which in the last few years has been tested against in vitro cell survival data and has been applied in the framework of Boron Neutron Capture Therapy (14), assumes that DNA cluster damage can lead to chromosome aberrations and that some aberration types lead to clonogenic cell death. This approach allows calculating cell survival without relying on the concept of RBE. Furthermore, the capability of the model to calculate the induction of different chromosome aberration types, in addition to cell death, makes it suitable for applications in the framework of normal tissue damage evaluation, since some chromosome aberrations are known to be related to the risk to normal tissues (15). In the present work, after comparing simulated dose–response curves for chromosome aberrations with experimental data taken from the literature, the model was applied to the 62-MeV proton beam used to treat ocular melanoma at the CATANA facility of INFN-LNS in Catania, Italy (16). Experimental survival curves taken from the literature (17) for AG01522 cells exposed to pristine and SOBPs from the CATANA beam were reproduced, and cell death and chromosome aberrations were calculated for different depth positions along a SOBP. Finally, cell death and chromosome aberrations were predicted for another cell line (V79) exposed to the same dose profile used for AG01522 cells.

MATERIALS AND METHODS

Model Assumptions

The BIANCA model is based on the following assumptions: (1) radiation induces DNA “cluster lesions” (CLs), and each CL gives rise to two independent chromosome fragments; (2) two chromosome fragments can undergo rejoining only if their initial distance is smaller than a threshold distance d, leading to chromosome aberrations in case of mis-rejoining (accidental un-rejoining is allowed); and (3) dicentrics, rings, and large deletions lead to clonogenic cell death.

A characterization of the “critical” DNA damage(s), which is damage type(s) that can lead to important endpoints such as chromosome aberrations and cell death, is still an open question in radiobiology. Therefore, we chose not to provide a definition for the quantity “CL,” leaving the mean number of CLs per unit radiation dose and per unit DNA mass (that is, the mean number of CLs per Gy and per Dalton, which can be easily converted into CLs per Gy and per cell) as an adjustable parameter. In a previous work (13), CL yields for different radiation qualities showed good agreement with yields of kilo-base-pair (kbp) DNA fragments, suggesting that DSB clusters at the kbp scale, possibly in addition to other levels of clustering, may play a relevant role.

Assumption (2) reflects the fact that fragment rejoining is thought to be distance dependent. The adoption of a step function, rather than a continuously decreasing function, implicitly takes into account the existence in the cell nucleus of repair centers, where DSBs should migrate for repair. For instance, 1–2 μm DSB migration distances have been estimated for MCF10A epithelial cells (18). In previous works [e.g., Ref. (13)], where the threshold distance d was considered as an adjustable parameter, a d value of 5 μm led to good agreement with experimental survival curves for AG1522 human fibroblasts and V79 hamster fibroblasts exposed to different radiation qualities. However, this value seems to be larger than most estimations available in the literature. In the present work, a different approach was adopted, setting the value of d equal to the mean distance between two adjacent chromosome territories (which resulted to be 3.0 μm for AG cells and 3.6 μm for V79 cells), basing on the idea that repair mainly takes place in small channels separating adjacent chromosome domains (19). The expression “chromosome territories” refers to distinct regions of the cell nucleus, with negligible reciprocal overlapping, where the various chromosomes are localized during interphase, that is most of the cell cycle. According to this approach, d is no more an adjustable parameter, but is fixed a priori basing on the specific features of the considered cell nucleus (i.e., nucleus shape and dimensions and number of chromosomes).

In previous works, a chromosome fragment having at least one potential partner for rejoining (that is, at least another fragment within the threshold distance d) was assumed to undergo rejoining with 100% probability. On the contrary in the present work, we considered a more realistic scenario where a fragment, even if one or more potential “partners” are available within d, has a given probability f of remaining un-rejoined. This assumption is consistent with studies indicating that a certain fraction of exchange-type chromosome aberrations are “incomplete,” i.e., not all the involved chromosome fragments are finally rejoined [e.g., Ref. (20–22)]. The observed probability of unrejoining tends to be cell-line-dependent, since in general radiosensitive cells show higher frequencies of deletions with respect to normal or radioresistant cells. For instance, in ataxia-telangiectasia (A-T) cells exposed to X-rays, the fraction of un-rejoined breaks was five to six times higher than that for normal fibroblasts (23). Concerning a possible dependence on radiation quality, contradicting results can be found in the literature. While some works report an increase of incomplete exchanges with LET [e.g., Ref. (21)], others do not indicate a LET-dependence [e.g., Ref. (20, 22)]. For the sake of simplicity, in the present work we assumed that, for a given cell line, the value of f was cell line dependent but LET independent.

Assumption (3) derives from the relationship between chromosome aberrations and cell death shown by many works available in the literature. In particular, for AG1522 fibroblasts exposed to X-rays, Cornforth and Bedford (24) found a one-to-one relationship between the mean number per cell of “Lethal Aberrations” (defined as dicentrics plus rings plus deletions visible in Giemsa) and –lnS, where S is the fraction of surviving cells. According to another work, an analogous relationship may hold for V79 cells as well (25).

Dose–Response Simulations

Like in previous works, AG1522 cell nuclei were modeled as cylinders with elliptical base (height: 4 μm; major axis: 20 μm; minor axis: 10 μm), and V79 cell nuclei were modeled as cylinders with circular base (height and radius: 6 μm). A discussion on these choices can be found in Carante et al. (13). Each interphase chromosome territory was represented as the union of adjacent cubic voxels of 0.2 μm side to obtain chromosome territories with volume proportional to their DNA content. The various territories were simultaneously constructed step-by-step, with the first step consisting of random selection of a “starting voxel” for each chromosome territory. In each of the subsequent steps, a new voxel was assigned to each territory; the new voxel was randomly selected among the six closest neighbors of the voxel that was assigned to that territory in the preceding step. After constructing the various chromosome territories, each of the voxels assigned to a given territory was associated with one of the two chromosome arms, applying a probability proportional to the arm DNA content.

To simulate the exposure to a given dose of X-rays, a CL yield (mean number of CLs per Gy and per cell) was multiplied by that dose to obtain the mean number of CLs per cell. For each cell, which is for each run of the code, an “actual” number of CLs was then extracted from a Poisson distribution, and those CLs were distributed within the nucleus volume uniformly, since X-rays are sparsely ionizing radiation. For protons, the simulation for a given dose started calculating the mean number of (primary) particles traversing the cell nucleus, with direction parallel to the axis of the cylinder representing the nucleus. Such mean number was calculated by n = S × D/(0.16 × L), where S is the nucleus cross-sectional area in square micrometer, D is the absorbed dose in Gy, L is the radiation LET in keV/μm, and 0.16 is a factor coming from the conversion between eVs and Joules. For each cell, an “actual” number of nucleus traversals was then extracted from a Poisson distribution having mean value n, and for each traversal an entrance point in the nucleus was randomly selected. The mean number of CLs per nucleus traversal was then calculated multiplying the nucleus traversal length (in micrometer) by the mean number of CLs per micrometer. The latter was obtained by CL/μm = 0.16 × (CL⋅Gy−1⋅cell−1) × L/V, where V is the cell nucleus volume in cubic micrometer, L is the radiation LET in keV/μm, and 0.16 is the conversion factor mentioned above. For each nucleus traversal, an “actual” number of CLs was extracted from a Poisson distribution, and these CLs were uniformly distributed along the segment representing that traversal.

The subsequent simulation steps consisted of the following: identification of the chromosome and the chromosome-arm that was hit by each CL; rejoining of chromosome fragments within the threshold distance d; scoring of lethal aberrations (dicentrics, rings and deletions visible in Giemsa); and calculation of the corresponding surviving fraction. Chromosome fragments having a DNA content smaller than 3 Mega-base-pairs (Mbp) were assumed as not visible in metaphase, as reported by Cornforth and Bedford (24). A discussion on the role of this value can be found in Carante et al. (13). For each dose, the code was run 10,000 times, allowing to obtain a relative error smaller than 2%. The repetition for different doses provided simulated dose–response curves for chromosome aberrations or cell survival, directly comparable with experimental data.

RESULTS AND DISCUSSION

Chromosome Aberrations

According to the approach adopted in the current version of the model, (clonogenic) cell death depends on chromosome aberrations, in particular the so-called “lethal aberrations” (dicentrics, rings, and deletions). Comparisons between calculated and experimental yields of different chromosome aberration types have been published in previous works [e.g., Ref. (12, 26–29)]. However, new comparisons were performed following the introduction of some modifications: in the present work, as mentioned above, the threshold distance for chromosome fragment rejoining, d, was fixed as the mean distance between two adjacent chromosome territories, and a chromosome fragment was allowed to remain un-rejoined (with probability f) also when possible “partners” were present within d.

A detailed and systematic discussion on this issue is beyond the scope of the present work, and will be object of a separate paper. As an example, Figure 1 shows dose–response curves for dicentrics, rings, and deletions (both separately and summed up to give total aberrations) induced in AG1522 cells exposed to X-rays. The lines are simulation outcomes, the points are experimental data taken from the literature (24). The error bars associated with the experimental points, which represent 95% confidence about means as reported in Ref. (24), were calculated from the aberration yields and the number of analyzed cells reported in table 2 of the experimental paper. Both for dicentrics and rings, the calculated aberration yields were within the experimental errors, with the only exception of dicentrics at 6 Gy. Incidentally, the capability of reproducing separately the yields of dicentrics and rings supports the assumption adopted for d, since higher d values overestimated the ratio of dicentrics to rings (the so-called “F-ratio”), whereas lower d values underestimated the F-ratio (results not shown). Concerning deletions, the question seems more qualitative than quantitative: while the simulated response is basically linear, the experimental response shows a non-negligible quadratic component. This can be explained considering that in the simulations most deletions were “terminal deletions,” which being due to a single chromosome break involve a single-particle mechanism proportional to dose, whereas most experimental deletions were of the “interstitial” type, which requiring two chromosome breaks (also) involves a two-particle mechanism proportional to the square of dose. The observation of so many interstitial deletions following exposure to X-rays, which are sparsely ionizing radiation, is not easy to explain. One possible reason might be related to the particular experimental protocol, according to which the cells were sub-cultured for 24 h after irradiation.
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FIGURE 1 | Yields (mean number per cell) of different aberration types (dicentrics, rings, and deletions, as well as total lethal aberrations) in AG1522 primary normal human fibroblasts exposed to different doses of X-rays. The lines are simulation outcomes, the points are experimental data taken from Cornforth and Bedford (24).



The curves reported in Figure 1 were obtained with a f value of ~0.2, and a CL yield of ~1.3 CL Gy−1⋅cell−1. This value is lower than the value used to reproduce total aberration yields in previous works [e.g., Ref. (12)] where parameter f was not introduced, which means f = 0. This can be explained considering that in the present work, where a chromosome fragment is allowed to remain un-rejoined also in presence of potential partners within the threshold distance, the yield of deletions – and thus of total aberrations – increased, implying that a lower CL yield was sufficient to get the same yield of total aberrations. Although it was possible to reproduce the yields of total aberrations also assuming that f = 0 (12), at most doses the yields of deletions were underestimated by a factor ~2, and the yields of dicentrics were overestimated, again by a factor ~2. On the contrary, as shown in Figure 1, the introduction of a f value higher than 0 allowed obtaining a good agreement not only with total aberrations as a whole (upper curve) but also with dicentrics, rings, and deletions considered separately (three lower curves). A determination of the “best” f value was beyond the scope of the present work. However, it is worth reporting that attempting to reproduce the (experimental) yields of total aberrations with lower f values (and higher CL yields) led to an underestimation of deletions associated with an overestimation of dicentrics, whereas higher f values (with lower CL yields) led to an overestimation of deletions associated with an underestimation of dicentrics (results not shown).

Survival Curves

The model was then applied to cell survival, focusing on protons due to their wide use in hadron therapy. The first step of the work consisted of reproducing experimental survival curves obtained with the 62-MeV proton beam available at the CATANA ocular melanoma facility of INFN-LNS in Catania, Italy (16, 17). In that experiment (17), AG01522 primary normal human fibroblasts were exposed to six pristine Bragg peaks (with minimum and maximum water-equivalent depth of 1.7 and 30.7 mm, respectively) and at six depth positions along a SOBP (with minimum and maximum water-equivalent depth of 1.5 and 31.2 mm, respectively). After irradiation, the cells were immediately trypsinized, counted, seeded, and incubated to allow for macroscopic colony formation; colonies consisting of at least 50 cells were scored as viable. Further details can be found in the original paper (17).

Figure 2 reports simulated survival curves for the six pristine peaks (corresponding to the following LET values: 1.1, 4.0, 7.0, 11.9, 18.0, and 22.6 keV/μm), together with the experimental data for comparison and their error bars, which represent one SD. Raw numbers were obtained from the authors of the experimental work. All simulations were performed adopting the same value of f used to calculate chromosome aberrations in AG human fibroblasts, which is 0.2. On the contrary, the yield of CLs, which depends on radiation quality, was adjusted separately for each curve. The curves reported in Figure 2 were obtained using CL yields in the range ~4.1–8.0 CL Gy−1⋅cell−1, increasing with the radiation LET. The increase with LET is consistent with the clustering nature of CLs [e.g., Ref. (28, 30)]. Analogous to chromosome aberrations, the CL yields used to obtain the curves shown in Figure 2 were (slightly) lower with respect to those used in previous works. Again, this is related to the introduction of parameter f, which implying higher yields of lethal aberrations, also implies lower survival levels; as a consequence, a lower CL yield was sufficient to get the same survival curve for a given radiation quality. In general, the simulation outcomes showed satisfactory agreement with the experimental data. In some cases, typically for curves corresponding to higher LET values, there was a tendency to underestimate the experimental survival at the highest considered dose, which was 3 Gy. This issue is under investigation. More specifically, for 1.1 and 4.0 keV/μm the value of the reduced chi-square was around 1. Higher values were found for the other four curves, mainly due to the point at 3 Gy; however, at least in two cases (7.0 and 22.6 keV/μm), the simulations were close to the fit performed by the authors, since the relative difference between calculated and fitted survival was smaller than 20%.
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FIGURE 2 | Cell survival curves for AG01522 primary normal human fibroblasts exposed to six pristine proton Bragg peaks (corresponding to the following LET values: 1.1, 4.0, 7.0, 11.9, 18.0, and 22.6 keV/μm). The lines are simulation outcomes, the points are experimental data taken from Chaudhary et al. (17).



In Figure 3, simulated survival curves are compared with the experimental data obtained by Chaudhary et al. at the six depth positions along the SOBP, corresponding to the following dose-averaged LET values: 1.2, 2.6, 4.5, 13.4, 21.7, and 25.9 keV/μm. Again, all simulations were performed without changing the value of f, whereas the CL yield was adjusted separately for each radiation quality, that is for each curve. Despite a tendency to underestimate the experimental survival at high doses, already mentioned for the pristine peaks, CL yields in the range ~3.7–6.4 CL Gy−1⋅cell−1, increasing with LET, led to a satisfactory agreement with the experimental curves. Analogous to the results for the pristine peaks, also for the spread-out peak the agreement between simulations and experiments was particularly good for the lower LET curves, since a reduced chi-square around 1 was obtained for 1.2, 2.6, and 4.5 keV/μm. Higher (reduced) chi-square values were found for 13.4, 21.7, and 25.9 keV/μm, mainly due to the points at the highest doses (3 and 4 Gy). However, with the only exception of the point at 3 Gy for the 21.7 keV/μm curve, the relative difference between calculated and fitted survival was not larger than 20%. It is also worth mentioning that, since the higher LET values refer to the descending part of the SOBP, where the doses are lower, the underestimation of the experimental survival at high doses of higher LET did not lead to important consequences on the predictions of cell killing and chromosome aberrations along the SOBP dose profile that will be shown in Figures 4–9.
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FIGURE 3 | Cell survival curves for AG01522 primary normal human fibroblasts irradiated at six depth positions along a proton SOBP (corresponding to the following dose-averaged LET values: 1.2, 2.6, 4.5, 13.4, 21.7, and 25.9 keV/μm). The lines are simulation outcomes, the points are experimental data taken from Chaudhary et al. (17).
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FIGURE 4 | Calculated fraction of inactivated cells (blue symbols) and calculated mean number of dicentrics per cell (green symbols) at different depths of the SOBP dose profile reported in Chaudhary et al. (17), which is also shown in the figure (red symbols). Each quantity was normalized with respect to the proximal position. The lines are simply guides for the eye.



Interestingly, the CL yields used for the curves reported in Figure 3 were lower than the CL yields used for the pristine peaks (Figure 2). This is consistent with the higher RBE observed in the experimental work for the pristine peaks with respect to the SOBP (17), and may be related to the fact that a SOBP consists of a mixed radiation field that can only be associated with an average LET, rather than a single LET value. This issue has been discussed for carbon beams by Belli et al. (31), who suggested that these differences between SOBP and monoenergetic beams may also depend on the specific cell line, in addition to the ion type. More specifically, according to these authors, a systematic deviation may be related to the averaging procedures in the presence of a LET distribution along the SOBP. Moreover, if this distribution is large enough to include high-LET values falling close to or beyond the RBE maximum, the so-called “overkilling effect” might result in a further decrease in biological effectiveness (31).

Applications for Protontherapy

After reproducing the survival curves reported in Chaudhary et al. (17) for the pristine peaks and the various SOBP positions, the model was applied to investigate the depth- and dose dependence of the beam effectiveness along the SOBP, in terms of both cell death and chromosome aberrations. For different depths in water of the SOBP dose profile reported in Chaudhary et al. (17), Figures 4 and 5 report the relative fraction of inactivated cells and the relative yield of dicentrics, assuming a dose of 2 Gy in the plateau region. The term “relative” means that each quantity was normalized with respect to the proximal point. For the six depth positions considered in the experimental work (i.e., 1.52, 19.22, 24.28, 30.14, 30.82, and 31.22 mm), the cell killing calculations did not add substantial information with respect to the experimental work. However, the model allowed predicting the fraction of surviving cells also for other positions, with focus on the dose fall-off region that can be critical for normal tissue damage (see Figure 5). Moreover, the model provided predictions of chromosome aberrations, which were not investigated in Chaudhary et al. (17). This information may be useful in the framework of normal tissue damage evaluation, since certain types of chromosome aberrations (typically, reciprocal translocations) are known to be related to cell conversion to malignancy (15). For this reason, dicentric yields were shown in Figures 4 and 5: dicentric yields are thought to be not significantly different than the yields of reciprocal translocations, which are the symmetrical counterpart of dicentrics among inter-chromosomal simple exchanges.
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FIGURE 5 | Distal and fall-off region of the SOBP shown in Figure 4.



Consistent with the experimental data reported in Chaudhary et al. (17) and with other works available in the literature [e.g., Ref. (4, 32, 33)], the beam effectiveness – both for cell death and for chromosome aberrations – was found to increase with depth along the plateau, and high levels of biological damage were also found beyond the distal fall-off. For instance at ~31 mm in water, where the physical dose was about 40% of the proximal dose, the fraction of inactivated cells was almost 80% of the fraction of inactivated cell at the proximal position. This can be explained taking into account that, as protons slow down, their LET increases leading to a higher biological effectiveness. Furthermore, the (relative) increase in chromosome aberrations with increasing depth along the plateau was more pronounced with respect to cell killing: while cell killing increased by a factor ~1.1, the yield of dicentrics (and, thus, reciprocal translocations) in the distal position was more than 1.4 times higher with respect to the proximal position. This is an example of dependence of biological effectiveness on the considered endpoint.

Predictions of cell death and chromosome aberrations were also performed assuming different plateau doses. Figures 6 and 7 report predictions for the fraction of inactivated cells (Figure 6) and the mean number of dicentrics per cell (Figure 7) at different depths of the SOBP, assuming a plateau dose of 1 or 4 Gy. For comparison, the figure also reports the results for 2 Gy. Again, the results were normalized with respect to the proximal position.
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FIGURE 6 | Predicted fraction of inactivated cells at different depths along the SOBP, assuming a plateau dose of 1 Gy (green symbols), 2 Gy (blue symbols), or 4 Gy (red symbols). Each quantity was normalized with respect to the proximal position. The lines are simply guides for the eye.
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FIGURE 7 | Predicted mean number of dicentrics per cell at different depths along the SOBP, assuming a plateau dose of 1 Gy (green symbols), 2 Gy (blue symbols), or 4 Gy (red symbols). Each quantity was normalized with respect to the proximal position; the lines are simply guides for the eye.



Increasing the physical dose (from 2 to 4 Gy) reduced the increase in biological effectiveness along the plateau, whereas decreasing the dose (from 2 to 1 Gy) led to an even more pronounced increase in effectiveness. This is consistent with the well-known dose-dependence of RBE, which tends to be higher at lower doses and vice versa. However, while for cell death, the highest considered dose (4 Gy) led to an almost flat biological effectiveness along the plateau; for chromosome aberrations, even that dose implied an increase in effectiveness.

To compare the effectiveness of protons with that of X-rays, the ratio between the level of effect (cell death or chromosome aberrations) induced by a given dose of protons and the level of effect induced by the same dose of X-rays was also investigated for different positions along the SOBP dose profile. Although this quantity has not the same meaning as the RBE, which is defined as the iso-effect ratio between the X-ray dose and the proton dose, both these ratios reflect variations in biological effectiveness. Figure 8 reports, for different depths along the SOBP dose profile assuming a plateau dose of 2 Gy, the calculated ratio between proton-induced cell death (i.e., fraction of inactivated cells) and cell death induced by the same dose of X-rays. This ratio will be called RI, where “I” means “inactivation.” The figure also reports the ratio between the yield of lethal aberrations (i.e., mean number of lethal aberrations per cell) induced by protons and the yield of lethal aberrations induced by the same dose of X-rays, which will be called RLA, as well as the ratio between the yield of dicentrics induced by protons and the yield of dicentrics induced by the same dose of X-rays, which will be called RDIC.


[image: image1]

FIGURE 8 | RI (ratio between proton-induced and X-ray-induced cell inactivation after the same dose, blue symbols), RLA (ratio between proton-induced and X-ray-induced lethal aberrations after the same dose, red symbols), and RDIC (ratio between proton-induced and X-ray-induced dicentrics after the same dose, green symbols) calculated at different depths of the SOBP dose profile used in Chaudhary et al. (17), assuming a plateau dose of 2 Gy. The lines are simply guides for the eye.



As expected, all these ratios increased with depth due to the increase in proton LET. However, their depth dependence showed different features. In particular, RDIC (ratio between proton- and X-ray dicentrics) increased up to more than 3.5, whereas RLA (ratio between proton- and X-ray lethal aberrations) and RI (ratio between proton- and X-ray cell inactivation) increased up to about 2. Again, this is an example of different effectiveness when different endpoints – even different types of chromosome aberrations – are considered. The fact that dicentrics, considered as representative of reciprocal translocations, showed a more pronounced increase with respect to lethal aberrations and cell death may have implications in the evaluation of the risk to normal tissues.

In Figure 9, the same quantities reported in Figure 8, that is RI, RLA, and RDIC, are plotted as a function of the (dose-averaged) LET, rather than as a function of depth. With the exception of the two points at the lowest LET, this revealed a basically linear increase of RLA with LET. Therefore, at least for LET values in the range ~5–25 keV/μm, additional RLA values (where “additional” means in correspondence of additional LET values and, thus, additional depth positions, with respect to those considered in Figures 8 and 9) may be derived by linear interpolation. If the yield of lethal aberrations induced by the same dose of X-rays is known (for instance, from experiments), RLA would then provide the yield of lethal aberrations induced by protons (LAp). According to our model, LAp would then allow calculating proton cell survival for these additional depth positions.
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FIGURE 9 | RI (ratio between proton-induced and X-ray-induced cell inactivation after the same dose, blue symbols), RLA (ratio between proton-induced and X-ray-induced lethal aberrations after the same dose, red symbols), and RDIC (ratio between proton-induced and X-ray-induced dicentrics after the same dose, green symbols) for the (dose-averaged) LET values corresponding to the depth positions considered in Figure 8. The lines are simply guides for the eye.



After considering AG human fibroblasts, the model was applied to V79 hamster fibroblasts, which are rather radio-resistant and are widely used in the characterization of hadron therapy beams. The final goal consisted of predicting cell death and chromosome aberrations for V79 cells along the SOBP dose profile used in Chaudhary et al. (17) to irradiate AG01522 cells. As a preliminary step, to adjust the model parameters before performing such predictions, experimental survival curves taken from the literature for V79 cells exposed to different monoenergetic proton beams, as well as X-rays as a reference (32, 34), were reproduced. Figure 10 reports calculated survival curves for X-rays and four monoenergetic proton beams (with LET values in the range 7.7–27.6 keV/μm), together with experimental data taken from Ref. (32, 34). All the curves reported in Figure 10 were obtained with f ≈ 0.1. The difference with respect to the value used for AG cells, which was ~0.2, may be related to the different repair features of these two cell lines. More specifically, AG cells are likely to possess a less efficient repair machinery, implying higher levels of un-rejoined chromosome fragments and, thus, higher f values.
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FIGURE 10 | Survival curves for V79 cells exposed to four monoenergetic proton beams (LET: 7.7, 11.0, 17.8, and 27.6 keV/μm), as well as X-rays as a reference. The lines are simulation outcomes, the points are experimental data taken from the literature: (32) for X-rays, 7.7 keV/μm protons and 11.0 keV/μm protons; (34) for X-rays, 17.8 keV/μm protons, and 27.6 keV/μm protons.



Like for AG01522 cells, also for V79 cells the yield of CLs was adjusted separately for each radiation quality, that is for each curve. The X-ray curve reported in Figure 10 was obtained using a CL yield of 1.5 CL Gy−1⋅cell−1, whereas the four proton curves were obtained with CL yields in the range ~2.0–3.2 CL⋅Gy−1⋅cell−1, increasing with LET. With these values, the general agreement between the simulation outcomes and the experimental data reported in Ref. (32, 34) was satisfactory. More specifically, for the curve at the lowest LET (7.7 keV/μm), the value of the reduced chi-square was 1.8. Higher (reduced) chi-square values were found for the other curves, for which the maximum relative difference between simulated and measured survival was 47%. However, the maximum relative difference with respect to the data fits provided in (32, 34) was 35%.

Similarly to AG01522 cells, the CL yields used in the present work were lower with respect to previous works in which parameter f was not introduced in the model. Furthermore, the CL yields for V79 cells were lower than the CL yields for AG01522 cells exposed to similar radiation qualities, as a consequence of the lower radiosensitivity of V79 cells. In fact, as discussed in detail in previous works [e.g., Ref. (13)], although the CL yield mainly depends on radiation quality, it is also modulated by the specific target cell response. This is consistent with the biophysical meaning of this parameter, which represents a type of DNA damage that is severe and difficult to be repaired.

Figures 11 and 12 report predictions of cell death (i.e., fraction of inactivated cells) and chromosome aberrations (i.e., mean number of dicentrics per cell) for V79 cells along the proton SOBP used in Chaudhary et al. (17), as well as the dose profile reported in Chaudhary et al. (17). The results, which were obtained assuming a plateau dose of 2 Gy, were normalized with respect to the proximal position. Among the considered LET values and, thus, the corresponding depth positions, four are those reported in Figure 10, whereas the others [i.e., 3.0, 10.1, and 20.0 keV/μm, for which the survival data for comparison were taken from Ref. (4, 32, 34), respectively] were not reported in Figure 10 to avoid making the figure too crowded.
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FIGURE 11 | Predicted fraction of inactivated cells (blue symbols) and mean number of dicentrics per cell (green symbols) for V79 cells at different depths of the SOBP dose profile reported in Chaudhary et al. (17), which is also shown in the figure (red symbols). Each quantity was normalized to the proximal point. The lines are simply guides for the eye.
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FIGURE 12 | Distal and fall-off region of the SOBP shown in Figure 11.



Like for AG01522 cells, the beam effectiveness was found to increase along the plateau, and high levels of biological damage were also found beyond the distal dose fall-off. Moreover, the increase in chromosome aberrations along the plateau was more pronounced than the increase in cell killing, reflecting the radiation effectiveness dependence on the specific endpoint. Interestingly, the increase in biological effectiveness was more pronounced for V79 cells than for AG01522 cells: for instance, for V79 cells the fraction of inactivated cells increased along the plateau by a factor that was more than 1.2, whereas for AG01522 cells this factor was <1.1. This is consistent with the higher RBE generally shown by cells exhibiting smaller α/β ratios (7), as is the case of V79 cells.

CONCLUSION

A biophysical model of radiation-induced cell death and chromosome aberrations, which assumes a pivotal role of DNA cluster damage and lethal aberrations, was further developed and applied to therapeutic protons. After testing an improved version against experimental data, the model was applied to pristine and modulated Bragg peaks of the proton beam used to treat eye melanoma at INFN-LNS in Catania, Italy. Experimental survival curves for AG01522 cells exposed to the Catania beam were reproduced. Cell death and chromosome aberrations were then predicted at different depth positions along a SOBP dose profile, both for AG01522 cells and for V79 cells. In line with other studies, this work indicated that assuming a constant RBE along a proton SOBP may be sub-optimal. Furthermore, the simulations helped quantifying the dependence of the beam effectiveness on the considered endpoint and dose, as well as the cell radiosensitivity.

More generally, this work provides an example of therapeutic beam characterization that is not based on RBE, which can be a source of uncertainties. This approach represents a starting point in view of possible future works in which treatment plan optimization may be directly based on the calculated level of biological effect (typically, fraction of inactivated cells and yields of chromosome aberrations). Of course, to be of practical use, the model should be “coupled” to a TPS and/or a radiation transport code. Moreover, the model should be further refined, e.g., by extending it to other cell lines and correcting the tendency to overestimate the effectiveness at the lower survival levels, if this tendency will be confirmed.
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Pancreatic ductal adenocarcinoma is the only cancer for which deaths are predicted to increase in 2014 and beyond. Combined radiochemotherapy protocols using gemcitabine and hypofractionated X-rays are ongoing in several clinical trials. Recent results indicate that charged particle therapy substantially increases local control of resectable and unresectable pancreas cancer, as predicted from previous radiobiology studies considering the high tumor hypoxia. Combination with chemotherapy improves the overall survival (OS). We compared published data on X-ray and charged particle clinical results with or without adjuvant chemotherapy calculating the biological effective dose. We show that chemoradiotherapy with protons or carbon ions results in 1 year OS significantly higher than those obtained with other treatment schedules. Further hypofractionation using charged particles may result in improved local control and survival. A comparative clinical trial using the standard X-ray scheme vs. the best current standard with carbon ions is crucial and may open new opportunities for this deadly disease.
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Introduction

Pancreatic cancer (PC), usually ductal adenocarcinoma, is the fourth cause of cancer-related death in USA (1) and the only cancer for which deaths are predicted to increase in Europe for both men and women in 2015 (2). Even after surgery, the mortality from PC is very high. Radiotherapy is used for radical treatment in locally advanced unresectable tumors (LAUPC), generally in combination with chemotherapy, or prior to surgery for potentially resectable malignancies. However, prognosis remains very poor, with <5% of patients surviving for 5 years after diagnosis (3). This makes PC a priority for finding better ways to control it and better treatments. Early tumors usually do not cause symptoms, so that the disease is typically not diagnosed until it has spread beyond the pancreas itself, either with distal metastasis or with infiltration in the neuroplexus. This is one of the reasons for the poor survival rate. Moreover, PC is very hypoxic (4), which makes it radioresistant and promotes epithelial–mesenchymal transition; is resistant to apoptosis; and presents a dense tumor stroma, which acts as a barrier against immune cells, preventing immune suppression (5).

Radiobiology studies suggest that charged particle therapy (CPT) using protons or carbon ions is more effective for treatment of PC than X-rays. In fact, accelerated ions have a reduced oxygen enhancement ratio (OER), and are therefore exquisitely effective against hypoxic tumors (6). Moreover, high doses of densely ionizing radiation elicit a strong immune response, which can be exploited to destroy not only the primary tumor but also distal metastasis (7). Carbon ion radiotherapy (CIRT) is currently performed in only two centers in Europe (HIT in Germany and CNAO in Italy) and none in USA (where many centers use protons only for CPT), but much more experience has been accumulated in Asia, especially at the National Institute for Radiological Sciences (NIRS) in Chiba, Japan. A recent external review of 20 years of CIRT at NIRS highlighted treatment of PC as the most promising application of CIRT, with results clearly superior to any other treatment modalities, especially for LAUPC (8).

Based on these very promising preliminary Japanese results, the US National Cancer Institute (NCI), in his efforts to promote CIRT in USA, issued a solicitation for a prospective randomized phase-III trial comparing CIRT to X-ray therapy for LAUPC in combination with chemotherapy, having survival as main endpoint1. This trial may provide the first evidence of a superiority of CIRT in a common and deadly cancer. Planning of the trial is complicated by the many different variables – not only radiation quality but also chemotherapy regime, fractionation, and treatment plan. Here, we review all the current results in treatment of LAUPC and use a mathematical model to describe the dependence on survival on the biological effective dose (BED) with X-rays and CPT in combination with chemotherapy.

Materials and Methods

Data Collection

We searched the literature for all data available on radiotherapy, chemotherapy, and combined treatments. The research criteria and outcomes are summarized in the diagram shown in Figure 1. The patient populations generally consist of adults with adenocarcinoma histology, locally advanced tumor presentation, and generally tumors not in direct contact to duodenum and stomach. Radiotherapy included conformal radiotherapy (3DCRT), intensity-modulated radiation therapy (IMRT), stereotactic body radiotherapy (SBRT), protontherapy, and CIRT. Data from CIRT are limited to the NIRS experience and include data as yet only published in the institute annual report and in a recent book (9). Adjuvant, neo-adjuvant, or concomitant chemotherapies were all included in the search, using different drugs. Our data collection was compared with a recent meta-analysis of radiochemotherapy in LAUPC (10), and has been updated on April 2015.


[image: image1]

FIGURE 1 | Diagram summarizing the selection criteria of the studies included in the analysis.



Modeling

To compare the largely variable fractionation and chemotherapy schedules reported in the literature, we used the common quantity of BED (11), which has been extended to chemotherapy to quantify the effect of the drug in terms of radiation-equivalent dose (12). Because many published papers have short follow-up, and not all endpoints are reported, we concentrated on the 1-year overall survival (OS). We assumed that the overall 1-year survival probability OS is a combination of the survival probability following the radiation (RS) and chemotherapy (CS) treatment, i.e.,

[image: image1]

Equation 1 implies a purely additive effect of chemotherapy and radiotherapy in the treatment of LAUPC. The dose–response for the OS probability can be expressed with the same functions used for the tumor control probability: Poisson, logistic, or probit models (13). We elected to use the logistic function, which is based on the linear-quadratic model, following the recent model of chemoradiation treatment in bladder cancer (14). Thus, we wrote:

[image: image1]

where γ50 is the normalized dose-response gradient and D50 the BED corresponding to a survival in a radiotherapy only treatment of 50% at 1 year.

Combining Eqs 1 and 2, we finally obtain

[image: image1]

In a recent analysis of chemoradiation therapy in LAUPC, Moraru et al. (15) used a radiosensitization factor in the BED formula and fitted the LAUPC 1 year OS data with a modified linear-quadratic formula. In general, it is very hard to distinguish additive from synergistic model in chemoradiation data (16). In vitro experiments can provide some information, but do not necessarily reflect the complex in vivo microenvironment. Some chemotherapy drugs used for LAUPC treatment apparently sensitize cell cultures to X-rays (17, 18), but simple additive effects are observed when the drugs are given in vitro concomitantly to charged particles (19, 20). Moreover, in many clinical protocols, chemotherapy is given as adjuvant or neo-adjuvant, and even when concomitant is often continued after the radiotherapy cycle. We therefore assumed, in our analysis, that the simple additive model of Eqs 1 and 3.

The BED was calculated using the Fowler formula (11):

[image: image1]

with:

– n: number of fractions

– d: dose/fraction

– T: overall treatment time

– α = 0.393 Gy−1, β = 0.058 Gy−2, α/β = 6.77 Gy (21)

– Td: tumor doubling time, fixed to 42 days (15).

The dose/fraction d was given in Gy for X-ray data, and Gy(RBE) (or GyE) for CPT. For protontherapy, 1 Gy(RBE) = 1.1 Gy (22). In CIRT, Gy(RBE) was calculated according to the NIRS model (23), whose results can be different, depending on the dose and target size, from those that would be obtained using the LEM model (24), implemented in the European CIRT facilities.

Fitting

Clinical data extracted from the published papers were weighted with a vertical error bar, given by the SD of the OS using Poisson statistics:

[image: image1]

where ns and ntot indicate the number of surviving patients at 1 year and the total number of patients included in the study, respectively. When possible, a horizontal error bar was also included, corresponding to the range of the doses used. A first weighed fit of the radiotherapy-alone data was performed using Eq. 2 to estimate the two parameters γ50 and D50. The chemoradiation data were then fitted using Eq. 3 having CS as only fitting parameter: γ50 and D50 were indeed taken from the radiotherapy fit. Many different chemotherapy drugs were used in old and new studies. Gemcitabine is one of the most successful and currently adopted, also in the CIRT trials. We have therefore divided the data into gemcitabine only, other drugs, and gemcitabine plus other drugs. Overall, no statistically significant differences were noted among the three groups. We have therefore fitted the data together, even if we plotted the points in different colors. Finally, for fitting the CPT data, we expressed the BED in Gy(RBE) as described above, and used Eq. 3 with a fixed CS and γ50 taken from the fit of the chemoradiation data with X-rays. In fact, we assume that CPT has an impact on the D50 due to the putative improved dose distribution in the target and to the radiobiological properties beyond the calculated RBE used in the Gy(RBE).

Results

Single Treatment Data

Chemoradiation is generally considered the best standard of cure for LAUPC. For this reason, only a few studies are available with radiotherapy alone, and some of them are old (Table 1). Some recent studies using SBRT have been excluded. An initial trial in Stanford using high-dose (25 Gy) single-fraction reports a 100% survival at 1 year, but this was limited to six patients (25). Later results from Stanford using SBRT are included in Table 2. On the other hand, a Danish study using 45 Gy in three fractions gave very low OS and high toxicity (26). This study was also excluded in our analysis, because these poor outcomes were likely a result of inaccurate positioning, lack of effective motion management techniques, and lack of dose constraints for OARs (27).

TABLE 1 | Clinical data for treatment of LAUPC using X-ray radiotherapy alone.
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TABLE 2 | Clinical data for treatment of LAUPC using X-ray therapy plus gemcitabine.
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The data are plotted in Figure 2, along with the fit using Eq. 2. Fitting parameters are reported in Table 2. The D50 = 107 Gy clearly shows how impractical is the treatment of LAUPC with X-rays alone. For comparison, Dale et al. (16) estimated a BED at 50% complete response for bladder cancer of 54.4 Gy. From the analysis of the trials using chemotherapy alone (10), an average 1-year survival below 20% can be estimated.
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FIGURE 2 | Fit of the clinical data for treatment of LAUPC with X-ray radiotherapy alone. Studies are listed in Table 1. BED is calculated by Eq. 4. Fitting was performed by Eq. 2 and fitting parameters are in Table 3.



Chemoradiation

Meta-analysis of the clinical data has already shown an advantage in chemoradiation compared to radiotherapy or chemotherapy alone (10). Most clinical trials for LAUPC resort to chemoradiation protocols. Gemcitabine (Table 3) is often regarded as the standard treatment. Several other drugs, such as capecitabine, fluorouracil (5-FU), cisplatin, docetaxel, cetuximab, and fluoropyrimidine prodrug S-1, have been used in the past or in new trials (Table 4), and often combination of gemcitabine and any of the other drugs (Table 5) are applied. The standard X-ray course is 50.4 Gy in 1.8 Gy/fraction, giving a BED of 63 Gy. We did not find significant differences in the groups treated with different drugs, considering the very high scatter of the data also due to the completely different protocols adopted. Figure 3 shows, for example, a comparison of the data in Tables 3 and 4, pointing only to a slight trend for better results in protocols using gemcitabine compared to other drugs. Figure 4 shows the fit of all the data compared to X-rays alone. Having fixed the γ50 and D50 parameters, we estimated the only parameter CS = 0.36 ± 0.01 (Table 2). The radiation dose corresponding to this survival probability RS = CS can be estimated by Eq. 2 as

[image: image1]

leading to a chemo-equivalent dose of 94 Gy. This high value underlines the large improvement that chemotherapy gives on the survival of LAUPC patients. Dale and co-workers (16) estimated 43.6 Gy for the BED chemo-equivalent in bladder cancer. They also demonstrated that the chemo-equivalent dose is not a constant and will be of course much lower if we calculate it for a higher survival level.

TABLE 3 | Fitting parameters calculated using the Eqs 2 or 3.
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TABLE 4 | Clinical data for treatment of LAUPC using X-ray therapy plus chemotherapy, excluding the trials with gemcitabine.
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TABLE 5 | Clinical data for treatment of LAUPC using X-ray therapy plus a chemotherapy cocktail including gemcitabine.
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FIGURE 3 | One-year survival as a function of the BED for patients undergoing X-ray radiotherapy plus gemcitabine (red symbols), or other chemotherapy drugs (blue symbols). Data are reported in Tables 2 and 4. The lines show the result of the fit (Eq. 3), which was performed assuming that γ50 and D50 are obtained by fitting the data in treatments using radiotherapy only (Figure 1). The only free fitting parameter is the chemotherapy survival CS (see Table 3). The results suggest that the final outcome does not strongly depend on the specific chemotherapy treatment, although some advantage seems to be associated to the use of gemcitabine.
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FIGURE 4 | One-year survival as a function of the BED for patients undergoing X-ray radiotherapy alone (black symbols), or in combination with any chemotherapy treatments. Details about chemotherapy regimen are reported in Tables 4–6. The lines show the result of the fit (black for radiotherapy-alone data, red for all chemotherapy data pooled together), which was performed assuming that γ50 and D50 are obtained by fitting RT-alone data. Fitting parameters with Eq. 3 are in Table 3.



Charged Particle Therapy

Although only a few studies are available with CPT, the data in Table 6 show that they are the best current options for LAUPC. A 2-year survival rate around 50% was reached with protons (28) or C-ions (9) in combination with gemcitabine, a value far exceeding any other chemoradiation trial using X-rays and any cocktail of drugs. The data with CIRT alone (no chemotherapy) are clearly superior to those with X-rays alone and comparable to the results with chemoradiation at the same X-rays BED. The best 1-year OSs for combined chemotherapy (gemcitabine) and CPT are those from Hyogo (28) using protons up to 70.2 Gy(RBE) in 26 fractions, but they came at a cost of grade 3–5 toxicity in 10% of the patients, especially gastric ulcer and hemorrhage. CIRT toxicity was much more mild, with 17% of the patients experiencing grade 3 GI toxicity, in the form of appetite loss. Low toxicity was observed for the duodenum, both for protons and 12C-ions. The fit of the chemoradiation with CPT, using the same CS and γ50 parameters calculated for X-rays + chemotherapy, is shown in Figure 5. This fit assumes that CPT does not change the effect of the chemotherapy compared to X-rays, but results in a lower D50 due to biological and/or physical improvements compared to X-rays. Should these improvements be already included in the RBE model used to calculate the equivalent dose in Gy(RBE), we should see the same effect at the same BED [see Ref. (23) for CIRT in Japan; RBE = 1.1 for protons]. Instead, the best fit is reduced to D50 = 75 ± 9 Gy(RBE) for CPT (Table 2). This 50% improvement is caused either by a better physics, enabling treatment of infiltrations in the neuroplexus, or to a better biology, especially to a reduced OER (6) or to a stronger immune response (7) using CPT compared to X-rays.

TABLE 6 | Clinical data for treatment of LAUPC using CPT.
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FIGURE 5 | One-year survival as a function of the BED for patients undergoing CPT with or without additional chemotherapy. Blue symbols refer to patients receiving radiotherapy with C-ions without additional chemotherapy. Green symbols refer to data obtained with proton (triangles) and carbon ions (full squares) in combination with chemotherapy. Data are given in Table 6. The green line shows the result of the fit of data for chemotherapy combined with proton or carbon ions. The fit was performed using γ50 and CS from X-ray + chemotherapy data. The only free parameter is therefore D50. The black and red lines show the results of the fit for X-rays alone and X-rays plus chemotherapy, and are reported for comparison. Fitting parameters are in Table 3.



Discussion

The large interest for the use of CPT in LAUPC comes from the exceptional clinical results (8), supported by our clinical data analysis in Figure 5. These results reflect the biological rationale of reduced OER for high-LET radiation and possible dose escalation with limited side effects exploiting the Bragg peak. The high GI toxicity observed in the Hyogo trial (28) seems to set a threshold at a BED around 100 Gy(RBE). The question is whether the same threshold applies to CIRT, where the sharper dose edges of the treatment plan may reduce the exposure of the critical organs compared to protons, whose lateral scattering is much higher than for heavy ions (6). An example of a treatment plan of a pancreatic head cancer with carbon ions is shown in Figure 6. It is possible to give a high-dose against tumor and neuroplexus with acceptable doses to stomach or duodenum. The dose distribution can further improve using raster scanning instead of passive modulation, as shown in Figure 7. The new NIRS facility is now equipped with raster scanning, and so are the HIT and CNAO facilities now treating the first LAUPC patients with C-ions. Under these optimal conditions, it appears feasible to exceed a BED of 100 Gy(RBE) with acceptable toxicities.


[image: image1]

FIGURE 6 | A typical treatment plan used at NIRS for a locally advanced pancreatic head cancer. The beam is shaped with passive modulation and four opposite fields are applied with respiratory gating. GTV includes the primary tumor and lymph nodes involved. CTV = PTV + neuroplexus infiltration (periarterial area) + proximal lymph nodes. PTV = CTV + 5 mm, excluding GI tract.
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FIGURE 7 | Comparison of the current passive beam modulation treatment plan with a spot scanning treatment plan for LAUPC. In the right panel, the dose–volume histogram for different organs is shown for passive modulation (dotted line) and raster scanning (solid line). Dose to the spinal cord and kidney are highly reduced. Potential reduction is also clear for stomach and duodenum, whose movements are, however, critical.



Modeling chemotherapy in terms of equivalent radiation dose is an effective method to predict outcomes of dose-escalation trials (12, 16). The large scatter in the chemoradiation data leads, however, to a poor goodness-of-fit in Figures 3 and 4. This is due in part to the many different protocols used in chemotherapy for LAUPC, and to inclusion of data published in over 30 years using very different methods both for drug and radiation delivery. In this paper, we have decided to analyze all the data available in the literature, without including the treatment year as a function in the model. We have also assumed no synergistic interaction between chemicals and radiation. Finally, Eq. 4 should be modified for protons or carbon ions, where α/β is higher than for X-rays leading to a lower dependence on fractionation. Due to the lack of sufficient information leading to an educated guess for other parameters and models, we decided to stick to the conventional logistic function, replacing Gy with Gy(RBE) in Table 6. The basic assumption remains that a higher BED will result in a higher OS in LAUPC patients, an assumption clearly supported by the analysis of the several trials included in our data mining. Our analysis supports the concept that a dose escalation will improve OS, and toxicity is the limiting factor. In Table 7, we have calculated with the logistic model (Eq. 3) the expected survival in hypofractionated dose-escalation trials and compared with the standard chemoradiation treatment and other schedules proposed for SBRT using X-rays (15, 27). The standard at NIRS is 12 fractions in 3 weeks, and with the current maximum dose/fraction the OS at 1 year is expected to improve from 40 to 70% compared to the standard X-ray regime (50.4 Gy in 28 fractions). Reaching 18 fractions with the same dose/fraction, it could be possible to double the survival. Further hypofractionation, down to a single dose of 25 Gy(RBE) is very attractive in terms of expected survival, but raises concerns for the GI toxicity. C-ions delivered by raster scanning should provide the optimal dose distributions (Figure 7) compared to CIRT with passive scattering and protons, where the lateral scattering unavoidably leads to a dose penumbra around the PTV. However, for beam scanning, the issue of motion mitigation must be tackled very carefully, because of the known problem of the interplay. Currently, NIRS is using respiratory gating to compensate especially the movements of stomach and duodenum in the PTV (Figure 8). A treatment with high number of fractions compensates the interplay between beam scanning and organ motion, but this compensation is lost in radiosurgery (29). In the treatment of hepatocellular carcinoma with 12C-ions at the HIT facility in Heidelberg, it has been shown that the simple increase from 1 to 4 fractions substantially improved the dose target coverage and reduced overdosage (V107 from 32 to 4%) (30), this means that keeping the hypofractionation schemes above 4 fractions, major inhomogeneities should be avoided. Nevertheless, the range uncertainties due to bowel movement, stomach peristalsis, and breathing, have to be solved to reduce toxicity to the many critical organs surrounding the pancreas. Motion mitigation strategy include respiratory gating or layer stacking boost irradiation, such as used at NIRS for treating PC (31), and 4D optimization of the plan based on 4DCT (32). Patients with tumors in a favorable location, preferably >1 cm from the closest luminal organ, should be selected for the dose escalation.

TABLE 7 | Expected improvement in survival according to our model in chemoradiation trials using CPT.
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FIGURE 8 | 4DCT analysis of the movement of the critical organs during treatment of LAUPC at NIRS with C-ions. T0 is the peak inhalation and T50 the peak exhalation phases. Stomach and duodenum move in and out the PTV in the two phases.



The solution of this problem is an important step to push toward higher doses and fewer fractions thus leading to a substantial improvement in survival can be expected using chemoradiation protocols with CPT rather than X-rays. The first clinical CIRT vs. IMRT trial for LAUPC should compare the standard chemoradiation treatment (Table 7, row 1), with the NIRS most advanced protocol (Table 7, row 5). The additional advantage of using the standard protocols is that at the dose/fraction of 4.6 Gy(RBE) reached in the escalation trial at NIRS, there is practically no difference between the biological dose calculated at NIRS and those predicted by LEM (24) and implemented in European CIRT facilities. However, in a multi-centric trial, it will be unavoidable to have different systems for dose delivery, motion management, patient selection, etc. For instance, NIRS is using passive modulation, CNAO raster scanning, and HIT can use the gantry. Nevertheless, a comparative trial for LAUPC is absolutely necessary to support the use of CIRT and to confirm the very promising data in the phase I–II trials at NIRS (8). The lack of comparative, phase-III clinical trials is generally considered as a major hindrance to a more widespread use of CPT in the clinics (33). A trial on LAUPC may definitely clarify the clinical advantage of CPT in such a lethal tumor.

Apart from the international comparative trial, further developments of phase-II trials with CPT should point to two directions. First, several molecular markers, such as mutations in SMAD4/DPC4, have been validated as prognostic factors in PCs (34). Whole-genome sequencing and copy number variation analysis suggest that PCs can be divided into four genetic subtypes, with potential clinical utility (35). Trials with CPT combined with molecular analysis of these genes are highly needed, because CPT may elicit different molecular pathways than conventional X-rays (36). Combined CIRT + gemcitabine may be especially effective against pancreatic stem-like cells, as suggested by a recent in vitro study (37), and hence, study of stem cells markers and genetic pathways will be highly desirable. In addition, further hypofractionation is desirable if the problems of the organ movements are tackled as described above. For instance, the use of 12 fractions (such as done at NIRS) with the total dose used for protons in Hyogo is expected to push the 1-year survival over 80% (Table 7, row 6). A careful motion mitigation strategy should be rapidly implemented to allow this further escalation.
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While neutron therapy was a highly topical subject in the 70s and 80s, today there are only a few remaining facilities offering fast neutron therapy (FNT). Nevertheless, up to today more than 30,000 patients were treated with neutron therapy. For some indications like salivary gland tumors and malignant melanoma, there is clinical evidence that the addition of FNT leads to superior local control compared to photon treatment alone. FNT was available in Munich from 1985 until 2000 at the Reactor Neutron Therapy (RENT) facility. Patient treatment continued at the new research reactor FRM II in 2007 under improved treatment conditions, and today it can still be offered to selected patients as an individual treatment option. As there is a growing interest in high-linear energy transfer (LET) therapy with new hadron therapy centers emerging around the globe, the clinical data generated by neutron therapy might help to develop biologically driven treatment planning algorithms. Also FNT might experience its resurgence as a combinational partner of modern immunotherapies.
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INTRODUCTION

Radiation therapy is one of the three essential pillars of cancer treatment. Today photon treatment delivered by linear accelerators is the most commonly used treatment modality. There is, however, a strong physical and biological rationale for the use of particle therapy in radiation oncology. Due to the high relative biological effectiveness (RBE), neutron beam therapy might offer an advantage compared to photon beam therapy, especially in the treatment of malignancies known to be radioresistant (1, 2). This is a result of the high linear energy transfer (LET), which is in the range of about 200 keV/μm for 2 MeV neutron beams, about 200-fold higher than with conventional photon beams (3). The RBE for a 2 MeV neutron beam is estimated to be somewhere between 2 and 7 (4). This means that 1 Gy delivered by fast neutron therapy (FNT) should be as effective in killing cancer cells as 2–7 Gy of photon treatment. The numbers stated here implicate large uncertainties with the RBE varying between different tumor entities and even within the entities depending on the tumor grading (5). Especially for brain tumors and late reacting tissues, the RBE is estimated to be in the upper part of the range (6).

Neutron therapy might be able to overcome the negative effect of tumor hypoxia, since the oxygen enhancement ratio of neutrons is only about 1.3 compared to up to 3 in photons (7). Furthermore, there is only a weak dependency on the cell cycle, meaning that non-proliferating cells can also be effectively targeted with neutron therapy (8).

International clinical trials were enthusiastically embraced from the mid 1970s through the mid 1980s, only to be abandoned in the late 1980s as clinicians observed unacceptable side effects. Although the number of patients treated with FNT up to today might be as high as 30,000, so far, large randomized studies comparing neutron therapy to standard photon radiation are not available and they will probably not be carried out in the future. For certain indications studies in the past clearly indicated a favorable outcome in terms of local control (LC) for neutron treatment compared to conventional photon treatment alone. This was shown for salivary gland tumors (9, 10), adenoidcystic carcinoma (ACC) of the trachea (11), prostate cancer (12, 13), pleural mesothelioma (14), or malignant melanomas (15, 16). Although most of these studies only recruited small patient numbers, for certain indications such as incompletely excised or unresectable salivary gland tumors, neutron therapy not only achieved superior LC (17) but also improved overall survival (OS) (18). To further increase the efficacy of neutron therapy and to reduce unwanted side effects, efforts were made to improve treatment conformality by introducing 3-D treatment planning systems (19–21). The Karmanos Cancer Center FNT facility in Detroit, MI, USA even had a delivery system for intensity modulated radiotherapy (IMRT) commissioned, but it was shut down in 2011. Up to today, four FNT facilities continue to operate worldwide as depicted in Table 1 (22).

TABLE 1 | Current status of operating neutron facilities worldwide [status as stated at the IAEA Technical Meeting 2013 (F1-TM-44771)].
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Besides FNT, where mean neutron energies range between one and a few tens of MeV, neutron therapy can also be delivered as boron neutron capture therapy (BNCT). For this second branch of neutron therapy, low energy neutrons [thermal (<0.5 eV) or epithermal neutrons (0.5–10 keV)] but high neutron fluxes are needed (as they can be delivered by research reactors) and boron compounds are injected in order to selectively damage tumor cells. However, because patient treatment with BNCT was never carried out at the research reactor in Munich, results observed with BNCT will not be covered here and the difficulties regarding the compound biological effect (23), and the physical dose calculation will not be further discussed in this article.

This article aims to describe the experience gained with FNT in Munich within almost 30 years of clinical use and to outline how this experience might be of clinical relevance in modern particle therapy.

MATERIALS AND METHODS

Neutron Therapy in Munich Between 1985 and 2000 (FRM I)

Neutron treatment in Munich started at the first research reactor in the so called Reactor Neutron Therapy (RENT)-facility. From 1985 until the shutdown of the reactor in 2000, 715 patients were treated with FNT. Treatment indications and patient numbers are depicted in Figure 1. The main treatment indications were curative treatment of salivary gland tumors, curative and palliative treatment of head-and-neck cancers and palliative treatment of breast cancer recurrences. Over the years the indication spectrum changed; while earlier patients were treated in curative intent for salivary gland tumors or other lesions, recently, treatment has shifted to palliative indications, predominantly skin metastases mainly from breast cancer or malignant melanoma. Most of the patients were treated in combination with conventional photon or electron beams, where FNT was applied as a local boost. Most commonly, 3–5 fractions at a single dose of 2 Gy (physical dose, RBE approximately 3) were applied to the center of the tumor (24).
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FIGURE 1 | Patient numbers and treatment indications of FNT at FRM I (RENT facility) between 1985 and 2000.



Of these 715 patients, 48 patients with ACC of the salivary glands were evaluated for LC and OS as well as for treatment related toxicities. Patients were at a median age of 55 years, and most patients had received surgery prior to FNT. After conventional photon irradiation with 2 Gy single dose up to a median total dose of 50 Gy (range 50–56 Gy) a median neutron dose of 6 Gy (range 4.5–7.5 Gy) at a median single dose of 1.5 Gy (range 1.5 Gy–2 Gy) was applied. Patient characteristics in detail are shown in Table 2.

TABLE 2 | Characteristics of patients with adenoidcystic carcinomas of the salivary glands treated with FNT.
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Moreover, 46 breast cancer patients with local recurrences on the thoracic wall were evaluated for initial treatment tumor response within the macroscopic tumor and for LC. Median time to ipsilateral chest wall recurrence after initial cancer treatment was 22 months (range 4–65 months). If the time interval between conventional photon RT within primary treatment and chest wall recurrence was shorter than 12 months, patients were treated with FNT only at a total dose of 10 Gy and a single dose of 2 Gy (1–2 times a week). If the time interval between initial treatment and cancer recurrence was more than 12 months, first re-irradiation with conventional, normo-fractionated photon radiotherapy was applied to the area of recurrence up to a total dose of 30 Gy (2 Gy daily). Afterwards macroscopic tumor lesions received a neutron boost with a single dose of 2 Gy up to a total dose of 6 Gy (1–2 times a week).

New Research Reactor – Improved Treatment Conditions at FRM II

Treatment at the new research reactor Forschungs-Neutronenquelle Heinz Maier-Leibnitz (FRM II) started in 2007 under improved conditions. The most noticeable change is the installation of a multi leaf collimator (MLC) with a maximum field size of 30 cm2 × 20 cm2. Like RENT, the beam is characterized by a neutron–photon mix and applied at a dose rate of 0.52 Gy/min neutron dose and 0.20 Gy/min photon dose in a depth of 2 cm (25). Fast neutrons are generated by a nuclear fission reactor and a uranium converter plate. The patients can be positioned in front of the horizontal beam line by a 3-D motorized couch (Figure 2).
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FIGURE 2 | Layout of the FNT facility at the new research reactor (FRM II): 1 Reactor core, 2 Neutron converter, 3 Neutron beam line, 4 Reactor pool wall, 5 Filter unit, 6 Multi leaf collimator, 7 Treatment table, 8 Beam stopper.



Between 2007 and 2013, 124 patients were treated, until the reactor was shut down due to major revisions. FNT continues since July 2015. Again, for most patients FNT was used as a local boost following external photon therapy. Patients treated at FRM II were between 19 and 94 years old (median 64) and the main primaries were breast cancer (40%), malignant melanoma (18%), and head-and-neck cancers (squamous 10%, ACC 15%, Figure 3). Most of the treatment indications were superficial skin lesions (69%) followed by salivary gland tumors (15%) and lymph node metastases (10%, Figure 4). A median total dose of 6 Gy (max 12 Gy, min 1.4 Gy) at a median single dose of 2 Gy was applied. For head-and-neck cancer patients thermoplastic mask systems were used and Computer tomography (CT) imaging acquired in treatment position was used to define the target volume and optimal beam positioning. For superficial skin lesion, the target volumes were determined clinically and light fields were used to define the optimal treatment position and MLC shape.
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FIGURE 3 | Primary tumors of patients treated with FNT between 2007 and 2013 at FRM II.
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FIGURE 4 | Treatment indications for FNT at FRM II between 2007 and 2013.



Thirty seven patients with superficial skin lesions were evaluated for tumor response and the effect of FNT on their quality of life (QoL) was also evaluated. A median total dose of 6 Gy (range 2–12 Gy) was applied at a median single dose of 2 Gy. Mean treatment field size was 12.6 (±6.6 cm) × 10.2 cm (±4.2 cm), and FNT was applied with a mean treatment time of 162 s (±23.5 s) per session.

ETHICS STATEMENT

All patients were treated in accordance with the principles of the Declaration of Helsinki. The scientific use of retrospective data has been explicitly allowed by Bavarian federal law (BayKrG Art 27(4)). Additionally, all patients gave their written informed consent and agreed that their scientific data could be used.

RESULTS

Due to the manifold treatment indications that were treated with FNT between 1985 and 2013, we focused on subgroup of patients for data presentation in the present manuscript in order to deliver data comparable to with other treatment possibilities. Therefore groups of patients were pooled according to the entity treated and the technique used and analyzed separately with special focus on LC, OS, and toxicity. Because of the relatively low numbers of patients treated with FNT compared to conventional photon therapy and due to the individual character of FNT treatments, a thorough patient follow up was enforced. Patients were regularly seen in a dedicated outpatient department and if patients did not show up for their appointment, their general practitioners were contacted for follow up and toxicity information.

Primary Treatment for Adenoidcystic Carcinomas of the Salivary Gland at RENT

Patient data was analyzed at a median follow up time of 8 years (range 2–17 years). In terms of LC, only 15% of the patients showed local tumor progression within the initial site during follow-up. This resulted in LC rates at 5, 10, and 15 years of 90, 85, and 85%. Eighty percent of the patients were still alive after 5 years. This dropped to 60% after 10 years due to the development of distant metastases, as they are common in this tumor entity. Five patients (10%) showed severe late side effects in terms of skin toxicity with ulceration of the skin and seven patients (15%) developed osteonecrosis within the mandible.

Palliative Treatment for Thoracic Wall Recurrences at RENT

Patient data were analyzed at a median follow up time of 23 months (range 4–65 months). More than 2/3 of the patients (68%) showed complete remission of macroscopic chest wall metastases within the radiation field during follow up. Another 29% of the patients at least showed partial remission leaving only one patient without tumor response after FNT. Median time to tumor progression (in- and outside of the treatment field) was 9 month and LC after 3 years was 55%. After FNT (with or without photon treatment) patients showed acute side effects with radiodermatitis up to grade II (CTCAE V4.0). During follow-up, five patients (10%) showed a grade II fibrosis within the treatment field, no grade III or IV side effects were observed.

Palliative Treatment for Metastatic Skin Lesions at FRM II

In terms of tumor response macroscopic skin lesions showed a good response after FNT with 25% achieving complete remission, 56% partial remission and 19% had stable disease within the treated region at first follow up 6 weeks after completion of FNT. Nearly all patients (97%) stated that their personal situation was improved by the FNT.

DISCUSSION

Although FNT has been around since the 1970s, the number of publications on this topic is limited and unlike in most fields of oncology, the number of publications per year has not increased, but even decreased over the last decades (see Figure 5). This is explained by the clinical difficulties that developed during the application of FNT: In spite of benefits based on the biological properties of neutrons, the rates of treatment-induced side effects limited the widespread use of neutron therapy, and thus almost removed neutron centers from clinical radiation oncology (9, 26, 27). For certain indications, however, few centers are still in operation, including also approaches with BNCT (28–30).
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FIGURE 5 | Manuscripts on FNT (PubMed search: Fast neutron therapy, results pooled by decades).



Due to the distinct physical features of neutrons, radiation protection remains challenging and high precision modern radiotherapy, as it can be delivered by a modern linear accelerator with photons, requires tremendous efforts in terms of costs and infrastructure to realize. Horrible side effects, which were caused in the early days of FNT when the new technique was enthusiastically embraced and the knowledge on dosing and treatment planning was not yet existent, sank deep into the collective memory (31–35). Also the clinical use of a fixed neutron RBE was bound to cause problems, despite good radiobiological data which showed its variability. There are several papers describing the theoretical difficulties associated with neutron RBE’s and how difficult it would be to improve the therapeutic ratio by using biological effective dose comparisons and modeling the relation between RBE and dose per fraction (36, 37). Therefore it seems like the radiation community is about to draw the veil of oblivion over FNT.

Even if the knowledge on FNT is still limited and the studies that were carried out so far will not hold up to today’s standard of randomized, well controlled studies and even if there are some authors who question an advantage of High-LET radiation in terms of tumor control at all (38) it can be stated that there is conclusive evidence on the capability of FNT to offer improved LC compared to photon treatment (9, 29, 39, 40). And this is also true for tumor entities that are known to be resistant to conventional radiation treatment. However, even if LC can be achieved, this often does not lead to a favorable OS, since survival is often limited by early distant metastases, as it was just recently shown by Liao et al. (16) and as it is also supported by our data on ACC patients.

Therefore in most treatment indications, FNT is considered useful today, and OS might not be the appropriate tool to measure the treatment success. We saw some tremendous improvement in QoL for individual patients due to tumor regression and reduced effort in wound care. Most of the patients treated with FNT stated that they had profited from this treatment and that their personal situation was improved after FNT. The main reason for this is, as stated above, in our opinion the good tumor response. Since most lesions treated were superficial, the treatment success was also easily comprehensible to the patient. So it can be stated that for superficial metastases, FNT offers a well-tolerated and effective treatment option. The high RBE also leads to short treatment times and few treatment sessions, which adds to the attractiveness in terms of a palliative treatment option.

The experience made with FNT should be evaluated carefully since it might be useful not only to learn more about FNT itself, but also about high-LET particle therapy in general. Since neutron therapy has been around since the 1970s, there are long-term survivors that can help to identify risk and chances associated with heavy-particle therapy. It has to be mentioned in this regard that there is a potentially increased risk of secondary malignancies caused by neutron irradiation, especially to healthy tissues outside of the treatment field. Large concerted efforts such as the Euratom Allegro project are currently carried out to further evaluate this topic (41). In the treatment of patients with ACC of the salivary gland, we saw some patients with osteonecrosis of the mandibular bone. Of course the relative numbers of those complications are considerably high compared to the numbers we are accepting in the photon community. But it also has to be considered that some of these patients had large tumors that were already infiltrating the bone, so the reason for the osteonecrosis is not necessarily the treatment but the tumor itself. This fact is reflected by the high rate of incomplete resections (more than 2/3 of the evaluated patients), and it can certainly be seen as a selection bias against FNT. But still, this is also a warning that high LET-radiation and comparatively high single doses might not be appropriate in sensitive areas, especially when the tools to determine the anatomical dose application are limited.

Another point, why it might be too early to forget about FNT, is the recent developments in cancer immunotherapy. In 2013, immunotherapy was elected as the breakthrough of the year (42). Now, even in some patients with metastasized melanoma, long-term survivors can be found (43). The combination of radiotherapy and immunotherapy seems to be a fruitful collaboration. Since immunotherapy is able to offer improved OS but often fails to achieve LC in progressive tumor lesions, local radiotherapy might prove to be an ideal combination. Not only can radiotherapy lead to LC within the treatment field, it can even cause tumor regression outside of the treatment field, the so called abscopal effects (44). So far neither the optimal time point to combine the modalities nor the optimal dosing schedule is known. But there is reason to believe if the radiotherapy would cause a greater immune-stimulatory effect, than the collaboration between the two treatment partners would be even more effective. FNT might be able to achieve this immune-stimulatory effect due to its high LET. Since FNT is usually applied only once or twice per week, lymphocyte depletion within the treatment field, as it is caused by daily routine radiotherapy, might be less pronounced. Thus, especially in patients were immunotherapy is appropriate, such as malignant melanoma, combination with FNT for skin lesions could be a promising alternative.

CONCLUSION

Fast neutron therapy using reactor generated fission neutrons is limited due to the relatively low penetration depth of the beam. Therefore, in most cases, therapy is limited to superficial lesions as they often occur in recurrent breast cancer at the thoracic wall or in recurrent malignant melanoma (skin lesions). To measure the treatment success in these palliative concepts, determination of the OS or progression free survival might not be an appropriate tool. Some clinically meaningful improvements in terms of local tumor regression with relatively low side effects were observed, leading to improved QoL and a reduced effort for wound management for the individual patients. Patients treated with FNT should be treated within clinical study protocols and the remaining neutron facilities should share their experiences, as it is done for other hadron therapies as well (45). As there is a growing interest in high-LET therapy with a growing number of hadron therapy centers around the globe, the clinical data generated by neutron therapy might help to develop biologically driven treatment planning algorithms. Also recent advances in immunotherapy call to reevaluate the benefit of neutron therapy, where good local tumor control can be achieved within short treatment times and immune-modulatory effects might be more pronounced compared to conventional irradiation.
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Introduction: Presently used radiochemotherapy regimens result in moderate local control rates for patients with advanced head-and-neck squamous cell carcinoma (HNSCC). Dose escalation (DE) may be an option to improve patient outcome, but may also increase the risk of toxicities in healthy tissue. The presented treatment planning study evaluated the feasibility of two DE levels for advanced HNSCC patients, planned with either intensity-modulated photon therapy (IMXT) or proton therapy (IMPT).

Materials and methods: For 45 HNSCC patients, IMXT and IMPT treatment plans were created including DE via a simultaneous integrated boost (SIB) in the high-risk volume, while maintaining standard fractionation with 2 Gy per fraction in the remaining target volume. Two DE levels for the SIB were compared: 2.3 and 2.6 Gy. Treatment plan evaluation included assessment of tumor control probabilities (TCP) and normal tissue complication probabilities (NTCP).

Results: An increase of approximately 10% in TCP was estimated between the DE levels. A pronounced high-dose rim surrounding the SIB volume was identified in IMXT treatment. Compared to IMPT, this extra dose slightly increased the TCP values and to a larger extent the NTCP values. For both modalities, the higher DE level led only to a small increase in NTCP values (mean differences <2%) in all models, except for the risk of aspiration, which increased on average by 8 and 6% with IMXT and IMPT, respectively, but showed a considerable patient dependence.

Conclusion: Both DE levels appear applicable to patients with IMXT and IMPT since all calculated NTCP values, except for one, increased only little for the higher DE level. The estimated TCP increase is of relevant magnitude. The higher DE schedule needs to be investigated carefully in the setting of a prospective clinical trial, especially regarding toxicities caused by high local doses that lack a sound dose–response description, e.g., ulcers.

Keywords: photon radiotherapy, proton radiotherapy, tumor control probability, normal tissue complication probability, head-and-neck cancer

INTRODUCTION

Standard of care for inoperable advanced head-and-neck squamous cell carcinoma (HNSCC) patients is concurrent radiochemotherapy, which today is still associated with a substantial recurrence rate (1, 2). Thus, an improvement of treatment outcome is desirable. Radiotherapy intensification to the primary tumor volume may improve patient outcome, since most recurring HNSCC after radiotherapy develop at the site of the initial primary tumor volume (3–5). Treatment intensification with radiation dose escalation (DE) is possible by applying non-uniform dose distributions. The simultaneous integrated boost (SIB) technique exploits the advantage of maintaining the treatment time – a critical factor in HNSCC radiotherapy (6–10). Radioresistant tumors may increasingly be identified by molecular profiling (11, 12), and radioresistant sub-regions within individual tumor volumes may be identified with functional imaging such as positron emission tomography (PET) (13, 14). Several groups have proposed dose painting of sub-volumes using hypoxia imaging with fluoromisonidazole (FMISO) PET (15–18). Since the capability of the dose painting approach to increase local tumor control is controversial, another approach is DE on the whole tumor volume (19, 20). However, treatment intensification may lead to an increase in side effects. Accordingly, higher dose conformity with proton therapy (PT) compared to advanced photon therapy (XT) may be beneficial. To estimate the overall benefit of treatment intensification, the probable gain in tumor control needs to be balanced against a potential increase in toxicity risk. This can be done in the treatment planning stage by comparing the resulting differences in tumor control probability (TCP) with those in normal tissue complication probability (NTCP).

Inhomogeneous dose prescriptions [e.g., different doses to gross tumor volume (GTV) and elective tumor volume] are driven by the clinical experience of a spatially heterogeneous dose–response in the target volume. Therefore, realistic modeling of TCP has to allow for dosimetric as well as radiobiological heterogeneity within the target. A recently presented TCP approach (21) provides dose–response relations for each of the considered target sub-volumes that base on clinical outcome data on the recurrence distribution in the tumor volume [e.g., Ref. (22)]. In contrast, if a homogeneous dose–response in the entire target volume was assumed, TCP estimates would suggest a low probability of treatment failures in the high-risk tumor sub-volume and most failures in the low-dose elective sub-volume (21), contradicting clinically observed data on failure patterns.

Regarding NTCP, in a previous work, we identified locally advanced HNSCC patients with substantial benefit from PT by comparing intensity-modulated XT (IMXT) with intensity-modulated PT (IMPT), focusing on patient sub-groups with similar primary tumor location (23). Therein, IMPT compared to IMXT showed the general capability to reduce NTCP. Moreover, we estimated the benefit of a mixed modality treatment (IMXT followed by IMPT for sequential boost treatment) by considering the NTCP reduction compared to IMXT alone revealing a minor effect in most of the patient cases (24). Following these studies, a prospective multi-centric clinical study is currently planned in our institution aiming at the evaluation of the effect of a 2.3 Gy DE in the treatment of advanced HNSCC.

In the present in silico study, we assessed the feasibility of a fractionation schedule for further treatment intensification via the SIB technique with a DE level of 2.6 Gy in comparison to the 2.3 Gy DE level applied in the previous work. We estimated TCP for these two DE levels and set the expected gain in relation to a potential increase in NTCP values.

MATERIALS AND METHODS

Patient Data, Treatment Schedule, Volume Definition, Treatment Planning

Computed tomography (CT) and fluorodeoxyglucose (FDG) PET datasets of 45 patients treated between 2006 and 2013 at the University Hospital Dresden, Germany were available for the present analysis. Datasets consisted of a pre-treatment FDG PET/CT and a sequential FDG PET/CT recorded after approximately 20 fractions. All patients gave written consent for the use of their data. The study was approved by the institutional Ethics committee. A treatment schedule was defined that consists of two main treatment series planned on two different CT datasets: series I, a treatment series of 25 fractions for the elective clinical target volume (CTVelec), was planned on a baseline CT with 2 Gy per fraction plus a SIB starting at the eleventh fraction allowing for a hypoxia PET stratification based on a scan during treatment. This SIB volume (GTVSIB-I) was either defined as the GTV or, in the case of N3 status, as GTV and the N3 lymph nodes. A CTVgross-I was generated by isotropic extension of 5–10 mm of the GTVSIB-I and corrected for air cavities and bones if not infiltrated. Series II, a sequential boost of 11 fractions, was planned on a sequential PET/CT dataset taken after 20 treatment fractions. A dose of 2 Gy per fraction was prescribed to the CTV consisting of a geometrical expansion of the GTV and suspect lymph nodes (CTVgross-II). Additionally, the sequential boost contained a SIB to FDG-avid volumes inside the GTV identified on the FDG–PET scan after 20 treatment fractions (GTVSIB-II). Planning target volumes (PTV) were created for the CTV expanding 5 mm in cranio-caudal direction and 4 mm in plane, retaining a 3 mm distance to the external patient contour. Prescribed dose levels were 50 Gy to the CTVelec, 72 Gy to the CTVgross and 79.8 Gy (DE1) or 87.6 Gy (DE2) to the SIB volume, depending on the DE level. The equivalent dose in 2 Gy fractions (EQD2) in the SIB volume was 81.3 Gy and 91.0 Gy, respectively, assuming an α/β ratio of 10 Gy. A constant correction factor of 1.1 was used for the higher relative biological effectiveness (RBE) of protons compared to photons, such that all values given in Gy actually mean Gy(RBE) for IMPT. Delineated organs at risk (OAR) were spinal cord, brain stem, ipsi- and contralateral parotid gland, ipsi- and contralateral brachial plexus, mucosa, swallowing muscles, larynx, esophagus, mandible, ipsi- and contralateral temporomandibular joints, ipsi- and contralateral submandibular and sublingual glands.

Intensity-modulated photon therapy treatment plans were based on seven equidistant 6 MV photon beams. A field reduction to five beams was considered for Series II for one-sided sequential boost volumes. IMPT treatment plans were based on a three field beam arrangement with beam angles of −40°, 40°, and 180°, but changes of these angles were possible for one-sided sequential boost volumes in Series II. Optimization goals for target structures were to irradiate at least 95% of the target volumes (PTVelec, PTVgross, GTVSIB) above 95% of the prescribed dose (V95 > 95%). Furthermore, volumes above 107% (V107) of the prescribed dose should be minimized. Such high-dose volume was accepted in the PTV if these were required to ensure the V95 in the GTVSIB. OAR constraints with priority over target goals were defined for spinal cord (Dmax < 45 Gy), brain stem (Dmax < 54 Gy), and brachial plexus (Dmax < 72 Gy). To ensure that these constraints are met despite possible positioning uncertainties, the optimization was performed for these OARs with an additional margin of 3 mm considering the same dose constraint (brain stem and brachial plexus) or a slightly increased dose constraint (Dmax < 48 Gy for spinal cord). For other OARs, doses were to be minimized without compromising target coverage. A more detailed description of the patient characteristics, treatment schedule, target definition, and treatment planning is presented in Jakobi et al. (23).

Physical Dose Evaluation, TCP and NTCP Modeling

Dose parameters in the PTV and GTVSIB were evaluated separately for both treatment series. For dose gradient evaluation, a relative dose distribution was created by normalizing each voxel to its prescribed target dose, as schematically shown in Figure 1A for the low DE level of 2.3 Gy. The dose was cumulated from both treatment series with a deformable image registration (DIR) on the pre-treatment CT and used to estimate TCP and NTCP. The DIR was validated in a previous study (25). In the target volume, the fractionation effect was considered by voxel-wise calculation of EQD2 (α/β = 10 Gy). For evaluation of NTCP, fractionation effect corrections were performed depending on model requirements.
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FIGURE 1 | Relative dose distributions. (A) Illustration of calculating the voxel-wise relative dose distribution, exemplarily for DE level of 2.3 Gy. For the high DE level, the SIB volume is normalized to 2.6 Gy in the same way. (B) Relative dose distribution in the elective target only showing high-dose areas outside ICRU constraints (>107%). All four SIB treatment plans for one patient are shown for series I treatment, illustrating the larger high-dose rim around the SIB volume for the high DE level of 2.6 Gy. PTVelec is outlined in black, GTVSIB-I in yellow.



Tumor control probabilities modeling with local control as endpoint was based on an approach described by Lühr et al. [abstract in Ref. (21)]. This approach considers that the target volume consists of disjoint sub-volumes (schematically depicted in Figure 2), which differ in dose–response. The target structures CTVelec, CTVgross, and GTVSIB were considered as target sub-volumes. To ensure that all sub-volumes were disjoint, inner sub-volumes were excluded from outer sub-volumes (e.g., GTVSIB from CTVgross). According to clinically observed spatial failure patterns and the dose–response of a comparable patient cohort, the model approach assigns different dose–response curves to each sub-volume (cf. Figure 2) – each curve specified by its values for D50, the dose that yields a TCP of 50%, and γ50, the steepness of the TCP curve at the dose D50. In this study, the overall dose–response for homogeneous irradiation was approximated by D50 = 70 Gy and γ50 = 1.5 – assuming patients with advanced HNSCC – and by the relative proportions of local failures f = 0.80, 0.18, and 0.02 in GTVSIB, CTVgross, and CTVelec, respectively (22, 26). The D50 and γ50 parameters resulting from the sub-volume TCP approach (assuming the Poisson TCP model) for the three considered sub-volumes are listed in Table 1. TCP calculations were performed within the modeling framework of the recently developed ReCompare (REmote COMparison of PARticlE and photon plans) tool (27, 28).
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FIGURE 2 | Schematic drawing of the sub-volume TCP model approach. Empirical dose–response data from comparable patient cohorts – given as (A) dose–response curve and (B) spatial distribution of local failures (represented by the asterisks) – serve as input to generate (C) one dose–response curve for each target sub-volume. The total TCP results from the product of all sub-volume TCP. Note, all target sub-volumes have to be disjoint. Therefore, inner sub-volumes are excluded from outer encompassing structures.



TABLE 1 | TCP model parameters determining the dose–response in the target sub-volumes.
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Normal tissue complication probabilities values were calculated using recently published models for the following toxicities and endpoints: incidence of acute oral mucositis (grade ≥3); aspiration assessed by videofluoroscopy; xerostomia in terms of salivary flow reduction 12 months after therapy; subjective and objective swallowing dysfunctions; incidence risk of late larynx edema (grade ≥2); and trismus (jaw-opening <35 mm). Details on the model parameters can be found in Ref. (29–34) and as an overview in Jakobi et al. (23). Modeling the risk of a specific toxicity in a patient was skipped when a substantial portion of the NTCP-relevant organ was infiltrated by the tumor (physician’s decision).

To estimate the relative effect of the treatment intensification on tumor control and toxicity, individual patient matched-pair analyses of TCP and NTCP values were performed between the two different DE levels: ΔTCP = TCPDE2 − TCPDE1 and ΔNTCP = NTCPDE2 − NTCPDE1. The evaluation was carried out separately for IMXT and IMPT. Statistically significant differences between the DE levels were tested by two-sided paired t-tests with a significance level of 0.05. We analyzed the sensitivity of the TCP results by quantifying the dependence of ΔTCP on the input parameters D50 and γ50 for a homogeneous dose–response. One of the two input parameters was kept at its nominal value (70 Gy and 1.5, respectively) while the other parameter was varied within a certain range: 60 Gy ≤ D50 ≤ 80 Gy and 0.5 ≤ γ50 ≤ 3.0.

RESULTS

Target Dose Evaluation

Dose coverage of the respective PTV (PTVelec, PTVsequential boost) and GTVSIB structures (GTVSIB-I, GTVSIB-II) evaluated with V95 was similar for both DE schedules, independent of the treatment modality. The pursued minimum criterion (V95 > 95%) was fulfilled in all cases (IMXT and IMPT) except for V95 of GTVSIB-II in both DE levels for one patient with a tumor close to a prioritized organ (brachial plexus).

High-dose volumes, evaluated by V107 in a structure composed of the respective PTV excluding the respective GTVSIB, the latter expanded by 5 mm, showed a significant increase between the two DE levels. For IMXT treatment, the mean patient-wise difference (±SD) V107,DE2 − V107,DE1 = 4.4 (±3.9)% (p < 0.001) is much larger than for IMPT with V107,DE2 − V107,DE1 = 0.1 (±1.6)% (p = 0.004). This is illustrated in Figure 1B by the relative dose distribution showing a large increase in dose above 107% surrounding the GTVSIB-I for IMXT, while the increase for IMPT is small. V107 of the GTVSIB was 0% in 44 of 45 patients.

Evaluation of TCP

Mean TCP values for all 45 HNSCC patients are given in the upper part of Table 2 for both DE levels. Significant differences between the two DE levels exist for all evaluated target structures for both modalities (p < 0.001). TCP values decreased from CTVelec to CTVgross-I to GTVSIB-I, i.e., from the outer to the inner target sub-volumes. The higher DE level led to a relevant increase in TCP values for the GTVSIB-I (9.6% for both modalities) and the total TCP (9.6% with IMXT, 9.3% with IMPT), while the differences for CTVgross-I and CTVelec were small with mean differences of 1 and 0%, respectively, independent of the treatment modality (Figure 3A). This was expected since the DE with the SIB technique focused on the GTV, while the dose to CTVelec and CTVgross-I was targeted to remain stable between both DE levels. The small differences in TCP values for the CTVgross-I between the DE levels resulted from the increase in dose that spilled out of the GTV into the surrounding CTVgross-I. TCP values for IMXT were in general slightly larger than for IMPT. This resulted from increased dose in the target regions around the GTVSIB-I for IMXT, caused by its less conformal dose distribution of the integrated boost.

TABLE 2 | Mean (±1 SD) total and tumor sub-volume TCP values (upper rows) and NTCP values of the evaluated models (lower rows) for the two DE levels and both treatment modalities.
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FIGURE 3 | Estimated differences between the two dose escalation levels for IMXT and IMPT: (A) ΔTCP and (B) ΔNTCP. MUC, oral mucositis; X12, xerostomia after 12 months; ASP, aspiration; DYS, physician-rated swallowing dysfunction; SWS, patient-rated problems with swallowing solids; SWL, patient-rated problems with swallowing liquids; LOE, laryngeal edema; TRI, trismus.



The estimated absolute TCP values depended on the employed model parameters. The mean increase in TCP from DE1 to DE2 was rather robust against the variation of the model parameters D50 and γ50 in intervals clinically reasonable for advanced HNSCC (Figure 4). For example, halving and doubling the slope parameter γ50 from a nominal value of 1.5–0.75 and 3 reduced the mean ΔTCP by about 0.03 and by 0.002, respectively. In comparison, the dependence of ΔTCP on D50 was stronger and the estimated gain in TCP between the DE levels increased monotonously for more radioresistant tumors (higher D50). The ΔTCP variation was very similar for IMXT and IMPT.
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FIGURE 4 | Dependence of the difference in total tumor control probability ΔTCP between the two dose escalation levels on the model input parameters (A) D50 and (B) γ50. Results are shown for IMXT and IMPT plans. The enlarged symbols mark the parameter values used in this study.



Evaluation of NTCP

Mean NTCP values for all 45 HNSCC patients are given in the lower part of Table 2 for both DE levels. Absolute NTCP values were patient dependent and toxicity dependent. The integral dose in the patient external contour outside the target volume did not increase with the DE level. Similarly, dose to the OARs were in most cases only slightly increased. As a consequence, the influence of the DE level on NTCP values was almost negligible in most of the evaluated NTCP models with mean ΔNTCP values of approximately 1%. Only the risk of aspiration, modeled with the dose to the pharyngeal constrictor muscle (PCM), was substantially increased from DE1 to DE2 by on average (±SD) 8 (±4)% (p < 0.001) for all patients with IMXT and 6 (±4)% (p < 0.001) with IMPT (Figure 3B).

Additionally, the analysis revealed that all NTCP values for IMXT were larger than for IMPT (p < 0.001 for all evaluated models), especially for the risk of xerostomia and aspiration. This reflects the ability of IMPT to create more conformal dose distributions compared to IMXT. As a result, the ΔNTCP were also smaller in most cases for IMPT.

DISCUSSION

We conducted an analysis of the effect of DE for 45 HNSCC patients by comparing TCP and NTCP values of two different dose levels for IMXT as well as IMPT treatment in an in silico study. DE applied by the SIB technique allows for a confined treatment intensification focusing on the region of highest risk for recurrence with both, IMXT and IMPT. This is reflected by the estimated TCP values, which clearly increased for the GTV (the targeted region for treatment intensification) while the values remained almost unchanged for the surrounding target volumes, CTVgross and CTVelec. Similarly, the dose to surrounding healthy tissues was only marginally increased for the higher DE level and the difference in NTCP values was practically negligible for all considered toxicities except for aspiration. The increase of estimated NTCP for aspiration resulted primarily from higher maximum doses in the PCM, since the model for aspiration uses a generalized equivalent uniform dose (gEUD) as input that is close to the maximum dose. Thus, an increase of high doses even in a small localized region of the PCM has a large impact on the NTCP value estimated by the employed aspiration model. Accordingly, setting a specific dose constraint for this organ in the treatment plan optimization may be appropriate in a DE study. All other employed NTCP models are based on mean organ dose as gEUD (or close to that) and their NTCP values were less sensitive to changes in local dose, leading to the observed small ΔNTCP values.

Treatment plans for PT possessed steeper dose gradients leading to a reduced high-dose spill into the tissue surrounding the SIB volume (high-dose rim) compared to IMXT plans. As a result, the ΔNTCP values were larger for IMXT than for IMPT. Also ΔTCP was slightly enhanced with IMXT for the two CTV sub-volumes. This difference in dose conformity together with the already lower NTCP level for IMPT let IMPT appear as a potential option for DE treatment in selected cases where IMXT leads to an unacceptable increase of NTCP values. However, for the lower DE level, DE1, with 2.3 Gy per fraction in the SIB volume (i.e., close to 2 Gy), the spill-over dose that increased the V107 in the CTV was still comparable between IMXT and IMPT. Thus, for such a low DE level the spill-over dose similarly affects the increase in toxicity risk for both treatment modalities. The small extent of spill-over for DE1 can be explained by the allowed dose variation in the two target volumes from 95% up to 107% of the prescribed dose, which is considered acceptable according to constraints of the International Commission on Radiation Units and Measurements (ICRU) (35). For example, a dose level of 2.3 Gy in the SIB volume requires (V95) a minimum of 2.19 Gy, while 2 Gy in the surrounding CTV permits (V107) a maximum of 2.14 Gy. Thus for DE1, both allowed dose limits are close together.

Based on the evaluated increase in toxicity risk via NTCP, a DE with a SIB of 2.6 Gy seems as feasible as a 2.3 Gy SIB for both modalities. Only for one toxicity endpoint (aspiration), an increase in risk was predicted by the NTCP models. At the same time, the expected benefit of the higher DE was a gain of about 10% in TCP which may be even higher for more radioresistant tumors (higher D50). The NTCP increase in aspiration of about the same magnitude is of clinical concern, as aspiration pneumonia may be the consequence and thus might be unacceptable in this relation, calling for a well-chosen dose limit for the PCM. The overall small increase in toxicity risk for most models for the evaluated DE level is in accordance with other published studies. Isotoxic DE from 70 Gy to comparable dose levels was rated feasible with a SIB in a small treatment planning study by Thorwarth et al. (36), where a DE of 50% (DE2 in the present study would corresponds to about 25%) was assessed as upper limit by evaluation of dosimetric data for a smaller number of OARs. Leclerc et al. (37) demonstrated the clinical applicability of a SIB with 2.5 Gy per fraction in a multi-centric phase I–II study, however, with a reduced total dose of 75 Gy (EQD2 = 78.1 Gy) and less advanced tumor stages.

This is the first study that employs the sub-volume TCP model to analyze the potential gain of different DE levels limited to a high-risk target sub-volume. The approach builds on established empirical knowledge on dose–response for homogeneous dose irradiation and corresponding spatially heterogeneous patterns of treatment failures. Recently, Vogelius et al. used a conceptually similar approach to analyze the potential of a data-driven dose-painting strategy for HNSCC (38). Assuming D50 to be close to 60.5 Gy, they found a substantial increase in local control with an estimated TCP of 89% for spatially optimized dose prescriptions. Considering the same D50 parameter, this TCP value is in good agreement with a TCP of about 87% estimated with the approach of the current study for the high DE level DE2. An ongoing Danish clinical trial that tests the data-driven dose-painting approach is supposed to provide clinical evidence that further supports the used TCP model.

Normal tissue complication probability evaluation was restricted to published toxicity models. The only toxicity, for which an increased risk of NTCP was found, differed from the others in modeling by being sensitive to local high-dose levels. This may also occur for other dose limiting toxicities, e.g., for ulceration of tissue, which was shown to be sensitive to high local doses within small volumes (39). Treatment planning studies evaluating the feasibility of DE in the view of potential side effects are limited to known dose–response effects and are a first step allowing for an ethically justifiable clinical trial. Thus, the theoretical feasibility of the DE schedule, demonstrated with the presented treatment planning study, needs to be carefully validated in a clinical setting.

A limitation of the presented analysis is the use of nominal dose distributions. As Müller et al. (40) and Góra et al. (41) showed, IMPT treatment plans are more prone to dose distortions originating from anatomical changes of the patients. Such changes can decrease the dose conformity to the target volume and thus deteriorate the TCP. Furthermore, they can result in increased dose to nearby healthy tissues, increasing the NTCP. The presented treatment planning study design included a one-step adaptation strategy to reduce the effects of patient anatomy changes on the dose distribution. Changes in anatomy would impose in a similar way on the dose distributions of the two compared DE levels, reducing their effect on the differences evaluated in the present study. However, the adaptation approach introduces an additional uncertainty by using a DIR for dose accumulation. Again, this uncertainty affects both DE levels in a similar way, reducing its influence on the difference values. In a clinical setting, close consideration is required to limit the effect of anatomical changes, e.g., by implementing plan adaptation protocols.

Another limitation originates from uncertainties connected to the modeling of the TCP and NTCP values. As a consequence, the results need to be interpreted carefully, especially, when absolute TCP and NTCP values are considered. However, this study focused on differences between model values for the two DE levels. Such relative results tend to be more robust, as some uncertainties may affect the absolute NTCP and TCP values in a similar way, having a minor effect on the differences. For example, the D50 parameter sensitivity analysis, which covered a broad D50 interval – i.e., a large range of patient characteristics – led to a variation of the absolute TCP on the order of 35% (e.g., DE1 of IMXT: from 83 to 47%). Evaluating for the same data the impact on ΔTCP resulted in a variation of only 7% (cf. Figure 4). For NTCP values a comprehensive parameter sensitivity analysis was beyond the scope of this study. A case study for the physician-rated dysphagia model showed that for IMXT a doubling or halving of the input parameters led to a relative change of mean ΔNTCP of approximately 50%, i.e., from 2 to 3% and to 1%, respectively. However, absolute NTCP values were similar to values found in other publications using these models, and thus the model parameters seem to be reliable for the presented patient cohort (31, 42). Consequently, even for less favorable model parameters (low D50 or γ50), a substantial ΔTCP increase of 5% between the DE levels was estimated, while ΔNTCP remained at a smaller level in the case study. Assuming for the other models an effect of similar magnitude, and considering the small NTCP values for most patients, model parameter changes would lead to only little changes regarding the presented statements.

CONCLUSION

The presented in silico study evaluated two treatment intensification strategies differing in the SIB dose level to the high-risk tumor sub-volume for advanced HNSCC patients. The increase of the DE level from 2.3 to 2.6 Gy per fraction was feasible with IMXT and IMPT retaining integral dose and NTCP values of all but one endpoint. For aspiration, an increase in estimated toxicity risk was identified. The relevant increase in TCP between the DE levels originated from a higher TCP in the SIB volume, which is of the same order of magnitude as the estimated increase in aspiration toxicity and much higher than the increase of the other evaluated toxicities. Weighing the large TCP gain against the little NTCP increase of all evaluated models, the use of the higher DE level may be beneficial from a clinical point of view, except for those situations, where aspiration is of clinical concern. Since the analysis was restricted to available toxicity models, these findings need to be further investigated in prospective clinical studies.

AUTHOR CONTRIBUTIONS

AJ participated in the design of the treatment planning study, chose the NTCP models, performed the treatment planning, physical dose and NTCP analysis and interpretation of the data, and drafted the manuscript. AL created the TCP model, performed the TCP calculations, analyzed the TCP data, and drafted the manuscript. KS performed parts of the treatment planning, the processing (dose summation, DIR, NTCP calculations) and interpretation of the data for the physical dose, and NTCP analysis. AB-L participated in the design of the treatment planning study, performed the delineation of volumes for treatment planning, and advised in the NTCP model choice. SL processed the data for the TCP calculation (dose summation, TCP calculation) and calculated the relative dose distributions. MK, MB, RP, and CR participated in the design of the treatment planning study and provided general supervision. MK and CR contributed to the data interpretation. All authors revised and approved the manuscript.

ACKNOWLEDGMENTS

The authors thank Milos Kovacevic for his support in data preparation.

FUNDING

AJ, KS, AB-L, RP, and CR were funded by the Bundesministerium für Bildung und Forschung (BMBF-03Z1N51).

REFERENCES

1. Grégoire V, Lefebvre J-L, Licitra L, Felip E. Squamous cell carcinoma of the head and neck: EHNS-ESMO-ESTRO Clinical Practice Guidelines for diagnosis, treatment and follow-up. Ann Oncol (2010) 21:184–6. doi:10.1093/annonc/mdq185

2. Pignon J-P, le Maître A, Maillard E, Bourhis J. Meta-analysis of chemotherapy in head and neck cancer (MACH-NC): an update on 93 randomised trials and 17,346 patients. Radiother Oncol (2009) 92:4–14. doi:10.1016/j.radonc.2009.04.014

3. Marks JE, Bedwinek JM, Lee F, Purdy JA, Perez CA, Purdy A. Dose-response analysis for nasopharyngeal carcinoma: an historical perspective. Cancer (1982) 50:1042–50. doi:10.1002/1097-0142(19820915)50:6

4. Daly ME, Lieskovsky Y, Pawlicki T, Yau J, Pinto H, Kaplan M, et al. Evaluation of patterns of failure and subjective salivary function in patients treated with intensity modulated radiotherapy for head and neck squamous cell carcinoma. Head Neck (2007) 29:211–20. doi:10.1002/hed.20505

5. Dawson LA, Anzai Y, Marsh L, Martel MK, Paulino A, Ship JA, et al. Patterns of local-regional recurrence following parotid-sparing conformal and segmental intensity-modulated radiotherapy for head and neck cancer. Int J Radiat Oncol Biol Phys (2000) 46:1117–26. doi:10.1016/S0360-3016(99)00550-7

6. Hansen O, Overgaard J, Hansen HS, Overgaard M, Morten H, Karsten EJ, et al. Importance of overall treatment time for the outcome of radiotherapy of advanced head and neck carcinoma: dependency on tumor differentiation. Radiother Oncol (1997) 43:47–51. doi:10.1016/S0167-8140(97)01904-X

7. Lauve A, Morris M, Schmidt-Ullrich R, Wu Q, Mohan R, Abayomi O, et al. Simultaneous integrated boost intensity-modulated radiotherapy for locally advanced head-and-neck squamous cell carcinomas: II – clinical results. Int J Radiat Oncol Biol Phys (2004) 60:374–87. doi:10.1016/j.ijrobp.2004.03.010

8. Vosmik M, Odrázka K, Dolezel M, Vaculíková M, Kordac P, Zouhar M, et al. IMRT with the use of simultaneous integrated boost in treatment of head and neck cancer: acute toxicity evaluation. Acta Medica (Hradec Kralove) (2006) 49:167–73.

9. Butler EB, Teh BS, Grant WH, Uhl BM, Kuppersmith RB, Chiu JK, et al. SMART (simultaneous modulated accelerated radiation therapy) boost: a new accelerated fractionation schedule for the treatment of head and neck cancer with intensity modulated radiotherapy. Int J Radiat Oncol Biol Phys (1999) 45:21–32. doi:10.1016/S0360-3016(99)00101-7

10. Bütof R, Baumann M. Time in radiation oncology – keep it short! Radiother Oncol (2013) 106:271–5. doi:10.1016/j.radonc.2013.03.007

11. Lohaus F, Linge A, Tinhofer I, Budach V, Gkika E, Stuschke M, et al. HPV16 DNA status is a strong prognosticator of loco-regional control after postoperative radiochemotherapy of locally advanced oropharyngeal carcinoma: results from a multicentre explorative study of the German Cancer Consortium Radiation Oncology Group (DKTK-ROG). Radiother Oncol (2014) 113:317–23. doi:10.1016/j.radonc.2014.11.011

12. Lassen P, Overgaard J, Eriksen JG. Expression of EGFR and HPV-associated p16 in oropharyngeal carcinoma: correlation and influence on prognosis after radiotherapy in the randomized DAHANCA 5 and 7 trials. Radiother Oncol (2013) 108:489–94. doi:10.1016/j.radonc.2013.08.036

13. Zips D, Zöphel K, Abolmaali N, Perrin R, Abramyuk A, Haase R, et al. Exploratory prospective trial of hypoxia-specific PET imaging during radiochemotherapy in patients with locally advanced head-and-neck cancer. Radiother Oncol (2012) 105:21–8. doi:10.1016/j.radonc.2012.08.019

14. Hentschel M, Appold S, Schreiber A, Abolmaali N, Abramyuk A, Dörr W, et al. Early FDG PET at 10 or 20 Gy under chemoradiotherapy is prognostic for locoregional control and overall survival in patients with head and neck cancer. Eur J Nucl Med Mol Imaging (2011) 38:1203–11. doi:10.1007/s00259-011-1759-3

15. Flynn RT, Bowen SR, Bentzen SM, Rockwell Mackie T, Jeraj R. Intensity-modulated x-ray (IMXT) versus proton (IMPT) therapy for theragnostic hypoxia-based dose painting. Phys Med Biol (2008) 53:4153–67. doi:10.1088/0031-9155/53/15/010

16. Thorwarth D, Eschmann S-M, Paulsen F, Alber M. Hypoxia dose painting by numbers: a planning study. Int J Radiat Oncol Biol Phys (2007) 68:291–300. doi:10.1016/j.ijrobp.2006.11.061

17. Lee NY, Mechalakos JG, Nehmeh S, Lin Z, Squire OD, Cai S, et al. Fluorine-18-labeled fluoromisonidazole positron emission and computed tomography-guided intensity-modulated radiotherapy for head and neck cancer: a feasibility study. Int J Radiat Oncol Biol Phys (2008) 70:2–13. doi:10.1016/j.ijrobp.2007.06.039

18. Schütze C, Bergmann R, Brüchner K, Mosch B, Yaromina A, Zips D, et al. Effect of [(18)F]FMISO stratified dose-escalation on local control in FaDu hSCC in nude mice. Radiother Oncol (2014) 111(1):81–7. doi:10.1016/j.radonc.2014.02.005

19. Horsman MR, Mortensen LS, Petersen JB, Busk M, Overgaard J. Imaging hypoxia to improve radiotherapy outcome. Nat Rev Clin Oncol (2012) 9:674–87. doi:10.1038/nrclinonc.2012.171

20. Zschaeck S, Haase R, Abolmaali N, Perrin R, Stützer K, Appold S, et al. Spatial distribution of FMISO in head and neck squamous cell carcinomas during radio-chemotherapy and its correlation to pattern of failure. Acta Oncol (2015) 54(9):1355–63. doi:10.3109/0284186X.2015.1074720

21. Lühr A, Löck S, Jakobi A, Stützer K, Richter C, Baumann M, et al. PO-0911: method to estimate tumour response in boost scenarios based on clinical data. Radiother Oncol (2015) 115(Suppl):S471–2. doi:10.1016/S0167-8140(15)40903-X

22. Due AK, Vogelius IR, Aznar MC, Bentzen SM, Berthelsen AK, Korreman SS, et al. Recurrences after intensity modulated radiotherapy for head and neck squamous cell carcinoma more likely to originate from regions with high baseline [18F]-FDG uptake. Radiother Oncol (2014) 111:360–5. doi:10.1016/j.radonc.2014.06.001

23. Jakobi A, Bandurska-Luque A, Stützer K, Haase R, Löck S, Wack L-J, et al. Identification of patient benefit from proton therapy for advanced head and neck cancer patients based on individual and subgroup NTCP analysis. Int J Radiat Oncol Biol Phys (2015) 92:1165–74. doi:10.1016/j.ijrobp.2015.04.031

24. Jakobi A, Stützer K, Bandurska-Luque A, Löck S, Haase R, Wack L-J, et al. NTCP reduction for advanced head and neck cancer patients using proton therapy for complete or sequential boost treatment versus photon therapy. Acta Oncol (2015) 54(9):1658–64. doi:10.3109/0284186X.2015.1071920

25. Stützer K, Jakobi A, Haase R, Bandurska-Luque A, Löck S, Krause M, et al. Characterization of deformation vector fields for the registration of dose distributions in adaptive treatment planning and sequential boost protocols. In: Klöck S, editor. Abstr. – Jt. Conf. SSRMP, DGMP, ÖGMP. Zürich: Dreiländertagung der Medizinischen Phys (2014). p. 140–2.

26. Okunieff P, Morgan D, Niemierko A, Suit HD. Radiation dose-response of human tumors. Int J Radiat Oncol Biol Phys (1995) 32:1227–37. doi:10.1016/0360-3016(94)00475-Z

27. Lühr A, Löck S, Roth K, Helmbrecht S, Jakobi A, Petersen JB, et al. Concept for individualized patient allocation: ReCompare – remote comparison of particle and photon treatment plans. Radiat Oncol (2014) 9:59. doi:10.1186/1748-717X-9-59

28. Löck S, Roth K, Skripcak T, Worbs M, Helmbrecht S, Jakobi A, et al. Implementation of a software for REmote COMparison of PARticlE and photon treatment plans: ReCompare. Z Med Phys (2015) 25:287–94. doi:10.1016/j.zemedi.2015.02.001

29. Bhide S, Gulliford S, Schick U, Miah A, Zaidi S, Newbold K, et al. Dose-response analysis of acute oral mucositis and pharyngeal dysphagia in patients receiving induction chemotherapy followed by concomitant chemo-IMRT for head and neck cancer. Radiother Oncol (2012) 103:88–91. doi:10.1016/j.radonc.2011.12.027

30. Eisbruch A, Kim HM, Feng FY, Lyden TH, Haxer MJ, Feng M, et al. Chemo-IMRT of oropharyngeal cancer aiming to reduce dysphagia: swallowing organs late complication probabilities and dosimetric correlates. Int J Radiat Oncol Biol Phys (2011) 81:e93–9. doi:10.1016/j.ijrobp.2010.12.067

31. Houweling AC, Philippens MEP, Dijkema T, Roesink JM, Terhaard CHJ, Schilstra C, et al. A comparison of dose-response models for the parotid gland in a large group of head-and-neck cancer patients. Int J Radiat Oncol Biol Phys (2010) 76:1259–65. doi:10.1016/j.ijrobp.2009.07.1685

32. Rancati T, Fiorino C, Sanguineti G. NTCP modeling of subacute/late laryngeal edema scored by fiberoptic examination. Int J Radiat Oncol Biol Phys (2009) 75:915–23. doi:10.1016/j.ijrobp.2009.04.087

33. Lindblom U, Gärskog O, Kjellén E, Laurell G, Levring Jäghagen E, Wahlberg P, et al. Radiation-induced trismus in the ARTSCAN head and neck trial. Acta Oncol (2014) 53:620–7. doi:10.3109/0284186X.2014.892209

34. Christianen MEMC, Schilstra C, Beetz I, Muijs CT, Chouvalova O, Burlage FR, et al. Predictive modelling for swallowing dysfunction after primary (chemo)radiation: results of a prospective observational study. Radiother Oncol (2012) 105:107–14. doi:10.1016/j.radonc.2011.08.009

35. ICRU. ICRU Report 50 – Prescribing, Recording and Reporting Photon Beam Therapy. Bethesda, MD: (1993).

36. Thorwarth D, Soukup M, Alber M. Dose painting with IMPT, helical tomotherapy and IMXT: a dosimetric comparison. Radiother Oncol (2008) 86:30–4. doi:10.1016/j.radonc.2007.11.003

37. Leclerc M, Maingon P, Hamoir M, Dalban C, Calais G, Nuyts S, et al. A dose escalation study with intensity modulated radiation therapy (IMRT) in T2N0, T2N1, T3N0 squamous cell carcinomas (SCC) of the oropharynx, larynx and hypopharynx using a simultaneous integrated boost (SIB) approach. Radiother Oncol (2013) 106:333–40. doi:10.1016/j.radonc.2013.03.002

38. Vogelius IR, Håkansson K, Due AK, Aznar MC, Berthelsen AK, Kristensen CA, et al. Failure-probability driven dose painting. Med Phys (2013) 40:081717. doi:10.1118/1.4816308

39. Madani I, Duprez F, Boterberg T, Van De Wiele C, Bonte K, Deron P, et al. Maximum tolerated dose in a phase I trial on adaptive dose painting by numbers for head and neck cancer. Radiother Oncol (2011) 101:351–5. doi:10.1016/j.radonc.2011.06.020

40. Müller BS, Duma MN, Kampfer S, Nill S, Oelfke U, Geinitz H, et al. Impact of interfractional changes in head and neck cancer patients on the delivered dose in intensity modulated radiotherapy with protons and photons. Phys Med (2015) 31:266–72. doi:10.1016/j.ejmp.2015.02.007

41. Góra J, Kuess P, Stock M, Andrzejewski P, Knäusl B, Paskeviciute B, et al. ART for head and neck patients: on the difference between VMAT and IMPT. Acta Oncol (2015) 54(8):1166–74. doi:10.3109/0284186X.2015.1028590

42. Van der Laan HP, van de Water TA, van Herpt HE, Christianen MEMC, Bijl HP, Korevaar EW, et al. The potential of intensity-modulated proton radiotherapy to reduce swallowing dysfunction in the treatment of head and neck cancer: a planning comparative study. Acta Oncol (2013) 52:561–9. doi:10.3109/0284186X.2012.692885

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2015 Jakobi, Lühr, Stützer, Bandurska-Luque, Löck, Krause, Baumann, Perrin and Richter. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) or licensor are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.







	 
	REVIEW
published: 28 January 2016
doi: 10.3389/fonc.2016.00008





[image: image1]

Protons, Photons, and the Prostate – Is There Emerging Evidence in the Ongoing Discussion on Particle Therapy for the Treatment of Prostate Cancer?

Kilian C. Schiller1, Gregor Habl1 and Stephanie E. Combs1,2,3,*

1 Department of Radiation Oncology, Klinikum rechts der Isar, Technische Universität München (TUM), München, Germany

2 Institute of Innovative Radiotherapy (iRT), Department of Radiation Sciences (DRS), Helmholtz Zentrum München, Oberschleißheim, Germany

3 Deutsches Konsortium für Translationale Krebsforschung (dktk), Partner Site München, München, Germany

OPEN ACCESS

Edited by:

Marco Durante, GSI, Germany

Reviewed by:

Sunyoung Jang, Princeton Radiation Oncology, USA
Michael Chuong, University of Maryland, USA

*Correspondence:

Stephanie E. Combs
stephanie.combs@tum.de

Specialty section:

This article was submitted to Radiation Oncology, a section of the journal Frontiers in Oncology

Received: 24 July 2015
Accepted: 11 January 2016
Published: 28 January 2016

Citation:

Schiller KC, Habl G and Combs SE (2016) Protons, Photons, and the Prostate – Is There Emerging Evidence in the Ongoing Discussion on Particle Therapy for the Treatment of Prostate Cancer? Front. Oncol. 6:8. doi: 10.3389/fonc.2016.00008

Proton therapy is actively and repeatedly discussed within the framework of particle therapy for the treatment of prostate cancer (PC). The argument in favor of treating the prostate with protons is partly financial: given that small volumes are treated, treatment times are low, resulting in a hypothetical high patient throughput. However, such considerations should not form the basis of medical decision-making. There are also physical and biological arguments which further support the use of particle therapy for PC. The only relevant randomized data currently available is the study by Zietman and colleagues, comparing a high to a low proton boost, resulting in a significant increase in PSA-free survival in the experimental (high dose) arm (1). With modern photon treatments and image-guided radiotherapy (IGRT), equally high doses can be applied with photons and, thus, a randomized trial comparing high-end photons to protons is warranted. For high-linear energy transfer (LET) particles, such as carbon ions, the increase in relative biological effectiveness could potentially convert into an improvement in outcome. Additionally, through the physical differences of protons and carbon ions, the steeper dose gradient with carbon ions and the lack of beam broadening in the carbon beam lead to a superior dose distribution supporting the idea of hypofractionation. Biological and clinical data are emerging, however, has practice-changing evidence already arrived?
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INTRODUCTION

Proton beam therapy (PBT) among particle therapy for prostate cancer (PC) remains a highly topical subject in the uro-oncological community. It is fueled by discussions concerning questionable superiority to photon treatment with regard to survival or local control, higher costs and cost-effectiveness, better tolerance for patients due to fewer side effects, and, last but not least, continuous patient inquiries regarding the therapy (2). This is represented by numerous ongoing trials and publications; the search for “proton therapy AND PC” on clinicaltrials.gov generates 36 hits alone (3). As biological and clinical data are emerging, the question remains: has practice-changing evidence already been uncovered?

PHOTONS

The goal in radiotherapy (RT) of localized PC is a lethal dose to tumor cells, while ensuring that the smallest possible dose is applied to surrounding tissues, such as rectum and bladder, and thereby avoiding side effects and toxicities for patients.

Nowadays photons are the most commonly used treatment in RT for PC. Photons have no mass and no charge and, therefore, travel easily through target materials. There is an initial increase of energy as they interact with the target material electrons (e.g., the body), which enhances the radiation effect. As a result of this, their peak dose is reached within a few centimeters from the entrance surface – the so-called “dose accumulation effect.” In the deeper trajectory through the body subsequently, the radiation dose decreases until it exits the body. 3D plans initially had a significant dose deposition in the entry and exit fields. With multiple field plans, rapid arc or helical techniques, these doses tend to be significantly smaller, but often a dose bath with low-to-moderate doses over surrounding organs cannot be avoided in order to deliver a deathly dose to cancer cells (4). The possible side effects include gastrointestinal (GI) and genitourinary (GU) problems and a potentially slightly higher risk for secondary malignancies (5). Therefore, photon radiation therapy does not seem appropriate in terms of its physical characteristics to treat those organs located at a great depth within the body. Despite modern improvements in technologies, such as multi-leaf collimators, intensity-modulated radiotherapy (IMRT), or image-guided radiotherapy (IGRT), photon-beam therapy will always include a certain level of entrance and exit doses, resulting in healthy tissue receiving low-to-moderate radiation doses. While these doses are most likely not associated with a prominent side effect risk, such issues necessitate a serious consideration of alternative treatment options, including particle therapy.

PARTICLE THERAPY

As of 2013, more than 123,000 patients had received therapy with heavy particles worldwide, PBT accounting for the majority of this, with over 106,000 patients treated (6). While protons can be termed particles, they are not considered “heavy,” and from their effect they can be categorized as low-linear energy transfer (LET) radiation, comparable to photons. Heavy particles include carbon ions, oxygen as well as neutrons, and others. Particles may be charged (protons, carbon ions) or neutral (neutrons). The term “heavy particle therapy” is generally used to distinguish it from conventional X-Ray RT, which uses massless photons. As most research undertaken so far has investigated protons, we shall mainly focus on them in the following article. Experience with other heavy particles is limited to a mere seven operating carbon ion facilities worldwide, treatment with carbon ions can be considered experimental and, therefore, reliable evidence is only just emerging and no conclusions can yet be drawn with regard to their effectiveness or toxicity.

PROTONS

Due to their physical characteristics, protons potentially offer a treatment method in which smaller areas receive radiation doses and, thus, bring about fewer side effects. Proton beams are created by a cyclotron or synchrotron, whereby the proton is separated from hydrogen molecules. Protons travel fast through tissue, with minimal room for interaction; in depth the velocity is reduced, interactions occur, and the energy is deposited: they, therefore, stop very abruptly in tissues reaching a very specific depth: the so-called “Bragg peak” (7), see Figure 1. Here, the majority of energy is being deposited. Heavy particles, compared to photons, have a greater radiobiological effect (1.1 times for protons and 2–3 for carbon ions) and, therefore, greater potential to damage cancer cells by interacting more densely with tissue, causing higher levels of ionization per unit length (8, 9). The dose then rapidly decreases to 0 as heavy particles (opposed to photons) stop within the body. Thus, the integral dose with protons is approximately 60% lower than that of any external beam photon technique (10, 11).
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FIGURE 1 | Characteristic dose profile for photons (green), protons (yellow), and carbon ions (black). Typical Bragg Peak (red) for particles that can be directed into defined regions depending on the energy used [adapted from Combs et al. (7)].



In theory, this is ideal for treating tumors near to sensitive structures, such as the brain and spinal cord, as well as for childhood cancers in order to reduce the dose to healthy surrounding organs. PBT can potentially show a clinical superiority compared to photons and is, to a certain extent, established in some populations such as pediatric indications or uveal melanoma, at least in some regions worldwide (12–14).

It is important in all populations to note that RT comes with the risk of developing secondary malignancies years to decades later. Although this risk is low with modern techniques, it is in focus for radiation oncologists, and patients alike. With the sharp dose deposition of particles, there are presumably a smaller number of secondary malignancies due to the lower dose to surrounding healthy structures. Nevertheless PBT, as opposed to photon therapy, generates neutrons as a by-product, which can be scattered into adjacent normal tissues, especially with passive beam techniques. These neutrons have a strong biological effect and, thus, could theoretically increase the risk of secondary malignancies (15). Despite such theoretical concerns, a large retrospective study did not find statistically significant differences in secondary malignancies between patients treated with protons and those treated with photons – 5.2% of all PBT-treated patients had secondary malignancies versus 7.5% in the photon treatment group (16).

The width of the Bragg peak is within the millimeter range and usually not wide enough to cover a whole treatment volume. Several of those peaks must be superimposed to treat effectively a tumor of a certain length and volume – the so-called “spread-out Bragg peak” (SOBP). There can be some uncertainty about the exact location of the Bragg peak due to tissue inhomogeneities. Here, PBT skeptics argue that there is no widely used method for confirming the proton range, or that the SOBP encompasses the prostate in vivo, making sufficient margins essential for a successful therapy and thereby diminishing the possible advantage of smaller radiation volumes.

Another technical challenge is that, because of the steep dose gradient (Bragg peak), the plan parameters and patient positioning must be highly precise in order to obtain a high dose within the tumor region while maximizing the protection of organs at risk (OAR). This makes the uncertainty regarding the range of motion in human tissue one of the major hurdles of RT with protons, meaning that particle therapy is more vulnerable to target motion than photon irradiation (17).

Yoon et al. also describe an increased sensitivity to target motion of PBT because of deep dose depletion beyond the SOBP (18).

In RT of PC, the range of motion can be divided into inter- and intrafractional movements. Interfractional movements occur between two radiation appointments, e.g., due to filling of the bladder and rectum. Intrafractional movements happen within one radiation session, e.g., due to breathing, bowel gas, or small patient movements. Because of this, measurements in PBT should be made even during dose delivery and can be accomplished via positron emitters (PET camera) or induced gamma radiation (Compton camera) (19, 20). Motion mitigation strategies are essentially important to exploit the full potential of particle therapy; this includes scanning approaches, such as rescanning, gating, or implementation of motion-surrogates, such as markers (21–23).

CARBON IONS

As opposed to protons, which can be considered to have radiobiological features similar to photons [relative biological effectiveness (RBE) = 1.1 for protons], other heavy particles have higher LET characteristics, leading to substantial differences in radiobiological interactions. Due to their mass, carbon ions have a higher biological effectiveness compared to protons with a comparable depth-dose profile. The RBE of the carbon ion beams has been estimated as 2.0–3.0 (9). This means that they are twice to three times more effective in killing cancer cells than proton or photon beams as they are more likely to cause deathly DNA double-strand breaks. Thus, carbon ions have radiobiological advantages, including more effective killing of intrinsic radio-resistant tumors, hypoxic tumor cells, and tumor cells in the G0 or S phase (24).

Furthermore, they possess an even sharper dose distribution than protons, but the dose in the region beyond the distal end of the peak is higher in carbon ion beams than proton beams, because carbon ions undergo nuclear interactions producing a fragmentation tail beyond the dose peak (25, 26).

In terms of its medical application, carbon ion therapy has been described as being advantageous inter alia for PC. Regarding the anti-tumor effect of carbon ion RT for PC, Ishikawa et al. reported survival data and biochemical relapse-free rates for almost 1000 patients with 20 or 16 fractions at the ion beam center in Chiba, Japan. The 5-year overall survival and cause-specific survival rates for all patients were 95.3 and 98.8%, respectively; the 5-year relapse-free and local control rates were 90.6 and 98.3%, respectively. Especially noteworthy is that the outcomes for biochemical relapse-free survival also included the high-risk group and that hypo-fractionated carbon ion RT seems to have had radiobiological benefit for PC (24, 27). In a more recent Phase I/II study from 2014, Nomiya et al. described a shortened course with only 12 fractions as another feasible option, however, the long-term outcome of such an approach is still pending (28).

Certainly, there are advantages of carbon ion RT, as an option with high biological effectiveness over low-LET radiations, such as photon therapy or PBT, and carbon ion therapy may prove to make a substantial difference in certain patient populations. However, precise definition of clinical study protocols and critical evaluation of patient data together with intake of molecular characteristics of tumors and normal tissue can help to optimally stratify patients for different radiation modalities leading to individualized radiotherapy (iRT). (Figure 2).
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FIGURE 2 | Individualized radiotherapy (iRT): prostate cancer patient stratification for different radiation modalities.



TECHNOLOGICAL ASPECTS

Common passive scattering systems will be replaced by spot scanning systems in charged particle beam therapy in medium term. It is in routine clinical use at the Paul Scherrer Institute (PSI) in Darmstadt. Advantages are the precise dose distribution and planning options for using intensity-modulated proton beam therapy (IMPT). The application is safe but several aspects for uncertainties, such as the robustness to movements of the target and to IMPT plans, must be taken into account when working with spot scanning techniques. Zhu et al. reported on the single-field integrated boost (SFIB) technique for spot scanning proton therapy based on single-field optimization (SFO) treatment planning techniques (29).

Regarding beam delivery, most experience has mainly been acquired with horizontal beam lines. The success of radiotherapy treatment is strongly increased through the possibility of applying the beam to the target using different angles, such as in IMRT. Hence, the worldwide first gantry for charged particle was brought online in October 2012 at the Heidelberg Ion Therapy Center (HIT), Heidelberg.

DISCUSSION

The success of irradiation in patients with localized PC correlates with the administered dose, meaning that a higher dose to the prostatic gland leads to better cancer control (1).

Several randomized trials have shown a benefit of dose escalation to 78–79 Gy for men treated with external radiation for localized PC. Previous data suggested a benefit with even higher doses. In a trial by Coen et al., the safety and efficacy of 82 Gy (a 2 Gy equivalent) delivered with conformal PBT was tested. The estimated rate of ≥Grade 3 late toxicity at 18 months was 6%, indicating that this may be the maximal dose that can be delivered safely with this technique and fractionation (30).

On the other hand, with new techniques such as IMRT (± rapid arc) or IGRT, photon radiation encumbers OAR with low-to-moderate doses. Such doses normally do not cause noticeable side effects for patients, and photon therapy has reached a high level of patient comfort and acceptance. In a similar way, IMRT is described to have excellent efficacy and low toxicity in the treatment of PC, even with elevated final doses (31, 32).

It has, thus, become the standard procedure for RT of PC in many institutes due to the significantly reduced toxicities compared with what has been observed with conventional 3D-approaches.

The feasibility of high-dose IMRT (up to 81 Gy) has been demonstrated in studies with large numbers of patients and has been proven to have comparably low side effects (33–35).

This was stated earlier by Mock et al.: they described IMRT as more effectively enabling dose reductions to OAR in the medium dosage range compared to 3D conformal radiotherapy. Furthermore, they indicated possible benefits of the two-field PBT technique, which reduces doses to surrounding tissues compared to photon-beam RT (36). The physical properties of protons may, thus, decrease common GI and GU side effects even further.

As early as 1983, Duttenhaver et al. discussed proton versus a conventional megavoltage X-Ray (photon) boost, finding no difference in local tumor control (LC), disease-free survival (DFS), or overall survival (OS), yet fewer side effects with an elevated proton boost. Photon RT has evolved since then, as described above, with numerous technical advances, while PBT has yet to prove itself through better LC, OS, or significantly fewer side effects (37).

In dosimetric studies of a small patient group Vargas et al. were able to show a reduced mean rectal (59%) and bladder (35%) dose for PBT compared to IMRT (38). Early outcomes from single arm, prospective trials confirmed these assumptions. Nihei et al. described the incidence of late ≥grade 2 rectal and bladder toxicity at 2 years to be 2.0 and 4.1%, respectively (39).

Similarly, Mendenhall et al. found good early outcomes with image-guided proton therapy, suggesting high efficacy and minimal toxicity with 1.9% grade 3 GU symptoms and <0.5% grade 3 GI toxicities (39, 40). Generally, the dose to healthy tissues in the range <50% of the target prescription was substantially lower with proton therapy (41).

A retrospective analysis of the Medicare database compared early toxicity in 421 men using PBT with 842 matched controls treated with IMRT. A statistically significant decrease in GU toxicity at 6 months for PBT was seen, but this difference had disappeared at one year. There were no other significant differences in toxicity between the two techniques at either 6 or 12 months post-treatment. Yu et al. concluded that although PBT is substantially more cost-intensive than IMRT, no difference in toxicity in a comprehensive cohort of Medicare beneficiaries with PC at 12 months post-treatment was found (42).

Keeping in mind that the amount of bladder exposed to low doses of radiation predicts early toxicity the difference in toxicity seen by Yu et al. is plausible, since in previous studies it has been shown that one improvement in radiation dose distribution for PBT compared to IMRT led to a reduction in the amount of bladder exposed to low and intermediate levels of radiation (36, 41, 43). This dose reduction was most likely responsible for the transient improvement in the Yu study.

However, other studies have found IMRT to be favorable over PBT with regard to toxicity. An analysis from the Medicare Surveillance, Epidemiology, and End Results (SEER) database in the USA identified 684 men treated with PBT between 2002 and 2007 and compared these with a cohort treated with IMRT.

Intensity-modulated radiotherapy was associated with significantly less GI morbidity. However, there were no statistically significant differences in other toxicities, nor a significant difference in the frequency with which patients required additional cancer therapy (44).

There are still no completed randomized trials comparing PBT with photon-beam therapy in men with clinically localized PC (45).

With regard to the OS data, a few major studies have been conducted. One of the major dose-escalation studies was carried out at The Proton Center in Boston. Zietman et al. randomized 393 patients with a PSA <5 ng/ml to a low-dose arm (50.4 Gy photon therapy + 19.8 GyE proton boost) and a high-dose arm (50.4 Gy photon + 28.8 GyE proton boost). The analysis revealed a significant difference in biochemical recurrence-free survival in favor of the high-dose arm. Subgroup analysis of low and high-risk patients (depending on the Gleason score) showed a significant advantage for the high-dose group in both cases. An impact on the OS rate was not observed. Both acute and late toxicities were not increased in either arm compared to the incidence of comparable photon studies (1, 46). However, modern photon treatments allow comparable high-dose application with utmost precision and safety; thus, the latter trial might be termed mainly not as a trial comparing photons and protons, but high-dose to low-dose treatments.

Finally, the American Society for Radiation Oncology (ASTRO) released a list recommending the use of PBT after an evidence-based review for certain tumors, including central nervous system and pediatric malignancies. For others, among them PC, it recommends treatment only within the setting of clinical trials, as there was evidence for the efficacy of PBT but no suggestion that it is superior to photon-based approaches (47, 48).

COST ASPECT

Concerning costs, several aspects must be highlighted: the construction costs of proton facilities, maintenance costs and outcome, also concerning throughput compared to photon radiation.

First, Keener et al. estimated the building cost for a new PBT center to be between 100 and 250 million US-Dollars. This is the equivalent of about 40 times the price of setting up a state-of-the-art photon radiation center (49).

As for maintenance and cost-effectiveness, Johnstone et al. calculated that a high number (single gantry 85%) of “simple” cases with a faster throughput are necessary for proton facilities to work cost effectively (50).

Proton beam therapy for PC is often described as simple, compared to pediatric or central nervous system indications, where longer setup and/or treatment times are required. A modern proton center requires treating a caseload and emphasizing simple patients with high throughput even before operating costs or any profit are achieved (50). In theory, this means that a PBT facility treating only patients with PC would run cost effectively and profitably.

With regard to compensation, Yu et al. found median Medicare reimbursement in the USA to be over 32,000 US-Dollars for proton RT and over 18,000 for IMRT. In a retrospective study of over 27,000 patients, they found no toxicity difference at 12 months post-treatment, despite the cost being almost double (42).

Furthermore, in a cost utility analysis per quality-adjusted life year (QALY) from a literature search between 2003 and 2013, PBT was not found to be cost-effective in any of the analysis (51).

A very interesting open phase 3 study (NCT01230866) is underway and could make a significant difference to PBT cost-effectiveness, as well as to the life quality of patients. The study compares standard dose of RT (44 treatments) with a hypofractionation concept (five treatments) (52).

This study could dramatically decrease the treatment costs of PBT if the hypofraction arm performs similar or better than normofractionated treatment. It could also improve the life quality of patients as a result of the decreased number of treatment appointments. However, only recently the biological rationale of hypofractionation was revisited questioning the current α/β concepts – newer data assume that prostate α/β are, after all, more closely comparable to those of rectal or other normal tissue than initially believed, thus, questioning the real rationale of hypo-fractionation (53).

In summary, technology for PC RT has made important advances. However, its associated costs have escalated, thus, making cost-effectiveness analysis critical to assess. So far, all aspects of PBT remain far more expensive than photon radiation therapy, meaning that cost consciousness should outweigh standard PBT for PC as long as there is no clear evidence from controlled randomized trials supporting the superiority of PBT, so that the surplus of money spent can be well-invested. However, data are available that proton therapy can be applied, and especially in the pediatric population referral to a high-end particle therapy center should be evaluated. For carbon ions, patients should be treated within clinical trials until the full potential and the biological rationale can be shown in patient treatments.

In conclusion, proton therapy is worth being discussed in modern oncology with assets leading to potentially advantageous treatments; however, this should not lead to unreflected discussions and recommendations that proton therapy is the necessary independently of indication patient age, comorbidities, and other factors. For PC, it will be interesting to follow the ongoing research to see which technique “will be the road less traveled.”

CONCLUSION

A high publication rate confirms continued high interest in PBT and its characteristics. Reading through such publications, one gets the impression that the authors often take a similar stance to ASTRO, who finished the abstract of their evidence-based review with the words: “More robust prospective clinical trials are needed to determine the appropriate clinical setting for PBT” (47).

There is much discussion and disagreement concerning toxicities, cost–effectiveness, and the potential for better outcomes (2). However, PBT is certainly cost-intensive and yet has great potential with regard to basic physics and biological principles. Nevertheless, the advantages so far seem to remain theoretical and are brought about by a better dose distribution.

Several trials are underway, among them a multi-institutional randomized phase III Nacional Cancer Institute study (A Phase III Randomized Clinical Trial of Proton Therapy Versus IMRT for low or intermediate risk PC; clinicaltrials.gov ID NCT01617161) comparing PBT to IMRT (54). It is now in its third year and, together with others, will hopefully shed some more light onto the discussion of PC and RT with photons and particles, which in the end will lead to individualized radiotherapy (iRT) concepts.
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Carbon-ion radiotherapy (CIRT) has progressed rapidly in technological delivery, indications, and efficacy. Owing to a focused dose distribution in addition to high linear energy transfer and subsequently high relative biological effect, CIRT is uniquely able to target otherwise untreatable hypoxic and radioresistant disease while opening the door for substantially hypofractionated treatment of normal and radiosensitive disease. CIRT has increasingly garnered international attention and is nearing the tipping point for international adoption.
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INTRODUCTION

In 1952, the first human patients were treated by John Lawrence and Cornelius Tobias with helium and deuteron particle beams (1). Subsequently, interest in particle beams expanded, with proton facilities emerging throughout the world. However, as the biological impact of protons mirrored that of X-ray therapy, attention turned to heavier ions due to a higher biological impact owing to higher linear energy transfer (LET) (2). In 1975, with the installation of the BEVALAC to the Lawrence Berkeley Laboratory (LBL), extensive research into the clinical potential of heavy-ion beams more formally began (3).

In response to the initial successes at LBL, in 1984, the Japanese government began construction on the world’s first heavy-ion facility designated for medical use at the National Institute of Radiological Sciences (NIRS), staffing it with scientists returning from the BEVALAC and LBL. The Heavy Ion Medical Accelerator in Chiba (HIMAC) was completed in 1993, with clinical trials in carbon-ion radiotherapy (CIRT) beginning in June 1994.

Similar to the BEVALAC, the HIMAC provided for passive-beam irradiation. NIRS was alone in offering CIRT until 1997, when the GSI Carbon-Ion Radiotherapy Facility in Germany came into operation, pioneering raster scanning heavy-ion beams in clinical practice. GSI treated 440 patients with good results before its closure in 2008 (4). NIRS completed development of a pencil-beam raster scanning (PBS) treatment facility in 2012, and initial clinical trials are promising.

Developments in diagnostic technologies have enabled new therapeutic applications, such as markerless respiration-gated PBS irradiation. The enhanced radiobiological effect of the carbon-ion, concentrated and converged into a highly conformal dose distribution coinciding with target-respiratory movement, has allowed for medical care of radioresistant, previously untreatable disease (5–7). Further, these advantages have provided for hypofractionated radiotherapy of more common diseases, as well as improved adverse effect profiles, in comparison to conventional therapy. Altogether, this has lead to excellent treatment results in numerous diseases.

To date, nearly 70 protocols have been conducted at NIRS to delineate CIRT efficacy, safety, optimal treatment indications, and dose fractionation (8). Protocols begin with phase I dose-escalation studies focused on minimizing adverse effects. This is followed by phase II evaluation of treatment efficaciousness with longitudinal follow-up. If feasible, protocols exploring hypofractionation follow. Initial protocols began with low doses and an average of 18 fractions, but after critical review of technical and clinical data, today cases average 11–12 fractions. One or two total fractions are possible for indicated lung and liver disease, respectively. As such, the Hospital of the NIRS has reached a treatment capacity of between 900 and 1000 patients per year.

Carbon-ion radiotherapy facilities and faculty continue to grow in number and experience, with 8+ operational centers and over 15,000 patients treated to date (9). In Japan, in addition to the four heavy-ion radiotherapy facilities in operation prior to 2015, the Kanagawa Cancer Center’s carbon-ion facility began treatment in December 2015, and plans exist to construct facilities in Osaka City as well as Yamagata and Okinawa Prefectures. In light of the concentration of CIRT facilities in Japan, the Japan Carbon-ion Radiation Oncology Study Group (J-CROS) was organized to coordinate multi-institutional studies moving forward. Internationally, Austria will open a CIRT center in 2017, with centers in South Korea, Taiwan, China, and the United States in various states of development. Further, the clinical successor to the GSI Carbon-Ion Radiotherapy Facility, the Heidelberg Ion Therapy Center (HIT), has begun a number of randomized trials, testing carbon(-boost) versus other irradiation modalities (10–14).

In this paper, we aim to update on the expanding role of CIRT in cancer treatment as of 2016.

FEATURES OF CIRT

In comparison with conventional radiotherapy, particle beams possess different physical and biological characteristics that must be weighed when considering treatment. While conventional radiation generally passes continually through a biological target, with dose delivered roughly equivalently throughout the beam path, particle beams release energy at the inverse of their velocity (Figure 1). Particle beams thus deliver a lower entry dose, depositing the majority of their energy at the flight path terminus, yielding an asymptotic dose peak (the “Bragg Peak”) (15). This allows for a dose concentration distribution impossible with conventional irradiation methods.
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FIGURE 1 | Dose distribution of heavy-particle beams.



Today, proton dominates particle therapy. However, the larger mass of carbon results in decreased beam scattering, yielding a sharper dose distribution border with minimal penumbra (16). Radiobiologically, carbon-ion beams result in two to three times the relative biological effect (RBE; the biological effectiveness of one type of ionized radiation relative to another, given the same amount of absorbed energy) of proton and conventional irradiation methods (17). In comparison with photon therapy, CIRT does not show an oxygen effect, sublethal damage repair, and has less cell-cycle-related radiosensitivity.

These unique characteristics formed the rationale in initially applying carbon to radioresistant and/or hypoxic disease. Further indications then arose: the sharp dose distribution allows therapeutic dose delivery to disease juxtaposed with vital, radiosensitive organs (18–20). With radionormal or radiosensitive disease, short-term hypofractionated treatment becomes possible, owing to diminished dose delivered to healthy tissue.

CARBON-ION RADIOTHERAPY TREATMENT

To date, over 9000 patients have undergone CIRT at NIRS, with 12,000 across all facilities in Japan and over 15,000 worldwide. In 2003, upon review of the first 9 years of NIRS’ clinical trials, the Japanese government allowed CIRT availability to the general public. CIRT has demonstrated efficacy against prostate, head and neck, lung, and liver cancers, bone and soft tissue sarcomas, locally recurrent rectal cancer, and pancreatic cancer, including locally advanced disease (8, 19, 21). Below, we provide a brief summary of the current most common indications and the data supporting their treatment.

At NIRS, over 2000 prostate cancer patients have been treated with CIRT, comprising approximately a fourth of CIRT-treated cases. Half of these cases are considered high risk at the time of treatment (determined by high PSA, T3 status, or high Gleason score). Initially, dose escalation in 20 fractions was performed, followed by investigation of hypofractionation. From 2007 to 2013, 781 patients were treated with 57.6 Gy (RBE) delivered in 16 fractions, with 5-year overall survival (OS) and biochemical relapse-free rates of 96.9 and 92.8%, respectively. No grade 3 or higher toxicity was seen. In 2014, treatment shifted to 12 fractions [51.2 Gy (RBE)] delivered over 3 weeks, yielding 100% cause-specific survival at a median follow-up of 32.3 months. At this dose-fractionation, no grade 3 or greater acute or late toxicities were observed, comparing favorably to conventional radiotherapy. Long-term data are pending, and further hypofractionation is being considered (22–24). Internationally, two randomized trials comparing proton and carbon are under recruitment at HIT (10).

Highly radioresistant non-squamous-cell carcinomas accounted for the majority of head and neck disease treated at NIRS, consisting of 11% of CIRT cases there. In a review of 240 patients (243 lesions), over a 9-year period, excellent results have been reported. 91% of patients received 57.6 Gy (RBE) with the remainder receiving 64.0 Gy (RBE), both delivered in 16 fractions. Approximately half of the high-dose group consisted of bone and soft tissue sarcomas of the head and neck. The 5-year local control (LC) rate was 68% across all head and neck cancers, with OS of 47% (LC/OS histological breakdown: 75/35% mucosal malignant melanoma, 73/68% adenoid cystic carcinoma (ACC), 73/56% adenocarcinoma, 24/36% sarcomas, 61/31% papillary adenocarcinoma, and 61/17% squamous cell carcinoma). Acute grade 3 skin and mucosal reactions were seen in 15 (6%) and 24 (10%) of patients, respectively, with no acute grade 4 or higher toxicity seen. No late skin grade 3 or greater toxicities were noted. Late mucosal side effects included no grade 3, but four cases of grade 4 ipsilateral blindness (25, 26). In 109 head-and-neck-based malignant mucoscal melanoma patients treated concomitantly with dacarbazine, nimustine, and vincristine (DAV), a 5-year LC rate of 82% with OS of 52% was achieved versus 33% OS with carbon alone (27). At HIT, carbon ions were used as boost in ACC, achieving 78% LC at 4 years, with rates of severe late toxicity <5% (28).

A majority of bone and soft tissue tumors are radioresistant and form a prototypical disease for CIRT treatment. Thus, despite being comparatively rare, these make up 11% of CIRT cases at NIRS. In particular, in both the skull base and trunk, chordoma, osteosarcoma, spinal tumors, and retroperitoneal tumors treated with CIRT have demonstrated satisfactory results (27, 29–33). Skull base and paracervical disease treated with 48.0–60.8 Gy (RBE) in 16 fractions yielded an overall LC and OS rate of 86 and 85%, respectively (LC/OS: 87/90% chordomas, 81/76% chondrosarcomas, 89/73% olfactory neuroblastomas, and 83/86% meningiomas). 24.5% of patients experienced grade 2 or greater radiation-induced brain injury (RIBI) (7.0% symptomatic), with a single case of grade 4 RIBI (27, 34, 35). This reinforced similar results from GSI, where LC of 70% at 5 years in chordoma and 87% at 4 years in chondrosarcomas, with limited toxicity, were achieved (36, 37). Randomized trials at HIT for these diseases are underway. In unresectable primary spinal sarcoma, following a dose of 52.8–70.4 Gy (RBE) in 16 fractions, 5-year LC and OS were 79 and 52%, respectively, with smaller disease (<100 cm3) demonstrating 100% LC. Three patients (6%) experienced a grade 3 or greater adverse effect, and seven experienced vertebral body compression (32). In unresectable retroperitoneal sarcoma, following dosing of 52.8–73.6 Gy (RBE) in 16 fractions, 5-year LC and OS was 69 and 50%, respectively. No grade 3 or greater toxicity was noted (33). In unresectable truncal osteosarcoma, following a median 70.4 Gy (RBE) applied in 16 fractions, LC of 62% and OS of 33% was seen, with no grade 3 or greater toxicity noted. Worse outcomes were seen in patients with a clinical target volume >500 cm3 (31). At HIT, locally unresectable osteosarcomas are treated with carbon and chemotherapy in an ongoing trial that includes the only cohort of CIRT-treated pediatric patients. Results are forthcoming (11, 12).

With lung and liver cancers, the improved dose distribution and strong RBE of CIRT led to prospective trials in hypofractionation, yielding excellent results (20, 38–40). Lung cancers encompass 11% of cases at NIRS, and currently, single-fraction delivery of 50 Gy (RBE) is indicated for Stage I, T1 and T2 non-small-cell disease. This has demonstrated a 5-year LC rate of 80.4% for patients receiving doses of 36.0 Gy (RBE) or more (T1: 86.0% and T2: 71.7%), with 5-year OS of 56.3%. For patients receiving 48 or 50 Gy (RBE), 2-year LC and OS were both 95% (39). The first non-Japanese lung cancer CIRT trial, at HIT, will be a prospective clinical trial on patients with chest wall infiltration (10). Hepatocellular carcinoma, making up 10% of CIRT indications, leads to notably poor survival rates due to inherent radiosensitivity of the liver combined with poor resectability (41). Current hypofractionation efforts led to a two-fraction regime consisting of 45.0 Gy (RBE). This has yielded OS and LC rates of 71 and 83% at 3 years, respectively. No grade 3+ reactions were noted in a 45 Gy (RBE) or higher dose treatment group (42). Of note, four-fraction, 52.8-Gy (RBE) treatment of tumors lying near to the porta hepatis has yielded good control: 5-year LC of 87.8% with OS of 22.2% without similar side-effect profiles to non-porta hepatis cases (20). The PROMETHEUS-1 trial at HIT reported initial results in 2013: at 11 months, LC of 100% was achieved with no severe adverse events reported (43).

Locally recurrent rectal cancer (5% of cases), pancreatic cancer (4% of cases), and cervical adenocarcinoma and related cancers (gynecological tumors encompass 3% of cases) all demonstrate degrees of radioresistance, but CIRT has demonstrated excellent performance in treating these diseases. A phase I/II dose-escalation study of 170 recurrent rectal cancer patients was performed at NIRS, with escalating dose between 67.2 and 73.6 Gy (RBE) delivered over 16 fractions in 4 weeks. LC at 3 years was 92% for 73.6 Gy (RBE), with OS of 59% at 73.6 Gy (RBE) at 5 years. No acute grade 3 or greater adverse events were seen, with two grade 3 late skin and one grade 3 late gastrointestinal reaction noted (44, 45). The forthcoming PANDORA-01 trial at HIT will further evaluate use of carbon in the setting of recurrent rectal cancer (13). The results for locally advanced pancreatic cancer have drawn international attention with combined CIRT-gemcitabine therapy, yielding a 1- and 2-year freedom from local progression rate (FFLP), evaluated by 18FDG uptake, of 63 and 30%, with OS at 1 and 2 years of 73 and 35%, respectively. When limited to Stage III disease, 2-year FFLP and OS improved to 40 and 48%, respectively. 53% of patients experienced grade 3–4 hematological toxicity, and 7% experienced grade 3 anorexia. One case (1%) of grade 3 intratumoral infection was noted. None of these reactions were life-threatening (21). The forthcoming PHOENIX-01 trial at HIT will evaluate advanced pancreatic cancer treatment with scanning carbon-ion beam irradiation in combination with gemcitabine (14). With regard to cervical cancer, 58 locally advanced adenocarcinoma cases were treated in a dose-escalation study [62.4–74.4 Gy (RBE) in 20 fractions] between 1998 and 2010, with 5-year LC of 54.5% and OS of 38.1%. One patient experienced a grade 4 rectal complication, with no other grade 3 or higher toxicities reported (46).

Radiotherapeutic treatment of brain malignancies remains a substantial challenge. Combs and colleagues conducted a pooled analysis of HIT and Japanese data regarding the usage of carbon-ion boost (CIB) in the treatment of anaplastic astrocytoma (AA) and glioblastoma (GBM) (47–49). Postoperatively, 50-Gy photon with nimustine hydrochloride was administered, with 16.8–24.8 Gy (RBE) CIRT provided as boost. In GBM and AA, median OS was 18 and 35 months with CIRT versus 14 and 39 months with standard postoperative radiochemotherapy (RCT) with temozolomide. Progression-free survival of GBM and AA were 6 and 6 months (RCT) and 8 and 34 months (CIRT), respectively. The potential benefit of CIRT noted is under further evaluation in the CLEOPATRA trial at HIT (47).

Overall, CIRT has demonstrated good adaptability for difficult-to-treat, radioresistant disease, while allowing accelerated, hypofractionated treatment of other disease. Distant metastasis remains a challenge, but initial evaluations of CIRT concurrent with chemotherapy has demonstrated satisfactory performance (21, 27).

FUTURE DIRECTIONS

The future of charged particle therapy as of 2016 appears bright, with implementation of respiration-gated fast PBS (50), markerless tracking (51), a range-shifter-free multiple-energy modulation system, and completion of the second carbon-ion rotating gantry in the world at NIRS, following the first at Heidelberg. Nine plus new CIRT centers are opening worldwide. However, the high cost associated with the construction, maintenance, and operation of CIRT facilities, as well as the corresponding costs in staff development and support, presents a challenge for extension of the technology outside of the developed world.

As such, a great deal of work remains. Development in cost-saving and improved miniaturization of existing technology is necessary. To date, these efforts have produced CIRT accelerator and synchrotrons at one-third the cost and size of the original HIMAC, which are in operation at the Saga-HIMAT, Gunma University, and Kanagawa Cancer Center i-ROCK facilities. Superconduction technology allowed for the recently completed rotating gantry at NIRS to be built with a length and diameter of 13 and 5.5 m, respectively, versus the existing gantry at HIT, which is 25 m × 13 m (52). Ongoing development aims to further employ superconducting technology in the accelerator and overall device, producing a total CIRT setup dubbed the “Super MINIMAC” that will fit within 20 m2. Meanwhile, limited research has been published on the cost-efficacy of CIRT (53–55), which would appear to improve with each new technological development; focused evaluation may be necessary to facilitate international development.

In Japan, CIRT is available as a private treatment to the general public. Discussion to extend national insurance coverage to CIRT is ongoing. However, despite the current cost burden for patients (3.2 million yen/~28,000 USD for a treatment course, regardless of fractionation; in Germany, treatment costs ~1000 Euro per fraction), the number of patients from both within and outside Japan continues to increase.

Clinically, as the majority of cases treated with CIRT in the world were treated at NIRS, the majority of available clinical data is focused at a single institution spread over 20 years (19). As center numbers increase, multi-institutional trials and randomized, internationally coordinated trials may begin.

An international ecosystem supporting and interweaving CIRT clinical, physical, and biological development is also necessary. It is known that the LET of particle beams are non-homogenous throughout the irradiated region, yielding variations in RBE (56). As carbon is a high LET beam, these variations are more appreciable than with low LET proton irradiation. Due to a risk of consequent under- or over-treatment and toxicity, complex dosing models are required in the use of heavy ions. Of particular note, the RBE model varies between international institutions. Within Japan, the MKM2010 model, a revision of the Microdosimetric Kinetic Model, has been developed and implemented (57). In Europe, versions of the local effect model (LEM) are dominant. Efforts to improve international standardization are progressing, with work by Fossati and colleagues providing for MKM2010 dose translation to the LEM model and vice versa (58). Improved model accuracy and careful manipulation of the high LET/RBE regions may enable LET painting of tumors (59). This “intensity modulated carbon therapy” may further improve dose distribution, and research to this end is underway.

CONCLUSION

Since 1970, heavy-ion radiotherapy has progressed rapidly in technological delivery and, consequently, in indications and efficacy. The ability for the carbon-ion beam to offer short-term, minimally invasive, function-, tissue-, and form-sparing treatment has garnered international attention, with the technology nearing the tipping point for international adoption. Technically, enhanced international collaboration is needed to produce an intercenter translatable dosing model consensus and to enhance results at the common borders between radiobiology and particle physics. Societally, cost and access to treatment remains a challenge, particularly in developing countries. However, evidence continues to mount for the superiority of carbon in the treatment of radioresistant, hypoxic disease. Coupled with the opportunity for substantially abbreviated treatment of common disease, carbon-ion radiotherapy looks increasingly appealing as a treatment modality deserving worldwide availability.
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Traditionally, the ability to deliver large doses of ionizing radiation to a tumor has been limited by radiation-induced toxicity to normal surrounding tissues. This was the initial impetus for the development of conventionally fractionated radiation therapy, where large volumes of healthy tissue received radiation and were allowed the time to repair the radiation damage. However, advances in radiation delivery techniques and image guidance have allowed for more ablative doses of radiation to be delivered in a very accurate, conformal, and safe manner with shortened fractionation schemes. Hypofractionated regimens with photons have already transformed how certain tumor types are treated with radiation therapy. Additionally, hypofractionation is able to deliver a complete course of ablative radiation therapy over a shorter period of time compared to conventional fractionation regimens making treatment more convenient to the patient and potentially more cost-effective. Recently, there has been an increased interest in proton therapy because of the potential further improvement in dose distributions achievable due to their unique physical characteristics. Furthermore, with heavier ions the dose conformality is increased and, in addition, there is potentially a higher biological effectiveness compared to protons and photons. Due to the properties mentioned above, charged particle therapy has already become an attractive modality to further investigate the role of hypofractionation in the treatment of various tumors. This review will discuss the rationale and evolution of hypofractionated radiation therapy, the reported clinical success with initially photon and then charged particle modalities, and further potential implementation into treatment regimens going forward.
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INTRODUCTION

After the discovery of X-rays in 1895 and radioactivity in 1896, initial radiation cancer treatments were mostly hypofractionated. Treatments were limited in giving higher doses to the skin and superficial structures than to a deeper tumor target. Quality assurance measures were lacking to ensure accurate dose deposition. These approaches lead to tumor responses, however, with significant late tissue effects. Despite these shortcomings, hypofractionation remained the primary treatment schedule due to patient convenience and technical considerations with treatment delivery.

Early radiotherapy pioneers, including Friedrich Dessauer, sought to address the limitations with the state of technology for delivering hypofractionated treatments. In 1905, Dessauer proposed that clinical outcomes could be improved with the application of homogeneous dose to the tissue and eventually leading to the formulation of ideas of multibeam or multisource irradiation (1).

At the same time, Claudius Regaud was performing his seminal experiments relating to the irradiation of the testis. He observed that cells undergoing mitosis were more sensitive to radiation, whereas the more differentiated cells were less sensitive (2). This work lead to the “Law of Bergonie and Tribondeau” stating that the effects of irradiation on cells are more intense, the greater their reproductive activity, the longer their mitotic phases, and the less differentiated, forming the biological basis for fractionation (3).

By the 1920s, despite the advocacy of Regaud, Antoine Béclère, and Henri Coutard, multiple fractionated treatments were still less popular than hypofractionated treatments. The approach promoted by Ludwig Seitz and Hermann Wintz, favoring intensive short courses of radiotherapy for treatment of cervical cancer, was widely adopted (4).

In 1932, Henri Coutard presented his landmark findings at the American Congress of Roentgenology, demonstrating that protracted-fractionated external beam therapy had cured deep tumors with significantly less toxicity previously seen (5). From this point forward, radiation oncologists across the world mostly abandoned hypofractionated as a method for curative treatment. Interestingly, Coutard believed in both approaches stating that choice of fractionation should depend on the initial volume of the target (small targets warrant hypofractionation, whereas large should be more protracted) (6).

It took until the 1950s, when Lars Leksell, a neurosurgeon, broke from the perceived wisdom of conventionally fractionated radiotherapy (CFRT) by using large-dose single sessions of radiation delivery in the central nervous system (7). In conjunction with a radiation physicist, Borge Larsson, they created the first Gamma Knife (Elekta AB, Stockholm, Sweden). Although a single large-dose radiation treatment was historically intolerable, Leksell’s approach defied conventional wisdom by its technology and conduct. Unlike CFRT, which often irradiates much larger volumes of normal tissue to the prescription dose than the tumor itself if a limited number of beams are utilized, Leksell’s stereotactic radiosurgery surgery (SRS) went to great lengths to avoid delivering high dose to non-targeted tissues. Whatever normal tissue was included, either by being adjacent to the target or by inferior dosimetry, was likely damaged. However, if this damaged tissue was small in volume or non-eloquent, the patient did not suffer clinically apparent toxicity, even as a late event.

Building upon these results, investigators in Sweden at the Karolinska Institute in Sweden by Lax and Blomgren, departed from the established traditions of CFRT and began to explore the use of alternative hypofractionated radiation treatment regimens for the lung, liver, and selected other malignant extracranial tumors. Furthermore, technical advancements in linear accelerators allowing for the delivery of increased beam energies made deep-seeded tumors more accessible with less toxicity. They constructed a stereotactic body frame that would simultaneously enable comfortable and reliable immobilization and dampening of respiratory motion, treating patients with extracranial, localized tumors with ablative doses of radiation that ranged from 7.7 to 45 Gy in 1–4 fractions (8). At the same time in Japan, Uematsu and colleagues developed technologies to deliver stereotactic radiation to lung tumors (9). Initially, the treatments were called extracranial stereotactic radioablation, and later stereotactic body radiation therapy (SBRT) (10, 11). More recently, the descriptive term stereotactic ablative radiotherapy (SABR) has been used (12).

Radiobiologic Modeling of High Dose per Fraction with Photons

Classical understanding of the mechanisms of radiation induced tumor cell killing centers on the hypothesis that DNA is the main target of ionizing radiation, leading to single- and double-strand breaks. Different mathematical models have been developed to compare tumor control and normal tissue toxicity profiles for various radiation schedules and fraction sizes. The most commonly used is the linear quadratic (LQ) model, which describes cell killing as a single hit versus double hit hypothesis, where the linear cell kill is expressed by the α component, while the quadratic cell kill is expressed by the β component (13). The α/β ratio is obtained from isoeffect curves using the survival fractions of a cell line at different doses per fraction (14). This ratio is primarily utilized to predict the clinical effects in response to changes in fraction size. With regard to tumors, a high α/β ratio predicts higher sensitivity to CFRT, while a lower α/β ratio predicts lower sensitivity to CFRT. Most tumors typically possess a high α/β ratio (~8–10) relative to most normal tissues, which demonstrate lower α/β ratios (~1–4).

Not all hypofractionated radiotherapy is ablative. In general, ablation occurs at dose levels that correspond to the exponential (linear region on a logarithmic scale) portion of the cell-survival curve, which would generally involve daily dose levels of >8 Gy. Below this dose range, cells have more capacity to repair. The logarithm of cell survival as a function of dose in the lower-dose region exhibits a curviness called the shoulder. More conventional and non-ablative hypofractionated radiotherapy is delivered on the shoulder. The range of 2.25–8 Gy per fraction, still considered hypofractionated, has mostly been used for palliation of metastatic disease. More recently, though, investigators treating common diseases, such as breast and prostate cancer, have used non-ablative hypofractionation in patients with curable tumors. This was partly for the cost savings associated with fewer overall fractions, but in some cases such hypofractionation has a biological rationale for improving the therapeutic ratio. A summary of the degrees of hypofractionated radiotherapy is shown in Table 1.

TABLE 1 | Various daily fractionation options.
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Biological effective dose (BED) quantifies the true biological dose delivered by a particular combination of dose per fraction and total dose to a certain tissue characterized by a specified α/β ratio. Based on experimental and clinical data, the LQ model seems to predict BED accurately for fraction sizes <3.25 Gy (15). Due to the fact that typical doses for SBRT/SABR fall outside of this range, the LQ model breaks down as it does not accurately predict the BED for abbreviated hypofractionated regimens (15–18). Development of more accurate models to predict the responses of tumors to hypofractionated radiotherapy have been attempted. The universal survival curve, modified linear quadratic model (LQL), and the generalized LQ model all have shown better radiobiological modeling of high dose per fraction than the LQ model, with moderate success at maintaining accuracy within the conventionally fractionated range (15, 17, 19). These models primarily predict the tumor control to hypofractionated radiotherapy; however, better estimation of normal tissue toxicity with larger doses per fraction is required.

Limitations to predict clinically relevant endpoints exist in simple radiobiological modeling due to the presence of additional factors, including dose rate, period of time over which treatment is delivered, tissue type irradiated, and competing cell death mechanisms besides DNA damage. These may include immunological activation mediated by the release of antigens, damage to cell membranes and organelles, and additional mechanisms related to ablative therapy (20).

Several groups have described tissues and their radiation response according to the organization of the smallest functional subunit (21, 22). Structurally defined tissues can only repair radiation damage by recruiting their own stem cells and have a lower radiation tolerance per functional subunit. Generally, organs comprised such structurally defined subunits, also called parallel functioning tissues, and are large organs, such as the peripheral lung and liver. Parallel organs display significant redundancy in the number of subunits performing the same function to overcome the poor tolerance to damage. By contrast, tissues made up of predominately of structurally undefined subunits are much more tolerant of radiation damage per subunit because of their ability to recruit clonogenic cells from neighboring tissues for repair. Organs made up of structurally undefined subunits, such as the esophagus, major ducts and airways, and spinal cord, are referred as serially functioning tissues and perform critical functions acting as a conduit. Despite possessing a higher radiation tolerance, if a section of a serially functioning tissue is damaged anywhere along its length, all downstream function may be affected (23). The potential to elicit such tissue injury when utilizing ablative doses is a major consideration needed to be taken into account when developing treatment plans.

Technical and Safety Considerations of Ablative Therapy with Photons

Abbreviated hypofractionated treatments require highly conformal dose distributions that fall off very rapidly in all directions, which require the use of multiple shaped beams (24, 25). Most modern SBRT/SABR treatments utilize 10–12 highly collimated beams or multiple conformal arcs. Effort should be made to create truly isotropically decreasing dose gradients around targets, within the limitations due to potential collisions between the patient or couch and the accelerator head.

The gross tumor volume should be derived by incorporating advanced imaging techniques to assist in the differentiation between tumor and adjacent normal tissue. The planning treatment volume comprises the final target for high-dose conformal coverage and includes an accounting for organ motion. Limitation of the high- and intermediate-dose spillage should be attempted with careful determination of the volume they incorporate. Such spillage should be prioritized to avoid potential adjacent serially functioning tissues to reduce potential injury and downstream effects.

In summary, the defining characteristics of SBRT/SABR include the following (23): (1) secure immobilization avoiding patient movement for the typical long treatment sessions; (2) accurate repositioning from simulation to treatment; (3) minimization of normal tissue exposure attained by using multiple (e.g., 10 or more) or large-angle arcing small aperture fields; (4) rigorous accounting of organ motion; (5) stereotactic registration (i.e., via fiducial markers or surrogates) of tumor targets and normal tissue avoidance structures to the treatment delivery machine; and (6) ablative dose fractionation delivered to the patient with subcentimeter accuracy.

CLINICAL RESULTS OF HYPOFRACTIONATION WITH PHOTONS

Non-Small Cell Lung Cancer

For patients with medically inoperable non-small cell lung cancer (NSCLC), dose escalation using conventional fractionation was initially explored to improve the probability of local control. Radiation Therapy Oncology Group (RTOG) Protocol 7301 investigated multiple dosing regimens for patients with T1-3 N0-2 disease, including 40 Gy delivered in a split regimen of two courses of 20 Gy delivered in 5 fractions (40 Gy total in 10 fractions) with a 2-week break between courses, and continuous regiments escalating the dose from 40 to 60 Gy. The failure rate within the irradiated volume was 48% in the 40 Gy continuous regimen, 38% for the 40 Gy split course and 50 Gy regimen, and 27% in the 60 Gy continuous regimen (26). RTOG Protocol 9311 then escalated doses from 65 to 90.3 Gy using 3D conformal radiation therapy in inoperable patients, and found that treatment could safely be delivered in daily fraction sizes of 2.15 Gy to a total dose of 77.4 Gy, or 83.8 Gy provided that the volume of lung receiving 20 Gy could be constrained to less than 25% of the total lung volume. The study attained locoregional control rates at 2 years of 55–78% at the maximum tolerated dose (MTD) (27).

In order to continue to improve LC and OS in this patient population, protocols have sought to improve the therapeutic ratio with the addition of chemotherapy or by changing the dose per fraction. Researchers at Indiana University reported a Phase 1 study in which patients with T1–T2 N0 NSCLC were treated with escalating doses of SBRT/SABR, starting at 24 Gy in three fractions and increasing to 60 Gy (for T1 lesions) or 72 Gy (for T2 lesions) in three fractions to determine the MTD. The MTD was not reached for T1 lesions at 60 Gy, and for T2 lesions an MTD of 66 Gy was established based on bronchitis, pericardial effusion, hypoxia, and pneumonitis. Crude rates of local failure were 21% in both the T1 and T2 cohorts, and a dose–response was noted with only one local failure observed with fraction sizes of >16 Gy per fraction (10, 28). These doses were calculated without correction for tissue inhomogeneity; subsequent doses used inhomogeneity correction and, as a result, appear slightly lower.

A subsequent Phase 2 multicenter trial (RTOG 0236) further evaluated the toxicity and efficacy of SBRT in a high-risk population of patients with T1-2aN0 (lesions <5 cm in size) early stage, medically inoperable NSCLC. Doses of 54 Gy in three fractions were delivered, and an estimated 3-year local control rate of 97.6% was observed, with an overall survival rate of 55.8% at 3 years (29). Based on this study, SBRT/SABR is now the standard of care for medically inoperable early-stage NSCLC or those patients who refuse surgery. Further work is being done to optimize dose delivery for early stage NSCLC; the RTOG conducted RTOG Protocol 0915, a randomized Phase II study that compared two different SBRT/SABR treatment schedules for medically inoperable patients with Stage I peripheral NSCLC, in which patients were randomized to receive 34 Gy in a single fraction or 48 Gy in four daily consecutive fractions of 12 Gy per fraction. This protocol is now closed to accrual, and final results are pending; preliminary data suggest that 34 Gy may be more efficacious with respect to local control and equivalent in toxicity profile, and a comparison of 34 Gy in one fraction to 54 Gy in three fractions is planned.

Primary Liver Cancer

In a phase I feasibility trial at Indiana University, patients with hepatocellular carcinoma (HCC) were treated with dose escalation from 36 Gy in three fractions to a total dose of 48 Gy in three fractions if dose-limiting toxicities were not suffered (30). Patients were eligible for this trial if they had Child–Pugh score A or B, a solitary tumor <6 cm in size or three lesions with total diameter <6 cm and adequate liver function. Key normal tissue constraints were that one-third of the uninvolved liver received ≤10 Gy for Child–Pugh class A patients and that one-third of the uninvolved liver received ≤15 Gy for Child–Pugh class B patients. In this study, the dose was successfully escalated to patients with Child–Pugh class A to 48 Gy in three fractions without reaching dose-limiting toxicity. However, in patients with Child–Pugh class B cirrhosis, the maximum tolerated dose was 40 Gy in five fractions due to two patients suffering Grade 3 liver toxicity. With long-term follow-up, the Indiana experience found positive rates of 2-year local control of 90% among the treated population. There were no long-term grade 3 or higher non-hematologic toxicities and 20% of patients were found to experience progression in the Child–Pugh score at 3 months (31).

A second key phase I/II trial was performed by Princess Margaret University and the University of Toronto (32). In this trial, patients with Child–Pugh score A with no more than five liver tumors with a maximal dimension of 15 cm were enrolled. Patients in this trial were treated to a dose of 30 to 54 Gy in six fractions, with the maximum effective irradiated liver volume of 60%. No patients in this trial suffered classic radiation-induced liver disease (RILD) or dose-limiting toxicity, with a decline in Child–Pugh score at 3 months occurring in 29% of the cohort. Like the Indiana experience, the local tumor control was excellent at 87% at 1 year. These two trials provide data for the efficacy for SBRT/SABR in the setting of well-controlled and designed clinical trials.

While these studies were limited to patients with preserved to mildly elevated liver function, there is evidence for the treatment of patients with Child–Pugh B7 or B8 with SBRT/SABR as well. The Princess Margaret group performed a prospective study with patients having Child–Pugh B7 or 8 with less than 10 cm of HCC tumor (33). Patients received a median dose of 30 Gy in five fractions; however, as expected with their more fragile liver function, 63% of the cohort had a decline in their Child–Pugh score at 3 months. Sorafenib is a tyrosine kinase inhibitor that was used in patients with advanced HCC, showing an improvement in overall survival compared to placebo. Currently, an RTOG trial 1112 is enrolling patients with advanced stage HCC to daily sorafenib versus SBRT/SABR alone followed by daily sorafenib. The primary endpoint of the trial is overall survival with secondary endpoints, evaluating the safety profile of SBRT/SABR plus sorafenib. This trial will potentially further expand the utilization of SBRT/SABR patients with advanced HCC.

Prostate Cancer

Recent analysis and review of clinical outcomes, primarily after treatment with brachytherapy, argue for a low α/β for prostate cancer of ~1.5 (34–38). Several recent clinical trials were designed with the explicit assumption of this low α/β ratio by utilizing more hypofractionated regimens in comparison with conventional schedules (39–44). Altogether, these trials show that the treatment can be delivered much more quickly and conveniently using equivalent effective doses with hypofractionation without compromising PSA control or significant toxicity so long as careful technique and normal tissue dose tolerance is respected. Building upon this premise, even more abbreviated hypofractionated approaches (6.5–10 Gy per fraction) have been investigated.

The Virginia Mason Medical Center published one of the first experiences with prostate SBRT/SABR, describing their results from a phase I/II trial delivering 33.5 Gy in five fractions (45). Median follow-up was 41 months. There was one acute grade 3 urinary toxicity (urinary retention requiring catheterization) and no acute grades 4–5 toxicities. Late grade 2 GU and GI toxicity rates were 20 and 7.5%, respectively, with no grade 3 or higher toxicities. Four-year actuarial freedom from biochemical recurrence (FFBR) was 90%.

The feasibility of increasing SBRT/SABR dose was investigated at Stanford University in a phase II trial (46). 36.25 Gy in five fractions of 7.25 Gy was delivered to the prostate plus a 3–5 mm margin. In 67 patients with low to intermediate-risk features (Gleason score 3 + 3 or 3 + 4, PSA ≤10 ng/mL, and clinical stage ≤T2b), there were no grade 4 or higher toxicities. Late grades 2 and 3 GU toxicity rates were 5 and 3.5%, respectively. Late grade 2 GI toxicity was 2% with no grade 3 or higher toxicities seen. Patients who received QOD treatments were less likely to experience grades 1–2 GI and GU toxicities than those who received QD treatments. Four-year PSA relapse-free survival was 94%.

The largest prospective study of prostate SBRT/SABR is from the Winthrop University Hospital (47). A total of 304 patients (69% low-risk, 27% intermediate-risk, 4% high-risk) were treated. The first 50 patients received 35 Gy in five fractions of 7 Gy with the subsequent 254 patients receiving 36.25 Gy in five fractions of 7.25 Gy. Lower-dose patients had a median follow-up of 30 months and the higher-dose patients had a median follow-up of 17 months. There were no grades 3–4 acute complications. Late grade 2 GU and GI toxicity was 14 and 7%, respectively. Five patients had late grade 3 GU toxicity with no late grades 4–5 toxicities. For patients who were potent prior to treatment, 75% stated that they remained sexually potent. Actuarial 5-year biochemical recurrence-free survival was 97% for low-risk, 90.7% for intermediate-risk, and 74.1% for high-risk patients.

A recent pooled analysis of 1100 patients from prospective phase II trials using SBRT/SABR for the treatment of prostate cancer in which a median dose of 36.25 Gy was delivered in four to five fractions demonstrated a 93% 5-year biochemical relapse-free survival rate for all patients (95% for low-risk, 84% for intermediate-risk, and 81% for high-risk) with favorable long-term patient reported outcomes with respect to urinary and bowel functions (48, 49).

Compared to the prior studies using similar dose fractionation regimens, a multicenter phase I/II trial investigation using significantly higher doses was performed (50). In the phase I portion, 45 patients, in 3 cohorts of 15, were treated with 45, 47.5, and 50 Gy in five equal fractions, respectively. No dose-limiting toxicities (grades 3–5) occurred within the first 90 days post-treatment. GI grade ≥2 and grade ≥3 toxicity occurred in 18 and 2%, respectively, and GU grade ≥2 and grade ≥3 toxicity occurred in 31 and 4%, respectively. Initial PSA control was 100%. These encouraging results led to the further enrollment on the phase II trial at the 50 Gy dose level studying late toxicity. An additional 46 patients were enrolled for a total of 91 (64% intermediate-risk and 36% low-risk). With a median follow-up of 42 months, PSA control remained at 99% (51). Ultimately, dose escalation to treat prostate cancer is limited by toxicity to the bladder or rectum. As reported in an update by Kim et al., the toxicity profile was favorable in the initial phase I results; however, in the phase II portion, the profile changed and five patients (10.6%) developed high-grade rectal toxicity (52).

HYPOFRACTIONATION WITH PROTON AND HEAVIER ION THERAPY

Background

Protons and other heavier charged particles offer some theoretical advantages over photons that can be utilized in hypofractionated dose delivery regimes.

As charged particles move in tissue, they deposit energy (dose) and cause ionization of tissue and create highly reactive free radicals. This has two important consequences. One is that after traversing tissue for a certain depth, they impart all of their initial kinetic energy and they stop moving. In other words, charged particles have a finite range in tissue, unlike a photon beam, that can only be exponentially attenuated but not stopped. The second consequence is that these free radicals cause biological damage. As more dose is deposited, more ionization occurs generating more free radicals, leading to a higher biological damage. The amount of absorbed dose per unit track length [called the linear energy transfer (LET) to tissue] increases as they lose speed along their paths. At first, very gradually in the tissue entrance region where particles are moving with speed close to the speed of light, but then very rapidly toward the end of their range where they substantially slow down so that a peak of deposited dose occurs at a depth proportional to the initial kinetic energy of the charged particle. Beyond this peak, no further significant dose is deposited. This scientific phenomenon was described and experimentally discovered by William Bragg at that time (53). As mentioned above, the range in tissue is proportional to initial kinetic energy of the particles. Hence, particle accelerators are needed to get the initial speed high enough so they reach even deep seeded tumors. In 1930, the American physicist Ernest O. Lawrence and his associates were the first to invent a cyclotron to accelerate protons. Since then, the technology has substantially improved and many proton cyclotrons and particle synchrotrons have been built to reach energies high enough for cancer treatment applications.

The idea to use proton and charged particle beams for cancer treatment came in 1946, when Wilson wrote his seminal paper (54). He realized that the fundamental difference in dose as a function of depth (depth–dose curve) of proton and heavy-charged particles, in comparison with photons, can be used to spare healthy tissue at the tissue entrance region where smaller amount of energy is released, but to achieve high tumor control at the peak, where much larger amount of the beam energy is being released. Also healthy tissue can be spared beyond where no protons are present since they already stopped at the peak region. The first proton patient was treated in 1954 at Lawrence Berkeley National Laboratory (LBNL) nuclear research facility and the first clinical center to use proton-based therapy was based at Loma-Linda and initially used to treat pituitary hormone suppression in metastatic breast carcinoma.

Ions heavier than a proton were first used for cancer therapy in the 1970s after Cornelius Tobias hypothesized that they could provide additional clinical advantages (55). Heavier ions have reduced lateral scattering compared with protons. This translates into faster lateral dose fall off (called sharper lateral penumbra) leading to a better ability to conform dose to the target region; hence, higher therapeutic doses can be prescribed to tumors located in near proximity to radiosensitive organs at risk. Another huge advantage of heavier ions is that they interact with tissue they create a small amount of radioactive positron emitting isotopes that can be imaged in PET/CT scanners providing direct in vivo information about the spatial distribution of delivered dose. The higher ionization density created by heavier ions leads to their increased radiobiological effects on tissues. Initial radiobiology research and clinical treatment used beams of nuclei of helium, carbon, neon, silicon, and argon atoms; however, most of the clinical experiences with ions heavier than protons involves carbon, because this particle has approximately the same biological potency as photons or protons in the tissue entrance region and three to four times larger potency in the Bragg peak region even if the same dose was absorbed (56).

Radiobiological Modeling of Hypofractionation with Protons and Heavier Ions

A generalized statement is that the higher the electric charge of the charged particle, the higher the energy loss per unit track length (quadratically higher) while penetrating tissue. Therefore, the LET is 36 times higher for carbon ions compared with protons when they move with the same speed (57). The increased LET has a consequence of increased biological potency expressed by relative biological effectiveness (RBE) that is defined as a quotient describing how many times more dose is needed to be delivered by photons than by charged particles to achieve the same biological endpoint. Clinical proton beams are of low LET with a RBE very close to that of high-energy photons. Recently, the International Commission on Radiation Units and Measurement (ICRU) proposed a RBE of 1.10 regardless of depth in tissue for proton therapy (58). The RBE of heavier ions to be clinically used is still under investigation (59–61).

As mentioned above, another difference between protons and carbon is that the RBE for carbon ions varies, with an increase in the Bragg peak region. This increase in RBE needs to be accounted for in treatment planning in order to have an appropriate prescribed dose (59, 62, 63). Calculation of the RBE is complex in that it depends on multiple factors, including the particle species, ion beam energy, dose, tissue type being irradiated, and biological endpoint. An accurate description of RBE dependence on dose is even more critical in the setting of hypofractionation (64–66). Recently, an excellent review of how variation of the RBE of ion beams in the setting of hypofractionated radiotherapy was presented by Friedrich et al. (60). In general, increasing the dose per fraction leads to lower RBE of the tumor and normal tissue (67). Data suggest that the RBE of the tumor decreases more slowly than the RBE of the normal tissue (68, 69). Therefore, hypofractionated heavy-ion treatment can be used to spare the organs at risk while escalating dose to the tumor.

Technical Considerations of Hypofractionation with Protons and Heavier Ions

Very tight prescription dose conformity to the target and very sharp dose fall off between tumor tissue and healthy tissue are essential for hypofractionation approach to succeed. As described in Section “Background,” the physics of heavy-charged particle interactions with tissue theoretically offers superior solutions to achieve both of these goals with respect to photons. It is the beam delivery techniques that differ between photons and charged particles. Heavy-charged particle therapy physics and engineering has yet to develop the most advanced therapy, namely the equivalent of the volumetric photon arc therapy that would fully utilize the physics advantages of heavier charged particles.

Most particles centers are currently using scattering techniques with energy modulators, patient-specific collimators, and compensators to spread out protons and carbon ions both in longitudinal and lateral directions for treatment. Scattering beam delivery is easier for planning and quite robust in the treatment of a moving target. There are two major downsides of this technique. It requires the usage of patient and beam direction-specific collimators and compensators, which limits the number of irradiation directions that could practically be feasible. Another downside of this approach is that the dose to the preceding normal tissue in the entrance path is very difficult to modulate and conform to the target. It is, therefore, higher compared with modern beam scanning techniques, leading potentially to an increased risk in the development of secondary malignancies and other healthy tissue toxicities. Recently, more active beam delivery techniques, spot scanning or raster scanning, have been developed. Spot scanning is superior to passive beam delivery in terms of the improved dose profile and the reduced amount of material in the beam line, which decreases the leakage or radiations and neutrons (56). However, the capability to treat moving targets with scanning beams remains a challenge since longitudinal (in the direction of energy) beam modulation is still relatively slow. Approaches, such as target motion tracking, have been proposed (70) with systems capable of fast energy change of individual spots. Real-time detection of tumor and surrounding organ motion is vital for such a technique to succeed and remains a problem.

Another important consideration is how to deliver multidirectional particle beams. As mentioned above, highly conformal rapid dose fall off that is achieved with SABR photon therapy relies on the utilization of multiple beam angles. If the same is used with heavy-charged particles, both high-dose and intermediate-dose volume regions outside of the targeted area can substantially be reduced. Furthermore, with photons, the size of tumor targets (radius, r) to which high dose hypofractionation can be applied is limited to 2–3 centimeters in diameter. This is due to the fact that even for relatively small (Δr) region of high dose over spillage, the volume receiving the high dose grows quadratically with r and linearly with Δr. Doubling the target size “r” would require to reduce the high dose over spillage Δr by factor of 4 to keep the same volume of high dose over spillage. This is impossible to achieve with photons, but heavier charged particles have the Δr intrinsically much lower than photons both in front, beyond, and lateral to tumors.

Currently, many heavy-ion centers used fixed angle beams from different directions and tilt the patient’s couch to provide different entrance angles, but multiple CT scans and treatment plans are necessary and the magnitude of patient tilt is limited. The use of a rotating gantry would allow for a beam delivery from any angle. Currently, the first heavy-ion rotating gantry is in use at the Heidelberg Ion Therapy Center (HIT) in Germany and another is currently under construction at the National Institute of Radiological Sciences (NIRS) in Japan. Further results from these centers should help to shed light on if the clinical advantages live up to the theoretical dosimetric advantages listed above.

Clinical Results of Hypofractionation with Protons and Heavier Ions

The higher conformal beam delivery with particles, compared to photons, allows for dose escalation to the tumor without exposing the adjacent organs at risk to higher doses (56, 71). Compared with photon therapy, it is assumed that using particles results in a lower integral dose to normal tissues and a lower whole-body neutron exposure (72). To date, more hypofractionated approaches have been utilized in carbon-ion therapy compared to proton therapy, where more conventional fractionation regimens are employed (57). Additionally, most of the clinical data on proton and carbon therapy were collected from patients treated with passively scattered beams. More recently, active scanned proton and carbon-ion beams have been developed and used for clinical treatment.

Non-Small Cell Lung Cancer

For early stage I peripheral NSCLC tumors, local control rates are high for hypofractionated photons. The use of protons and carbon ions for the treatment of early stage tumors have been studied to avoid lung toxicity by sparing normal lung tissue while facilitating escalated dose to the tumor.

At Loma Linda University, medically inoperable patients with clinical T1–T2, N0, M0 NSCLC were treated with hypofractionated proton therapy (73). The dose delivered was escalated from 51 to 60 GyE, then to 70 GyE in 10 fractions over 2 weeks. Four-year local control for T1 tumors treated with either 60 or 70 GyE were 86 and 91%, respectively. Decreased control rates were seen for T2 tumors, 45 and 74%, respectively. Good outcomes were seen for patients with peripheral T1 tumors, with 4-year local control of 96%, disease-specific survival of 88%, and overall survival of 60%. No treatment-related adverse events of grade 2 or higher were observed.

Nihei et al. treated 37 inoperable patients with Stage I NSCLC (74). A total dose of 70 to 94 GyE was delivered in 20 fractions in 4–5 weeks. Two-year local control rates for Stages 1A and 1B tumors were 100 and 90%, respectively. Three patients (8%) experienced grade 3 pulmonary toxicity.

Hata et al. treated 21 patients (11 with Stage 1A and 10 with Stage 1B) NSCLC were treated with 50 GyE (three patients) or 60 GyE (18 patients) in 10 fractions over 15 days (75). Two-year local control rates were 100% for Stage 1A and 90% for Stage 1B, respectively. The overall and cause-specific survival rates in all patients were 74 and 86% at 2 years, respectively. No grade 3 or higher toxicities were observed.

The initial dose-escalation experience with treating Stage I NSCLC tumors with carbon ions was reported by Miyamoto et al. (76). The first stage phase I/II trial using 18 fractions over 6 weeks for 47 patients and the second one using nine fractions over 3 weeks for 34 patients were conducted by the dose-escalation method from 59.4 to 95.4 GyE in incremental steps of 10% and from 68.4 to 79.2 GyE, respectively. The local control rates in the first and second trials were 64 and 84%, respectively. The doses greater than 86.4 GyE at 18 fractions and 72 GyE at nine fractions achieved a local control of 90 and 95%, respectively. Grade 3 radiation pneumonitis occurred in three of 81 patients, but they fully recovered.

Building upon this experience, Miyamoto et al. further treated 29 Stage 1A and 21 Stage 1B patients who were treated with 72 GyE in nine fractions over 3 weeks (77). There was 1 in-field (Stage 1A) and 1 margin (Stage 1B) failure. Two- and 5-year actuarial local control rates were 98 and 95%, respectively. There was one grade 3 late skin reaction. A further phase II study using a regimen of a fixed dose of 52.8 GyE for T1 tumors and 60 GyE for T2 tumors in four fractions over 1 week was performed (78). The local control rate at 5 years for all patients was 90% (T1: 98%, T2: 80%). No grade 3 or higher toxicities were seen. Currently, a dose-escalation study for single-fraction treatment is underway at the NIRS, where initial results have shown higher local control and survival rates with minimal toxicity (79). A comparison of the outcomes of treating NSCLC with different modalities is shown in Table 2.

TABLE 2 | Non-small cell lung cancer.
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A recent meta-analysis compared particle beam therapies and SBRT/SABR versus CFRT (81). Five studies with proton therapy and three studies with carbon-ion therapy were included. Due to the limited number of patients available for analysis, no significant results were able to be obtained for locally advanced NSCLC; however, statistical comparisons were able to be made for stage I tumors. They summarized that CFRT had worse overall survival and disease-free survival compared to SBRT/SABR and particle beam therapies. The corrected pooled estimates for 5-year overall survival and DFS rates were 19 and 43% for CFRT, 42 and 63% for SBRT/SABR, 40 and 52% for protons, and 42 and 64%for carbon ions, respectively. Lastly, adverse events appeared to be reduced by using particle therapies compared to photon therapies.

These results document that high 2- to 5-year local control rates of Stage I NSCLC are being achieved by several methods. The carbon-ion therapy 5-year local control results are >95% with minimal toxicity. The 2-year proton local control rates are similar to those by SBRT/SABR but evidently with lesser risk of complications. Longer follow-up is required to assess the clinical efficacy of these three modalities.

Liver Cancer

Fukumitsu et al. treated 51 HCC patients with protons to a total dose of 66 GyE in 10 fractions (82). Patients were Child–Pugh class A or B and whose tumors were ≤10 cm (88% ≤5 cm), 39% of patients had multiple tumors and were ≥2 cm from porta hepatitis and GI tract. The 3- and 5-year local control rates were 95 and 88%, respectively. Alpha fetal protein levels dropped from 97 ng/mL before treatment to 16 ng/mL afterwards (p < 0.0001). Patients experienced only minor acute reactions of Grade 1 or less, and three patients experienced late sequelae of Grade 2 or higher.

Chiba et al. reported on their results using proton beam therapy to treat 162 patients with HCC with a total of 192 lesions (83). The median total dose delivered was 72 GyE in 16 fractions over 29 days. Eighty-three percentage of the lesions were <5 cm in size. The 5-year local control rate was 87%. Thirteen tumors locally recurred between 7 and 43 months (median, 21 months) after the completion of the irradiation. Maximal diameter of tumors that had recurred was median 4.7 cm ranging from 2.0 to 7.0 cm before irradiation. Five patients had late sequelae of grade 2 or higher.

Bush et al. performed a phase II trial in which 76 patients received 63 GyE in 15 fractions over 3 weeks (84). The mean tumor size was 5.5 cm. Fifteen patients (20%) experienced local treatment failure. Only three patients developed solitary local failure, the majority (36%) developed new lesions within the liver. No patients developed RILD.

Komatsu et al. published a retrospective analysis of 343 patients treated with either protons (242 patients) or carbon ions (101 patients) (85). Eight protocols for proton therapy (52.8–84 GyE in 4–38 fractions) and four protocols for carbon-ion therapy (52.8–76 GyE in 4–20 fractions) were used during the study period. The 5-year local control rate was 90% for proton and 93% for carbon ions. Univariate analysis identified tumor size as an independent risk factor for local recurrence. Grade ≥3 late toxicities were observed in eight patients on proton therapy and in four patients on carbon-ion therapy, and 4 of 12 patients were diagnosed with RILD. No patients died of treatment-related toxicity.

Kato et al. presented results of 24 patients treated on a dose-escalation trial (49.5–79.5 GyE in dose increments of 10% in a fixed 15 fraction setting within 5 weeks) (86). The overall local control rate was 92, 81, and 81% at 1, 3, and 5 years, respectively. No local failures were seen at a dose level of 72 GyE or higher. Except for one early skin reaction, no Grade 3 or worse adverse effects occurred at any dose level from 49.5 to 79.5 GyE. More recently, a four-fraction regimen has been investigated at NIRS. Sixty-nine patients have been treated using this regimen with a reported 5-year local control rate of 81% (79). An accelerated schedule of two fractions in 2 days is being studied further. Another dose-escalation trial is currently underway by Combs et al. at the HIT (87). The Prometheus trial escalates the dose from 40 to 56 GyE in four fractions (87).

A comparison of the outcomes of treating HCC with different modalities is shown in Table 3. At present, the clinical results of protons appear to be equivalent to those of carbon therapy. It will be important to determine the long-term functional status of the liver following dose escalation.

TABLE 3 | Hepatocellular carcinoma.
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Prostate Cancer

Proton ± photon therapy was used to treat 1255 patients at Loma Linda University (88). The patients were stage I–IIIA who had no prior surgery or hormone therapy. Radiation dose was 74 GyE in 37 fractions for patients receiving protons only. The 5- and 10-year biochemical no evidence of disease (bNED) was 75 and 73%, respectively. The rate of grades 3–4 rectal and bladder complications was 1%.

The first phase III clinical trial of photons versus protons was conducted by Shipley et al. (89). A total of 189 patients with stages T3–T4 were initially treated with 50.4 Gy by photons to the prostate and pelvic nodes followed by either a photon boost to 67.2 Gy or a proton boost to 75.6 GyE. Patients did not receive any concomitant or adjuvant hormone therapy. The local control at 5 and 8 years for the photon arm were 80 and 60%, respectively, and for the proton arm were 92 and 77%, respectively. Complications in the photon and proton arms at 8 years were as follows: persistent rectal bleeding 2 versus 9%; urethral stricture 2 versus 4%, and hematuria 2 versus 2%.

A phase III trial was performed at MGH and Loma Linda University, which randomly assigned patients with T1b–T2b and PSA≤15 ng/mL to treatment by proton beams to the prostate to 19.8 or 28.8 GyE followed by 50.4 Gy with photons to the pelvis (90). Dose fractionation was 1.8 Gy/fraction for the entire regimen. A total of 393 men were randomized. The 10-year ASTRO biochemical failure rates were 32% for conventional dose and 17% for high-dose radiation therapy. Dose escalation also was shown to benefit patients with low-risk disease. Two percentage of patients in both arms experienced late grade ≥3 genitourinary toxicity, and 1% of patients in the high-dose arm experienced late grade ≥3 gastrointestinal toxicity.

Recently, prospective proton-only trials have been performed at the University of Florida (91). A total of 211 patients were enrolled and received 78 GyE in 39 fractions for low-risk disease (N = 89), dose escalation from 78 to 82 GyE for intermediate-risk disease (N = 82), and 78 GyE with concomitant docetaxel followed by androgen deprivation for high-risk disease (N = 40). With early follow-up of 2 years, progression-free survival was 99% for the entire population (100% for low-risk, 99% for intermediate-risk and 94% for high-risk). Only 1.9% Grade 3 GU symptoms and <0.5% Grade 3 GI toxicities were observed.

Several carbon-ion dose-escalation studies have been performed at the NIRS since 1995. These early trials were summarized by Tsuji et al. (92). The two previous Phase I/II studies performed dose escalation from the initial dose of 54.0 GyE in 20 fractions to 72.0 GyE in 20 fractions in 10% increments followed by fixed radiation dose of 66.0 GyE in 20 fractions. A total of 201 patients were analyzed at the 66.0 GyE dose level with a median follow-up of 30 months. The bNED for the low-risk patients was 100% and for the high-risk patients was 81% at 5 years. In the first Phase I/II study, 6 out of 14 patients treated with a high target dose (72.0 GyE) developed Grade 3 morbidities of the rectum or genitourinary system. At the 66.0-GyE dose level, no Grade 3 or higher toxicities were observed in either the rectum or genitourinary system, and the incidences of Grade 2 rectum or genitourinary morbidity were only 1.0 and 6.0%, respectively.

More recently, a total dose of 57.6 GyE in 16 fractions has been explored (93). A total of 664 patients (250 patients at 66.0 GyE in 20 fractions; 216 63.0 GyE in 20 fractions; 198 in 57.6 GyE in 16 fractions) with at least 1-year follow-up were analyzed in regard to late radiation toxicity. The 5-year biochemical relapse-free survival was 90% for the entire group. The 5-year BRF of patients treated with 16 fractions was 89% compared with 90% for patients treated with 20 fractions. Per risk group, the 5-year BRF was 90, 97, and 88% for low-, intermediate, and high-risk patients (94). No grade 3 or higher GI toxicity was seen in any of the groups and only one grade 3 GU toxicity was seen in the 20 fraction regimen and no grade 3 or higher GU adverse effects were seen in the 16 fraction regimen. Lately, patients have been treated with the scanning beam in the new NIRS facility with 12 fractions in 3 weeks (79). Also the HIT has conducted a randomized phase II trial using protons or carbon ions treating with a 66 GyE in 20 fractions and the results are still pending (95).

A comparison of the outcomes of treating prostate cancer with different modalities is shown in Table 4.

TABLE 4 | Prostate cancer.
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Cost-Effectiveness of Hypofractionated Therapy

Due to the aging of the population in industrialized countries, the number of patients who develop malignancies is expected to increase. With more patients receiving cancer-directed therapies, this is predicted to become a major burden for health care systems (96). There has been increasing pressure within the medical community to identify and promote more cost-effective treatment modalities. A significant percentage of the cost of cancer therapy is due to drug therapies (97). This highlights the growing need for a value-based system that considers cost-effectiveness in determining cancer drug prices. There is a lack of correlation between drug efficacy and cost, with prices remaining high despite the entrance of competitive agents to the market (98).

The incremental cost-effectiveness ratio (ICER) is a statistic used in cost-effectiveness analysis to summarize the cost-effectiveness of a health care intervention. It is defined by the difference in cost between two possible interventions, divided by the difference in their effect. It represents the average incremental cost associated with one additional unit of the measure of effect.

Using an ICER approach, actually, radiation therapy is an extremely cost-effective cancer therapeutic option in comparison to systemic modalities. For example, in using improvement in 2-year overall survival as the heath outcome effect, the ICER is ~$3,800 for bevacizumab for the treatment of NSCLC (99), ~$4,800 for pemetrexed for the treatment of NSCLC (100), ~$3,700 for imatinib for the treatment of chronic myeloid leukemia (101), compared to a significantly reduced cost for carbon-ion therapy for recurrent colorectal adenocarcinoma (102).

Cost-effective analysis of various hypofractionated regimens for different disease sites has been performed. For patients with stage I NSCLC, Shah et al. analyzed the cost-effectiveness of SBRT/SABR versus surgical resection (103). The mean costs and quality-adjusted life expectancies for SBRT/SABR, wedge resection, and lobectomy were calculated. For patients determined to be marginally operable, SBRT/SABR was determined to be the most cost-effective strategy. Mitera et al. compared conventional versus SBRT/SABR for medically inoperable stage I NSCLC (104). Overall survival was the primary effectiveness end point used in their calculations. ICER per life-year gained for SBRT/SABR versus CFRT was $1,120, favoring SBRT/SABR as a cost-effective treatment.

For the treatment of localized prostate cancer, comparisons of the costs associated with IMRT versus SBRT/SABR were determined. Delivery of SBRT/SABR is technically more labor-intensive then IMRT; however, treatment is completed in only five fractions compared to 39–48 fractions required for IMRT. A Markov decision analysis model showed that the mean cost of SBRT/SABR is $22,152 versus $35,431 for IMRT (105). A separate analysis by Sher et al. confirmed an ICER favoring SBRT/SABR compared to IMRT (106). Treatment efficacy, rectal toxicity and impotence, and the potential for unseen late effects due to SBRT/SABR were the critical parameters affecting the outcome of the model, highlighting the importance of longer term follow-up to better determine these variables.

Recent criticisms in regard to the use of particle therapy for the treatment of certain malignancies have been raised (107, 108). The investment costs are considerably higher than those for conventional photon therapy (109). Specifically, comparative evidence is lacking on the safety and efficacy of particle therapy versus alternative therapies.

Grutters et al. utilized Markov models to compare treatment with carbon ions, protons, CFRT, and SBRT/SABR for the treatment of patients with inoperable stage I NSCLC (110). Carbon-ion therapy yielded the most quality-adjusted life years per patient of 2.67. Carbon-ion therapy had the highest probability of being cost-effective at 52%, followed by SBRT/SABR at 47%, proton therapy at 2%, and CFRT at 0%.

Comparison of the cost-effectiveness of IMRT, SBRT/SABR, and protons for the treatment of localized prostate cancer were reported by Parthan et al. (111). They found that assuming that each treatment modality results in equivalent long-term efficacy, SBRT/SABR is more cost-effective in improving quality-adjusted survival compared to IMRT or proton therapy. With longer-term follow-up data, it will be interesting to see how carbon ions would compare in the above analysis. The early efficacy and toxicity suggest that it would compare favorably to SBRT/SABR for treating prostate cancer.

The role of cost-effectiveness for particle therapy was excellently reviewed by Pijls-Johannesma et al. (112). In summary, adequate reimbursement is necessary to support such innovative yet costly treatments. Further incorporation of hypofractionated regimens for particle therapy would allow for a higher capacity of patients treated. Currently, the billing model within the United States reimburses per fraction delivered, therefore, motivating more prolonged treatment regimens to be employed. Protons currently share this same model, thereby limiting its utilization. By potentially promoting reimbursement by treatment course for heavy-ion therapy, promotion of higher capacity by treating more patients with fewer fractions could be adopted.

DISCUSSION AND FUTURE CONSIDERATIONS

As shown in this review, using more hypofractionated regimens for photon therapy have resulted in high control rates with minimal normal tissue toxicity. Stereotactic ablative approaches with X-rays have already become the standard of care for patients with inoperative stage I NSCLC. Promising early clinical results highlight the trend to utilize more hypofractionated treatments for other disease sites.

The potential for the further improvement in treatment outcomes by using particle therapy is also generating excitement. Carbon ions, in particular, are attractive due to their superior physical dose distribution, higher RBE, and increased effectiveness in hypoxic tumors, which is expected to generate clinical gains. A systematic approach has been carried out at NIRS and GSI/HIT to determine the optimal dose fractionation regimens for various disease sites, resulting in the majority of tumors being treated with hypofractionated schemes.

Comparing data for different particle treatments is challenging due to different dose regimens, fractionated regimens, and different RBE calculation for carbon ions in different centers. It has been proposed that in the future more prospective clinical trials are necessary to confirm the theoretical benefit of carbon ions. The studies should focus on treatment-related toxicity in addition to local tumor control and survival. However, there is ongoing debate on the necessity to conduct randomized trials before implementing new technologies (57, 112–114). Some argue that based on the principles of equipoise between photons and particle therapy, randomization of patients between the two arms could be unethical (67). Further discussion on these issues should be addressed in future international working groups. In addition, more research into the costs and the optimal way in which to define reimbursement levels for carbon-ion therapy are critical for more widespread implementation.

CONCLUSION

With advances in imaging and treatment delivery techniques, the use of more hypofractionated regimens has become more widely employed. Hypofractionated treatment approaches are highly efficacious and safe for the treatment of certain tumors, more cost-effective compared to conventional fractionated approaches, are more efficient use of clinical resources, and also are more convenient for the patient by greatly reducing their treatment course. By utilizing hypofractionated regimens, the potential clinical advantage of particle therapy could be achieved.
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The number of incident cancers and long-term cancer survivors is expected to increase substantially for at least a decade. Advanced technology radiotherapies, e.g., using beams of protons and photons, offer dosimetric advantages that theoretically yield better outcomes. In general, evidence from controlled clinical trials and epidemiology studies are lacking. To conduct these studies, new research methods and infrastructure will be needed. In the paper, we review several key research methods of relevance to late effects after advanced technology proton-beam and photon-beam radiotherapies. In particular, we focus on the determination of exposures to therapeutic and stray radiation and related uncertainties, with discussion of recent advances in exposure calculation methods, uncertainties, in silico studies, computing infrastructure, electronic medical records, and risk visualization. We identify six key areas of methodology and infrastructure that will be needed to conduct future outcome studies of radiation late effects.
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INTRODUCTION

About one in two men and women born today will be diagnosed with some form of cancer in their lifetime (1). Worldwide cancer incidence in 2012 was estimated at 14.1 million new cases and 8.2 million deaths (2). In the United States, cancer incidence rates are projected to generally stabilize over the next decade, but the incidence will increase by more than 20% due to changes in demographics (3). Almost two-thirds of all cancer patients receive some form of radiation therapy during the course of treatment (4), predominantly with external-beam photon therapy. Treatments with beams of charged particles have become popular, especially proton therapy (5), and a few heavier charged particle facilities have been built in Europe and Asia for research and patient care. The main rationale for using charged particle beams is that they sterilize the tumor, like X-ray therapies, while delivering less radiation dose to healthy tissues (6, 7).

Advances in radiation therapy have contributed to improvements in long-term outcomes for cancer patients. For example, 5-year survival of cancer in the United States has increased to approximately 68% in adults and 83% in children (8). By 2020, there will be almost 20 million cancer survivors in the United States (9). Long-term survivors are at increased risk to develop treatment-induced side effects, such as radiogenic second cancer, complications of the cardiovascular (10, 11) and central nervous (12, 13) systems, fertility problems (14), and myriad other toxicities (15). These problems can be caused by disease (e.g., damage caused by a primary cancer) or by medical care, such as surgery, chemotherapy, and radiation therapy. For many patients, these will play out long after the primary cancer is cured. For example, in survivors of childhood cancer, the risks of morbidity and mortality remain elevated beyond the fourth decade of life (16).

The link between radiation therapy and several serious late effects has been well documented in the literature. Radiation epidemiology studies revealed increased risk for subsequent cancers after radiotherapy (17). One of the most striking examples being the cumulative risk of subsequent breast cancer after radiotherapy for Hodgkin’s lymphoma of 30% by age 55 (18). The clinical oncology literature reports that radiation is implicated in many subsequent cancers (19) and that mortality of primary cancers is decreasing, with increases in rates of mortality attributable to subsequent neoplasms, cardiac death, and pulmonary death largely due to treatment-related causes (20). Although radiotherapy significantly reduces breast cancer mortality and recurrence, the heart dose from older radiation treatments was found to materially impact total long-term survival (21). For some types of cancers, and in some pediatric cancers, second cancers can cause more deaths than the primary cancers (22). Second cancers account for 17–19% of all cancers, and, as a group, are one of the most common cancers in the USA (23). In adults, the proportion of second cancers related to radiotherapy was estimated at approximately 8% on average, with proportions varying from 4 to 24% for the specific sites considered (24). Corresponding estimates for children are not currently known but are likely to be considerably higher, given the increased radiosensitivity of children to some cancers and generally longer survival. For these and other reasons, the assessment of risks of late effects after radiotherapy has received increasing attention in the literature, including the impact of advanced technologies on outcomes (25, 26).

Advances in technology seek to improve cancer outcomes in two major ways, namely, by irradiating cancerous tissues in ways that lead to improved control of tumors and by reducing doses to healthy tissues to reduce treatment complications. Many advanced technologies have been implemented to further these goals, including treatment systems that use modulated beams of photons and protons. Unlike most new medical devices and drugs, advanced RTs are being widely deployed based on predicted improvements in outcome rather than superiority observed in prospective randomized clinical trials. The necessity of such trials is controversial (27). Furthermore, large economic forces are at play; proton and heavy-ion treatment units are the most expensive medical devices on the market and are perceived as a potentially disruptive technology in oncology. Clearly, additional new scientific approaches and knowledge would help to inform decision making in the future (28).

Currently, major gaps in scientific knowledge include (1) the long-term health problems of long-term cancer survivors, especially a decade or more after exposure; (2) the impact of radiation modality, dose, quality, and fractionation on the risk of late effects; (3) the applicability of risk models derived from healthy populations exposed to lower dose radiation to high-dose fractionated exposures in populations of cancer survivors; (4) the applicability of population-based risk models to individual patients, whose sensitivity to radiogenic late effects may vary with genetic profile and other factors; and (5) the impact of late effects after advanced technology radiotherapies, including incidence, severity, and economic considerations. Filling these gaps will require new research strategies, methods, and infrastructure.

The objective of this manuscript is to provide a review of selected research methodologies for radiogenic late effects after advanced technology radiation therapies. More specifically, we review aspects of relevance to proton-beam and photon-beam radiotherapies. We focus on craniospinal irradiation (CSI) as an illustrative example treatment to highlight current research capabilities and their limitations as this is one of the treatments for which proton therapy could be very beneficial. In particular, we review the determination of exposures to therapeutic and stray radiation and related uncertainties in the context of radiation late effects.

RECENT ADVANCES IN RESEARCH METHODS

A few introductory remarks are necessary to provide a context for the thrust of our review. In the last decade, considerable progress has been made toward research methods of relevance to the risk of late effects after advanced technology radiation therapies. However, long-term clinical and epidemiological outcome studies of charged particle therapies are scarce (29). These studies are difficult to perform for many reasons, including a lack of dose and risk assessment tools that are suitable for prospective outcome studies. Currently, most photon therapy outcome studies are performed retrospectively, with the doses being reconstructed by specialists using proprietary research tools (30). Similar tools for charged particle are nascent.

To review progress and explore limitations of current tools, we shall consider the illustrative case of CSI for medulloblastoma. This is a particularly interesting case because it is common among pediatric brain tumors; approximately 80% of patients survive 5 years or more (31); the therapeutic radiation fields are large, variable in size, shape, and anatomic location (32); the therapeutic and stray radiation impacts many healthy tissues and organs (33); patients vary in age at diagnosis (34) and anatomic stature; it is commonly delivered with photon or proton beams; there are large differences in predicted doses and risks between photon and proton beams (35); genomics strongly influence outcomes (36); dose and risk assessments are technically challenging (26); and there is sufficient recent literature to form a coherent picture. The methodological literature includes dose measurements; dose calculations using clinical treatment planning systems (TPSs), Monte Carlo simulations, and analytical models; radiation quality; risk models; and other aspects.

Craniospinal irradiation attempts to limit the administration of tumor-sterilizing doses to several target volumes, including the spinal axis, the cranium, and a surgical resection volume near the posterior fossa. However, even the most advanced radiotherapies deliver low levels of stray radiation to the patient’s whole body. Observational data for various treatment sites revealed that nearly nine of every 10 subsequent tumors develop outside PTV (37). Thus, to fully understand late effects after external beam radiotherapy, one must, at a minimum, determine exposures from therapeutic and stray radiation to all of the organs and tissues of the body.

Assessment of Radiation Exposure

Today, there are four major methods to determine radiation exposure from external beam radiotherapy, including measurements, analytical calculations (dose algorithms embedded in TPSs and nascent stand-alone algorithms), and Monte Carlo simulations.

Traditionally, measurements are used to develop, configure, and test dose calculation methods of various kinds, including pencil beam algorithms in clinical TPSs, research Monte Carlo codes, and other dose models. Methodologies for the measurement of therapeutic doses are generally well established and straightforward. Measurements of stray radiation are challenging and less well established. In particular, stray neutron radiation is experimentally difficult and subject to large uncertainties. High-energy photon beams produce neutrons via photoneutron interactions, and high-energy protons liberate neutrons via nuclear reactions.

Analytical dose algorithms are typically used in TPSs. They generally provide excellent dosimetric accuracy inside the therapeutic field and fast computation speeds. However, they severely underestimate stray radiation exposures, especially leakage radiation emanating from the treatment unit (38). Consequently, they are not suitable for research on the effects of radiation in that region (Figure 1). Recently, analytical models have been developed to calculate both therapeutic and stray radiotherapy exposures (Figure 2). Analytical models for whole-body exposure assessments are the least well developed of the four methods.
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FIGURE 1 | Schematic diagram of a proton therapy treatment of the spinal axis. The therapeutic dose is shown in red and unwanted stray radiation is shown in blue. The stray radiation comprises leakage radiation emanating from the treatment machine, and scatter radiation that is produced as the therapeutic radiation interacts with the patient. Figure from Ref. (26).
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FIGURE 2 | Absorbed dose D as a function of lateral distance x from the photon therapy beam. The calculated and measured absorbed dose values are normalized to the maximum therapeutic dose at the central axis Dmax(CAX). The radiation fields were produced by electron linear accelerator. Figure from Ref. (38).



Monte Carlo simulations are generally well suited for research studies that require calculations of radiation exposures both inside and outside the treatment field. Of the four methods discussed here, the Monte Carlo method has advanced the most in recent years. For example, whole-body dose assessments that were computationally intractable in 2000 are now feasible in a research setting. This progress is attributable to refinements in general-purpose Monte Carlo codes, their adaptation to radiotherapy applications, and advances in parallel computing and low-cost electronic memory. Most Monte Carlo systems for radiotherapy simulations are built on general-purpose, full-featured codes, such as MCNP/X (39) and FLUKA (40, 41) with additional radiotherapy pre- and post-processing codes (42, 43), or with toolkits, such as GEANT4 (44) with radiotherapy packages (45). Important features include good interaction data and models, advanced source modeling and tallying features, parallel computing capability, variance reduction options, and statistical tests for convergence. Despite stunning breakthroughs in capabilities, today the Monte Carlo simulation method is seldom used for clinical treatment planning. One of the main reasons is that the method requires high-performance computing resources.

The selection of a dose assessment method involves consideration of the requirements of a particular study and the performance characteristics of available methods. Currently, no single method meets all the commonly encountered requirements on speed, accuracy, cost, and convenience. Consequently, most research studies require two or more methods to determine radiation doses. Traditionally, late-effect studies have utilized TPS calculations of therapeutic radiation dose and analytical calculations of stray radiation, where both methods were validated against measurements. In recent years, Monte Carlo simulations have played an increasing role. In the remainder of this manuscript, we focus on aspects of these methods that are of greatest relevance to researching the late effects from advanced technology radiotherapies, i.e., photon and proton beams. In the last part of this section, we mention the key advances in other disciplines that have had an enabling effect on the research methodologies presented here.

Proton Therapy

Interest in the late effects after proton radiation therapy has increased dramatically since the turn of the century, perhaps in part because of early publications on stray neutron exposures and because of the late toxicities observed after neutron beam therapy in previous decades. The latter experience tells a cautionary tale of the latent dangers of any new form of radiation treatment. In retrospect, it is remarkable that clinical proton therapy was practiced more than four decades before the first publications on stray neutron exposures appeared. Neutrons are of particular concern given their higher, but very uncertain, relative biological effectiveness (RBE) in humans. Neutron RBE values ware derived primarily from experimental data because, to date, there have not been any epidemiological studies that have been able to compare the risks with those of photon irradiation directly in a sufficient sample size. Binns and Hough (46) reported the first measurements of neutron exposures in developmental proton therapy beamline, which were alarmingly high. However, that beamline was never used for patient treatments because of the excessive neutron exposures. In 1998, Agosteo et al. published a seminal paper that reported on Monte Carlo simulations of stray photon and neutron exposures from proton therapy beamlines (47). Yan et al. (48) reported the first clinically relevant measurements of neutron spectra and exposures. They characterized each of the three heavily used clinical beamlines at the Harvard Cyclotron Laboratory (HCL) using multiple measurement techniques. The results of these three studies suggested that neutron exposures were not negligible and that careful attention should be paid to characterizing and minimizing neutron exposures for clinically used proton beamlines.

Indeed, a few years on, Hall (49) rescaled published neutron exposure data from the Harvard Cyclotron Laboratory (HCL) with simplistic risk calculations. He opined that passively scattered proton therapy may not be indicated for some patients, especially children, because of the second cancer risks from the whole-body neutron exposures. Although the key assumptions in his paper would be ultimately proven incorrect, the underlying concerns were justified. Specifically, a large international expansion of proton therapy had begun without due diligence regarding neutron exposures and their consequences.

By the time of Hall’s paper, systematic investigations of neutron exposures from proton therapy were already underway. Beginning in 2005, a series of reports was published that studies the systematics of therapeutic proton and stray neutron exposures, such as their dependence on proton-beam energy, field size, range modulation width, depth in phantom, collimator thickness, and other treatment factors (43, 50–60). The systematics were mostly investigated using general-purpose Monte Carlo simulations, a bellwether of the increasingly important role that Monte Carlo holds in radiotherapy research. Subsequent confirmatory measurements have been comparatively sparse but important; benchmark measurements confirmed the high-energy neutron physics models in Monte Carlo codes (61); end-to-end benchmarking confirmed Monte Carlo models of diverse clinically used proton beamlines (50, 62); and code intercomparisons further increased confidence in Monte Carlo simulations for clinically relevant beamlines, such as that in Ref. (63).

Recently, increased attention has been paid to developing reference data on neutron exposures (64), on methodology to experimentally benchmark predictive models (65), and to estimate mean radiation weighting factors and RBE values for neutrons (66–68).

By 2009, research methodologies had advanced sufficiently to allow for the first dose and theoretical risk assessment study, which was reported for CSI that included both therapeutic and stray neutron radiation (33). The modeling included a refined and more complete analysis of a case study reported in the seminal paper by Miralbell et al. (69), now including dose and risk from stray neutron exposures from passively scattered and scanned proton beams. The results confirmed the qualitative finding of Miralbell et al., namely, that proton therapy conferred lower risk than photon therapy. The modeling study contradicted Hall’s speculation that scanned proton beams provide substantially lower risk compared with scattered proton beams. It also increased knowledge of the mean radiation weighting factor for neutrons, allowing meaningful comparisons of proton and photon CSIs, in spite of the large uncertainty in the neutron RBE for carcinogenesis. Limitations of the study included the use of linear non-threshold risk models for radiation protection (70), the use of a stylized adult phantom, and simplified treatment planning. In rapid succession, these limitations were overcome in a series of papers on CSI that included newer risk models for radiogenic cancers (71), relaxed assumptions about linear non-threshold (LNT) risk behavior (72), personalized voxel phantoms (73), and highly realistic treatment planning methods (32). Another study reported ways to reduce stray radiation from passively scattered CSI to levels approaching those from scanned beams (74). Conversely, adding final collimators to scanned beams may sharpen the lateral penumbra, thereby reducing dose just outside the target (75, 76), which increases the neutron leakage exposure. Findings common to these studies are that many small details matter and that it is difficult to know a priori which details will have a profound effect on risk after CSI. An example of a treatment factor of importance is the superior–inferior location of the junction of the abutting cranial and upper spinal fields, which can have a profound effect on thyroid risk. Another is the selection of margin size on the spinal fields, which has a strong impact on the risk to lung and other organs. Details of the research methodology also matter, such as the exclusion of the contents of the bladder and colon when delineating the organs and tissues at risk (77) and blood in the heart (35).

In the last 5 years, much progress has been made toward practical analytical models of neutron leakage exposures. A simple analytical model was proposed in 2010 (78) for 250 MeV beams, improved and extended to cover the 100–250-MeV proton-beam energy interval (67, 79), and validated for low-energy proton beams for ocular treatments (79, 80). The analytical model was extended to include range modulation and implemented in a research TPS (81).

Analytical models of exposures from neutrons generated inside the patient were investigated by Schneider et al. (82), who reported a simple parameterization for a spherical water phantom. Currently, analytical algorithms are lacking for predicting internal neutrons.

Photon Therapy

In the early 2000s, intensity modulated photon radiation therapy (IMRT) was widely deployed. Hall and Wuu pointed out that the fluence modulation increases the monitor units by a factor of 2–3, thereby proportionately increasing the whole-body exposures from leakage radiation (83). They estimated this could lead to a doubling of the second cancer incidence at 10 years. Hence, the improved sparing of normal tissue immediately surrounding the tumor comes at the cost of increased exposure of the whole body to leakage radiation.

Generally speaking, commercial TPSs use deterministic dose algorithms that provide adequate accuracy in-field and near-field. However, approximately 10 cm distance or more outside the treatment field, the accuracy is typically worse than 40% and deteriorates dramatically with increasing distance. Because of the high incidence of late effects that are observed outside the treatment field, it will be essential to solve this problem, i.e., to achieve a dosimetric accuracy of 20% or better in all tissues.

Specialized Monte Carlo models were developed in 1980s for external beam radiotherapy research. One widely used code is based on the Electron Gamma Shower (EGS) code (84) with an add-on module (BEAM) (85) to compute photon and electron fluences emanating from an electron linac. Another add-on module named DOSExyz (86) facilitates dose computation in matrices of voxels, e.g., from CT image sets. Several fast Monte Carlo codes have been developed for radiotherapy dosimetry applications, including Voxel Monte Carlo (VMC) (87), dose planning method (DPM) (88), and MCDOSE (89). Most of the fast Monte Carlo calculation codes are designed for in-field or near-field dose calculations. General purpose codes, such as MCNP (39) and GEANT4 (44), include physics models for the production and transport of photoneutrons and have been used in many types of radiotherapy sources and clinical accelerators. At least one commercial TPS offers an electron Monte Carlo algorithm (90, 91). There has been effort to combine the commercial TPS and calibrated fast Monte Carlo codes to provide organ dose calculations in both in-field and out-of-field regions for epidemiological studies (92). The Monte Carlo method has been an invaluable research tool for studying therapeutic and stray radiation exposures.

Analytical models have been used to predict stray radiation exposures for several decades for conventional radiotherapy (30). However, the literature on models for contemporary treatment units and advanced treatment techniques has been extremely limited, as recently reviewed in Ref. (38). An empirical model was developed for photon CSI (93, 94) to model out-of-field radiation exposures. That model parameterized measured data in an approach conceptually similar to that of Stovall et al. (95). Recently, a fast and simple physics-based analytical model was reported for a widely used type of medical linear accelerator (38). This approach is currently being further validated for use with 12 different types of linacs and treatment techniques, including advanced technology treatments and techniques, such as IMRT, volumetric modulated arc therapy (VMAT), IMRT with flattening-filter-free (FFF) beams, tomotherapy, and robotic-arm linac therapy. The advantages of a physics-based approach include reduced requirements for measured data, increased predictive capabilities, broader applicability, fast computation time, and simplicity compared to Monte Carlo models. Analytical models for advanced technology radiotherapies are progressing rapidly but not yet sufficiently developed for routine use in clinical treatment planning. Major challenges lie in balancing the competing requirements of simplicity, dosimetric accuracy, and applicability. With the increasing diversity of advanced radiotherapies, it is not yet clear if this approach will be able to simultaneously meet all requirements.

Measurements have long been considered the most reliable source of information on stray radiation exposures and are needed to validate predictive models. For advanced technology photon radiotherapies, numerous measurements have been reported in air, water-box phantoms, or anthropomorphic phantoms, such as those in Ref. (38, 64, 96, 97). Most advanced technology photon therapies are administered at photon energies below the threshold for photoneutron production. For this reason and for brevity, exposures from photoneutrons are not discussed further.

In Silico Clinical Trials

In many situations, it is difficult or impossible to carry out observational studies, including randomized clinical trials and radiation epidemiology studies. We briefly review reasons for this that are relevant to the advanced technology radiotherapies.

There is an inherent challenge to understanding the late effects from “advanced technology” treatments. Specifically, by the time the late effects manifest, the treatment under investigation becomes standard or obsolete. The latency time for solid tumors typically is longer than 5 years and may be several decades. This problem is exacerbated by the decreasing technology lifetimes because of accelerating technological progress. Other potentially challenging factors to conducting clinical and other observational trials include requirements on equipoise, accrual of sufficient patients to achieve statistical power and significance, and high costs.

However, good decision making in the clinical and policy arenas is informed by the best available evidence. If observational evidence is not available, evidence can be generated using the alternative strategy of computer simulated or in silico trials. In silico trials utilize representative cohorts (including detailed volumetric images of patient anatomy), clinically detailed and realistic treatment planning methods, physically complete dose assessments (therapeutic and stray radiation exposures), dose–response functions (risk models) from previous observational studies, and rigorous uncertainty analyses. Comparative in silico studies use paired data (both the standard and the experimental treatments are simulated for each patient). In silico studies are faster and less expensive than traditional observational trials, although their ultimate role will be complimentary rather than competitive.

A lack of equipoise is perhaps the greatest barrier to conducting a randomized clinical trial comparing photon versus proton-beam CSI. By the mid 2010s, the remarkable advances in research methodologies made it possible to perform in silico clinical trials that compared predicted risks after proton and photon CSI. The dose reconstructions included whole-body calculations of therapeutic and stray radiation, all the major tissues and organs of the bodies, clinical realism, and the largest cohort studied (n = 17) with complete dose reconstructions. The quantities reported included organ doses (98), radiogenic cancer risk (35), and cardiac toxicity (35, 99).

The in silico approach enabled systematic exploration of the influence of host factors on predicted risk, including age at exposure, attained age (72), anatomic stature, and sex on predicted risk (35, 100). Studies were performed to explore the risks of various cancer endpoints, including incidence, mortality, excess relative risk, excess absolute risk, lifetime attributable risk, and ratios of various risk quantities as well as non-cancer endpoints, such as cardiac toxicity (35), fertility complications (68), and radiation-induced necrosis (101).

Some progress has been made in understanding the uncertainties in comparative risk predictions in the radiotherapy setting, but many important questions remain open. Uncertainties in risks of radiogenic cancers were reviewed in Ref. (102, 103). The role of sensitivity tests to assess the impact of poorly known uncertainties in biologic aspects of risk comparisons after CSI was demonstrated by Newhauser et al. (33). Specifically, they showed that significant results can be obtained despite the large uncertainties in the RBE of neutrons for carcinogenesis. Also for CSI, Zhang et al. (72) reported on the influence of the risk model selected, including deviations from LNT behavior due to effects, such as cell sterilization at therapeutic doses. Uncertainties of in silico trials comparing predicted risks of late effects were investigated using a rigorous propagation of errors by Fontenot et al. (104) and subsequently extended by Rechner et al. (77), Zhang et al. (99), and Nguyen et al. (105). These studies all depend to some extent on the assumption that the extrapolation of risks from low-dose acute exposures to high-dose fractionated exposure is the same for all cancer sites. This might vary from one organ or tissue to the next (106), e.g., due to differences in stem cell repopulation in different organs. Additional progress is needed to quantify the uncertainties in risk models used in comparative studies, such as possible organ-specific variations in the transportation of risk models from Japanese survivors of nuclear detonations to other populations.

Given the many uncertainties in the risk modeling, it is essential to take on the challenge of developing epidemiological and clinical studies to assess the late effects of proton therapy directly, particularly in children who are known to be more radiosensitive to some cancers. The first randomized trial to compare the late effects of proton with photon therapy for breast cancer treatment was recently funded by PCORI and includes 22 US proton centers with an aim of randomizing approximately 2000 women.1 This study, which was not yet recruiting patients at the time of this writing, will test the hypothesis that proton therapy reduces cardiovascular disease risks compared to photon therapy. The Pediatric Proton Consortium Registry is currently open to enroll children treated with proton radiation in the United States with the goal to characterize the population receiving proton therapy, regardless of technology used, to evaluate its benefits over other radiation therapies (107). Smaller trials are underway to compare effectiveness in prostate, lung, and head and neck cancer. As far as we are aware, no large-scale randomized trials or epidemiological studies of proton therapy in children are currently underway. As noted previously, they are the patients who are at greatest risks for radiation-related second cancers. The American Society for Therapeutic Radiation Oncology advises against using proton therapy in common cancers, such as prostate cancer, outside well-designed clinical trials.2 As the number of proton therapy centers continues to expand in the US, Europe, and Asia, concerted efforts should be made to directly study the late effects of this treatment, especially the development of infrastructure to assess whole-body exposures.

Related Technologies

Several related technologies have had an enabling effect of methodological research. First and foremost is the remarkable advancement in the capabilities and accuracy of general-purpose Monte Carlo codes, a workhorse of research on medical dosimetry. In fact, the field of radiation oncology owes a debt of gratitude to the nuclear physics community for providing general-purpose Monte Carlo simulation codes and outstanding support, all at little or no cost to the medical community. Whole-body simulations, which have appeared in the literature recently (100), were considered computationally intractable at the turn of the century because of limitations of the Monte Carlo codes’ capabilities, as well as computational expense.

Advances in high-performance computing have had a profoundly enabling effect on computational dosimetry. The most important developments have been the proliferation of low-cost, high-reliability, and parallel computing methods. Several approaches have been used, including clusters of CPUs (108), grid technologies (109), and graphics processing units (110).

The second most important enabling technology is the electronic medical record, which allows a high degree of automation and dependability. This includes standardization of file formats, communications protocols, and interoperability. This has been helpful to researchers, for example, in performing post-processing tasks, such as anonymization of electronic radiotherapy medical records (111), and will become vitally important for outcome studies in the future.

The visualization of radiation risk and detriment will likely become important in the future. In particular, it appears interesting to visualize risks superposed on images of patient anatomy, much like radiation exposure is visualized in contemporary treatment planning (Figure 3). However, for a given dose distribution, the distribution of risk may be radically different due to variations in the radiation sensitivity of individual organs and tissues (26). From a technical standpoint, meaningful visualization of risk presents many challenges, some of which may be overcome (26, 112). Risk visualization methods are nascent and are currently unavailable in contemporary TPSs.


[image: image1]

FIGURE 3 | Distributions of dose and risk superposed on sagittal images of anatomy for craniospinal irradiation. (A) shows equivalent dose and (B–D) show lifetime risks of second cancer incidence based on different dose–risk relationships [LNT: linear non-threshold model, LPLA (5): linear plateau model with bending point at 5 Sv, and LEXP (5): linear exponential model with bending point at 5 Sv]. Figure from Ref. (112).



Given the progress in capabilities to predict radiation exposures and risks, it has become technically possible to develop methods to algorithmically minimize predicted risk (113). Such methods could become an automatic step in routine radiotherapy treatment planning. Algorithmic minimization of risk of late effects is nascent and is currently unavailable in TPSs. Substantial additional research, development, and validation will be required before this can be used for human use, e.g., in prospective clinical decision making regarding the care individual patients receive.

DISCUSSION

Worldwide, the number of incident cancer cases is expected to increase over the next decade. Cancer survival rates are expected to increase further with improved diagnosis, treatment, and survivorship care. For these and other reasons, additional attention must be paid to reduce the incidence of treatment-related morbidity, such as fatal radiogenic second cancers.

Achieving this goal will require new research strategies and methods to supplement and enhance the traditional ones. In general, each new generation of advanced technology enables the delivery of superior (and more complex) therapeutic and stray dose distributions in the body. The exposures vary with a wide variety of treatment factors and host factors. To prospectively assess the full potential of advanced technology treatments to improve outcomes, new methods and capabilities are urgently needed to assess radiation exposures. Promising recent studies, including several examples mentioned in this review article, suggest that it might become feasible to routinely predict radiation exposures to all the tissues and organs of the body in the near future.

At the present time, clinical TPSs provide acceptable dosimetric accuracy for exposures to therapeutic radiation. However, outside the treatment field, the accuracy is generally poor and at distant locations, the exposures are typically not calculated at all. Additional research and development will be needed to develop dose prediction algorithms that provide an acceptable compromise of dosimetric accuracy, computational speed, and ease of use.

To accomplish that, we will need to know much more about the processes governing radiation exposures and risks. In recent years, our understanding of the magnitude and systematics of stray radiation exposures has increased dramatically for advanced proton and photon therapies and further progress is anticipated. However, many key uncertainties remain regarding the magnitude of risks from high-dose fractionated exposures, critical substructures of organs (such as the heart), applicability of risk models based on data from the Japanese atomic bomb survivors to non-Japanese populations, and the RBE of neutrons. From the literature, a coherent picture is emerging in which stray exposures are generally numerically small but the corresponding risks may be large, e.g., 30% or larger lifetime risk of second cancer for some patients. Risks of radiation late effects are of particular concern for patients of young age and with good prognoses for long-term survival.

Advances in research methodologies and capabilities will be necessary. Some key needs for research and clinical settings include

(1) Algorithms to calculate exposures to tissues outside the treatment field.

(2) Primary and secondary reference fields of high-energy neutrons to allow for calibration of instruments to measure exposure.

(3) Improved methods to reproducibly and consistently determine radiation quality.

(4) Methods to accumulate exposures from therapeutic and imaging procedures.

(5) Tools for risk visualization, analysis, communication, and documentation.

(6) Algorithmic methods to support decision making in avoiding non-essential radiation risks.

Ideally, these will be implemented in ways that support the critical need for efficient, large-scale studies of the radiation late effects of proton therapy. When implemented, this will facilitate multidisciplinary research that integrates key aspects of radiation oncology (114), epidemiology (115, 116), physics (117), and survivorship (118, 119). In addition, this may be relevant to some radiobiologic research, such as abscopal (120) and other non-targeted effects (e.g., radiation-induced bystander effect, genomic instability, and the radiation response of stem cells) (121) and modulation of radiation response (e.g., radiosensitizers and radioprotectors) and novel combination therapies (122). The American Association of Physicists in Medicine pointed out potential dangers of using biological models for clinical radiotherapy and provided guidelines and methodology for quality assurance (123).

CONCLUSION

In past decades, studies of medical exposures have increased knowledge of radiation risks. However, dose–response functions have large uncertainties because many studies lacked the large sample sizes and high-quality radiation exposure data needed to more accurately estimate risk. Now, for the first time, it appears within reach, scientifically and technically, to prospectively calculate complete, whole-body exposures to virtually all major advanced technology radiotherapy patients. This will be possible because of widespread adoption of the electronic medical record, improved understanding of the physics of stray radiation exposures, advances in high-performance computing, and advances in algorithms to predict radiation exposures. When realized, the availability of exposure data for large populations will open new frontiers of research in radiation epidemiology, clinical oncology, and cancer survivorship.
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Radiation-induced secondary malignancies are a significant, yet uncommon cause of morbidity and mortality among cancer survivors. Secondary malignancy risk is dependent upon multiple factors including patient age, the biological and genetic predisposition of the individual, the volume and location of tissue irradiated, and the dose of radiation received. Proton therapy (PRT) is an advanced particle therapy with unique dosimetric properties resulting in reduced entrance dose and minimal to no exit dose when compared with standard photon radiation therapy. Multiple dosimetric studies in varying cancer subtypes have demonstrated that PRT enables the delivery of adequate target volume coverage with reduced integral dose delivered to surrounding tissues, and modeling studies taking into account dosimetry and radiation cell biology have estimated a significantly reduced risk of radiation-induced secondary malignancy with PRT. Clinical data are emerging supporting the lower incidence of secondary malignancies after PRT compared with historical photon data, though longer follow-up in proton treated cohorts is awaited. This article reviews the current dosimetric and clinical literature evaluating the incidence of and risk factors associated with radiation-induced secondary malignancy following PRT.
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INTRODUCTION

Radiation-induced secondary malignancies are a rare, yet significant late effect of radiation treatment among cancer survivors. The second malignancy risk is dependent upon the patient’s age, the radiation dose received and volume of normal tissue irradiated, as well as the patients’ family history of cancer and unique biological risk for malignancy (1, 2). As the risk is life-long and cumulative, children and young adults expected to survive many decades following definitive cancer therapy are at greatest risk for developing a radiation-induced malignancy. Long-term follow-up of the Childhood Cancer Survivor Study has demonstrated that there has been an increase in mortality attributed to second malignancies over time and the death rate due to a subsequent malignancy exceeds that due to all other causes at 25 years after first cancer diagnosis (3, 4). Retrospective series of large cohorts of pediatric patients treated with older photon radiotherapy techniques have reported a cumulative incidence of second malignancies ranging from 9.3 to 19% at 30 years (1, 5, 6), which can have profound effects on patient quality of life and mortality (4–6).

Proton therapy (PRT) is an advanced radiation technique now used with the hope of reducing late effects of radiotherapy. A proton beam has a unique dose-deposition pattern characterized by reduced entrance dose and minimal to no exit dose compared with conventional photon irradiation (7). Treating with protons gives the radiation oncologist the ability to maintain target volume coverage required for efficacious therapy, while minimizing dose delivered to nearby normal tissues (8). A primary expected benefit of this decrease in dose to normal tissues is reduced risk of secondary malignancies (9) as well as other radiation-induced acute and late effects. In this article, we will review selected dosimetric and clinic data addressing the impact of PRT treatment on secondary malignancy risk.

DOSIMETRIC COMPARISONS

In a treatment planning comparison study evaluating PRT in comparison to standard photon techniques and intensity-modulated radiation therapy (IMRT) for a variety of malignancies, the use of protons has been demonstrated to substantially reduce the volume of normal tissues receiving medium to low doses (below about 70% of the target dose) when compared with both standard and IMRT photon plans (8). Over all cases, the use of protons lead to a reduction of the total integral dose by a factor of three compared to standard photon techniques and at least a factor of two compared to intensity-modulated photon plans (8). Many similar dosimetric comparison studies have been performed for a variety of specific tumor types among children and adults and have clearly demonstrated the superior ability of PRT to spare normal tissues from unwanted radiation (9–12). With the use of craniospinal irradiation for medulloblastoma, the dosimetric benefit of protons is particularly striking as organs anterior to the vertebrae are spared from receiving unwanted radiation with PRT (12) (Figure 1). In effort to quantify the effect of the reduced total integral dose delivered with PRT on secondary malignancy risk, studies have further utilized modeling systems based on dosimetric comparisons, organ equivalent dose, and radiation protection models to approximate the benefit of protons with regard to second malignancies.
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FIGURE 1 | Dose distributions for a proton (left) and photon (right) craniospinal plan prescribed to 23.4 Gy (relative biological equivalents) are illustrated for comparison. The proton craniospinal plan provides considerable sparing of normal tissues anterior to the spinal canal and delivers a significantly reduced total integral dose to the patient.



In an analysis of pediatric rhabdomyosarcoma and medulloblastoma cases, Miralbell et al. (13) analyzed the dosimetry of conventional photons, IMRT, and scattered and scanned proton plans and estimated secondary cancer risk according to the International Commission on Radiologic Protection (ICRP). Results revealed that proton plans reduced the expected incidence of radiation-induced secondary cancers for the rhabdomyosarcoma case by a factor ≥2 and for the medulloblastoma case by a factor of 8–15 when compared with either IMRT or conventional X-ray plans (13). Furthermore, cost-effectiveness analysis which has included the risk of secondary malignancies for patients with medulloblastoma has shown that proton treatment is associated with higher quality adjusted life years and reduced cost, in part due to the estimations of reduced incidence of secondary malignancies (14, 15). In a similar study from Moteabbed et al. (16), dose distributions from passive scattered protons, pencil bean scanning protons, and IMRT and volumetric-modulated arc therapy (VMAT) photon plans for six pediatric patients with brain and head-and-neck tumors were used to calculate the excess absolute risk (EAR) and lifetime attributable risk (LAR) for developing a second tumor in the soft tissue and skull. The LAR for IMRT/VMAT relative to proton plans ranged from 1.3 to 4.6 for soft tissue and from 3.5 to 9.5 for the skull. Larger absolute LAR was observed for younger patients and when using linear risk models (16). Paganetti et al. (17) used phantom data and a sophisticated risk model based on cell kill, mutation, repopulation, and inhomogeneous organ doses to estimate the LAR of second malignancy within the RT field for representative cases of optic glioma and vertebral body Ewing’s sarcoma on a 4- and 14-year-old fully contoured phantom. This study found that protons may reduce the risk of second malignancy by a factor ranging from 2 to 10 and also demonstrated that LAR was affected by different methods of proton RT planning (17).

Multiple other dosimetric and secondary risk modeling studies have been performed for adult malignancies with similar results. In a dosimetric comparison between PRT and IMRT among 11 patients with low-grade glioma prescribed 54 Gy (RBE), the equivalent uniform dose delivered to adjacent normal tissues was found to be 10–20 Gy lower with protons (18). Using biological modeling of radiation induced toxicities, the mean ratio for excess risk of radiation induced second tumors with IMRT as compared to protons was found to be 2.2 (range 1.6–6.5). The mean excess risk of a PRT induced second tumor in the brain per 10,000 cases per year was 47 (range 11–83), while the mean risk for IMRT was 106 (range 70–134) (18). In an analysis of conventional parallel opposed and intensity-modulated photon and proton treatment plans for a patient with Hodgkin’s disease, spot scanning PRT was found to decrease the secondary malignancy risk by a factor of 2 based on the ICRP calculation scheme and normal tissue dose distribution (19).

Yoon et al. (20) used ion chambers and CR-39 detectors to measure the secondary dose delivered to tissues outside of the target volume (measured at 20–60 cm from the isocenter) during irradiation with IMRT and PRT for patients with prostate and head-and-neck cancer and estimated organ-specific radiation-induced cancer risk by applying organ equivalent dose estimations to dose distributions. The average secondary doses for prostate patients ranged between 3 and 1 mSv/Gy with IMRT, which was approximately one order of magnitude higher than for PRT. Although the average secondary doses of IMRT were higher than those of PRT for head-and-neck cancers, these differences were not significant. Organ equivalent dose calculations showed that, for prostate cancer patients, the risk of secondary cancers in out-of-field organs, such as the stomach, lungs, and thyroid, was at least five times higher for IMRT than for PRT (20). A second dosimetric comparison among prostate cancer patients evaluating protons and 6 MV IMRT photon plans was performed by Fontenot et al. (21), and the secondary malignancy risk was estimated by taking into account both primary and secondary contributions to total dose delivered on an organ-specific basis and using risk models from the Committee on the Biological Effects of Ionizing Radiation. It was found that PRT reduced the risk of a secondary malignancy by 26–39% compared with IMRT, which was attributed to the substantial sparing of the rectum and bladder by the PRT plans in this study (21).

NEUTRON SCATTER

Secondary dose from neutron scatter produced during radiotherapy contributes to the total effective dose delivered to the patient and the secondary malignancy risk but is not accounted for in most dosimetric comparisons. The neutron scatter with PRT results from protons losing energy as they interact with the range modulator and apertures (22). In some circumstances, neutron dose delivered outside of target tissues with passively scattered protons has been estimated to be much greater than with either scanned PRT, intensity modulated, or conventional photon treatment (23). This has sparked controversy about the effect of PRT on secondary malignancy risk and the relative benefit of pencil beam scanning vs. passive scattering proton treatment (22–26).

The neutron dose equivalent with pencil beam scanning for a medium size target volume can reach approximately 1% of the treatment dose in the region of the Bragg peak (27). In non-target tissues of the patient, the neutron dose contributes approximately 0.004 and 0.002 Sv/treatment Gy, for large and medium target volumes, respectively, a factor which is about two times that of photon therapy (26). However, because this dose delivered to the non-target area from neutron scatter is far less than that resulting from primary dose fall-off, multiple authors have concluded that primary dosimetric comparisons are sufficient for estimation of secondary malignancy risk. Thus, the total integral dose delivered to the patient remains much less with either passive scattered or pencil bean scanning protons in comparison with photon treatment (24, 26).

Dosimetric comparisons taking into account the contribution of neutron scatter have concluded that PRT still delivers a reduced total integral dose when compared with photon irradiation (24). In an analysis of 30 patients with prostate cancer from Schneider et al. (27), the impact of X-ray scatter, neutron radiation, and the primary dose distribution on secondary cancer incidence were analyzed for convention and intensity-modulated photon plans as well as spot scanning PRT. After considering both primary dose and scatter dose contributions, it was estimated that the use of spot-scanned protons reduced the secondary cancer incidence by as much as 50% when compared with photon therapy (27). Pencil beam scanning PRT may provide the greatest opportunity to reduce the impact of neutron scatter on secondary malignancy risk as the out-of-field neutron dose produced by a scattered proton beam has been estimated to be more than 100 times that off a scanned proton beam (28). However, secondary malignancy risk due to scatter radiation from passively scattered proton beam treatment remains low. A study evaluating the total lifetime risk of a second cancer from stray radiation alone to be 1.5% for passively scatter craniospinal proton treatment and 0.8% for scanned craniospinal proton treatment (29). And when taking into account the therapeutic radiation as well as scatter radiation dose, passively scattered and scanned proton beam treatment similarly reduced the secondary cancer risk in comparison with IMRT photon treatment (29).

CLINICAL DATA

Clinical data comparing the secondary malignancy incidence in long-term survivors following proton and photon therapy are limited given the significant follow-up time necessary to effectively evaluate radiation induced malignancy. However, a reduced incidence of radiation induced second cancer with PRT as compared to photon therapy has been reported in multiple series with early follow-up. Chung et al. (30) performed a large case matched comparison of 588 patients treated with PRT at the Harvard cyclotron from 1973 to 2001 and 588 patients treated with photon therapy from the Surveillance, Epidemiology, and End Results Program. Patients were matched with respect to age at radiation treatment, sex, year of treatment, cancer histology, and treatment site, and the median follow-up time was 6.7 years for proton patients and 6.0 years for photon patients. The majority of patients were adults with tumors of the prostate, central nervous system or head-and-neck region. The crude rate of second malignancies was 5.2% among the proton cohort (29 patients) vs. 7.5% in photon cohort (42 patients). On multivariable analysis, PRT was associated with a decreased risk of second malignancy [adjusted hazard ratio, 0.52 (95% confidence interval, 0.32–0.85), p = 0.009] when compared with photon therapy (30).

Multiple clinical series of pediatric patients have reported excellent outcomes with very low rates of second malignancies after PRT (Table 1). Among a prospective phase II study of PRT for 59 children with medulloblastoma and a median follow-up of 7 years (range 3.9–10.3), no patients have suffered from a second malignancies (31). The results from the 45 standard risk patients from this phase II study were then compared to a case matched series of 43 patients treated with photons over a similar time period (32). Three patients from the photon cohort experienced a second malignancy, including an astrocytoma, intracranial desmoid tumor, and thyroid cancer occurring 12.9, 3.7, and 12.7 years after treatment, respectively, while none of the proton patients developed a second tumor (32). Sethi et al. (33) retrospectively analyzed the incidence of secondary malignancy among patients treated with either proton or photon therapy for retinoblastoma. After a median follow-up of 6.9 years (range, 1.0–24.4 years) for the 55 patients in the proton cohort and 13.1 years (range, 1.4–23.9 years) for the 31 patients in the photon cohort, the 10-year cumulative incidence of RT-induced or in-field second malignancies was significantly less among the proton cohort (0 vs. 14%, p = 0.015) (33). One proton patient with bilateral retinoblastoma did develop an out-of-field osteosarcoma of the femur (33). Other proton series among children with ependymoma (34), low-grade glioma (35), Ewing’s sarcoma (36), and rhabdomyosarcoma (37) have also reported no cases of PRT associated solid tumors (Table 1) after limited follow-up. Though longer follow-up is required for effective secondary malignancy risk comparison between proton and photon radiotherapy, these early clinical reports suggest a reduced incidence of radiation induced secondary cancers with PRT.

TABLE 1 | Secondary malignancy outcome data in pediatric patients treated with proton radiotherapy.
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CONCLUSION

Multiple dosimetric studies have demonstrated the ability of PRT to deliver efficacious target volume coverage while reducing the total integral dose delivered to normal tissues when compared with photon therapy. Modeling systems taking into account these dosimetric comparisons, organ equivalent dose and radiation protection models have predicted a significantly reduced risk of secondary malignancy with PRT among multiple pediatric and adult malignancies. Though neutron scatter may be higher in tissues outside of the target volume with proton treatment, the secondary dose contribution is small and thus the total integral dose remains less with protons than with photon therapy. Pencil beam scanning systems provide the greatest opportunity to reduced secondary dose from neutron scatter and further reduced the secondary malignancy risk from proton treatment. Though clinical data are limited, early reports of prospective and retrospective series suggest a reduced incidence of secondary malignancy in patients treated with protons, and further analyses with longer follow-up are awaited. The data support the continued use of PRT in effort to reduce the incidence of secondary malignancies among children and adults expected to survive their disease.
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In proton therapy, high-energy proton beams cause the production of secondary neutrons. This leads to an unwanted dose contribution, which can be considerable for tissues outside of the target volume regarding the long-term health of cancer patients. Due to the high biological effectiveness of neutrons with regard to cancer induction, small neutron doses can be important. Published comparisons of neutron dose measurements and the corresponding estimates of cancer risk between different treatment modalities differ over orders of magnitude. In this report, the controversy about the impact of the neutron dose in proton therapy is critically discussed and viewed in the light of new epidemiological studies. In summary, the impact of neutron dose on cancer risk can be determined correctly only if the dose distributions are carefully measured or computed. It is important to include not only the neutron component into comparisons but also the complete deposition of energy as precisely as possible. Cancer risk comparisons between different radiation qualities, treatment machines, and techniques have to be performed under similar conditions. It seems that in the past, the uncertainty in the models which lead from dose to risk were overestimated when compared with erroneous dose comparisons. Current risk models used with carefully obtained dose distributions predict a second cancer risk reduction for active protons vs. photons and a more or less constant risk of passive protons vs. photons. Those findings are in general agreement with newly obtained epidemiologically results.
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INTRODUCTION

During proton therapy, neutrons are produced. This is known since protons are used for applications in radiation therapy. It is also known that the neutron absorbed dose is small. However, neutrons are highly biological effective and thus even a small absorbed dose might cause side effects in the patient, the most severe of which is the induction of a second primary cancer. For this reason, since the 1990s, the following main approaches to quantify the neutron absorbed and equivalent dose in radiotherapy patients include:

(i) Neutron, proton, and photonuclear cross-sections and neutron kerma coefficients for radiation therapy were determined based on experimental data and nuclear model calculations. Such data permit calculations of absorbed dose in the body from therapy beams, and through use of kerma coefficients allow absorbed dose to be estimated for a given neutron energy distribution. Most work in the beginning was done by Chadwick (1) and was extended afterward by many other authors.

(ii) Monte Carlo simulations of the neutron dose and neutron energy spectra were performed for typical proton therapy facilities. First work was published by Agosteo et al. (2) and Siebers (3) and further work was published since then, including very detailed simulations of proton therapy beam lines including realistic patient geometries.

(iii) Measurements and calculations of the quality factor of neutrons with the endpoint of cancer induction (and/or chromosomal aberrations, clonogenic survival, neoplastic transformations, etc.) were performed. Many studies were conducted starting in the 1970s. Much work was motivated by space radiation research and the A-bomb survivor analysis [e.g., Ref. (4–6)]. Later, also nanodosimetric measurements were used to characterize the quality factor of neutrons produced by proton beams (7).

(iv) Measurements of neutron absorbed dose and neutron dose equivalent at proton therapy beam lines were executed. First, measurements on passive beam lines were undertaken by Binns and Hough (8) and Yan et al. (9) and for active beam lines by Schneider et al. (10). Since then, a large number of neutron dose measurements were reported including several beam lines, in patient measurements, as well as measurements in treatment rooms, including a variety of dosimeters and set-ups including neutron energy spectra measurements. In addition, analytical methods were developed to determine neutron dose equivalent (11).

The resulting measured or simulated neutron dose distributions were used to estimate the risk for radiotherapy patients to develop secondary malignancies. Two strategies were usually applied. Either the neutron dose distribution was viewed as an additional dose burden to the patient, independently of the delivered dose to treat the tumor. As the neutron doses are usually low, radiation protection models were used to convert dose to risk. Another possibility is to combine the neutron dose with the dose distribution delivered by the therapy protons. The resulting dose levels are then much larger than the scope of radiation protection models and thus newly developed RT-risk-models were used to study the impact of the additional neutron dose. The latter models include, therefore, also the impact of integral dose changes on cancer risk. In the year 2006, two reports (12, 13), using these concepts, were published. The two strategies which were used to estimate second cancer risk came to completely contrary conclusions. Hall (12) estimated the risk of second malignancies by analyzing the stray and neutron doses alone and concluded that passive proton therapy would result in up to 20 times more second cancers than conventional photon radiotherapy. On the other hand, Schneider et al. (13, 14) determined cancer risk by analyzing the complete dose distribution including the energy deposited by primary protons and neutrons. They found for active proton therapy a decrease in second cancer risk. For passive proton therapy, by scaling the neutron dose, the risk was more or less the same when compared to conventional photons. This resulted in a heavily discussed controversy about the future of proton therapy.

In this report, we highlight the controversy about the impact of the neutron dose in proton therapy, which is critically discussed and viewed in the light of new epidemiological studies. The aim of this work is not to provide a review summarizing the current knowledge of neutron dose measurements, calculations or simulations, and the resulting cancer risk estimates.

MEASURED AND SIMULATED NEUTRON DOSE

It is of importance that dose and risk comparisons with regard to radiation quality and treatment technique are performed using the same phantom or patient, the same experimental equipment and is based on the same clinical indication. Treatment planning should be performed using the same dose constraints for target and normal tissues. If measurements of different experimental set-ups are compared very easily, apples and oranges are compared. Figure 1A shows a dose comparison from Ref. (12), where measurements obtained by different researchers were compared.
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FIGURE 1 | (A) Eric Hall’s comparison (12) of neutron dose equivalent per treatment Gray as a function from the distance of the field edge. Measurements of several researchers were combined by scaling the neutron dose. (B) Comparison of neutron dose equivalent by Hälg et al. (13). The measurements were performed under the same conditions for each treatment modality.



On the basis of Figure 1A, Hall (12) has drawn the conclusion that IMRT with photons would double the incidence of solid cancers in long-term survivors and passive proton therapy would result in up to 20 times more second malignancies. The dose scaling of the different experimental results, which led to Figure 1A, were highly questioned and resulted in the exchange of several letters to the editor.

A fair comparison of stray doses is shown in Figure 1B, which was obtained using for the investigated treatment modalities and techniques the same phantom and the same treatment indication (15). For the measurements at the passive proton therapy, beam line compensators were used which were produced specifically for this case. As a result, the distribution of the neutron dose of scattered protons is completely different when compared to the published data of Hall (12) reaching two orders of magnitude at 40 cm distance from the field edge. Clearly, the conclusion drawn by Hall was wrong, as he used erroneous stray dose estimates. Using the dose results of Figure 1B, one would expect for passive proton therapy approximately the same amount of neutron dose than photon stray dose produced by conventional 3D conformal radiotherapy. However, it should be noted here that the neutron measurements are related to large errors and that the quality factor for cancer induction is not well known. In addition, the effect of prompt gamma radiation in proton therapy was not considered.

MODELS OF SECOND CANCER INDUCTION

Estimates Based on Dose Comparison

Using simple dose comparisons for risk estimates by applying data, as shown in Figure 1, can be unsafe for two reasons. The decrease of dose as a function from field edge is exponential or sometimes even more than exponential. Since risk is both a function of dose and irradiated volume, it is very important to analyze carefully the shape of the dose curves close to the target volume. For example, when using IMRT techniques with photons, the dose far away from the field edge might by larger when compared to 3DCRT. However, the dose close to the field edge is lower for IMRT techniques. The reason for this is that IMRT produces less phantom scatter, which is the major stray dose component close to the target. Although the affected volume might be small, the dose at around 10 cm from the field edge can be more than a magnitude larger than far away from the treatment field.

The second reason is that we do not get an idea about the full 3D-dose distribution by analyzing only certain components of the dose, e.g., the neutron dose. Generally the dose distribution can be separated into two parts. The in-field dose is created by particles impinging on the patient through the opening of the beam aperture. This includes in-field scattering mainly produced by Compton scattering (photons) and multiple Coulomb scattering or inelastic nuclear interactions (protons and ions). The out-of-field dose is generated by phantom scatter and radiation scattered by the treatment head, leakage radiation through the collimators and neutrons, and prompt gammas produced either in the machine or the patient.

For a reliable risk estimate of the patient, it is required to study the deposited energy of all components. In doing so, the characteristics of dose deposition of the different radiation qualities are taken into account. If, for example, photons are compared to protons, the integral dose in the highly irradiated volumes is always a factor of 2–3 lower for protons, independently of the treatment technique (16). That must have an impact on cancer induction and cannot be neglected.

In summary, relative risk estimates using comparisons of dose distributions are possible. However, it is essential that the correct dose distributions are compared, including all relevant stray dose components. The comparisons must be obtained by selecting carefully the same conditions for all treatment types in questions if dose measurements or simulations are performed. Currently, measurements as well as analytical or Monte Carlo simulations can predict stray doses with a precision of around 20–50%.

Estimates Based on Risk Models

Simple models to predict risk of radiation-induced cancer for radiotherapy dose levels are based on conventional concepts from radiation protection, i.e., ICRP (17) or BEIR (18). These models are based on the linear approximation of the risks of the Atomic-bomb survivors and use effective dose (the tissue-weighted sum of the equivalent doses in all specified tissues) for risk estimation. Basic risk factors are usually modified by a dose and dose-rate effectiveness factor (DDREF) for the application to low dose-rates. The linear model is only valid for doses up to around 1–2 Gy and as such, is in general, not applicable to complete radiotherapy dose distribution.

Radiation protection models can be safely applied exclusively to the dose originating from scatter radiation. In principle, the linear model is applied to very low doses with a threshold of around 100 mSv. The threshold represents the maximum applied scatter dose during a typical radiotherapy treatment (Figure 1B, if scaled to a typical RT dose). As for such estimates, only the out-of-field-dose is considered, but the in-field dose distribution completely neglected, cancer risk is not a function of the integral dose, but proportional to the amount of scatter dose. As a consequence, such studies result in an estimated increase of cancer risk of modern radiotherapy techniques (12). The reason for this is the larger amount of scatter, leakage, and neutron dose of those treatment modalities compared to conventional treatment techniques. While in such situations the application of radiation protection concepts may be appropriate, since exclusively the low doses are investigated, the main disadvantage of such an approach is that the in-field dose distribution (>100 mSv) is completely neglected. Thus, risk estimates based on scatter dose would only include second cancer induction far away from the treated side. It is reported, however, that only around 20% of all radiation-induced malignancies are found far away from the treated volume (19).

In summary, radiation protection models should be used only with extreme care for risk estimates in radiotherapy since they are developed exclusively for low dose. When applied to scatter radiation, such models can predict only a fraction of observed second malignancies.

It is also possible to take for cancer risk estimates the complete 3D-dose distribution (in- and out-of-field) into account by using semi-empirical models of cancer induction. Such models include the effect of dose fractionation and represent the dose–response relationships more accurately. The involved uncertainties are still huge for most of the organs and tissues. A major reason for this is that the underlying processes of the induction of carcinoma and sarcoma are not well known. Most uncertainties are related to the time patterns of cancer induction, the population specific dependencies and to the organ-specific cancer induction rates. For radiotherapy treatment plan optimization, these factors are irrelevant as a treatment plan comparison is performed for a patient of specific age, sex, etc. If a treatment plan is compared relative to another, a precision of around 10% can be achieved (20). Such a model was used in Ref. (13) for cancer risk estimates after prostate radiotherapy by using the complete 3D-dose distribution including stray dose estimates. It was found that the additional dose of neutrons during proton radiotherapy is balanced by the integral dose advantage of proton beams. The predicted risk of passively scattered protons is, thus, slightly lower than of photon 3DCRT. Actively applied proton beams resulted in more than 50% reduced risk prediction relative to 3DCRT (Figure 2).
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FIGURE 2 | Modeled second cancer risk after radiotherapy of the prostate relative to a historic radiation treatment (four-field-box in blue). The data were taken from Ref. (14) and updated with better dose measurements (15). Prostate cancer was chosen for comparison with the epidemiological study of Chung et al. (21) as their patient cohort consisted mainly of prostate patients.



QUALITATIVE COMPARISON OF MODEL PREDICTIONS WITH EPIDEMIOLOGICAL FINDINGS

In 2006, when contradicting model results were published (12, 13), no epidemiological study regarding second cancers after proton therapy or IMRT was available. The users of proton therapy machines, and also the clinicians who were using photon IMRT, were confused about which models to believe. On the one hand, Eric Hall (12) predicted, by using stray dose comparisons, a 2- and 20-time larger second cancer risk for IMRT and passive proton therapy, respectively. On the other hand, risk models that were applied to the complete dose distribution of a patient predicted more or less the same risk for IMRT using 6 MV photons and passive proton therapy (13, 14).

In 2013, the first epidemiological study on a comparison of second cancer risk between a photon and proton-treated group was published by Chung et al. (21). They found that the use of proton radiation therapy using passively scattered protons was not associated with a significantly increased risk of secondary malignancies compared with photon therapy. Although they state, that longer follow-up of these patients is needed to determine if there is a significant decrease in second malignancies, they found an adjusted hazard ratio of 0.52 [95% confidence interval, 0.32–0.85] of protons vs. photons. These first epidemiological results strongly suggest that the exaggerated risk estimates of Ref. (12) which were based on a faulty stray dose comparison were wrong.

In a study published 2014, Sethi et al. (22) examined in-field and out-of-field cancer incidence in proton vs. photon-treated patients with retinoblastoma. In-field cancer was significantly higher in photon-treated patients. With an ~7-year median follow-up, the incidence of out-of-field cancer did not significantly differ in the proton- vs. photon-treated patients. These results are in accordance with the integral dose advantage of protons vs. photons and the comparable stray doses for scattered protons and 3DCRT, as shown in Figure 1B.

CONCLUSION

Most criticisms of cancer risk estimates are usually given to the uncertainties of risk models, which lead from dose to second cancer risk. We are concerned that there is too little thought being given to the very simple ideas on which cancer risk models are based upon and too little objections about accepting the implications of such models. However, even more important are the errors and uncertainties in the dose distributions, which are the basis of risk modeling. If the dose is wrongly quantified, like in Figure 1A, this leads inevitably to wrong risk estimates, regardless of the quality of the used risk models. It is also important to always take the full dose distribution into account and not only parts of it. This is of particular importance when photon therapy is compared to proton therapy, as the integral dose advantage of proton therapy in the highly irradiated volumes can be balanced by the neutron dose in the areas distant from the irradiation fields. Unfortunately, researchers are often using over-simplified dose estimates, by applying risk models e.g., to dose distributions obtained from radiotherapy treatment planning systems.

In summary, if carefully obtained dose distributions are used with appropriate risk models to predict second cancer for radiotherapy patients, a reduction for active and passive proton therapy is predicted when compared to photons. Those findings are in general agreement with newly obtained epidemiologically results. The estimates performed by Hall (12) resulting in an order of magnitude enhanced risk of passive proton therapy are contradicted by the findings of the epidemiological studies and various risk estimates for radiotherapy patients.

In the future, it is important to gain more knowledge on the RBE of neutrons with regard to cancer induction. It is necessary to study RBE for tumor induction as a function of neutron dose, energy, dose-rate, tissue type, and size of the exposed patient. Currently, the EU project ANDANTE (23) is exploring the question of neutron RBE.

More research is also necessary to improve the precision of out-of-field neutron dose calculations including the energy spectra. This could make whole-body dose calculations available for risk estimates of individual radiotherapy patients.
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Charged particle therapy is increasingly becoming a valuable tool in cancer treatment, mainly due to the favorable interaction of particle radiation with matter. Its application is still limited due, in part, to lack of data regarding the radiosensitivity of certain cell lines to this radiation type, especially to high-linear energy transfer (LET) particles. From the earliest days of radiation biology, the clonogenic survival assay has been used to provide radiation response data. This method produces reliable data but it is not optimized for high-throughput microbeam studies with high-LET radiation where high levels of cell killing lead to a very low probability of maintaining cells’ clonogenic potential. A new method, therefore, is proposed in this paper, which could potentially allow these experiments to be conducted in a high-throughput fashion. Cells are seeded in special polypropylene dishes and bright-field illumination provides cell visualization. Digital images are obtained and cell detection is applied based on corner detection, generating individual cell targets as x–y points. These points in the dish are then irradiated individually by a micron field size high-LET microbeam. Post-irradiation, time-lapse imaging follows cells’ response. All irradiated cells are tracked by linking trajectories in all time-frames, based on finding their nearest position. Cell divisions are detected based on cell appearance and individual cell temporary corner density. The number of divisions anticipated is low due to the high probability of cell killing from high-LET irradiation. Survival curves are produced based on cell’s capacity to divide at least four to five times. The process is repeated for a range of doses of radiation. Validation shows the efficiency of the proposed cell detection and tracking method in finding cell divisions.

Keywords: clonogenic survival assay, high-LET radiation, microbeam, bright-field imaging, cell tracking

INTRODUCTION

Charged particle therapy is increasingly becoming a valuable tool in cancer treatment, mainly due to the favorable interaction of particle radiation with matter: it maximizes the dose attributed to a specific depth of tissue by adjusting the beam energy and intensity, creating a peak of dose called Bragg peak (1). Although thousands of patients have been already treated with particle therapy during the last 60 years, uncertainties still limit the application of this treatment method. One of the limiting factors is the lack of correlation between the delivered dose of radiation and the biological output (2). Clinical trials boost the knowledge and experience in handling particle therapy situations but data are limited. However, working with high-throughput in vitro biological cell assays can provide valuable information regarding the interaction of single cells with charged particle radiation (3).

CLONOGENIC SURVIVAL ASSAY

Basic Principles

Cell radiosensitivity can be examined by performing a clonogenic survival assay in vitro. The clonogenic integrity post-irradiation is examined by the ability to divide and form colonies of at least 50 cells (4). The outcome is the correlation between deposited radiation dose and biological end-point investigated. The basic principles of this tool are well-manifested in the literature (4, 5); therefore, only a short overview will follow. Biological cells are seeded in a number of dishes and each dish is irradiated with a known type of radiation with different dose for every dish. One or more dishes are not irradiated (control dishes) and these are used to calculate the plating efficiency (PE). The ultimate goal of a clonogenic survival assay is the production of a graph in which the logarithmic survival fraction (SF) is correlated with the dose.

Radiobiological Models

Although different models have been proposed to describe the relation between cell SF and dose, the linear-quadratic (LQ) model is widely recognized although questioned over its universal fit. According to this model, the cell survival curve exhibits a linear decrease with dose for lower doses while it has a steeper fall-off for higher doses (i.e., quadratic), expressing a higher impact from high-dose radiation to cells. Eq. 1 provides the formula that correlates the dose with the SF:
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where α (Gy−1) and β (Gy−2) are the cell radiosensitivity parameters (6), specific for a particular experiment and cell type. The ratio α/β gives the dose (Gy) where both components, linear and quadratic, have equal contribution to cell survival.

Nevertheless, at low doses, data are not reliable due to low cell killing probability and survival rates are generated through extrapolation toward zero-dose (7). However, mammalian cells’ increased radiosensitivity in very low doses (<10 cGy) result in enhanced cell killing (8, 9) and, hence, an Induced-Repair term has been suggested to correct for the adverse cell response in low doses; Eq. 1 becomes Eq. 2:
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where αs is the slope of the low-dose curve of the corrected model, while Dc is the dose at which cells start to become radioresistant (10). Besides low doses, the LQ model may overestimate the irradiation effect at doses >5–6 Gy (7).

Apart from the LQ model, the local-effect model has been introduced. This model is based on the notion that cell inactivation is caused almost entirely by ion traversals in the local area of cell nucleus and it depends only on the number and proximity of those traversals (11, 12). The effect is independent to radiation type with equal doses causing equal effects; therefore, the radiobiological effect from charged particle radiation can be derived from the respective effect from photon radiation (13). According to this model, the SF is described by Eq. 3:
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where smax is the maximum slope, αX and βX are the slopes for the photon LQ model and Dt is the threshold dose above which the SF decreases exponentially (11).

Cell Survival Studies with High-LET Radiation

Cell survival depends strongly on the linear energy transfer (LET) of the beam that is the radiation energy deposited in matter per unit of distance. Research so far has indicated that high-LET radiation (generally LET >10 keV/μm) is more effective in cell killing with the survival curve being much steeper than in low-LET radiation. Since the beginning of 1960s, it was shown that high-LET α-particles produce an exponential kidney T1 cell survival curve that becomes linear and steep for higher doses (14). Low-energy high-LET protons produced lower SF in V79 Chinese hamster cells (15), while high-LET α-particles produced clustered DNA damage (16). High-LET carbon ions resulted in as low as 5% survival of AG1522D cells in experiments at GSI (17) when five particles hit each cell. This evidence is strongly supported by experiments in NIRS which showed that high-LET carbon ions are more effective in killing human colon cancer stem-like cells (18), pancreatic cancer stem-like cells (19), or A549 lung cancer cells and human embryonic kidney cell than low-LET X-rays (20). Moreover, high-LET α-particles induced a lower than 10% survival of A549 lung cancer cells for a dose of 2 Gy compared to the respective rate of higher than 50% for X-ray irradiation (6, 21).

Drawbacks of Existing Method

Although clonogenic survival assays are used widely to quantify radiation effects, there are some practical complications. First, in some laboratories, cells are seeded into special chambers that fit into the charged particle facilities. Following irradiation, cells have to be detached and re-seeded to normal dishes for follow-up (9), which may lead to additional cell death. Moreover, the standard protocol involves invasive cell staining methods for macroscopic colony counting, which ultimately leads to cell killing. The staining process is also characterized by difficulty in transfection for some cell lines while stains fade with time due to cellular physiological processes or even divisions. Colonies are counted after 5–6 cell divisions; depending on the specific cell cycle time, this process can be slow providing results even after 2 weeks. Additionally, when cells are irradiated with an average of one particle per cell, particle distribution follows the Poisson statistics: 37% of the cells receive the prescribed number of particles, 26% receive more than this dose while the rest 37% of the cells do not receive any dose (22).

CLONOGENIC SURVIVAL ASSAY USING HIGH-LET MICROBEAM IRRADIATION

In this paper, we present the theoretical base and the methodology for a new type of clonogenic survival assay for high-throughput cell irradiation, designed for high-LET targeted irradiation experiments, providing examples for its application. The proposed method focuses on the detection of mitotic catastrophe (cell death after unsuccessful attempt to divide) as a result of cell response to radiation; it does not assess the traditional colony formation potential but operates as a complementary technique. This method involves the precise irradiation of numerous single cells in vitro using a charged particle microbeam, with subsequent follow-up of cell response through label-free bright-field time-lapse imaging.

Microbeams in Radiobiology

Although modern microbeams were originally designed for non-radiobiological experiments, they can be used to irradiate cells in vitro. They produce radiation beams with high spatial accuracy since their field size can be smaller than 1 μm (23, 24), enough to selectively target a cell compartment, such as the nucleus which has a typical diameter of 5–10 μm (25). They also overcome the problem of particle Poisson hit distribution of broad-beam facilities by irradiating all cells with a precise dose of a number of N particles, leading to uniform dose distribution.

Dosimetry in microbeam irradiation is highly important in subcellular level. The attributed dose depends on the LET, particle fluence, and cell density (9). The latter is not always stable. Although a cell is considered to have similar density to water, it is not known whether this approximation remains constant over time (26). Moreover, the change in cell thickness may well affect the delivered dose as thicker cells increase the radiation interaction and, thus, the energy deposition.

Rationale of High-LET Clonogenic Survival

When using high-LET radiation to perform a clonogenic survival assay, the objectives are subtly distinct. High-LET radiation is densely ionizing radiation and it is responsible for complex lesions that may include several DNA bases, single-strand or double-strand breaks (25). When a molecule of DNA is traversed by a high-LET charged particle, multiple such lesions are produced (27). In many cases, the cell is unable to repair those multiple lesions while false damage identification and misrepair can also happen (28). Therefore, in high-LET irradiation, if four to five divisions occur and originate from the same cell, then there is a high probability that this cell has maintained its reproductive integrity (29). Therefore, the assessment of mitotic catastrophe can provide reliable and complementary data to colony formation assay regarding the cell response. Moreover, the investigation of clonogenic potential of the progeny could provide evidence for late-appearing effects.

Surrey Vertical Microbeam and Secondary Microscope

The Wolfson Surrey vertical microbeam (WSVM) was used in this research as a facility that provides highly focused high-LET radiation. A complete description of this microbeam can be found in Merchant et al. (30) and Jeynes et al. (31). Therefore, only a short overview will follow. The WSVM was specifically designed for radiobiological experiments and, hence, its vertical configuration achieves minimum cell stress. It has an estimated maximum irradiation capacity of 20,000 cells per hour. The smallest achieved radiation spot size is 1 μm, which makes the beam suitable for irradiating individual cells. It provides a range of particles, from protons to calcium ions, with energies from 0.5 to 12 MeV.

On top of the beam exit, there is an integrated up-right microscopy facility that serves in cell imaging and microbeam targeting. The microscopy facility provides full environmental control to ensure optimum living conditions for the cells: temperature of 37°C, humidity of 95%, and CO2 flow of 5%. A three-axis motorized stage provides dish movement across all directions x–y–z for cell targeting. An objective water-dipping lens is mounted above the dish, while a digital camera system provides cell imaging.

However, due to difficulties in maintaining suitable environmental conditions for the cells at the microbeam microscopy facility, a secondary microscope was used to perform long time-lapse validation experiments. In those experiments, U-251 MG pleomorphic human glioblastoma (U251) cells were used. A Nikon Eclipse Ti-E confocal microscope was used in bright-field illumination mode with a Nikon CFI S Plan Fluor 40× objective.

Principles of Suggested Method

Dish Preparation

The design of the cell dish that is used in most microbeams is crucial to the irradiation outcome. At the WSVM, the radiation beam has to penetrate the dish bottom in order to reach and irradiate the cells. Nevertheless, due to the low output energy, the radiation beam will strongly interact with the dish material if the latter has certain thickness. Common plastic or glass substrates with thickness in the region of 150 μm are not suitable for these experiments. Therefore, thin polypropylene foils, with thickness of 4 μm, are used as substrate material in order to avoid strong interaction between the radiation beam and the substrate (32, 33). The polypropylene foil is kept between two metallic parts and a rubber o-ring, creating a water-tight environment for the cells and the culture medium.

The seeding process was carried out as previously described (33). However, the density of cells in the dish is a factor that needs special consideration. Research has indicated that density has to be low in order to allow cells to evolve and divide, exploiting their clonogenic colony formation ability. More specifically, either very low densities of 2–8 (34), 5 (35), and 6.4 cells/mm2 (36) or higher densities of 120 cells/mm2 (37) have been accounted in the literature. Although the proposed method does not exploit cells’ clonogenic potential but rather their proliferative capacity, it was decided to follow the established protocol in cell seeding.

Cell Imaging

Fluorescence microscopy is the most common imaging method in microbeam community as it is used in many microbeam facilities (23, 24). However, enhanced photo-toxicity to the cells due to excess stain excitation in time-lapse imaging may lead to additional cell damage and, hence, overestimation of irradiation effect. Therefore, it has been suggested that alternative to fluorescence imaging methods should be used in clonogenic survival experiments (38, 39).

Phase contrast is an excellent alternative that offers good image quality. It has been previously used in α-particle collimated irradiation devices (40–42) or even microbeams (43) but it is difficult to implement in the WSVM vertical configuration due to conflicts with the path of the beam. Therefore, label-free bright-field illumination microscopy is used to provide cell imaging for reasons that have been justified in the literature (33, 39). Cell imaging is performed in two separate sessions. First, prior to cell irradiation, the dish is inspected under the microscope and an area containing cells is chosen. The size of this area depends on the number of cells to be irradiated. A wider area provides more targets for irradiation. The chosen area is virtually divided into field of views (FOV), depending on the FOV of the objective (Figure 1). An electrostatic scanning is then performed: the system stage-dish moves at the position of the first FOV under the objective, an image is acquired, image analysis is performed for cell target definition (i.e., x–y points of cell centroid) and the targets are sent to the microbeam for irradiation. After irradiating the cells of the first FOV, the dish moves to the next FOV. The process is repeated until all cells in the selected dish area are irradiated.
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FIGURE 1 | Schematic representation of cell dish area selection and virtual division of this area into frames, based on objective’s FOV size.



As soon as the irradiation process finishes, the beam stops. The follow-up of irradiated cells is achieved through time-lapse bright-field imaging and cell tracking. Depending on the cell cycle duration, cells should be ideally followed for at least four cell cycles in order to detect division abnormalities in the progeny of the irradiated cells. Time-lapse imaging of the previously irradiated area is performed every 10 min.

Cell Detection in Bright-Field Microscopy

Although cell detection techniques have been described in the literature, these are dedicated to phase contrast (42, 44) or fluorescence imaging for microbeam irradiation. Phase-contrast image processing is based on the notion that cells are bright and the background is dark. Therefore, general image processing tools, such as thresholding, morphological processing and shape detection can synthesize a reliable pipeline through which cell detection is achieved (42). However, bright-field cell images suffer from certain drawbacks. They usually exhibit very low cell visibility and they include not only cells but also debris. Also, the use of polypropylene as substrate generates characteristic “loop” artifacts that severely interfere in both cell visibility and cell detection. Therefore, a special cell detection method was developed.

The cell detection method for microbeam targeting in bright-field imaging has been already analyzed (33) but a brief description is given in this paper. Images are acquired in a weakly defocusing mode (i.e., ±2–4 μm from the perfectly focused plane) in order to enhance cell visibility, which is a standard contrast-enhancement technique in bright-field illumination mode (45). MATLAB® (The MathWorks, Natick, MA, USA) is used as software platform to design the cell detection module. Apparent cellular features originating either from the nucleus or the cytoplasm are detected using the Harris corner detector (46). This feature detection technique presents high selectivity in cellular features, while it limits substantially the detection of artifacts and background features.

The increased cell feature selectivity leads to using clustering techniques for grouping corners and forming cellular representations. Agglomerative hierarchical clustering is used to eliminate outlier corners, while a density-based technique groups the remaining corners capitalizing on their high density in cellular areas. Weighted centroids are calculated as x–y coordinates that are used as targets for irradiation or as cell markers for ensuring cell existence post-irradiation.

Cell Tracking and Division Detection in Bright-Field Microscopy

Cell tracking was achieved by using a detection-based technique called two-point microrheology (47). Cells are sequentially detected in all time-lapse images as described in Section “Cell Detection in Bright-Field Microscopy.” Each detected point x–y corresponds to one cell. Through cell tracking, each cell position is propagated in all time-frames by searching for its spatially nearest point in the following frames. Moreover, each cell is examined concurrently with its spatially nearest cell in order to avoid errors due to trajectory mixing during position linking. The linking depends on one input parameter that is the maximum predicted distance (in pixels) traveled by cells between two successive time-frames.

The cell tracking module has been adjusted in order to provide either off-line tracking after the completion of time-lapse imaging or on-line tracking in between successive time-lapse acquisitions. Using the latter, individual cell revisiting is possible in order to inspect the cell response to radiation in real time or even re-irradiate specific cells.

A critical requirement of this method is the ability to detect cell divisions in bright-field time-lapse images since these events determine the clonogenic potential. Detection of cell division is achieved through integrating a hybrid method. First, the number of cells is counted between two consecutive time-lapse acquisitions. The site in the dish where a candidate new cell appears is recorded as a possible site of division. Then, for each cell, the α-shape (48) or concave hull is calculated in order to provide a rough estimation of the cell outline. This calculation is based on connecting the outside corners that belong to a single cell. From the cell outline, the cellular area is calculated. Using the estimated cellular area from the α-shape and the number of corners attributed to this cell, a new parameter is defined as the corner density d per 100 pixels, for each cell, described by Eq. 5:

[image: image1]

Apart from the corner density, the eccentricity is calculated for each cell; this parameter describes the cell shape (49). It is well-known that mammalian cells obtain a characteristic elliptical or even round shape with highly condensed material when they intend to divide (Figure 2). Therefore, the eccentricity e is calculated according to Eq. 6, characterizing a cell as dividing or non-dividing:

[image: image1]

where M is the major and m is the minor axis of the potential ellipsis. A similar measurement of compactness has been also used by other researchers (42).
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FIGURE 2 | Time-lapse images of U251 cells showing the change in morphology of a dividing cell. (A) Non-dividing adherent U251 cells. (B) One of them divides, obtaining a characteristic round shape. (C) The dividing cell starts the separation process. (D) The cell has divided and the daughter cells become adherent.



Evaluation of Clonogenic Potential

Following the cell detection prior and post-irradiation as well as the calculation of corner density and eccentricity, the next step is the calculation of the clonogenic parameters. The control dish is examined after 3–4 days, depending on the cell cycle, and the PE is calculated based on Eq. 7. Concerning the SF, this is calculated based on the number of cells that divided twice post-irradiation and not on the colony formation. Therefore, the SF is defined by Eq. 8:
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In this case, the SF resembles another measurement, the mitotic index, which is the ratio of successfully divided cells to the total irradiated cells (50).

VALIDATION OF PROPOSED METHOD

Cell Detection

Cells are detected for each FOV and their positions are recorded in a list. The latter is updated every time a new cell is detected. Figure 3 shows the application of the cell detection module on an image of semi-adherent HeLa human cervix cells, obtained with a 40× objective. The density of cells in this area is higher than the optimum one.
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FIGURE 3 | Cell detection application on bright-field image of HeLa human cervix cells, acquired with a 40× objective. Yellow-red markers define the x–y positions that characterize the cell presence. The “loop” artifacts originate from the polypropylene substrate since it becomes transparent in bright-field microscopy.



Cell Tracking and Cell Division Detection

The proposed method for cell tracking and cell division detection was tested on images of V79 Chinese hamster cells on polypropylene substrate. No errors were detected but the sets of images did not contain any divisions. Therefore, the module was tested on images of U251 cells on a glass-bottomed dish. Figure 4 shows the detection of two daughter cells (right, with red–yellow markers), originating from a single parent cell (left). Figure 5 shows the tracking diagram of the cell(s) of Figure 4, where the motion pattern can be identified while Figure 6 shows their lineage tree. The latter provides all the data needed to successfully identify a division: the two daughter cells are associated with a specific parent cell while the system records the time and frame at which the two cells were detected as separate entities.
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FIGURE 4 | (A) Detailed view of original bright-field image of U251 cells on glass substrate, taken with 40× objective, with a single (parent) cell detected, indicated by an overlaid yellow–red marker. (B) Detection of two daughter cells post-division. The time difference between the two frames is 50 min.




[image: image1]

FIGURE 5 | Tracking diagram of the U251 cell(s) that are present in Figure 4 for a total duration of 20 frames, which corresponds to 3.5 h. The yellow circle indicates the initial parent position, each yellow marker indicates subsequent positions, and the green markers indicate the initial positions of the daughter cells.
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FIGURE 6 | Lineage tree of the U251 cell(s) presented in Figure 4 for a total duration of 20 frames, which corresponds to 3.5 h. The initial parent cell (#1) position is denoted with a yellow circle and its presence is recorded for each subsequent position up to frame #17. After this frame, the parent cell is not recorded and the two daughter cells appear with their first record denoted with green circles.



Figure 7 shows the progression of corner density in the parent cell of Figure 4 and the corner density of one of the daughter cells. Corner density takes value in the range of 3.0–3.5 per 100 pixels for adherent cells while it reaches values higher than 5.5 in the actual cytokinesis process. At this stage, post-division, corner density decreases again for the daughter cells as soon as they become adherent again.
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FIGURE 7 | Plot of corner density with time, for a dividing cell and one of its daughter cells. In early mitosis, the corner density increases substantially (t = 50–80 min) since the cell becomes round with high-frequency internal details. At the cytokinesis stage, the density drops while, post-mitosis (t = 140 min), the density drops to non-dividing value because the cell expands.



DISCUSSION

The use of bright-field illumination instead of the more commonly used fluorescence excitation prevents the induction of excess photo-toxicity and it avoids photo-bleaching effects. Therefore, the observation of cell reaction post-irradiation includes only radiation effects without effects originating from the toxic action of fluorescence stains. Although bright-field images are highly complex and cells become invisible in many cases, the cell detection method is successful at detecting at least 88% of the cells (33).

It has been well-understood from the early days of research with high-LET radiation that the latter generates linear survival curves with steep slope as a result of the high probability of cell killing, especially in the high-dose areas (14), while current evidence continuously confirms this notion (17, 19). However, very few cell types die soon after irradiation, through a programed death path. Research has shown that although mitotic index reached a minimum value at 4 h post-irradiation, cells may start to divide after this period of time (51). Most cells die when they attempt to divide since they cannot complete this process. Some cells may even divide successfully but they may bequeath hereditary effects that may cause death to the progeny. Therefore, it is essential to develop and/or integrate a cell tracking module that can track cells through time and detect divisions for more than one cell cycle. The assessment of mitotic catastrophe can enhance the knowledge of cell response to radiation and complement the colony formation assay.

The cell tracking module is effective on connecting cell trajectories. It is independent to the cell detection module since it connects only points and not entire cell structures. Therefore, it can be used to link trajectories for any cell detection method. The dependence of this module on only one input parameter makes the tracking application less complicated. The individual on-line cell tracking gives the opportunity for automated revisiting of cells at any time-point during the time-lapse imaging process in order to inspect or even re-irradiate one or more cells.

The cell division detection module bases its application on the cell appearance during the crucial division process. Cells obtain a more distinct appearance that makes their detection easier even in complex bright-field images. Their condensed material provides a highly textured view that produces a high number of more closely located corners than that of the adherent cells prior to cytokinesis. This texture gives a sharp increase in corner density, indicating a possible site of division. The division is confirmed by the sharp decrease of the eccentricity value: cell shape approximates an ellipsis or even circle and eccentricity approaches a value close to 0.

CONCLUSION

A new method for clonogenic survival assay using high-LET microbeam radiation was proposed. The low probability of cell survival post-irradiation with high-LET particles shifted the clonogenic potential from colony formation to successful division of the progeny of irradiated cells and assessment of mitotic catastrophe. Cell tracking in bright-field illumination time-lapse images may provide a mechanism for high-throughput assessment of radiation response using stable cell-culture of patient-derived material.
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One of the fundamental attributes of proton therapy and carbon ion therapy is the ability of these charged particles to spare tissue distal to the targeted tumor. This significantly reduces normal tissue toxicity and has the potential to translate to a wider therapeutic index. Although, in general, particle therapy also reduces dose to the proximal tissues, particularly in the vicinity of the target, dose to the skin and to other very superficial tissues tends to be higher than that of megavoltage x-rays. The methods presented here, namely, “interleaved carbon minibeams” and “radiosurgery with arrays of proton and light ion minibeams,” both utilize beams segmented into arrays of parallel “minibeams” of about 0.3 mm incident-beam size. These minibeam arrays spare tissues, as demonstrated by synchrotron x-ray experiments. An additional feature of particle minibeams is their gradual broadening due to multiple Coulomb scattering as they penetrate tissues. In the case of interleaved carbon minibeams, which do not broaden much, two arrays of planar carbon minibeams that remain parallel at target depth, are aimed at the target from 90° angles and made to “interleave” at the target to produce a solid radiation field within the target. As a result, the surrounding tissues are exposed only to individual carbon minibeam arrays and are therefore spared. The method was used in four-directional geometry at the NASA Space Radiation Laboratory to ablate a 6.5-mm target in a rabbit brain at a single exposure with 40 Gy physical absorbed dose. Contrast-enhanced magnetic resonance imaging and histology 6-month later showed very focal target necrosis with nearly no damage to the surrounding brain. As for minibeams of protons and light ions, for which the minibeam broadening is substantial, measurements at MD Anderson Cancer Center in Houston, TX, USA; and Monte Carlo simulations showed that the broadening minibeams will merge with their neighbors at a certain tissue depth to produce a solid beam to treat the target. The resulting sparing of proximal normal tissue allows radiosurgical ablative treatments with smaller impact on the skin and shallow tissues. This report describes these two methods and discusses their potential clinical applications.

Keywords: proton therapy, light-ion therapy, carbon therapy, proton minibeams, light-ion minibeams, carbon minibeams, tissue-sparing effect, interleaved carbon minibeams

INTRODUCTION

The first utilization of segmented beams to increase superficial normal tissue tolerance to radiation was in grid therapy (1). The method was used in conjunction with 250-kVp orthovoltage x-rays in the early twentieth century to ameliorate the skin damage produced during radiation therapy of deeply seated tumors because of the low-dose penetration of the low-energy x-rays. The method involved positioning metal grids with openings as large as 2 cm on the patient’s skin. The resulting skin-sparing effect was solely due to the “dose–volume effect” according to which the tissue’s tolerance to radiation increases as its volume decreases (2, 3). Dose–volume is also the basis for all techniques of stereotactic radiosurgery [see, for example, Ref. (4)] in which high doses can be given to small targets, sometimes in a single-dose fraction.

Although the introduction of the megavoltage (MV) x-ray machines into radiation therapy, which occurred in the middle of the twentieth century, solved the problem of damage to the skin and other proximal tissues from low-energy orthovoltage x-rays the challenge to find better beams for radiation therapy did not go away. This is because the dose distribution produced in tissues from MV x-rays is far from ideal. As seen in Figure 1, they give unnecessary dose to the normal tissues surrounding the target both proximal and distal to the target. Furthermore, their lateral dose penumbra is very large. Although proton and carbon ion beams clearly produce a better dose confinement at the target because of their Bragg-Peak feature, they both lack the shallow-tissue-sparing effect of high-energy x-rays, which is considered a significant shortcoming.
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FIGURE 1 | Depth-dose distributions from 10 MV x-rays, proton beams, and carbon ion beams superimposed with each other for comparison.



Two major developments that occurred since the time of grid therapy in experimental radiation therapy indicate a great potential for segmented beams at much smaller beam sizes than those used in grid therapy to improve radiation therapy. First, Zeman et al. (5–7), studying the tolerance of the mouse cerebellum to pencil beams of 25-μm to 1-mm diameter in the 1950s, showed that the mouse cerebellum tolerates the smaller beams considerably better than 1-mm beams. Specifically, microscopic beams of 25 and 75 μm did not cause tissue necrosis (i.e., loss of the tissue’s blood perfusion) at doses up to 10,000 Gy, although they lead to neuronal cell death in their direct beam path, while 1-mm beams of 120–300 Gy literally ablate brain tissues at certain time points within the 24–120 days post-irradiation; these results include 300 Gy (5) and 140 Gy (7) ablations at 24 days and 280 Gy ablation at 120 days (6). Second, it was shown in the 1990s that the rat cerebellum tolerates arrays of parallel, very thin planes of synchrotron x-rays at very high doses. Specifically, Slatkin et al. showed at the National Synchrotron Light Source (NSLS), Brookhaven National Laboratory (BNL) that arrays of parallel, 37-μm synchrotron x-rays, spaced 75 μm on-center (microbeams) of ~50 keV median energy were tolerated by the rat cerebellum at up to 250 Gy in-beam in-depth without producing any visible effect on the H&E-stained brain tissue 3 months later (8). The excitement produced by the observed tissue-sparing effect led to the start of a new line of research at both the NSLS and the European Synchrotron Radiation Facility (ESRF) in Grenoble, France, called microbeam radiation therapy (MRT) (9–16). The early experiments in both these labs included measuring the tolerance of the central nervous system (CNS) in very young animals to very high doses of x-ray microbeams; these included brains of duck embryos irradiated to 120 Gy (9) and cerebella of suckling rats and weanling piglets irradiated to 300 Gy (13). We note that it has become a convention in the field of MRT to call beams with 0.3-mm size and larger “minibeams.”

The effects observed in the above studies were categorically different from grid therapy in two ways. First, it showed that tissues much deeper that skin can tolerate huge doses, and second, as shown in the presentation of mechanistic bases for this larger tissue tolerance later in this report, the effect goes far beyond the dose–volume effect and involves what is called “prompt microscopic biological repair effect” including capillary blood vessel repair (10–12, 14, 16).

The next major development in the field occurred some 10 years later when it was shown at the NSLS that arrays of synchrotron X-ray microbeams as thick as 0.68 mm (minibeams) still retain much of their tissue-sparing effect in the rat spinal cord and brain (17). Furthermore, it showed that two such arrays aimed at the target from 90° angles, with gaps between the beams equal to the minibeams’ thickness, can be “interleaved” (or “interlaced”) to produce a solid radiation field at the target (17) (Figure 2A). The method was used with 0.68 mm beams to ablate a 3-mm target in a rat brain at 120 Gy with a solid interlaced beam at the target; very little damage was observed in the H&E-stained tissue outside the target (17).


[image: image1]

FIGURE 2 | Schematic views of interleaved x-ray minibeams and two- and four-directional interleaved carbon minibeams.



The above finding about the sizable tissue-sparing effect of minibeams as thick as 0.7-mm opened the way for charged particle minibeams to be evaluated in similar preclinical studies. The first such evaluation was with carbon ion minibeams at the NASA Space Radiation Laboratory (NSRL) at BNL. They were used in the “interlaced” (or “interleaved”) geometry (Figures 2B,C) to ablate a small target in the rabbit brain (18). The rabbits evaluated in 6 months with contrast-enhanced magnetic resonance imaging (MRI) and histology showed virtually no damage to the surrounding tissues. The method, however, could not be implemented with protons and light ions because of their excessive broadening with tissue depth. However, it was shown through dosimetric measurements with proton minibeams and Monte Carlo simulations with proton and light-ion minibeams that minibeams in such arrays can be designed to merge with their neighbors at a certain depth in the subject to produce a solid beam for treating targets while sparing the skin and other shallow tissues (19) (Figure 3).
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FIGURE 3 | Treating a target in the brain with proton minibeams: (A) schematic view of exposures from three orthogonal directions, (B) Monte Carlo simulation of a single exposure on the background of a brain MRI.



MATERIALS AND METHODS

Although the minibeams’ decline of tissue sparing with increasing beam size is gradual; nevertheless, any treatment planning with minibeams will require defining an upper size limit for the minibeams’ usage. For the following reasons, we suggest that this limit will be set at 0.7 mm. First, studies with 0.68 mm planar synchrotron x-ray minibeams with 0.68 mm gaps between them showed that irradiation of nearly the entire rat brain with these beam arrays at 170 Gy beams were greatly tolerated for the 7-month period of observation (17). Specifically, not only did the rats not demonstrate any neurological or histological deficits but they also gained weight normally (17). On the other hand, studies by Zeman et al. with 1 mm diameter 25-MeV deuteron pencil beams demonstrated complete tissue ablation of the mouse cerebellum at doses as little as 140 Gy within 280 days. These results indicate that the minibeams’ tissue-sparing effect declines quite sharply at beam dimensions beyond 0.68 mm. Although 0.7-mm might be considered a conservative upper limit, its choice is justified because possible clinical use of charged particle minibeams will require very high incident doses to produce adequate target doses.

The incident minibeam width of 0.3-mm used in all experimental and simulation studies presented below was chosen in the context of the above consideration for the upper limit of the allowable minibeam size. It provides us with some dynamic maneuvering range of the beam thickness before reaching the upper limit. We also point out that choosing incident beams smaller than 0.3 mm is technically difficult, and at the same time it does not add much to that maneuvering range. As for the choice of the array’s minibeam spacing, an on-center value of 0.7-mm seems to ideal for most cases because it makes the minibeams merge with each other immediately after they reach their maximum allowable size.

Interleaved Carbon Minibeams

The rabbit study described below was carried out in accordance with the recommendations of the Institutional Animal Care and Use Committee (IACUC) of BNL. BNL is accredited by the American Association for Accreditation of Laboratory Animal Care, Inc. (AAALAC). The protocol was approved by the BNL’s IACUC.

Figure 4 shows the schematic view of the four-directional interleaved carbon ion minibeams used to ablate a 6.5-mm target in a rabbit brain (18). The details were the following. The minibeams’ incident-beam thickness was 0.3 mm, and their beam spacing on-center was 1.05 mm on-center; this spacing was much larger than twice the incident-beam thickness to accommodate the gradual minibeam broadening in tissues. Figure 5 shows a “to-scale” presentation of two of the four carbon minibeam arrays used in the study. The study used 124–135 MeV/nucleon carbon energies to create the spread-out-Bragg-peak (SOBP). The total dose produced at the target from all four directions in the SOBP was 40 Gy physical absorbed dose, which corresponds to 120 photon-equivalent Gy (GyE) using an average relative biological effectiveness value of 3.0 at the target. The following dosimetry account shows that this dose was produced by minibeams of 14 Gy in-beam incident physical dose in each of the four interleaving arrays. First, it was shown (18) that the particular geometry involving 14 Gy “pedestal” incident dose leads to 20 Gy physical dose at the SOBP. Therefore, the target dose would have been 20 Gy (and not 40 Gy) if we had only two interleaving arrays (see Figure 2B for geometry). The 40-Gy physical target dose was produced by virtue of having a four-directional incident-beam geometry (Figure 2C).
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FIGURE 4 | Schematic view of the rabbit head irradiated with four-directional interleaved carbon minibeams.
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FIGURE 5 | Two-directional interleaved carbon minibeams drawn to scale for the rabbit experiment.



Proton and Light-Ion Minibeams

Figure 3A is a schematic representation of treating a brain tumor with three minibeams arrays aimed at the target from mutually orthogonal angles, whereas Figure 3B presents the results of Monte Carlo simulations of minibeams’ merging in one such array and overlaid on a clinical MRI scan of the brain. The method’s physical feasibility was established by measurements at MD Anderson Cancer Center and by Monte Carlo simulations (19).

The measurements at the MD Anderson Proton Therapy Center included the broadening rate on chromographic film of a 109-MeV proton pencil beams with 0.3-mm incident-beam diameter. The beams were produced by a pinhole collimator made of a 1-cm thick tungsten–copper alloy and the measurements were carried out using a stack of radiochromic films interspersed with 2-mm plastic sheets positioned downstream of the collimator. The film stack was irradiated to 10 Gy peak dose to measure the minibeam’s broadening (19). In another measurement, a pattern of 100 MeV planar proton minibeams of 0.3-mm thickness, spaced 1-mm on-center was captured on a chromographic film (19); the minibeam array was produced using a 5-cm thick tungsten multislit collimator.

RESULTS

Interleaved Carbon Minibeams

The carbon minibeams’ rate of beam broadening with tissue depth is quite suitable for interleaved carbon minibeams of target sizes such as that of the brain but not for larger sizes. In this regard, the criterion is that the minibeams’ width at the proximal side of the target should not substantially exceed 0.7 mm where their tissue-sparing effect starts to gradually diminish. For example, in the above study, a minibeam width of 0.525 mm was produced at the target’s proximal side, which was 36-mm deep (tissue equivalent) (18). This broadening is in agreement with the criterion that in the method’s future clinical application the maximum allowable depth of the proximal side of the target is 6.5 cm; heavier ion beams such as oxygen might be used for treating deeper tumors (18).

The rabbit, observed for 6 months, did not show any behavioral deficits. Contrast-enhanced MRI showed extensive gadolinium contrast leakage only from the target tissue but not the surrounding tissues. Furthermore, H&E tissue staining showed a necrotic target tissue with no sign of damage and a slide only 5.5 mm away from the center of the target showed no damage along the four interleaving beam arrays (18).

Proton and Light-Ion Minibeams

Figure 6 shows the measured minibeam broadening rate for 109-MeV proton pencil beams superimposed with the Monte Carlo simulations of the same minibeam width in water. The experimental minibeam width was defined as the full width at half-maximum of the beam’s image on the digitized film. The figure shows that the measured and the simulated 0.7-mm beam width for this beam energy are reached at 22 and 23.5 mm, respectively (19).
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FIGURE 6 | Proton pencil minibeams’ broadening for 109 MeV beam energy (circles: film measurements; x marks: the simulations in water).



Figure 7 shows a schematic view of a three-dimensional minibeam converging in an array of proton pencil minibeams with 0.3-mm incident-beam thickness and 0.7-mm beam spacing on-center. It demonstrates the physical feature of the event, emphasizing the effect of the acceleration of the broadening rate as the beam approaches the merging point. This acceleration can be clearly seen also in Figure 8 that shows the Monte Carlo simulation results of the broadening rates of 0.3-mm pencil-shaped and planar minibeams of protons, deuterons, and helium 4 and lithium 7 ions penetrating water at incident energies leading to 10 cm water depth. The acceleration effect of the beam broadening is clearly manifested by the curving-up feature of the curves.
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FIGURE 7 | Monte Carlo simulations of a three-dimensional pattern of proton pencil minibeams converging at a target.
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FIGURE 8 | Monte Carlo simulation of the broadening rates in water of 0.3-mm pencil-shaped (solid marks) and planar (hollow marks) minibeams of protons, deuterons, and He-4 and Li-7 ions, all at the incident-beam energy, leading to 10-cm depth in water.



Finally, Figure 9 shows the two-dimensional pattern of the minibeam broadening for the planar minibeams of protons and lithium 7 of Figure 8, with 1.0 mm minibeam spacing on-center. The simulations indicate that water depths at which the minibeams in these two arrays fully merge with their neighbors are 29 and 56 mm, respectively (19).
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FIGURE 9 | Monte Carlo simulation of the dose distribution with depth in water of the 0.3-mm proton and Li-7 planar minibeam arrays of Figure 8, spaced 1.0-mm on-center.



DISCUSSION

The data and perspectives presented in this section are mostly discussions related to the clinical potential of interleaved carbon minibeams and gradually broadening arrays of proton and light-ion minibeams that converge at the tumor. In the course of this discussion, comparison is made with the radiation therapy methods currently in clinical use, including MV x-rays, protons, and carbon ions. In this context, an important subject is the incident dose in the individual minibeams, which are clearly much higher than those used in the incident conventional beams to make up for the non-irradiated tissue slices residing between the incident minibeams.

Comparing interleaved carbon minibeams with conventional carbon therapy the advantage is smaller radiation impact on the non-targeted tissues, particularly the proximal tissues. This can allow reducing the number of dose fractions and/or increasing the target dose, which can be important in treating radioresistant tumors.

Comparing proton minibeams with conventional proton therapy, the advantage is mostly saving the skin and the proximal tissues. The method’s application can include the facilitation of dose hypofractionation. But, most importantly, the method can reduce the damage to certain eloquent and/or radiosensitive organs in the brain such as the cerebral cortex that is involved in gliogenesis, especially in children (20), and therefore its sparing may reduce cognitive deficits. The method can also reduce the integral biological brain dose, another important factor in reducing cognitive deficits when targets in the brain are treated (21–23).

Comparing both methods with conventional MV x-ray methods such as intensity-modulated radiation therapy (IMRT), radiosurgery, and stereotactic body radiotherapy (SBRT), the advantages include all advantages of the corresponding conventional charged-particle methods together with the above advantage of the minibeam-implemented charged-particle methods. For both methods that include the Bragg-peak feature of the particle methods, while for carbon therapy, it also includes larger target RBE and smaller lateral dose falloff.

Mechanisms Underlying the Tissue-Sparing Effect of the X-Ray Microbeams and Minibeams

The microbeams’ tissue-sparing effect is thought to be based on two phenomena, namely, the “dose–volume effect” (2, 3) and the “prompt, microscopic, biological repair effect” (10–12, 14, 16). As indicated above, dose–volume effect means that the tissue’s tolerance to radiation increases as the volume of the irradiated tissue decreases (2, 3). The effect, valid for any target size, has been the basis for grid therapy (1) and stereotactic radiosurgery (4). On the other hand, the prompt, microscopic, biological repair is specific to microbeams and minibeams at beam sizes below about 0.7 mm. It is primarily related to the fast (within hours and days) repair of the capillary blood vessels via the regeneration of angiogenic cells surviving between the microbeams and minibeams (10, 12).

Quantitative Estimation of the Magnitude of the Minibeams’ Tissue-Sparing Effect

One can quantitatively compare the maximum tolerance of the rat brain to minibeams and solid beams using Ref. (17, 24), respectively. While in the former, the entire brain tolerated, both behaviorally and histologically, 0.68 mm planar minibeams with 0.68-mm gaps between them at 170 Gy for the 7-month observation period (17), the latter’s local 22.5-Gy solid beam irradiation led to “histological evidence for the development of necrosis in the white matter after a latent period of >26 weeks” (24). This puts the dose-tolerance advantage of minibeams to that of solid beams over 7.5-fold.

Magnitude of the Incident-Beam Doses in Clinical Interleaved Carbon Minibeams

Comparing the incident dose in 0.3-mm carbon minibeams spaced 0.7-mm on-center to carbon solid beams, both delivering the same target dose from two 90° incident directions, the minibeams’ incident dose should be 4- to 4.7-times larger. This is because (a) doses from 90°-pairs of interleaving arrays do not add up and (b) minibeams’ dose is diluted by 2- to 2.33-fold (0.7/0.3 ratio for 0.3 minibeams broadening to 0.7 mm just before the target) on the way to the target because of their beam broadening. This high dose of 0.3-mm carbon minibeams should be well tolerated by the skin and the other proximal tissues because as discussed above the tolerance advantage of 0.68-mm minibeams with 0.68-mm gaps between them over solid beams in about 7.5:1.0, and therefore that of 0.3 minibeam with 0.4-mm gaps between them should be even higher, probably over 10-fold. Therefore, a 4.7-fold higher dose in the incident minibeams compared to a solid beam should be tolerable.

Magnitude of the Incident-Beam Doses of Protons and Light-Ion Minibeams

Comparing the incident dose in 0.3-mm proton or light-ion minibeams spaced 0.7-mm on-center to that of proton or light-ion solid beams, both delivering the same target dose, the incident minibeam dose should be 2.3-fold higher when using planar minibeams and 6.9-fold higher when using pencil-shaped minibeams. This is because of the much smaller yield of the collimator producing pencil-shaped beams. Although using the above argument for the much higher tissue tolerance of the tissues to minibeams than solid beams the proton minibeams should still be tolerated, the clinical utilization of the pencil-shaped beams seems less attractive. This problem, however, is solved with the use of light-ion minibeams such as He-4 or Li-7 because the smaller rate of minibeams broadening allows the use of smaller than 0.7-mm beam spacing on-center to still spare several centimeters of proximal tissues. In that regards, the collimator yield for 0.3-mm beams spaced 0.5-mm on-center is 28.3% compared to 14.4% for 0.7-mm pencil-beam spacing, and the minibeams dose will be only be 3.5-fold higher than that from incident solid beams.

Comparing the Dose–Depth Distributions in a Brain Tumor Phantom Produced by MV X-Rays, Solid Proton Beams, and Proton Minibeams

Although the “biological dose” from incident proton minibeams cannot be calculated without detailed experiments, a rough estimate of the dose can be made through our knowledge of the magnitude of minibeam’s tissue-sparing effect. Here, we compare the dose–depth distributions in a 15-cm deep water phantom of (a) a 10-MV x-ray beam, (b) an incident solid proton beam with its SOBP over a 2.5-cm target starting at 5.5-cm depth from the surface, and (c) estimated biological dose from an incident array of proton minibeams merging into a solid beam at 2.5-cm depth, which has undergone the same pattern of Bragg-peak spreading as the solid proton beam (Figure 10). As seen in this figure, the entrance biological dose of the proton minibeams is set to 1/3 of the physical dose of the solid proton beams. This estimate is the product of two factors. First, the incident dose in each minibeams should be 2.3 times (for 0.3-mm minibeams spaced 0.7-mm on-center) that of the solid beam to make up for the un-irradiated slices of tissue between the minibeams. Second, the magnitude of the tissue-sparing effect for 0.3-mm minibeams is estimated to be sevenfold from the earlier discussion in this section. This makes the biological dose compared to the solid beam of protons 2.3/7.0 = 0.33. In other words, despite the 2.3-fold larger in-beam physical dose needed, still the biological dose is only 33% of the physical dose of the incident solid proton beam. The figure pictorially demonstrates the tissue-sparing effect of the proton minibeams in shallow tissues and their contribution to reduce the integral brain dose.
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FIGURE 10 | Comparing the depth-dose distributions in a phantom of (a) a 10-MV x-ray beam, (b) an incident solid proton beam with its spread-out Bragg-peak, and (c) estimated biological dose from an incident proton minibeam array undergoing the same pattern of Bragg-peak spreading as above.



Potential Clinical Challenges

The use of interleaved carbon minibeams requires the immobilization of both the proximal tissues and the target tissues. This limits the method’s clinical applications to benign and malignant tumors of the brain and spinal cord, neurological targets, head-and-neck tumors, breast cancer (with the breast immobilized), and tumors of the spinal column and the extremities. The neurological targets may include those that give rise to epilepsy, trigeminal neuralgia, tremor, and obsessive compulsive disorder. As a remote possibility, the method might be applicable to treat tumors of the chest and abdomen such as those of the liver and pancreas when administered under anesthesia as a single fraction.

However, the requirements for proton and light-ion minibeams are much more relaxed. There, the immobilization requirements apply only to the proximal tissues that have to be spared, and not to any deeper normal tissues or the target. Since the tissue-sparing range of proton minibeams is only 2–3 cm tissue depth, abdominal target can be treated by immobilizing the shallow tissues by physical means using the multislit collimator or a frame positioned in front of it. Of course, all possible applications indicated above for carbon minibeams can also be treated with proton and light-ion minibeams.

A legitimate concern regarding proton and light-ion minibeams pertains to the dose to the patient from the neutrons produced in the multislit collimator. Best estimates of this dose are that they are a very small fraction of the incident dose, even when accounting for biological effectiveness of neutrons. In addition, they can be further reduced by introducing an air gap between the collimator and the subject’s skin. This issue was further discussed more recently with the journal following a Letter to the Editor (25). The conclusion was that for protons and for a 5-cm gap between the collimator and the skin the dose will be about 1% of the peak target dose. Because the gap can be made larger that 5-cm we do not expect this issue to be a major factor in charged particle minibeam therapy.

Ease of Clinical Implementation

Both methods can be readily integrated into current clinical practice of carbon therapy, proton therapy, or light-ion therapy by positioning a multislit collimator in the path of the broad incident beam. They are entirely compatible with passively scattered beam or spot-scanned beams. Interleaved carbon minibeams require two of four 90° irradiations, while the treatment with protons and light-ion minibeams could also ideally be done at 90° angles to avoid production of tissue irradiations with shallow-angle minibeam exposures producing incomplete tissue-sparing in these areas, called minibeam star artifacts. Also, two fixed horizontal beam-lines aiming at the target from 90° could be used for simultaneous administration of two arrays. Finally, both methods can be administered in the raster scanning mode, thus further reducing the dose to the proximal tissues.
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The CATANA proton therapy center was the first Italian clinical facility making use of energetic (62 MeV) proton beams for the radioactive treatment of solid tumors. Since the date of the first patient treatment in 2002, 294 patients have been successful treated whose majority was affected by choroidal and iris melanomas. In this paper, we report on the current clinical and physical status of the CATANA facility describing the last dosimetric studies and reporting on the last patient follow-up results. The last part of the paper is dedicated to the description of the INFN-LNS ongoing activities on the realization of a beamline for the transport of laser-accelerated ion beams for future applications. The ELIMED (ELI-Beamlines MEDical and multidisciplinary applications) project is introduced and the main scientific aspects will be described.
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1. INTRODUCTION

In developed countries, radiotherapy together with surgery is the most used approach for cancer therapy. The conventional and also most common form of radiotherapy make use of photons and electrons beams accelerated by linear accelerators. On the other hand, radiotherapy with hadron (protons and/or ions), in the last 10 years, is gaining more and more popularity thanks to its better physical and biological properties.

The use of energetic protons (energy sufficient to reach a tumor located in the human body) in medical applications was first suggested by Robert Wilson in 1946 (1) and in 1954 (2) the first patient was finally treated. Nowadays, according to the Particle Therapy Cooperative Group statistics (2), there are 58 active centers and 32 are under construction. Since first treatment, in 2015 about 154,000 patients have been treated with hadrontherapy. In Italy, the first hadrontherapy facility (see Section 2 for more details) started its operations in 2002. Since that time, two additional facilities have been developed and started their operation in Italy on the last decade: the CNAO foundation (3) where proton and carbon beams of 250 MeV and 450 AMeV, respectively, are available; and the proton therapy facility in Trento (web site: https://www.apss.tn.it/protonterapia).

Even if hadrontherapy, from many different reasons and aspects, is still a pioneering technique, nevertheless, its relevance in the clinical world and superiority with respect to the conventional radiation is evident for many clinical cases. It represents the election therapy in most of the choroidal and iris melanomas occurrences. In the case of the pediatric medulloblastoma, where the whole brain and spinal chord is irradiated, proton therapy greatly reduces the dose in the healthy tissue and sensibly reduces the associated risks of secondary tumor occurrence. In the breast cancer treatment, finally, is becoming more and more evident that, the use of protons, produces evident advantages like the reduction of the occurrence of lung secondary tumors and coronary diseases. The reader is suggested to read the excellent following list of publications reporting the current status of hadrontherapy and its principal advantages and drawbacks (4–13): and references therein.

Despite the evident advantage over conventional radiotherapy, the spread is limited by the high costs and complexity of the facilities. In this framework, the authors in Ref. (4, 12) clearly state that further in the future we will probably see the “the first proton single room facility based on the illumination of a thin target with powerful (1018–1020 Wcm−2) and short (30 fs to 50 fs) laser pulse.” At moment, the major challenges in laser-driven based radiotherapy is the development of a well-controlled, reliable, energetic ion beams of very high quality able to meet the medical requirements adopted in the clinical routine (see Section 5.3).

2. CATANA, THE ITALIAN EYE PROTON THERAPY FACILITY

The CATANA (Centro di AdroTerapia Applicazioni Nucleari Avanzate) facility, built thanks to the collaboration between INFN-LNS and Public Health Policlinic named AOU-Vittorio Emanuele of Catania (I), is operational since 2002 and successfully treated more than 300 patients. The facility is dedicated to the radiation treatment of ocular melanomas with the 62 MeV proton beams accelerated by the INFN-LNS superconducting cyclotron. The most frequent neoplasia treated with proton beams is the uveal melanoma, followed by other eye diseases like choroidal metastases, conjunctival tumors, and eyelid tumors (14, 15). The CATANA facility is based on a passive transport system of a 62-MeV proton beam. The proton maximal range, at the irradiation point, is about 30 mm, ideal for the treatment of eye tumors. The necessary maximum range and energy modulation are achieved by means of a set of Perspex absorbers, variable in thickness, and modulator wheels.

2.1. Main Characteristics of the Beamline

The CATANA beamline has been developed at INFN-LNS of Catania (Figure 1). Accelerated protons exit in air through 50 µm Kapton window. Upstream the exit window, a first thin (15 µm) tantalum scattering foil is placed in vacuum: it performs a first broadening of the beam. After the Kapton window, in air, a second thicker (25 µm) tantalum foil, equipped with a brass stopper of 4 mm in diameter, is used to perform the second beam scattering. This double foil scattering system is designed to obtain an optimal homogeneity of the final proton beam, in terms of lateral dose distribution contemporary minimizing the energy losses. A typical experimental transversal dose distribution for the 62-MeV clinical proton beam is shown in Figure 2. Reported data are acquired in water with a Hi-pSi diode (0.6 mm detector diameter) at 12 mm water-equivalent in depth, corresponding to the middle of a Spread Out Bragg Peak (SOBP). Range shifter and range modulator are positioned downstream the scattering system. The radiation field is simulated using a diffused light field. Two transmission monitor ionization chambers, providing the on-line control of the dose delivered to the patient represent the key elements of the patient dosimetry system (16–18).
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FIGURE 1 | Central section of the CATANA proton therapy beamline with some transport (collimators, modulators, and range shifters) and diagnostic (monitor chambers, on-line profile monitoring, and field simulator).
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FIGURE 2 | Experimental lateral dose distribution acquired with a silicon diode. This picture reproduced with the permission of the authors.



3. BEAM DOSIMETRY AND MONITORING

The procedures and methods to perform the absolute and relative estimation of the released dose constitute a key point in the life of an hadrontherapy facility. Because of steep dose distal and lateral gradients, detectors with high spatial resolution, energy, and dose rate independent have to be used.

In the case of monoenergetic and modulated proton beams, only plane-parallel chambers are recommended for measuring depth–dose distributions; ion chambers must fully satisfy IAEA requirements (19) as for electrode separation (h < 2 mm), guard ring width (≥1. 5 h), cavity diameter to cavity height (≥5), and bias voltage. The PTW TM34045 Advanced Markus, parallel-plate ion chamber (V = 0.02 cm3) was adopted as reference for depth–dose measurements at CATANA proton therapy facility. Dose measurements are carried out in a water phantom where the chamber is moved with a scanning resolution of the order of 0.1 mm.

For modulated proton beams, a set of physical parameters have to be measured, strictly connected to the needed clinical requirements (Figure 3):

1. The beam range, referred as the 90% distal point of the peak;

2. The extension of the SOBP, defined as the distance of 95% dose points, proximal, and distal;

3. The reference depth (zref);

4. The beam quality (Q), measured as the value of the residual range, defined as Rres = Rp − zref, where Rp is the depth at which the absorbed dose beyond the SOBP falls to 10%.

5. The longitudinal homogeneity, defined as [image: image1] within the SOBP.
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FIGURE 3 | Parameters to evaluate modulated proton beam.



At the CATANA proton therapy facility, different detectors (Diamonds, p-type silicon diodes) were tested to be used for the characterization on modulated proton beams as an alternative to the Advanced Markus chamber. The PTW Dosimetry Diode PR Type 60020 is a p-type silicon diode detector with physical dimensions of 7 mm diameter, 45.5 mm length, and an extremely small sensitive volume of 0.02 mm3 (20).

All measurements with the PTW diode were performed with the detector axis parallel to the beam axis (axial orientation), as recommended by the manufacturer for application in clinical proton beams. No polarization field is used for the silicon diode and a PTW Unidos Type E electrometer is adopted for the current measure. Figure 4 reports the depth–dose distribution of a modulated proton beam acquired by the PTW diode PR 60020 and the Advanced Markus Chamber; as recommended, data were normalized to the middle of SOBP, i.e., at reference depth (zref).
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FIGURE 4 | Central axis depth–dose distribution of a modulated clinical proton beam measured by the PTW diode PR 60020 and the Advanced Markus Chamber. This picture reproduced with the permission of the authors.



The dose distribution physical parameters of the clinical beam are reported in Table 1 where the results obtained from the PTW diode are compared with the reference ones obtained with the Advanced Markus chamber. Negligible differences, all within the experimental uncertainties related to detector positioning and determination of effective point of measurements, are observed.

TABLE 1 | Comparison of the parameters measured by the PTW diode PR 60020 and the Advanced Markus Chamber.
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The lateral dose profiles of a passively scattered beam are characterized in terms of:

1. Field size (dimension of the transversal dose distribution profile at the level of W50%).

2. Lateral penumbra (LP, d80–20%).

3. Flatness and symmetry.

GafChromic EBT3 film is the reference detector for measurement of lateral dose profiles, because of a nearly water-equivalent effective atomic number (Zeff(EBT) = 6.98 compared to Zeff(water) = 7.3) and sub-mm spatial resolution (up to 100 µm), when read out by conventional flatbed scanners. Irradiated films are digitized in transmission mode 24 h after irradiation. Scanning is performed using the flatbed scanner EPSON Expression 10000XL, and the red channel of 48 bit RGB images is extracted and saved. EBT3 calibration (21) is carried out on the horizontal beamline of the CATANA facility. Several strips 3 cm × 3 cm are irradiated in a Solid Water phantom at 1 mm depth in the entrance plateau of the Bragg curve, corresponding to a residual range of about 30 mm; the reference 25 mm diameter circular collimator is used for calibration. Films are irradiated to a proton dose in the range of 0.25–4 Gy at a dose rate of 15 Gy/min, corresponding to the eye clinical dose rate. Calibration curves for 62 MeV protons is well fitted by a third order polynomial and is in agreement with the curve for 6 MV photon beams, indicating a nearly water equivalence of the EBT3 film.

The response in dose of EBT3 film was found to be energy independent (≤2%) in the energy range of eye proton therapy. This range corresponds to residual ranges beyond the irradiation depth that stays in the interval between 6 mm (25 MeV) and 29 mm (58 MeV). For these reasons, the EBT3 films can be used for dosimetric verification (1D, 2D distributions) of standard circular collimators as well as of irregularly shaped patient collimators with very small lateral extension (Table 2).

TABLE 2 | Field parameters measured with the EBT3 film along the X- and Y-axis.
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Both cylindrical and plane-parallel chambers, calibrated in terms of absorbed dose to water at the reference quality Q0 [image: image1], are recommended for use as reference instruments for the Users proton beam calibration. For low proton energies, as for eye proton therapy, with SOBP smaller than 2 cm, plane-parallel ion chambers must be used. In modulated clinical proton beams, the monitor chambers are calibrated (in terms of cGy/U.M.) by a dose measurement in the middle of SOBP according with the recommendations of TRS-398 (19). The absolute value of the absorbed dose in water, at the calibration depth in a proton beam of quality Q, is calculated according to the following expression:

[image: image1]

where MQ is the reading of the dosimeter at the reference position; [image: image1] is the calibration factor in terms of absorbed dose to water for the dosimeter at the reference quality Q0; The factor [image: image1] is a chamber-specific factor that accounts for the difference between the reference quality (Q0) and the user proton beam quality; the reference beam (Q0) is generally the 60Co. The Classic PTW TM23343 parallel-plate Markus chamber (V = 0.055 cm3) has been adopted at CATANA proton therapy facility as reference dosimeter (22). Beam calibration is provided for the reference circular collimator 25 mm in diameter. As for all passive systems, a single calibration has to be performed for each individual treatment field, because of the strong dependence of the beam calibration on range shifter thickness and SOBP width (see Figure 5) (22, 23). The variation in the Output Factor [image: image1] with decreasing beam area has been measured at the beamline commissioning, for the same monitor unit setting, by radiochromic films; the experimental results were normalized to the reference collimator output. We found that the beam output factor decreases by less than 3% over a range of field area from 490 mm2 (reference collimator) to the smallest clinical used (about 50 mm2).
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FIGURE 5 | Comparison between simulated and experimental depth–dose distributions with a modulator realized using the new approach.



4. MONTE CARLO SIMULATIONS

Use of the Monte Carlo simulation is of extreme importance in Hadrontherapy. Monte Carlo is, in fact, the most precise approach for the calculation of dose deposition in human tissues being able to exactly reproduce the anatomical structures and the complex particle beams involved in an hadrontherapy treatment.

4.1. Monte Carlo Simulation of the CATANA Beamline

The CATANA beamline has been simulated in details using the Monte Carlo code Geant4 (24, 25). It is a toolkit for the simulation of particle tracking in the matter, written in C++, and developed by an international collaboration composed of more than 100 of Researchers coming from the most important Institutes worldwide. Initially developed for the simulation for high-energy physics experiments, it is now widely used in several fields, as space and medical applications (26). More than 10 years ago, we developed a free and open source application that simulates the CATANA transport beamline, named Hadrontherapy (Figure 6 (left)), currently available inside the public release of the Geant4 code (27). In the last years, the application has been sensibly improved, introducing several modules dedicated to the study of different aspects. It is now configured as a general-purposes example that aims to study issues related to hadrontherapy with protons and light ion beams. Hadrontherapy allows the simulation, via simple macro commands, of the whole transport beamline including all the necessary transport elements. The application has been extensively validated against experimental data; as an example, depth–dose distributions in water for 62 MeV proton beams obtained with the Geant4 Hadrontherapy example are compared in Figure 6 (right) with the experimental ones. Once validated, the application has been used also in the clinical practice, to support the patient treatments especially for specific cases where complications due to the anatomical configuration may introduce uncertainties in the treatment plan. In this concern, depth–dose distributions for the clinical cases have to be considered (SOBPs) and they are obtained with a modulator wheel in PMMA. A dedicated module has been developed for the simulation of this element. Recently, it has been deeply revised to provide the Users’ with an easier tool for changing the modulation region according to the different longitudinal target sizes. In the following subsection, more details are given, showing also some benchmarks with experimental data.
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FIGURE 6 | Screenshot from the Hadrontherapy application with the complete simulation of the CATANA proton therapy beamline (left); comparison between and experimental and simulated pristine Bragg peaks (right).



4.2. New Approach for the Simulation of a Modulator Wheel

With the developed new modulator class, very specific modulators can be realized. The data in the input file are the number of modulator steps (including air gap), the thickness of each step (zero for air gap), and the absolute or relative weight of each step. A debugging activity has been carried out to fix some issues related to the obtained depth–dose distributions and to predict in a realistic way the experimental data. As a final result, in Figure 5, it is shown, as example, a comparison of the experimental SOBP and the one obtained with the Geant4 simulation using the new approach for the modulator design, where the good agreement between the two distributions is clearly visible.

4.3. Average LET Distributions

As already mentioned, a huge research activity has been carried out in these years in parallel to the clinical activity related to the proton therapy treatments. In particular, thanks to the collaborations with other INFN Sections in Italy and also different Institutions in Europe, several radiobiology experiments have been performed to study the biological effects induced on tumor and healthy cells respect to different irradiation conditions. One of the most studied parameters on this concern is the dependence of the biological damage on the radiation quality, typically quantified by means of the average Linear Energy Transfer (LET). In particular, the dose-averaged LET is of great interest in radiobiology because, according to its definition, it takes into account also the different energy contribution of the primary beam, correctly weighting for the deposited dose at a specific depth. We developed a dedicated module inside the Hadrontherapy application to study the LET-dose distributions in configurations that are of interest for radiobiology experiments (28). In particular, we proposed and tested a tool allowing to compute the dose-averaged LET considering in the computation also the contribution due to secondary particles produced for nuclear interactions. We found that a non-negligible difference there is in the average LET in the entrance channel, if the secondary contribution is also taken into account. Indeed, an LET three time higher has been obtained in this case, respect to the one retrieved when only primary incident protons at 62 MeV are considered, which is about 1 keV/μm (Figure 7). Similar results have been obtained also for carbon ion beams, even though the effects of secondary particle contribution is quite different, and the same computations can be done for each kind of incident ion. Recently, we have developed a new algorithm that makes the LET calculation completely independent from simulation transport parameters. It is based on the using of a specific function implemented inside the Geant4 kernel, belonging to the class G4EMCalculator, which converts the energy of charged particles to unrestricted LET directly. This module is now included in the public version of the Hadrontherapy advanced example, since the last release of the Geant4 code, so that all the interested Users’ can download and use it.
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FIGURE 7 | Averaged LET-dose distributions calculated for only primary ion (square) and considering the contribute of the generated secondaries (cross) for a clinical spread-out Bragg proton peak calculated in water using the Hadrontherapy Geant4 simulation. Experimental and simulated SOBPs are also shown.



5. CLINICAL ACTIVITY: TREATMENT PROCEDURES AND RESULTS

5.1. Treatment Procedure and Patient Positioning

The knowledge of the tumor exact position is essential for eye proton therapy. To achieve this, radioopaque Tantalum clips, implanted around the lesion on the outer sclera, are used as reference points during the planning and irradiation phase. The surgeon also defined the tumor position and measurements as transverse and longitudinal base diameters, elevation or height, distance to the optic disk and to the macula. The final result of this procedure is a precise virtual reconstruction of the tumor and healthy tissue around it. Eye and tumor are reconstructed by the EYEPLAN treatment planning system that provides a correct proton dose distributions and eye position during the treatment.

Before the treatment starts, the patient is immobilized. First of all, a fixation device is made by means of a customized thermoplastic mask and bite block, with the patient in a seated position. It is required the patient to gaze a light point and two orthogonal X-ray images (axial and lateral) are acquired. The radiographic system, based on two flat panels HAMAMATSU model C7921CA-02, is able to identify the eye position at the isocenter point through a comparison between the radiographic images and simulated reconstructions obtained by using EYEPLAN. The patient positioning chair is then moved to remove all misalignments. A measurement of the eyelid thickness and slope is also carried out to complete the planning procedures. The EYEPLAN software schematically displays a model of the patient eye (including the other anatomical parts such as lens, optic nerve, and fovea), and it provides a finally drawn of the tumor by means of the specified measurements and positions. The planned isodose levels for 90, 50, and 20% of the prescribed dose and the DVH of the tumor and the organ at risk are reported by the treatment planning system. Before the treatment is also verified the patient position because if eyelids cannot be retracted completely outside the irradiation field, they have to be included in the treatment plan, as well. A CCD camera is used to continuously verify the eye position during the irradiation. The treatment time is between 30 and 60 s.

5.2. Last Clinical Results

During the first 14 years of clinical activity, more than 300 patients have been treated at CATANA facility. Uveal melanoma has been the most frequent treated tumor, accounting for 252 treatments. Some other neoplasia has been treated by means of proton beams: conjunctival melanoma 5 patients, orbital rhabdomyosarcoma 3 patients, orbital non-Hodgkin lymphoma 4 patients, conjunctival papilloma 1 patient, eyelid and periorbital tissue carcinoma 18 patients, choroidal metastases, and other orbital tumors 11 patients (Figure 8).
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FIGURE 8 | Characteristics of the treated patients.



Proton beam dose applied was the same for all melanoma patients: 60 Gy [RBE] are delivered in a hypofractionation regimen, with 4 fractions on 4 consecutive days. An RBE of 1.1 is applied for the whole physical dose distribution (SOBP). For other tumors, a lower total dose was given, ranged between 30 and 48 Gy [RBE], with the same hypofractionated regimen.

Proton beam radiation therapy (PBRT) is considered as a gold standard in the eye-conservative treatment of uveal melanoma, the most frequent ocular tumor in the adult, having demonstrated a tumor control rate and an overall survival rate comparable to those of enucleation trials (29–31). There are no available data from randomized trials for the application of proton beams to the treatment of other histologies, but only anecdotal data from case studies or single institution experiences. Then, inspired by the results of the proton beams in the treatment of uveal melanoma, so also for the other tumors of the orbital and periorbital region a conservative approach with proton therapy has been applied for 42 patients, for which there was no other therapeutic options.

Follow-up is available for all patients treated. It ranges from few months to 14 years, so the data can be considered mature for statistical considerations. Taking in account patients affected by uveal melanoma, according to the TNM-AJCC staging system (VII edition, 2010), they were classified as follow: T1 for 13 patients, T2 for 67 patients, and T3 for 172 patients (252 patients in total) (Figure 9).


[image: image1]

FIGURE 9 | Stage and location distribution (uveal melamona).



The majority of uveal melanomas were located posteriorly to the eye equator (75%), in close vicinity to the vision OARs, optic disk, and macula. A tumor local control is the primary endpoint of ocular proton therapy: it is defined as a dimensional reduction or stabilization of the elevation of uveal tumor from the retinal surface. A surrogate of dimensional evaluation is the increasing tumor ultrasound reflectivity, especially in the case of thickness stabilization. According to these definitions, our patients have obtained a tumor control in 96% of cases (Figures 10 and 11). A secondary endpoint of ocular tumor proton therapy, as a conservative approach alternative to eye enucleation, is the maintenance of the eye (29). Independently from the tumor control and from the residual visual function, 229 patients (90%) have maintained their eye. The major cause of secondary radiation-induced eye enucleation was neovascular glaucoma, in many cases occurring for big tumor volumes, conditioning an irradiation of large retinal surface. The time of enucleation ranged between 1.5, and 4 years from the completion of PBRT. In the group of patients with other histologies, a secondary enucleation was required. Another goal of ocular proton therapy is the maintenance of a functional eye, with an acceptable visual acuity. This is, of course, only possible in patients with a tumor located, at diagnosis, away from optic disk or macula, and with a visual function not yet compromised by other eye diseases. Taking into account these premises, in our series, a functional eye was maintained in about 40% of patients (18, 32, 33).
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FIGURE 10 | Local control response by tumor thickness.
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FIGURE 11 | Local control response by ultrasound reflectivity.



Ocular proton therapy is the treatment of choice in most ocular and orbital tumors, due to the high conformal treatment isodoses and the ability to spare the healthy surrounding tissues better than photon-beam treatment techniques. Despite this, due to the local extension and location of disease onset, the development of radiation-induced damages is often unavoidable. In our experience, radiation retinopathy of various degrees was seen in 22% of patients, radiation-induced cataract was detected in 35% of patients, and neovascular glaucoma developed in 18% of patients. Cause-specific survival was 92%, since 18 patients affected by uveal melanoma and 3 affected by other tumors died from metastatic disease. Ocular melanoma, both uveal and conjunctival, has a strong tendency to metastasize, especially in the liver, after many years from diagnosis, regardless of the local control of the primary tumor [H].

5.3. Potential Medical Applications of Laser-Driven Beams: The ELIMED Beamline at ELI-Beamlines

The acceleration of charged particle via ultra-intense and ultra-short laser pulses has gathered a strong interest in the scientific community in the past years, and it represents nowadays one of the most challenging topics in the relativistic laser–plasma interaction research. Indeed, it could represent a new path in particle acceleration and open new perspectives in multidisciplinary fields. Among many scenarios, one of the most interesting idea driving recent research activities consists in setting up high intensity laser–target interaction experiments to accelerate ions for medical applications, with main motivation of reducing cost and size of acceleration, currently associated with big and complex acceleration facilities (34, 35).

Indeed, a development of more compact laser-based therapy centers could lead to a widespread availability of high-energy proton and carbon ion beams providing hadron therapy to a broader range of patients (34, 35).

However, to assume a realistic scenario where laser-accelerated particle beams are used for medical applications, several scientific and technological questions have to be answered and requirements to be fulfilled. Furthermore, the properties of laser-driven proton bunches significantly differ from those available at conventional accelerators, both in terms of pulse duration and peak dose rate. Thus, many scientific and technical challenges must be solved, first to demonstrate the feasibility of unique applications with laser-driven ion beams, and second to perform reliable and accurate physical and dosimetric characterization of such non-conventional beams, before starting any medical research and application. Different acceleration regimes have been experimentally investigated in the intensity range 1018–1021 W/cm2 in the so-called Target Normal Sheath Acceleration (TNSA) regime (36–38). Acceleration through this mechanism employs relatively thin foils (about 1 µm), which are irradiated by an intense laser pulse (of typical duration from 30 fs to 1 ps). At peak intensities of the order of 1018 W/cm2 hot electrons are generated in the laser–target interaction whose energy spectrum is strictly related to the laser intensity itself. The average energy of the electrons is typically of MeV order, e.g., their collisional range is much larger than the foil thickness. Hence, they can propagate to the target rear and can generate very high space-charge fields able to accelerate the protons contained in the target. The induced electric fields, in fact, are of the order of several teravolts per meter and, therefore, they can ionize atoms and rapidly accelerate ions normal to the initially unperturbed surface. Typical TNSA ion distribution shows a broad energy spread, exceeding 100%, much larger compared to the 0.1–1% energy spread typical of ion beams delivered by conventional accelerators, a wide angular distribution with an half-angle approaching 30° which is very different from the typical parallel beam accelerated by the conventional machine and a very high intensities per pulse, i.e., up to 1010–1012 particles per bunch, as well as a very short temporal profile (ps) compared to 107–1010 particles/s of conventional clinical proton beams. Moreover, the cutoff energy value can be likely considered as a spectrum feature still strongly dependent on the shot-to-shot reproducibility and stability and up to now, the maximum proton energy obtained with a solid target in the TNSA regime is about 85 MeV (39). In the last years, a significant amount of theoretical and experimental attention has been dedicated to explore other acceleration schemes that are expected to appear for intensity higher than 1021 W/cm2 and ultra thin foils (40–44). The study on the optimization of the laser-driven source features has been coupled to the experimental investigations carried out on target nano-structures (45, 46) and recently also very innovative cryogenic technologies (47). Different types of structured target have been recently developed and tested aiming to improve the characteristics of the optical-accelerated beam at the source.

These results are particularly promising along the pathway for achieving laser-driven ion beams matching the parameters required for different multidisciplinary applications, including the medical ones. Moreover, such improvements in the laser-driven source features will allow reaching better conditions for potential collection and transport of such kind of beams. Indeed, coupled to the investigations recently carried out on different target types, the development of new strategies and advanced techniques for transport, diagnostics, and dosimetry of the optically accelerated particles represents a crucial step toward the clinical use of such non-conventional beams and to achieve well-controlled high-energy beams with suitable and reproducible bunch parameters for medical applications. In this context, a collaboration between the INFN-LNS (Nuclear Physics Laboratory, Catania, Italy) and the ASCR-FZU (Institute of Physics of the Czech Academy of Science) has been established in 2011. The main aim of the collaboration, named ELIMED (ELI-Beamlines MEDical applications), is to demonstrate that high-energy optically accelerated ion beams can be used for multidisciplinary applications, including the hadron therapy case, designing and assembling a complete transport beamline provided with diagnostics and dosimetric sections that will also enable the Users to apply laser-driven ion beams in multidisciplinary fields. In 2012, ELI-Beamlines started the realization of the laser facility, where one of the experimental hall, will be dedicated to ion and proton acceleration and will host the ELIMED beamline. In 2014, a 3-year contract has been signed between INFN-LNS and ELI-Beamlines to develop and realize the ELIMAIA beamline section dedicated to the collection, transport, diagnostics, and dosimetry of laser-driven ion beams. This section, named ELIMED as the collaboration, will be entirely developed by the LNS-INFN and will be delivered and assembled in the ELIMAIA experimental hall within the end of 2017. One of the purposes of the ELIMAIA beamline is to provide to the interested scientific community a user-oriented facility where accurate dosimetric measurements and radiobiology experiments can be performed (48). The technical solution proposed for the realization of the ELIMED beamline are described in Ref. (49). A schematic layout of the ELIMED section along the ELIMAIA beamline is shown in Figure 12.
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FIGURE 12 | Layout of the ELIMED beamline with the three different sections. This picture reproduced with the permission of the authors.



The beam transport line consists of an in vacuum section dedicated to the collection transport and selection of the optically accelerated particles. In particular, few cm downstream the target, a focusing system based on permanent magnet quadrupoles (PMQs) will be placed. A complete description of the designed system along with the study of the PMQs optics for different energies is given in Ref. (50). The focusing system will be coupled to a selector system (ESS) dedicated to the beam selection in terms of species and energy. The ESS consists of a series of 4 C-shape electromagnet dipoles. The magnetic chicane is based on a fixed reference trajectory with a path length of about 3 m. According to the feasibility study results, such a solution will allow to deliver ions up to 60 MeV/n with an energy bandwidth, depending on the slit aperture, varying from 5% up to 20% at the highest energies and for the different species selected ensuring a rather good transmission efficiency, 106–1011 ions/pulse. At the end of the in vacuum beamline, downstream the ESS, a set of conventional electromagnetic transport elements, two quadrupoles and two steering magnets, will allow refocusing of the selected beam and correcting for any possible misalignment. This last transport section will also allow providing a variable beam spot size between 0.1 and 10 mm.

A complete Monte Carlo simulation of the entire beamline and of the associated detectors (51) has been also performed using the Geant4 toolkit (24, 26). Moreover, when the system simulation will be ready, it will be used to study and optimize the particle transport at well-defined positions. The evaluation of dose, fluence, and particle distribution in the in-air section will be performed as well.

According to the beam transport simulation results, performed for the 60-MeV case with the beamline elements designed for ELIMAIA and considering a typical TNSA-like distribution with a cutoff energy of about 120 MeV and an angular divergence with a FWHM of 5 at 60 MeV, it is possible to deliver 60 MeV proton beam with a 20% energy spread with a rather uniform 10 mm × 10 mm spot size, beam divergence less than 0.5° and achieving a transmission efficiency of about 12%.

The simulation studies permitted us to estimate, in the worst conditions for the generated beams (biggest angular spread lowest expected particles number) the dose reaching the end of the beamline at each bunch. The value of 2 cGy per pulse for 60 MeV protons was found. This value, assuming a laser repetition rate of 1 Hz, would provide a pulsed proton beam with an average dose rate of about 1.2 Gy/min, which represents the minimal requirement for typical radiobiology experiments and is also promising considering the future possibility of running the PW laser available at ELI-Beamlines at a repetition rate of 10 Hz. Radiobiology experiments with laser-driven beams need on-line dosimetry measurements with a level of accuracy within 5%. Moreover, precise evaluations of the absolute dose released by the incoming radiation represent an extreme important requirement for many applications, as for instance the hadrontherapy one. However, the very high dose rate and the limited shot-to-shot reproducibility characterizing the laser-driven ion beams, do not allow to easily performing dose measurements, with the required accuracy, using conventional devices. Indeed, several effects have to be considered with high intensity, pulsed ion beams, as gas recombination, dose–rate dependence, and not-negligible electromagnetic pulse. Therefore, since no dosimetry protocol has been established, new technologies and innovative dosimeters must be developed to perform a correct, on-line dose measurement with laser-driven ion beams. The in-air section of the ELIMED beamline dedicated to dosimetry and irradiation will be composed of three main elements: a secondary emission monitor (SEM) and a multi-gap transmission ionization chamber (IC), will be used for relative dose measurements, whereas a Faraday Cup (FC), specifically designed to decrease the uncertainties in the collected charge has been realized (52) and will be placed at the irradiation point for absolute dose measurements. Moreover, a sample irradiation system (SIS) will be installed at the end of the in-air section, allowing the positioning of the cell samples with a sub-millimeter precision.

An accurate measurement of the absolute dose using a FC requires a precise measurement of the total charge carried by the beam, of the proton beam energy spectrum, and of the effective beam area; the latter needed to extract the fluence distribution (53). A typical Faraday Cup, used for ion beam dosimetry (53), consists of a thin entrance window, a suppressor electrode aimed to repel secondary electrons, and a collecting cup, able to stop the impinging primary beam and to collect the total charge as shown in Figure 13. In addition, our FC design, inspired by similar detectors already developed for ion beam dosimetry (54), contains a second beveled electrode, coaxial and internal to the standard one, aimed to optimize the charge collection efficiency and reduce the uncertainties, related to the charge collection, caused by the secondary electrons produced, as visible in Figure 13. The beam area and energy spectrum, needed for dose evaluation, will be measured using Gafchromic films (55). These dosimeters, although allow to obtain spatial dose distributions with high spatial resolution, are passive detectors, thus they need a post processing analysis. Further alternative solutions based optical fiber and spectrometer consisting of scintillator stacks to perform, respectively, on-line beam spot and energy spectrum measurements are currently under investigation. The detailed description of the Faraday Cup and the preliminary results obtained using conventional proton beams are discussed in Ref. (49). Other dosimetric systems are under consideration and evaluation. In particular, the use of TLD (Thermoluminescent detector) is under consideration as they are not sensible to the light with an acceptance dose range much extended as respect the CR39 detector. Preliminary tests and calibration procedures, using the TLD800 detectors model, have been already discussed and defined by the medical physicists of the Cannizzaro Hospital in Catania, where a long tradition and big expertise in these detectors is settled. TLD800, in fact, can detect doses in the range of the microgray that are the quantities expected in the first phases of the project.
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FIGURE 13 | Layout of the ELIMED Faraday Cup. Dimensions of the main components are indicated.



6. CONCLUSION AND FUTURE PERSPECTIVES

CATANA is the first Italian proton therapy facility where 62 MeV protons have been used for the radiotherapy treatment of ocular melanomas. Since 2002, about 294 patients have been treated and follow-up results are consistent with the statistics so far produced (see PTCOG web site: http://www.ptcog.ch/). Many research studies have been triggered by the proton therapy activities. Among these, the development of new detectors and quality assurance methodology are of particular interest.

Moreover, the idea of new irradiation approaches, based on the use of laser-accelerated beams, has been developed. The latter was possible thanks to the collaboration with the ELI-Beamlines facility, where a new, users-open transport beamline for laser-accelerated beams will be realized and installed by INFN.
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A manned mission to Mars would present an important long-term health risk to the crew members due to the prolonged exposure to the ionizing radiation of galactic cosmic-rays. The radiation levels would largely exceed those encountered in the Apollo missions. An increase in the passive shielding provided by the spacecraft implies a significant increase of the mass. The advent of superconducting magnets in the early 1960s was considered an attractive alternative. The technology allows to generate magnetic fields capable to deflect the cosmic-rays in a manner analogous to the reduction of the particle fluxes in the upper atmosphere due to the Earth’s dipole magnetic field. A series of the three studies have been conducted over the last 5 years, funded successively by European Space Agency (ESA), the NASA Innovative Advanced Concepts (NIAC) program, and the Union European’s Seventh Framework Programme (FP7). The shielding configurations studied are based on high-temperature superconductors, which eliminate the need to operate with liquid helium. The mass estimates of the coils and supporting structure of the engineering designs are based on the current and expected near-future performance of the superconducting materials. In each case, the shield performance, in terms of dose reduction, is provided by a 3-dimensional Monte Carlo simulation, which treats in detail the electromagnetic and hadronic interactions of the galactic-cosmic rays, and the secondary particles they produce in the materials of the shield and spacecraft. A summary of the results of the studies, representing one of the most detailed and comprehensive efforts made in the field, is presented.
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1. INTRODUCTION

The exposure to the ionizing radiation of galactic cosmic-rays (GCR) and solar energetic particles (SEP) is an important concern for the health of the crew for long duration interplanetary missions. Figure 1 shows the proton flux of a 10-day SEP event and the GCR fluxes for protons, carbon, and iron nuclei. The SEP events are characterized by the emission of high fluxes of lower energy particles, which may last on the order of hours or days. The GCR fluxes are modulated by the solar cycle characterized by alternating periods of maximum and minimum activity. Periods of maximum solar activity result in the decrease of the low energy GCR flux due to their interaction with the higher particle flux emitted by the Sun.


[image: image1]

FIGURE 1 | The proton flux of a 10-day SEP event in October 1989, and the GCR proton, carbon, and iron nuclei fluxes for solar minimum and maximum periods (1).



The radiation risk arises from the damage caused by the energy lost by the charged particles in human tissue. The mean energy loss rate in a material due to ionization is given by the Bethe-Block equation,

[image: image1]

where z and β are the particle’s charge and velocity expressed in terms of the speed of light c. Z and A are the atomic number and mass of the material. The other terms in the equation are Avogadro’s number NA, the classical radius re and mass me of the election, the relativistic term [image: image1], the mean excitation energy I, the maximum kinetic energy energy lost in a collision with a free electron Tm, and a density correction term δ.

The ionization losses depend on the characteristics of the material traversed and the properties of the ionizing radiation. The materials may be classified as sensitive, for example, electronics and human tissue, and inert, i.e., insensitive to the ionizing radiation. Passive shielding refers to the slow down and absorption of the charged particles in inert materials. Particles with high ionization rates, i.e., with high charge z and low velocity β, are responsible for high doses in sensitive materials, whereas they are shielded efficiently by a passive absorber.

The ionization of the lower energy SEP protons represents a short-term risk due to the very high flux of the low velocity protons. The GCR fluxes represent a longer term risk exposing the crew members to lower life expectancy due to radiation induced cancers.

In addition to the ionization losses, the GCR protons and nuclei are subject to inelastic nuclear interactions in the material traversed, which produce lower energy secondary charged particles and neutrons. The ionization loss in the inert materials of the spacecraft provides passive shielding if sufficiently thick to contain the primary particles and their secondaries. In the case of SEP events, the required thickness of the shielding material would limit the protection to a small volume of the spacecraft, a shelter that would be occupied during the duration of the event.

The appearance of superconducting magnets in the early 1960s presented an alternative, an active magnetic shield (2). A particle with charge q and vector velocity v is deflected in the plane perpendicular to the magnetic field by the Lorentz force,

[image: image1]

The particle moves in a circle in the deflection plane, with an angular deviation θ from the incident direction,

[image: image1]

where B is the magnetic flux density, L the length of the field region in the deflection plane, and R the magnetic rigidity, i.e., the particle’s momentum divided by its electric charge.

The high field flux densities of superconducting magnets may be used to create an active magnetic shield, where particle deflection in the magnetic field replaces the energy ionization loss in the passive shield material. The alternative is particularly attractive for GCR protons, since the dose due to secondary particle production remains significant for realistic passive shielding configurations. In principle, the presence of large field volumes, free of material, would significantly reduce the secondary production, with a corresponding reduction in the shield mass with respect to a passive shield of equivalent performance.

Several groups have presented active shield designs based on superconducting magnet configurations. The more detailed studies concern shield configurations composed of toroid magnets. The performances are quoted in terms of the GCR flux reduction (3, 4) or dose reduction (5). Unconfined field configurations have been proposed without detailed estimations of the shielding performance (6, 7). The proposed unconfined fields require important modifications of the spacecraft architecture.

2. MAGNET SHIELD CONFIGURATIONS

Magnet shield configurations based on the high-temperature superconductors (HTSC) yttrium-barium-copper-oxide (YBCO) and magnesium diboride (MgB2) were evaluated in the ESA (8), NIAC (9), and the Space Radiation Superconducting Shield (SR2S)1 studies. The operating temperatures of the HTSC materials (~25 K) do not require the use of liquid helium, which represents a significant advantage in view of the technical difficulties encountered to guarantee the stability of the cryogenic system in space. A large volume magnetic shield operating with liquid helium was not considered technically feasible since it would require a significant extrapolation of current technologies.

The performance evaluations are based on the results obtained with 3-dimensional Monte Carlo simulations that propagate the charged particles in the magnet field, and generate interactions of the particles in the materials of the coils and support structures of the magnet shield. The material composition of the engineering shield designs, based on realistic extrapolations of existing technology, was used to describe the magnetic shields in the simulations. A brief description of the HTSC shields of the three studies follows.

2.1. ESA Study

YBCO superconductors are manufactured in the form of a 4-mm-wide tape with a thickness smaller than 0.2 mm. Multilayer cylindrical coils composed of YBCO tape may be used to form pure multipole fields by modulating the angle of the helical turns in successive tape layers (10). The magnesium diboride superconductors are produced in cable form; the individual MgB2 wire elements are brittle and require a rigid support.

Two toroidal field configurations were considered in the ESA study. Figure 2 illustrates the double-helix solenoid coil shield concept based on the YBCO superconductor. A dipole field is produced in each solenoid coil by reversing the current direction in the opposite-tilt-direction layers of the helical windings. The solenoid coils are oriented to produce a toroidal field around a 4-m-diameter cylindrical habitat in the simulation. The superposition of the fields of the 2-m-diameter coils results in a nearly homogeneous axial field with a BL ~4 Tm.


[image: image1]

FIGURE 2 | The composition of the YBCO tape from SuperPower (top left) and a photograph of a 0.2-mm-thick tape produced by American Superconductor (top right). Two-layer winding used to produce the double-helix solenoid field (bottom left). The field map, from Advanced Magnet Lab (AML), of the toroidal field (8) around the habitat (bottom center) and the field used in the Monte Carlo simulation (bottom right).



The second configuration of the ESA study was a racetrack coil toroid composed of MgB2 superconducting cable. The field integral of the 12 racetrack coil toroid is 4.9 Tm. The racetrack geometry is commonly used in high energy physics. The dimensions of the low-temperature superconducting racetrack toroid of the Atlas experiment at the Large Hadron Collider (LHC-CERN) are comparable with the dimensions required for a radiation shield in the space application.

2.2. NIAC Study

A modified version of the YBCO coil shield was developed in the NIAC study. The dipole field, obtained with the multiple layer winding, was abandoned in favor of a simpler, single orientation winding used to produce a solenoid field. The coil diameter was increased to 8 m and the field flux density reduced to 1 T, yielding a maximum field integral of 8 Tm at the center of the coil, and an average value of 6.3 Tm, taking into account the path length variation across the diameter of the cylindrical coil.

The reduction of the number of YBCO tape layers increases the flexibility of the coils, and allows a compact storage for launch. After deployment in space, the coils expand to their full diameter when the current is applied, due to the effect of the Lorentz force acting on the current flowing in the flexible coils. The fringe fields of the 20-m-long solenoids are compensated by a central solenoid coil concentric with the cylindrical habitat, which reduces the field inside the habitat to an acceptable level. The 6 + 1 extendable solenoid coil shield is illustrated in Figure 3.


[image: image1]

FIGURE 3 | The 6 + 1 extendable solenoid shield, developed by Advanced Magnet Lab (AML) in the NIAC study (9): coils packed for launch (top left), deployment in space (top right), the fully deployed 8-m-diameter solenoid coil (bottom left) and the final 6 + 1 configuration with the compensation solenoid (red) in the center (bottom right).



2.3. SR2S Study

The SR2S consortium has chosen to pursue the racetrack coil toroid configuration with the magnesium diboride cable. A continuous-coil toroid, consisting of 120 racetrack coils, with a field integral of 8 Tm, protects a 4.5-m-diameter, 6-m-long cylindrical habitat based on the design of the ESA Columbus scientific module of the International Space Station.

The habitat and the position of the coils around the habitat are shown in Figure 4. Each coil is surrounded by a 0.6-mm-thick KEVLAR support sheath. A 8.6-m-long support cylinder composed of a metal matrix composite material, aluminum-boron-carbide (Al-B4C), surrounds the habitat to support the Lorentz force acting on the coils in the direction of the habitat.


[image: image1]

FIGURE 4 | The 4.5-m-diameter, 6 m long Columbus habitat (top), and the continuous-coil toroid shield of the S2RS study. A single racetrack coil (lower left) and the 120 coil toroid (lower right) are shown with the Al-B4C support cylinder (gray) that surrounds the Columbus habitat (blue-green). Each coil (yellow) is supported by a 0.6-mm-thick KEVLAR sheath (cyan).



The multiplication of the number of coils in the continuous-coil design reduces the force acting on a single coil. The result is an overall reduction of the magnet shield mass and a greater mechanical tolerance for the toroid assembly.

3. MONTE CARLO SIMULATIONS

A Geant3 (11) simulation was used for the ESA and NIAC studies. The FORTRAN code, which is a modified version the AMS Monte Carlo simulation program, was used for the study of Ref. (5). Geant3 performs particle propagation in magnetic fields and materials with a detailed treatment of electromagnetic interactions. Additional models have been implemented for hadron interactions of proton and He nuclei (Geant-FLUKA (12)). Nuclear cross sections (13) and fragmentation models (14) have been implemented in the AMS Geant3 simulation.

Geant3 is no longer supported by CERN since the early 2000s and has been progressively replaced in the scientific community by the C++ program Geant4 (15). A Geant4 version of the Geant3 simulation used for the radiation studies has been developed during the 2-year NIAC study. The same methods for the dose determination and sampling are implemented in the two simulations. The Geant4 simulation was used for the SR2S study.

3.1. Dose Determination

The ionization energy losses (Equation (1)) recorded during the track propagation dEi are converted to an dose equivalent [image: image1]i (Sv) by multiplying the absorbed dose [image: image1] (Gy), where m is the mass of the volume considered, by the quality factor Q(L) defined by the unrestricted linear energy transfer in water L (keV/μm):
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with
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and
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The total dose equivalent dz(Ej) for an exposure time t due to GCR of charge Z and kinetic energy Ej is the sum of the dose equivalents recorded for Nj incident particles generated with the flux fz(Ej) (cm−2sr−1s−1MeV−1), in the energy interval ΔEj (MeV), over the acceptance A (cm2sr):
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The total GCR dose D is obtained by extending the generation over suitable ranges in charge and kinetic energy. The contribution from charge Z is

[image: image1]

and the total dose equivalent, including all charges up to Ni, [image: image1].

Three terms contribute to the estimated dose level. The kinetic energy spectra fz(Ej) that are taken from the CREME 2009 GCR model (1) with an energy range from 1 to 105 MeV/n. A significant decrease of flux below 1 GeV/n is observed during the solar maximum (Figure 1). A solar cycle lasts 14 years divided roughly in equal length periods of solar maximum and minimum activity. The GCR spectra at solar minimum are used for the performance evaluation of the shield configurations. The second term t represents the mission length, or more precisely the duration of the exposure to the GCR flux in interplanetary space. Finally, the magnitude of the third term Σi[image: image1]i depends on the effectiveness of the passive and active shielding elements.

3.2. Dose Sampling

The human body is represented in the simulations as a 24-cm-diameter, 180-cm-long water-filled cylinder. The cylinder is subdivided to define the regions used to compute the dose associated with the skin and blood-forming organs (BFO), respectively, the first 2 mm at the surface of the cylinder and a 2-mm-thick layer located a depth of 5 cm from the cylinder surface (Figure 5). The body dose refers to the ionization losses recorded in the full volume of the cylinder.
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FIGURE 5 | At the left, the cylindrical water volume used to compute the dose of the skin and blood-forming organs (BFO). The body dose refers to the full volume of the 24-cm-diameter, 180-cm-long cylinder (81.4 kg). At the right, the positions of the six water cylinders in the cylindrical habitat.



Figure 5 shows the positions of the six water cylinders used to record the dose levels in the cylindrical habitat. Three cylinders are present in each side ([image: image1]) of the habitat. Cylinders 1 and 6 are aligned along the longitudinal axis; cylinders 2–5 are placed near the habitat cylindrical shell.

Secondary neutrons and gammas are generated and tracked. The non-ionizing, neutral particles do not contribute directly to the dose. The neutrons produce charged secondaries due to nuclear interactions in the water cylinder or surrounding materials, which may contribute to the dose recorded in the water cylinders, e.g., energetic protons from elastic scattering on hydrogen nuclei. Gammas contribute via charged secondaries produced in electromagnetic interactions.

4. ESA STUDY RESULTS

The principal configurations evaluated in the Geant3 simulation in the ESA study were free space, the spacecraft, and the two toroidal field magnetic shields (Figure 6). The free space results were compared to previously published results. The dose levels of the active magnetic shield configurations were compared to the free space, habitat, and spacecraft doses.
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FIGURE 6 | The principal configurations evaluated in the ESA study (8): free space (upper left), spacecraft (upper right), the double-helix solenoid coil shield (lower left), and the racetrack coil toroid shield (lower right).



4.1. Free Space

The free space doses were evaluated at solar minimum and maximum. A single water-filled cylinder is placed at the center of a 3 m × 3 m × 3 m vacuum-filled cube. The incident GCR nuclei are generated uniformly on the surface of the cube.

The annual dose equivalents for protons, He nuclei, and Z > 2 nuclei are reported in Table 1. The free space results were obtained with a sample of 10 M protons and He nuclei, and 50 M, Z > 2 nuclei, i.e., with respectively, 0.2 M/m2 and 0.9 M/m2 incident particles on the generation cube. The particle densities are factors 2 and 15–25 higher than those used for the shielding configuration results reported for the two charge groups. The effect of the generation statistics on the quoted free space doses is negligible (~1%).

TABLE 1 | Annual free space dose equivalents (cSv/y).
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The BFO annual dose equivalent of 62.4 cSV at solar minimum is compatible with values in the range between 58 and 70 cSv quoted in Ref. (16). The BFO annual dose at solar maximum, 35 cSv (16), is 10% lower than the 39.5 cSv reported in Table 1.

The ratio of the flux and dose reductions, between solar maximum and minimum, of the individual nuclei are shown in Figure 7. The local peak in the ratio at Z = 9 is explained by the absence of an anomalous GCR flux contribution for this element in the charge range 6 ≤ Z ≤ 10 (1). The free space body dose equivalent is reduced by ~40% at solar maximum.
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FIGURE 7 | The ratio of the energy-integrated cosmic-ray nuclei fluxes between solar maximum and minimum (1) (left) and the corresponding ratio of the free space body dose equivalent (right).



4.2. HTSC Toroidal Field Configurations

Two toroidal field configurations based on the YBCO and MgB2 superconductors were studied. The axial field of the toroid shield configurations is adapted to the classical, cylindrical spacecraft geometry imposed by launch constraints. The confined field simplifies the design since a significant fringe field in the habitat would be unacceptable for the crew, and may affect vital operations of the spacecraft.

The YBCO double-helix solenoid and the MgB2 racetrack coil toroid shield configurations are shown in Figure 6. The spacecraft structures are composed of a 4-m diameter, 5.5-m-long cylindrical habitat surrounded by 1.8-cm-thick aluminum, and the propulsion system. The propulsion system is represented in the simulation by a solid 1.16-m diameter, 6-m-long aluminum cylinder. Air is present in the interior of the habitat.

The orientation of the axial toroidal field in the xy plane deflects charged particles with a momentum [image: image1] in the direction of the habitat. The diameter of the aluminum cylinder of the propulsion system exceeds the radial extension of the field volume in order to eliminate GCR entering the field volume from the [image: image1] direction.

The performance of the low-temperature superconducting (LTSC) toroid shield of Ref (5) was re-evaluated in the ESA study. The LTSC toroidal configuration is shown in Figure 8, with the particle tracks and recorded ionization losses in the water cylinder caused by an incident carbon nucleus.
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FIGURE 8 | A GCR carbon nucleus event with multiple ionization losses (red crosses) in the water cylinders. The carbon nucleus (magenta) interacts in a water cylinder producing secondary pions (blue), which decay into muons (green), and neutrinos (not displayed). The incident (exit) direction of the C nucleus (magenta) is indicated by the red (green) circle.



The incident 2.85 GeV/n GCR carbon nucleus travels in the [image: image1] direction, with [image: image1], and is deflected toward the habitat where it interacts in a water cylinder creating secondary pions. One of muons from a pion decay is deflected across the habitat as it traverses the spacecraft. The event was selected among the millions generated by demanding that an ionization loss recorded in the water cylinders was produced by the recoil of an oxygen nucleus.

A second, smaller LTSC toroid (green) is present on the [image: image1] side of the spacecraft in Figure 8. A similar scheme for the double-helix solenoid coil toroid configuration was implemented in the simulation (Figure 6). However, no corresponding engineering study was made for the smaller toroid. Since the aim of the ESA study was to provide an assessment of the performance taking into account the contributions of the field and passive elements of realistic active magnetic shield designs, the performance evaluation was limited to the acceptance of the barrel region, defined by the lateral sides of the generation box, illustrated in Figure 9.
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FIGURE 9 | The generation surface, a 11.7 m × 11.7 m × 10.0 m cube, used in the Geant3 simulation for the MgB2 racetrack coil toroid of the ESA study. The effective thickness of the Al cylinder (propulsion system) is defined by the relative position of the spacecraft in the generation cube. The quoted performances for the three studies refer to dose levels produced by GCR generated on the four lateral sides of the cube (barrel region), which surround the active magnetic shields.



The double-helix solenoid coils are represented in the simulation by eight layers of 90 μm copper, which has a charge density, and radiation length very close to the average values of the materials of the YBCO superconducting tape. The coil support is represented by 2-mm-thick carbon cylinder.

The MgB2 superconducting coil is composed of copper, aluminum, Ti, and MgB2 layers with thicknesses of 0.30, 1.65, 1.50, and 1.55 cm, respectively. A 5-mm-thick aluminum frame support surrounds the coils.

The results of the performance evaluation are presented in Table 2. For each magnet shield configuration, the field integral BL, the total mass in the Monte Carlo, the total estimated mass of the corresponding engineering design, and the annual BFO dose equivalent for the barrel region acceptance are reported. The annual BFO dose equivalent limit for low Earth orbit (LEO) is 50 cSv (16).

TABLE 2 | A comparison of the ESA study active magnetic shields and habitat dose levels.
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The two HTSC configurations have a comparable performance providing a ~25% reduction of habitat dose level. The smaller dose of HTSC racetrack coil may be attributed to the higher B and the larger shield mass in the simulation, i.e., a larger contribution from passive shielding.

The dose estimates of the HTSC double-helix solenoid coil toroid where obtained with 37 M protons and He nuclei, and 7 M, Z > 2 nuclei. The corresponding numbers for the HTSC racetrack coil toroid are 22.5 M protons and He nuclei, and 4 M, Z > 2 nuclei. The quoted uncertainties in Table 2 represent the root-mean-square of the average dose recorded in the six cylinders, which reflects both the uniformity of the dose distribution in the habitat and statistical fluctuations.

The LTSC configuration BFO dose equivalent, obtained with a factor ~4.75 higher BL, is 40–50% lower than the values for the HTSC double-helix solenoid and racetrack coil shield configurations. The quoted shield mass of the LTSC configuration is the mass of the coils composed of aluminum.

The simulation and engineering masses are presented in Table 2 to indicate the level of accuracy of the HTSC shield descriptions in the simulation. The results presented in Table 2 are indicative. They represent the status attained at the end of the 1-year study. A definitive evaluation requires a complete description of the material of the active magnetic shield in order to take into account both passive and active shielding contributions to the dose reduction.

The results for the LTSC toroid over the full acceptance, 27.2 ± 1.5 cSv, including the shielding contributions of the second toroid and propulsion system, may be compared to the annual BFO dose equivalent of 18–33 cSv reported previously with the same simulation program (5). The range in the estimated dose reported in Ref. (5) reflects the estimated uncertainty in the GCR flux. The LTSC result of the ESA study was obtained with 37 M proton and He nuclei, and 15 M, Z > 2 nuclei.

4.3. Field and Coil Contributions

The explicit contribution of the coils to the dose reduction was made with a preliminary description of the double-helix solenoid coil, represented in the simulation by 1-cm-thick aluminum. The dose equivalents of the double-helix (DH) solenoid shield with BL = 2 Tm are compared in Table 3 to the corresponding spacecraft doses, and a second DH solenoid shield dose estimate made without the coil material in the simulation.

TABLE 3 | Effect of the magnet material on the annual dose equivalents (cSv/y) at solar minimum.
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The magnetic field and the material of the coils reduce the spacecraft BFO dose equivalent by 22%, with equal contributions to the reduction from the field and the passive shielding of the coils. The reduction of the spacecraft dose equivalents (~10%) due to the field alone is observed for all charge groups. The presence of the coils produces an additional reduction of the Z > 2 nuclei doses, and an increase of the proton and He nuclei doses due to the secondary particles produced in the coil material.

The results presented in Table 3 were obtained with 25 M (spacecraft), 73 M (with coils), and 41 M (without coils) protons and He nuclei. The corresponding numbers for Z > 2 nuclei are 3.7, 10.9, and 3.6 M, respectively. The uncertainties in the quoted total doses, based on the root-mean-square deviation of the average dose recorded in the six water cylinders, are 15% (spacecraft), 10% (with coils), and 15–20% (without coils).

5. NIAC STUDY RESULTS

The magnetic field, coil, and support structures of the 6 + 1 extendable solenoid shield configuration in the simulation are shown in Figure 10. Six, 8-m-diameter, 20-m-long solenoid shield coils surround a 6-m-diameter, 10-m-long, air-filled cylindrical habitat composed of 1.8-cm-thick aluminum. A 6.4-m-diameter, 20 m compensation solenoid coil surrounds the habitat to reduce the magnetic flux density to an acceptable level. In the simulation, a uniform 1 T field is present in the cylindrical volumes delimited by the solenoid shield coil dimensions, elsewhere the field is zero.
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FIGURE 10 | The NIAC 6 + 1 extendable solenoid shield: shield solenoid coils (blue), carbon-fiber support structures (black), compensation solenoid coil (red), and habitat (magenta). The field regions are shown in the xy view on the right. The shield solenoid flux density is Bss = 1T. The flux density of the compensation coil BCS is chosen to minimize the net flux density in the habitat.



The YBCO solenoid shield coils are represented as 111-μm-thick copper cylinders. The support structures are composed of a 1-m-diameter, 1-cm-thick, 20-m-long graphite cylinder located in the center of the coil. The radial spokes are composed of six 2.5-mm-thick, 3.5-m-wide, 20-m-long graphite plates. The compensation solenoid consists of a 111-μm-thick copper cylinder and a 2.4-mm-thick graphite support cylinder. The composition and mass of the structural elements in the simulation, shield and habitat, are reported in Table S1 in Supplementary Material.

The annual BFO dose equivalent for the barrel region acceptance of the 6 + 1 extendable solenoid shield and the 1.8-cm-thick aluminum habitat (NIAC Phase I) are reported in Table 4. A total of 500 M protons and He nuclei, and 330 M, Z > 2 nuclei were generated on the surface of the 30 m × 30 m × 30 m cube positioned around the center of the habitat. The shielding performance of the habitat was obtained with 500 M protons and He nuclei, and 150 M, Z > 2 nuclei.

TABLE 4 | The dose levels of the 6 + 1 extendable solenoid shield and NIAC habitat.
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The 6 + 1 extendable solenoid shield configuration provides an additional ~20% reduction with respect to the habitat dose level. The dose reduction, normalized to the habitat dose, is comparable to the results for the two HTSC toroid configurations of the ESA study (Table 2).

5.1. Dose Evaluation over the Full Acceptance

The 6 + 1 solenoid shield was employed in a preliminary spacecraft design for a mission to a near Earth asteroid (NEA). The additional spacecraft elements have been included in the simulation (Figure 11) to evaluate their influence on the full acceptance dose.
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FIGURE 11 | The NEA chemical propulsion spacecraft in the simulation: re-entry vehicle (violet), access tube (light green), habitat (magenta), liquid hydrogen container (dark green), liquid oxygen container (yellow), YBCO shield solenoid coils (blue), YBCO compensation solenoid coil (red), and carbon fiber support structures of the solenoid coils (gray). The liquid methane (orange) and liquid oxygen (yellow) containers of the re-entry vehicle are visible in the view on the right.



One side of the habitat is connected to a chemical propulsion system consisting of liquid hydrogen and oxygen tanks, and a combustion chamber. On the other side, an access tube connects the habitat to a re-entry vehicle containing liquid methane and oxygen tanks. The spherical and cylindrical fuel tanks, combustion chamber, access tube, re-entry vehicle, and hatches are composed of 1.8-cm-thick aluminum. The total spacecraft mass in the simulation, including the 6 + 1 extendable solenoid shield and habitat (Table S1 in Supplementary Material), is 88 t. A roughly equivalent mass, 19 and 22 t, has been added on each side of the habitat.

The composition and mass of the additional spacecraft structures are listed in Table S2 in Supplementary Material. The dose evaluation was made without the liquid propellants of the spacecraft propulsion system in order to reduce the computation time.

The annual GCR dose equivalents of the NEA spacecraft and 6 + 1 extendable solenoid shield configurations are compared in Tables 5 and 6 for the barrel and endcap region acceptances, respectively. The dose received from the GCR of the barrel region increases due to the presence of the additional structures of the spacecraft. A decrease in the doses due to the GCR generated in the endcap regions is observed. The net effect of the additional passive shielding elements is negligible on the full acceptance dose.

TABLE 5 | Annual GCR dose equivalents (cSv/y) at solar minimum, in the barrel region (Figure 9) for the 8 Tm extendable solenoid shield and the NEA chemical propulsion spacecraft configurations.
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TABLE 6 | Annual GCR dose equivalents (cSv/y) at solar minimum, in the endcap regions (Figure 9) for the 8 Tm extendable solenoid shield and the NEA chemical propulsion spacecraft configurations.
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The ratio of the full acceptance, NEA spacecraft skin, BFO, and body doses to the corresponding 6 + 1 shield doses are respectively 0.97 ± 0.22, 1.01 ± 0.19, and 1.01 ± 0.16. A 50 m × 50 m × 50 m generation cube was used for the NEA spacecraft dose estimation. The NEA spacecraft results are based on 700 M protons and He nuclei, and 365 M, Z > 2 nuclei.

The most significant dose increase in Table 5 is observed for the GCR protons due to the increase of secondaries created in the extended spacecraft structures. The charged secondaries, produced by interaction of the GCR in the structures aligned along the cylindrical axis of the spacecraft, enter the field volume and are deflected toward the habitat. The effect is illustrated in Figure S1 in Supplementary Material. In order to be effective, the passive shielding elements of the spacecraft should be placed to obstruct the passage of particles arriving at both ends of the cylindrical volumes of the habitat and solenoid coils.

5.2. The 6 + 1 Extendable Solenoid Shield Performance

The effectiveness of the magnetic shield is defined by the comparison of the dose levels with and without the field, which indicates explicitly the contribution of the field to the overall dose reduction. The evaluation was performed for the 6 + 1 extendable solenoid shield of Figure 10, and the larger mass habitat of the NIAC Phase II study, which includes water and food volumes. The NIAC Phase II habitat is shown in Figure S2 in Supplementary Material. The dimensions of the aluminum habitat and water volume, and the composition and dimensions of the food volume are listed in Table S3 in Supplementary Material.

The annual GCR dose equivalents of the two habitats are compared in Table S4 in Supplementary Material. The increase in thickness of the aluminum wall from 1.8 to 4 cm reduces the dose levels by ~15% for the factor 3.5 increase in the habitat mass.

The dose levels of the 6 + 1 extendable solenoid shield, with and without the magnetic field, are presented in Table 7. The reduction due to the 6.3 Tm field represents ~5% of the total dose reduction. A total of 500 M protons and He nuclei, and 205 M, Z > 2 nuclei were generated to produce the field off dose estimates, the corresponding numbers for the field on estimates are 500 and 330 M, respectively.

TABLE 7 | The Geant3 annual GCR dose equivalents (cSv/y) at solar minimum for the 6 + 1 solenoid configuration, with and without the 6.3 Tm field for the acceptance corresponding to the barrel region (Figure 9).
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5.3. Geant3/Geant4 Comparison

The Geant3 simulation used for the radiation studies is compiled as a C++ program. The Geant3 user interface routines are prototyped in C++ with CFORTRAN (17). The routines are called from the C++ code to generate the GCR spectra, describe the materials and geometry of the spacecraft and magnetic shield configurations, and record the ionization losses in the water cylinders. The same C++ routines were used with Geant4. A comparison of the dose estimates of the two simulations, using the same methodology for the dose evaluation, indicates the influence of the different physics models implemented in the two simulations.

The Geant3 and Geant4 GCR free space dose equivalents at solar minimum are compared in Table 8. The total dose levels in the 2-mm-thick layers, skin and BFO, are 35 and 30% lower in Geant4, whereas the total dose recorded in the water cylinder (body) agree. The Geant4 proton dose equivalents are 10–15% higher. The Geant4 dose equivalents for the Z ≥ 2 nuclei are lower, except for the BFO and body doses of the Z > 20 nuclei.

TABLE 8 | Annual GCR dose equivalents (cSv/y) in free space at the solar minimum.
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QGSP-BERT-HP and QBBC are Geant4 physics lists that group preselected models for hadron physics. QGSP-BERT-HP contains the quark-gluon string precompound model, coupled with the Bertini cascade model for proton and neutrons below 10 GeV (18). QBBC is a physics list containing a combination of various models created for space applications, radiation biology, and radiation protection (19). The Geant4 results were obtained with 50 M protons and He nuclei (QGSP-BERT-HP), 5 M, Z > 2 nuclei (QGSP-BERT-HP), and 5 M, Z > 2 (QBBC). No significant difference was observed in the Geant4 free space doses generated with the two different physics lists.

The Geant4 dose estimates for the 6 + 1 extendable solenoid shield are reported in Table 9. The contribution of the 6.3 Tm field to the total dose reduction is ~10%. The Geant4 field on and off results were obtained with 50 M protons and He nuclei, and 50 M, Z > 2 nuclei. The QGSP-BERT-HP was used for the hadron and nuclear interactions.

TABLE 9 | The Geant4 annual GCR dose equivalents (cSv/y) at solar minimum for the 6 + 1 solenoid configuration (NIAC Phase I habitat), with and without the 6.3 Tm field for the acceptance corresponding to the barrel region (Figure 9).
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The relative performance of passive shielding in the two simulations may be compared using the Geant3 results for the NIAC Phase I habitat (Table S4 in Supplementary Material) and free space (Table 8). In the Geant3 simulation, the skin, BFO, and body dose equivalents of the NIAC Phase I habitat represent, respectively, 33.6 ± 1.8%, 22.3 ± 2.4%, and 24.7 ± 1.8% of the annual free space doses. The corresponding Geant4, NIAC Phase I habitat dose equivalents, 50.2 ± 2.8, 37.2 ± 2.3, and 39.5 ± 1.3 cSv/y, represent 34.2 ± 3.7%, 15.3 ± 5.2%, and 23.3 ± 2.6% of the corresponding free space doses in Table 8. The results for the two simulations indicate a comparable dose reduction for the 1.8-cm-thick aluminum habitat. The Geant4, NIAC Phase I habitat dose estimates were obtained with 25 M protons and He nuclei, and 23.5 M, Z > 2 nuclei.

In contrast to the Geant3 results in Table 7, a dose reduction in the presence of the field is observed in the Geant4 results for Z > 2 GCR nuclei, which results in a larger contribution of the field to the overall dose reduction. The difference is explained by the significantly thicker NIAC Phase II habitat used for the Geant3 performance evaluation, which enhances the performance of the passive shielding element for Z > 2 GCR nuclei (Table S4 in Supplementary Material).

The 1.8-cm-thick aluminum NIAC Phase I habitat was used for the Geant4 performance evaluation in order to compare the results with the continuous-coil toroid shield, and 1.5-cm-thick aluminum habitat, of the SR2S study.

5.4. Dose Equivalent and Absorbed Dose

The Geant3 and Geant4, free space absorbed doses are reported in Table 10. The Geant4 absorbed doses are systematically lower for the Z ≥ 2 nuclei. The differences between the total skin, BFO, and body absorbed dose are 25, 12, and 5%, respectively.

TABLE 10 | Annual GCR absorbed doses (cGy/y) in free space at solar minimum.
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The free space absorbed doses are dominated by protons and He nuclei, the dominant components of GCR (~95%). The dose equivalent is obtained by multiplying the absorbed dose by the quality factor (equation (4)). Due to the strong dependence of the ionization loss on charge (Equation (1)), which affects the weighting of the quality factor, the GCR free space dose equivalents are dominated by the contribution of the Z > 2 nuclei (Table 8).

The estimated contribution of the field to the overall reduction of the absorbed dose for the 6 + 1 extendable solenoid shield is reported in Tables 11 and 12. The results are comparable to those obtained for the dose equivalents, i.e., ~5% with Geant3 (Table 7) and ~10% with Geant4 (Table 9).

TABLE 11 | The Geant3 annual GCR absorbed dose (cGy/y) at solar minimum for the 6 + 1 solenoid configuration, with and without the 6.3 Tm field for the acceptance corresponding to the barrel region (Figure 9).
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TABLE 12 | The Geant4 annual GCR absorbed dose (cGy/y) at solar minimum for the 6 + 1 solenoid configuration (NIAC Phase I habitat), with and without the 6.3 Tm field for the acceptance corresponding to the barrel region (Figure 9).
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The result of the comparative performance evaluation does not depend on the dose quoted. It would seem more appropriate to quote the dose equivalent, which better reflects the higher radiation risk associated with the larger energy losses of high charge nuclei (20).

6. SR2S RESULTS

The HTSC racetrack coils of the continuous-coil toroid shield (Figure 4) are described in the simulation by a cable core with a density of 3.0g/cm3, composed of 57.4% aluminum, 8.6% MgB2, 23% titanium, and 11% SiO2. The cables are surrounded by 1.2-cm-thick aluminum.

A 0.6-mm-thick KEVLAR sheath (90 kg) surrounds each coil. The total mass of the 120 coil toroid is 79 t. The toroid is supported by a 5.5-m-diameter, 4.4-cm-thick, 8.6-m-long Al-B4C cylinder shell (60% boron), with a density of 2.6 g/cm3, and a mass of 16.8 t. The total mass of the 8 Tm field configuration is 95.8 t. The individual contributions of the different elements to the total mass are shown in Figure S3 in Supplementary Material.

The shield performance with GCR protons and Z ≥ 2 nuclei was evaluated with the field integral of 8 Tm. Higher field values were used to study the evolution of the proton and He nuclei doses with field strength and shield mass, and in particular the contributions of the charged secondaries and neutrons. The toroid fields used in the simulation are shown in Figure 12.


[image: image1]

FIGURE 12 | (Top Panel) The toroid fields used for the performance evaluation. The field flux densities of 50 and 100 Tm require current densities that exceed the performance of present-day HTCS. (Bottom Panel) The dimensions (millimeter) of the racetrack coils of the 8 Tm (top) and 11.5 (23) Tm (bottom) continuous-coil toroid shield configurations.



The 11.5 Tm shield configuration is obtained by increasing the coils dimensions. With the larger dimension coil, and an increase of the current density to the limiting value of the cable dimensions, the integral flux attains a value of 23 Tm. Figure 12 shows the coil dimensions of the 8 Tm, and 11.5 (23) Tm configurations. The total shield mass in the simulation of the larger dimension coil configurations is 137 t.

The 4.5-m-diameter, 6-m-long Columbus habitat (Figure 4) is composed of a 1.5-cm-thick aluminum cylindrical shell and two 3.0-cm-thick aluminum endcaps. The mass of the habitat in the simulation is 4.36 t.

6.1. The Continuous-Coil Toroid Shield Performance

The annual GCR dose equivalents of the continuous-coil toroid shield, with and without the 8 Tm field, are compared in Table 13. The dose levels refer to the dose received in the barrel region of the 30 m × 30 m × 30 m cube, positioned around the center of the Columbus habitat. The Geant4 QBBC physics list was used for the hadron and nuclear interactions.

TABLE 13 | The Geant4 annual GCR dose equivalents (cSv/y) for the continuous-coil toroid (CCT) shield configuration, with and without the 8 Tm field, for the acceptance corresponding to the barrel region (Figure 9).
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The magnetic field produces an additional 20–25% reduction of the dose levels provided by the passive shielding of the shield and habitat material. The corresponding annual skin, BFO, and body dose equivalents of the Columbus habitat are, respectively, 35.6 ± 0.9, 28.1 ± 1.3, and 30.2 ± 0.4 cSv/y. The magnetic shield reduces the habitat doses by 40–50%.

The evolution of the dose reduction with field strength and shield mass is illustrated in Figure 13. The reported annual body dose equivalents refer to GCR proton and He nuclei, which represent the dominant contribution (~85%) to the estimated total doses (Table 13). The 50 and 100 Tm fields, which require current densities exceeding the performance of present-day HTSC, provide an indication of the dose reduction expected for significantly higher field flux densities.
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FIGURE 13 | The annual body dose equivalent doses due to GCR protons and He nuclei, with the field off and on, for the 8, 11.5, 23, 50, and 100 Tm continuous-coil toroids (top), and the corresponding contributions of the field to the dose reduction (bottom). The 50 and 100 Tm configurations require field flux densities that exceed the performance of present-day HTSC. The quoted doses refer to the barrel region acceptance (Figure 9). The displayed errors represent the root-mean-square deviation of the average dose recorded in the six water cylinders (Figure 5).



The required increase in the screen mass, for the larger integral field values, results in a higher field off dose level due to an increase in the secondary dose. The increase is more than compensated by the magnetic field, which results in a steady decrease of the total dose with increasing field strength. The contribution of the field to the overall dose reduction is 45% at 23 Tm, the technological limit of the present-day HTSC. At 100 Tm, the field represents 70% of the observed dose reduction.

In general, an increase in material thickness is accompanied by an increase in the secondary dose for the GCR protons and He nuclei. For integral field values BL ≤ 8 Tm, the proton dose levels of the shielding configurations studied exceed the free space dose level. Above 11.5 Tm, the combination of mass and field of the continuous-coil toroid configurations result in proton dose levels below the free space value.

6.2. Secondary Particle Production

The effect of the magnetic field on the dose due to the secondary particles was studied in detail in the SR2S study. Figure 14 shows the contributions of the primary GCR protons and He nuclei, and their secondaries, for the Columbus habitat alone, and the five field configurations.
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FIGURE 14 | (Top panel) The contributions of the primary GCR proton and He nuclei, and the secondaries produced in the material of the habitat and magnet shield to the annual body dose equivalent. The error bars represent the root-mean-square deviation of the average primary and secondary doses recorded in the six water cylinders (Figure 5). The quoted doses refer to the barrel region acceptance (Figure 9). The 50 and 100 Tm configurations require field flux densities that exceed the performance of present-day HTSC. (Bottom panel) The annual body dose equivalent of the primary GCR proton and He nuclei, and the secondary particles (top), and the contribution of each category to the total dose (bottom). The 50 and 100 Tm configurations require field flux densities that exceed the performance of present-day HTSC.



The presence of the 8 Tm field does not compensate the dose due to the secondaries created in the shield material; consequently, the total dose due to protons and He nuclei exceed the level of the Columbus habitat. A decrease of both the primary and secondary doses is observed as the field integral BL increases.

The individual contributions of the primary and secondary particles are shown in Figure 14. The principal contributions to the secondary dose are due to protons and neutrons. The reported neutron dose levels refer to the ionization losses recorded in the water cylinders of the secondary particles created by neutron interactions in the material of the shield and habitat. The individual contributions of the secondaries denoted “others” include the mesons and baryons not explicitly quoted, and light nuclei.

The vertex distributions of the secondaries created by the primary GCR protons and He nuclei in the materials of the magnet shield and habitat, which contribute to the dose in the 8 and 23 Tm continuous-coil toroid shield configurations, are shown in top panel of Figure 15. The particles created in Al-B4C support cylinder surrounding the habitat are the principal source of the secondary dose.
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FIGURE 15 | (Top panel) The vertex distributions of the generated secondaries that contribute to the dose in the 8 and 23 Tm continuous-coil toroid shield configurations. The largest contribution to the secondary dose is due to interactions in the Al-B4C support cylinder surrounding the habitat, denoted by the red circular regions located inside the field volume in the xy projections. (Middle and Bottom panels) The vertex distributions of the generated secondary neutrons and protons that contribute to the dose in the 8 and 23 Tm continuous-coil toroid shield configurations.



The geometric acceptance limits the contribution of the particles created at a greater distance from the habitat. The contribution of the charged secondaries is further reduced by the presence of the magnetic field. The larger dimension coils and higher BL are responsible for the difference in the two vertex distributions.

The vertex distributions of the secondary neutrons and protons that contribute to the recorded dose levels are presented in the bottom panel of Figure 15. The effect of the field on the secondary protons results in a shorter radial extension of the volume, which contributes to the dose, compared to the region corresponding to the neutron contribution.

7. DISCUSSION

7.1. Physics Models and Dose Estimation

The Geant3 free space BFO dose equivalents of the ESA study (Table 1) were compared to previous estimates (16) to verify the dose calculation. The comparison of the Geant3 and Geant4 free space doses provides an estimate of the effect of the different physics models on the dose determination. A significant difference is observed in the dose levels due to GCR nuclei in the two simulations.

In Geant3, the interactions of the Z > 2 nuclei are dominated by ionization loss. In Geant4, the situation is modified by the presence of inelastic nuclear interactions that increases the level of secondary particle production. The difference is explained by the more extensive hadron interaction models available in Geant4.

The different weighting between ionization and the hadron interactions in the two simulations is illustrated by the systematically lower Geant4 free space doses for the Z > 2 nuclei in Tables 8 and 10. The lower rate of ionization of the primary GCR nuclei compared to secondary productions implies a relatively lower shielding efficiency of the material present in the shield structures and spacecraft, analogous to behavior observed for protons, due to the non-contained secondary particles.

The up-to-date hadron models in Geant4 result in ~30% lower estimate for the free space BFO dose equivalent (16). The change in the dose level due to the physics models is significant, on the order of the expected variations due to solar activity (40%) and the contributions of the magnetic field to the estimated dose reductions (10–50%). The Geant4 free space skin doses, 76.2 and 16.2 cGy/y, are in better agreement with the corresponding dose estimates based on the in situ measurements of the Mars Science Laboratory, respectively, 67.2 ± 12.0 and 17.6 ± 2.9 cGy/y (21).

The quoted free space dose values allow a comparison of the methodology and underlying physics used to determine the dose. However, they are not a realistic reference to define the efficiency of the shielding configuration, since the effect of the material that must be present (spacecraft) is ignored.

7.2. Active and Passive Shielding Elements

In the ESA study, the spacecraft consisted of a habitat and propulsion system. A characteristic of the axial field of the toroid shield is the asymmetric deflection for particles entering the field volume in the two directions parallel to the toroid axis (Figure 8). The material of the propulsion system is present to stop the particles that would be deflected in the direction of the habitat. The spacecraft was used as a reference for the comparison presented in Table 3, which indicates the relative contributions of the passive and active shielding elements to the dose reduction.

The magnet designs of the engineering studies were incorporated in the shield configuration description in the simulations used to provide the dose estimates. The emphasis was placed on the details of the shield design in terms of material composition and location, in order to accurately evaluate the shielding performance of the passive and active elements.

The magnetic shields were not integrated in an overall spacecraft design in the ESA and SR2S studies. The performance evaluations were made with respect to the dose levels of the habitat, limited to the acceptance shielded by the magnetic field volume, the barrel region defined in Figure 9.

7.3. Spacecraft Design and Shield Optimization

The 6 + 1 extendable solenoid shield of the NIAC study was used in a preliminary spacecraft design (Figure 11) to extend the dose estimate over the full acceptance. The effect of the additional spacecraft structures was negligible. The dose reduction due to the material aligned along the axis of the cylindrical spacecraft was balanced by the dose increase due to charged secondaries created in structures placed on each side of the habitat (Figure S1 in Supplementary Material).

A further optimization of the overall performance requires a sufficient quantity of material to shield the magnetic field volume and limit the entry of particles that would be deflected in the direction of the habitat. The NIAC study demonstrates the need to integrate an active magnetic shield early in the spacecraft design.

The interplay between the magnetic field, and the passive shielding of the shield and spacecraft materials, requires a detailed knowledge of the geometry (Figure 15). The increase of the NIAC habitat thickness from 1.8 to 4.0 cm (Table S4 in Supplementary Material) indicates the sensitivity of the magnetic shield performance to the mass distribution (Tables 7 and 9).

Mass reduction is a constant concern in each phase of a space project. A potential radiation shield is evaluated in terms of shielding performance and required mass. The original interest in active magnetic shielding was motivated by the possibility to reduce the mass required by a passive shield of equivalent performance. The theme motivated the decision of the NIAC study to abandon the toroidal field of the double-helix solenoid of the earlier ESA study, in favor of an extendable solenoid coil with a lower mass, flexible coil, which results in a larger field integral BL by maximizing L.

7.4. Performance Comparison of the Advanced Designs

The performance of the NIAC 6 + 1 extendable solenoid and the SR2S continuous-coil toroid shields are presented in Table 14. The performance is expressed in terms of the contribution of the field to the overall dose reduction of the shield, including the passive shielding elements, and the combined shield plus habitat dose level with respect to the habitat dose level. The GCR annual BFO dose equivalent corresponding to the barrel acceptance is used for the comparison.

TABLE 14 | The performance of the NIAC 6 + 1 extendable solenoid (ES) and the SR2S continuous-coil toroid (CCT) shields.
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The 6 + 1 extendable solenoid shield results in a BFO dose equivalent of 23.6 cSv/y, the field is responsible for 8% of the total dose reduction. The dose level of the continuous-coil toroid configuration, 16.7 cSv/y, is 30% lower. The toroidal field contributes at the level of ~25% to the total dose reduction.

The difference observed between the reductions of the habitat dose levels is explained by the relative shielding efficiency for the Z > 2 nuclei, which contribute ~50% to the total dose of the solenoid shield (Table 9) and ~15% to the toroid shield dose (Table 13). The passive shielding of the larger mass continuous-coil toroid effectively eliminates the dose contribution of the higher charge nuclei. In comparison, the difference in thickness of the two habitats has a negligible contribution. The ratio of the NIAC-to-Columbus BFO dose equivalents is 0.96 ± 0.08.

The body dose equivalent due to GCR protons and He nuclei exceed the value observed for the Columbus habitat for the 8 Tm continuous-coil toroid configuration (Figure 14). A further improvement in the performance is obtained by increasing the field integral BL. The effect on the proton and He nuclei annual BFO dose equivalents are presented in Table 15.

TABLE 15 | The GCR proton and He nuclei dose reductions for the 8, 11.5, and 23 Tm continuous-coil toroid (CCT) configurations.
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The 140 t, 23 Tm continuous-coil toroid shield configuration would result in a BFO dose equivalent of ~10 cSv/y. The contribution of the Z > 2 nuclei, 15% for the 8 Tm toroid shield (Table 13), may be considered negligible for the higher field, larger mass configuration. The presence of the magnetic field is responsible for 50% of the total reduction. The dose level, which corresponds to the part of the acceptance protected by the magnetic shield, ~75% of the total, is a factor ~5 smaller than the limit for LEO (16).

The performance for higher field integrals of the NIAC extendable solenoid coil shield concept is presented in Ref. (22). A comparable equivalent dose is quoted for a 19 Tm solenoid shield (B = 4 T, L = 4.75 m). The contribution of the field to the total dose reduction is not indicated.

8. CONCLUSION

The results obtained in the three studies conducted over the last 5 years2 provide a realistic view of the current situation of a technology, which has been proposed for nearly 50 years as a solution for the radiation protection required for interplanetary manned space missions. The shielding performance of the engineering designs was evaluated with detailed 3-dimensional Monte Carlo simulations. The simulations are used extensively for the design of particle detectors for accelerator and astrophysics experiments. The same methodology has been used to design and evaluate the particle shields. In addition to the importance of the physics processes, a detailed description of the materials and the detector, or shield geometry is essential in each application.

The two HTSC candidates were identified and used in solenoid and race-track coil toroid magnet configurations in the initial ESA study. A wide survey of possible shielding configurations was made. The magnetic shield performance in terms of the contribution of the passive and active elements, a novelty, was presented.

The succeeding NIAC and SR2S studies concentrated on a single shield concept, which allowed to further develop the engineering design and improve the performance estimate. The results presented in Table 14 represent the outcome of the efforts of the two complementary studies employing solenoid and toroid shield configurations. The best performance is obtained with the continuous-coil toroid shield based on the magnesium diboride HTSC: a 23 Tm configuration, with a mass of 140 t and a BFO dose equivalent of ~10 cSv/y (Table 15). The field accounts for 50% of the dose reduction.

The BFO dose equivalent, corresponding to 75% of the total acceptance, is a factor ~5 smaller than the current limits for LEO (16). The remaining acceptance should be protected by the passive shielding of the spacecraft. The presence of the active magnetic shield would render redundant a passive shielding shelter for SEP events.

A further improvement in performance requires field strengths exceeding the current densities of present-day HTSC. The situation may be improved by future developments in superconducting technology, or possibly by an innovative magnetic field configuration. An initial concept design, a minimal two-coil configuration was studied by SR2S. The unconfined field configuration, composed of two 18 MA-turn, 10 m × 20 m coils, results in a ~40% reduction of the habitat dose level (23).

More realistic configurations for a spacecraft shield, consisting of three or four, 3-coil toroids surrounding the habit are considered. The unconfined fields reach higher values of BL with magnetic flux densities compatible with the performance of the magnesium diboride HTSC. The reduction of the number of racetrack coils lowers the shield mass and reduces the dose due to secondary particles. The challenge is to obtain a superposition of the multiple toroidal fields, which results in an acceptable field intensity in the sensible regions of the spacecraft, and optimizes the shielding efficiency.

There are no established dose limits for interplanetary space travel. The long-term health risks due to a prolonged exposure to GCR are not well known. The two atomic bombings, irradiation during nuclear accidents, the lunar manned missions, and human activity in LEO do not represent exactly the conditions encountered during an interplanetary voyage.

A major effort has been made to develop a more precise assessment of the risk due to radiation exposure in space (24). Among the principal concerns are the biological effects caused by the high charge GCR nuclei. The observed biological effects require a reevaluation of quality factors and relative biological effectiveness (RBE) values used to compute dose levels, and establish future dose limits for interplanetary missions.

A priori, the increased biological risk due to the higher ionization energy loss may be compensated by the good efficiency of the passive shielding for the high charge nuclei. The performance of the SR2S continuous-coil toroid is limited by the contribution of secondaries created in the shield mass. If the reduction of the shield mass is not compensated by a sufficient increase of BL, for example, in the multi-toroid configuration, the dose contribution of the high charge GCR may become the limiting factor.

Risk assessment is affected often by the subjective perception of the danger, an aspect that will likely play a role in the planning of the first interplanetary mission, in particular for radiation protection against long-term health risks. A first manned mission to Mars will largely exceed the worldwide impact of the first landing on the Moon. The challenge is considerable in a world preoccupied by the reduction of costs and risks.
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For radiobiology research on the health risks of galactic cosmic rays (GCR) ground-based accelerators have been used with mono-energetic beams of single high charge, Z and energy, E (HZE) particles. In this paper, we consider the pros and cons of a GCR reference field at a particle accelerator. At the NASA Space Radiation Laboratory (NSRL), we have proposed a GCR simulator, which implements a new rapid switching mode and higher energy beam extraction to 1.5 GeV/u, in order to integrate multiple ions into a single simulation within hours or longer for chronic exposures. After considering the GCR environment and energy limitations of NSRL, we performed extensive simulation studies using the stochastic transport code, GERMcode (GCR Event Risk Model) to define a GCR reference field using 9 HZE particle beam–energy combinations each with a unique absorber thickness to provide fragmentation and 10 or more energies of proton and 4He beams. The reference field is shown to well represent the charge dependence of GCR dose in several energy bins behind shielding compared to a simulated GCR environment. However, a more significant challenge for space radiobiology research is to consider chronic GCR exposure of up to 3 years in relation to simulations with animal models of human risks. We discuss issues in approaches to map important biological time scales in experimental models using ground-based simulation, with extended exposure of up to a few weeks using chronic or fractionation exposures. A kinetics model of HZE particle hit probabilities suggests that experimental simulations of several weeks will be needed to avoid high fluence rate artifacts, which places limitations on the experiments to be performed. Ultimately risk estimates are limited by theoretical understanding, and focus on improving knowledge of mechanisms and development of experimental models to improve this understanding should remain the highest priority for space radiobiology research.
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Introduction

A diverse range of health risks including cancer, central nervous system (CNS) effects, circulatory diseases, and cataracts are concerns for galactic cosmic rays (GCR) exposures during space travel (1–7). Many of these same risks are also concerns for normal tissue damage in Hadron therapy using proton and carbon beams. In this paper, we discuss the simulation of GCR for space radiobiology research with the goal of providing a new tool for risk assessment and countermeasure research and development. However, the pros and cons of GCR simulation as a tool to augment studies with single particle species need also to be addressed. The GCR environment consists of protons and high charge Z and energy E (HZE) particles with charge number, Z from 1 to 28, with energies from <10 MeV/u to >50 GeV/u (8–10). Of note is that nuclear fragmentation occurs in a particle accelerator beam-line due to particle passage through air and beam monitoring devices, and in the tissue of animals or cell culture dishes, media, etc. used in experiments. Heavy ion fragmentation probabilities of more than 10% occur for most experimental conditions and thus pristine mono-energetic beams do not actually occur under any circumstances. We first consider the composition of the beams to be used for a GCR simulator using multiple beam and energies combined with absorbers to provide a reference field similar to the Z and E spectrum of the GCR occurring behind typical shielding amounts inside tissue in space. In addition, the temporal dependence of biological time scales in animal or cell models used in experiments relative to the most likely durations of a deep space mission to Mars of approximately 1000 days is considered.

In considering the problem of GCR simulation, we first note that there is no single GCR environment for space missions due to several variable factors including solar cycle modulation, differences due to spacecraft material types and amounts, the shielding of the Mars atmosphere and surface albedo radiation, and variability in self-shielding of different organs, due to the variability of astronaut size and weight. The GCR are modulated over the approximately 11-year solar cycle for energies below 5 GeV/u with more than two-times higher flux at solar minimum compared to solar maximum (8, 9). There is also a 22-year periodicity in solar cycles due to shifts in our sun’s magnetic polarity (10) in successive 11-year cycles, which introduce a further GCR spectral variability. The primary energy spectra of each GCR particle species peaks at several hundred MeV/u, however, more than 50% of the GCR HZE flux is above 1500 MeV/u for typical shielding amounts (8–10). Within shielding or tissue, the energy spectra and fluence of each particle, F(E, Z), changes due to the continuous slowing down of particles in interactions with atomic electrons, and nuclear interactions leading to fragmentation and the production of new particles, including neutrons, mesons, electrons, and gamma-rays from both the GCR and target atoms. The Earth’s magnetic field shields exposures on International Space Station (ISS) missions (11) effectively blocking the primary GCR with energies below about 1 GeV/u. The surface of Mars exposures are modified by the Martian atmosphere and the albedo flux of particle produced in particle interaction with soils, while the soil composition is variable itself (12, 13). In addition, spacecraft passage through the Earth’s radiation belts and solar particle event occurrence needs to be considered making an even more diverse range of exposures. Therefore an approach for a practical solution to GCR simulation is to consider a small number of reference fields that are representative of GCR, while allowing for reproducibility for radiobiological experimentation.

The NASA radiation quality factor (QF) uses particle track structure concepts leading to a radiation quality description based on two physical parameters, particle charge number, Z and kinetic energy per atomic mass unit, E, and has replaced the use of LET due to its inaccuracy as a unique descriptor of cancer risks (9, 11). For example, relative biological effectiveness factors (RBE’s) for protons peak at LET values below 80 keV/μm while for Fe particles the RBE peak can be at an LET of 200 keV/μm or more (9, 11) as described in the NASA QF, while all particles have the same effectiveness as a function of LET in the older approaches. Importantly, biological effectiveness is predicted to decrease above 1 GeV/u for particles of approximately the same LET values due to the spreading of the particles track-width leading to larger contributions from δ-rays for relativistic particles compared to the more effective track core that is dominant for lower energy particle tracks (9, 11). For non-cancer risks, less is known about radiation quality dependence on particle type, and therefore investigations based on Z and E are also warranted.

Beyond defining reproducible reference fields, a second major consideration is the duration of chronic exposures necessary to elucidate risks in astronauts. The use of doses higher than the space condition can lead to misinformation about potential risks, especially for non-cancer effects where dose thresholds are likely and effect severity will increase with dose above a threshold. Considerations for the low GCR dose rates in space should be made in-light of the biological times scales of DNA damage processing, tissue regulation including cell turn-over in various tissues, molecular components of cognition in the CNS, and the evolution of pre-malignant cells in cancer development, etc. In this paper, we discuss how the low GCR dose rates in space lead to a straight-forward approach to chronic exposures simulation. However, the length of exposures needed to avoid dose-rate artifacts will make a true simulation exceedingly costly.

The GCR simulator being developed at the NASA Space Radiation Laboratory (NSRL) located at Brookhaven National Laboratory (BNL) (14) was conceived by one of the present authors (Francis A. Cucinotta) in 2008 (15) during the development of the new BNL electron beam injector source (EBIS) for use at the NSRL and the BNL Relativistic Heavy Ion Collider (RHIC) (16). The upgrade includes a rapid beam switching mode of about 1-min intervals over multiple ion sources, and the addition of new power sources to allow higher beam energies up to 1.5 GeV/u for HZE particles and 4 GeV for protons compared to the current maximum (1.0 GeV/u for HZE particles and 2.5 GeV for protons). In this paper, we consider the design of GCR simulator at the NSRL and recommend a reference field defined by a GCR Z-spectrum in major energy bins that matches validated predictions of space radiation environments (12, 13, 17) for two specific shielding configurations. Pros and cons for space radiobiology research are then discussed and shown to limit the usefulness of a GCR simulator to a narrow range of research questions.

Materials and Methods

We focus on the development of a GCR simulator for the near solar minimum environment because of its higher concern for risk assessments. A second variable to consider is the amount and types of spacecraft shielding and a representative tissue self-shielding. Organ doses and dose equivalents show small variation from GCR, and we therefore considered simulating the average tissue as represented by 5-cm tissue equivalent shielding often used to represent the blood forming organ (BFO) self-shielding distribution (8, 18). We note that experiments with small animals such as mice or rats along with holders, where animals are placed, lead to an additional 2–10 cm of tissue equivalent shielding, such that the use of 5-cm tissue equivalent shielding and these additions result in a simulation that accurately represents the average organ depth in humans. Target fragments produced from tissue atoms (19) will be simulated accurately at such depths of tissue because of the dominance of short-ranged proton and helium fragments produced locally from constituent atoms. We consider the typical spacecraft shielding thickness, which with internal equipment a thickness of about 20 g/cm2 aluminum equivalent, while a minimum shielding of 5 g/cm2 occurs. These two shielding configurations are denoted as the transfer vehicle and surface habitat. In the present paper, we did not consider simulation of exposures on the Mars surface, however this area will be considered in future work. For the Mars surface environment, the energy spectra of neutrons will be an important factor as described in our recent papers (12, 13).

Validated Space Environment Prediction

In order to estimate the space environment within spacecraft shielding, a large number of spaceflight measurements are considered and used to validate computer code predictions. The representation of the GCR particle distribution consists of the free space environment, radiation transport model, and shielding distribution. Extensive spectral measurements of particle type and energy distributons have been reported from satellite and baloon experiments in Antartica using large instruments (>10 kg) that are typically not used on human missions. These data have been used to formulate an accurate computer model of the free space GCR for particles from protons to nickel particles for energies from 0 to 50 GeV/u (10, 20). For the calculations in this report, we use the GCR environment model at 1977 solar minimum. As a model of the GCR environment behind shielding, we use the high-charge and energy (HZETRN) transport code (18, 21, 22), which solves for the spectrum of nuclear fragments from projectile and target nuclei in the continuous slowing down and straight-ahead approximation. The HZETRN code has been compared to extensive flight measurements for dose and dose equivalent on space shuttle, ISS, and Mars transit and Mars surface measurements and generally agree with these measurements to within ±15% (9, 12, 13, 17).

For the nuclear interactions of the primary GCR with the matter, the quantum multiple scattering theory of nuclear fragmentation (QMSFRG) model describes the production of light nuclei through the distinct mechanisms of nuclear abrasion and ablation, coalescence, and cluster knockout (22, 23). Helium interaction cross sections were described previously by Cucinotta et al. (24, 25) while the HZETRN code uses proton and neutron interaction cross sections from the Ranft and Bertini models of nuclear cascade and evaporation processes (18, 21).

Reference Fields at NSRL

In the design of GCR reference field, the changes in the beam composition or energy behind proposed absorbers due to energy loss and fragmentation and production of secondary radiation by the absorber are simulated using the GERMcode (26). For the design of a reproducable reference field, we consider a configuration with a small number of ion sources: p, 4He, 16O, 28Si, and 56Fe. Energy switching is then considered with possible absorbers to spread both the energy and fragment distribution to represent the GCR with some realistic measure in specific Z and E bins. Three energy changes each for 16O, 28Si, and 56Fe are considered, and additional energy changes for p and 4He beams, as described next. The use of a computer-controlled automated binary filter is assumed to allow for beam-specific variable absorber amounts to optimize the spreading and fragmentation of the beam for the purpose of obtaining the desired Z and E dependence of particles at the biological samples. The thickness of the absorber is chosen to reproduce the HZETRN code results for the Z-dependence of particle absorbed dose in the energy bins considered. Particles of lower energy (<50 MeV/u) are a minimal consideration for several reasons, including their stopping in absorbers or the entrance tissues of animals, the continuous slowing down of higher energy particles in the absorber will produce particles following a characteristic 1/LET(E) spectral shape (18) within tissues, and lower energy particles are produced locally in nuclear absorption events of high energy particles.

Light Ions

The NSRL can provide energies of protons and 4He ranging from as low as 40 MeV/u to about 2.5 and 1 GeV/u currently and up to 4 and 1.5 GeV/u, respectively, with the proposed NSRL energy upgrade. In the design of broad energy range of protons and helium comprising the most abundant in GCR, the beam fluence of a specified energy bin is calculated from the dose and fluence relation,
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where, ρ is the density of material, Φ is the number of particles per unit area, fluence, and L is the rate of energy loss, LET. We consider a number of energy changes, 10 or more, for both proton and 4He beams with the precise number considered in design tests of energy resolution relative to experimental simulation times. The QF or RBE for the Z = 1 and 2 particles above a few hundred MeV/u will be close to unity and largely independent of energy making the energy resolution a minor consideration for biological responses. Other H and He isotopes will be produced in the reference field due to projectile and target fragmentation of the various beam–target interactions that result from the overall simulation. The secondary mesons produced through multi-particle production processes at the highest energies (from 3 to 4 GeV) better represent the space situation compared to lower energy particles (<1 GeV/u) where pion production is dominated by one pion production cross-sections. However, these differences will not be significant for biological responses because high-energy pions and their decay products have low RBE, especially for shielding amounts below 100 g/cm2.

HZE Particles

In order to accurately simulate the GCR charge and energy distribution of dose, three major HZE beams (16O, 28Si, and 56Fe) are selected at three energies (500, 900, and 1500 MeV/u). By placing the absorber of polyethylene, the primary particles will interact with the absorber losing energy and producing secondary nuclei through projectile fragmentation. The absorber thickness is chosen to match the Z-distribution predicted by the HZETRN code in three energy bins (0–500, 500–900, and >900 MeV/u). Here, an initial estimate of the absorber thickness of a specified primary ion at the energy bin is calculated from the absorption and extinction rate as,
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where, Dj(Ebin) is the dose of the primary j ion in the energy bin (j for 16O, 28Si, and 56Fe; Ebin for E < 500 MeV/u, E = 500–900 MeV/u, or E > 900 MeV/u), DZ_group(Ebin) is the total dose of the corresponding charge group in the energy bin for j (Z_group for Z = 3–8, Z = 9–14, or Z = 15–28), σj(E) is the macroscopic absorption cross-section for the primary j with energy E, and xpe is the depth of polyethylene absorber.

The dose without the absorber relative to those with the absorber is related to the primary beam and its fragments, respectively. Particle fluence is calculated using the GERMcode (26) for the primary ion without the absorber in Eq. 3a and for the beam fluence required to obtain the dose from fragmentation and energy loss by the absorber in Eq. 3b.
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Here, DZ_group (Ebin) are the dosimetric quantities predicted from the HZETRN code. Babs, j (E) is the beam absorption rate of the primary j ion at energy E as calculated in Eq. 2. The beam fluence of j ion at energy E to the area of 1 μm2 for the exposure to 1 Gy, and the dose without absorber to that with the absorber, can be obtained from the GERMcode (26).

Duration and Order of Exposures

We next consider the proposed beam-energy combination described above and NSRL capability for inter-fraction time for mixed sources as short as 1 min, in order to recommend time profiles for GCR simulation. To obtain reasonable statistics 10 exposures each for our preliminary beam-energy combinations or ~350 fractions are considered as a first estimate resulting in a GCR simulation of about 6 h. When considering the total annual GCR dose of ~200 mGy/y, we note that a small number of particles per pulse has been used previously at NSRL with no technical issues (27). A more refined estimate considers the dose weighting required for different beams such that a higher number of proton and helium pulses compared to the O, Si, and Fe beams. In a shift from proton to proton, or proton to helium, exposures of different energies will occur frequently under these conditions, and therefore we estimate about 8–10 h-exposure duration would provide a reasonable simulation time based on beam delivery and dose weighting considerations alone. However, biological response time scales, including the kinetics of responses in experimental models compared to astronauts on space missions, lead to further considerations as described next.

We considered a kinetics formalism of the multi-hit model to estimate the number of cells hit by HZE particles during the evolution of a chronic exposure. The model assumes the particle hits are Poisson distributed. We consider the fluence rates for HZE particles alone or including protons and helium, and estimates of cell or tissue structure sensitive areas, A, with biological processes relaxation times, τrelax, such as DNA repair or signal transduction. The mean hit-rate per day, Hr, is estimated using A and the fluence rate, F by
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The kinetics representation of the Poisson distribution of cells (or sensitive tissue areas) with 0, 1, 2, etc. hits denoted as ni at any given time is given by the system of ordinary differential equations:
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Where KD is the decay rate given by ln (2)/τrelax, K(i)in is rate of cell death after the ith-hit, and fi is the fraction of ni cells that are not eliminated by the ith-hit. Using hit rates from the GERMcode simulations described in this report and several possible relaxation times, Eqs (5a) and (5b) are solved numerically to make predictions comparing these cell populations for chronic exposures of varying lengths.

The order of exposures in space is random as weighted by particle fluence for a given species and energy. Using random number generators, a random order of exposures can easily be obtained. For biological research replicate experiments are required, such that a computer model generated order should be used for each replicate experiment. Selecting a different order with proper weighting would not likely change the experimental results within expected uncertainties, however may require further considerations.

Results

Two spherical configurations of 20 and 5 g/cm2-thick aluminum are used for an equivalent Mars transfer vehicle and the minimum amount for pressure vessel-wall in living quarter, respectively. The annual 5-cm tissue doses from exposure to GCR at 1977 solar minimum environment are simulated after passing through shielding configurations of a Mars transfer vehicle or a habitat. The Z-group dependence of the dose from the prediction of HZETRN code for the two shielding configurations are reported in Tables 1 and 2 and Figure 1. These results show the expected dominance of protons and helium to tissue doses for typical shielding amounts. Table 3 shows the HZETRN predictions of the energy spectra for hydrogen and helium particles for the two shielding configurations in different energy bins. The highest energy bin includes integral contributions from all particles above this energy. The light ion beam fluence per unit area at each energy is also shown in Table 3, which is calculated with regard to the corresponding dose fraction of light ions in each energy bin. Not shown are the variation of the spectra at lower energies where hydrogen and helium particles reach high LET values (>10 keV/μm); however these particles follow a characteristic spectra of 1/LET(E) from atomic slowing down or are produced locally due to their small range (18). Thus they are adequately represented by the use of the 5-cm tissue equivalent shielding along with the additional materials of the tissue for the animal model considered.

TABLE 1 | Contributions from different charge groups predicted by HZETRN code for two reference shielding designs.
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TABLE 2 | Comparison of doses of several charge (Z)-groups in three energy bins from the HZETRN code to the model GCR reference field (in parenthesis).
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FIGURE 1 | Prediction of annual 5-cm tissue equivalent dose for energy and charge groups from exposure to annual GCR at 1977 solar minimum. (A) habitat, (B) transfer vehicle.



TABLE 3 | Beam energy and fluence for light ions (Z = 1 and 2).
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Figure 2 shows comparisons on the GERMcode simulation to measurements at NSRL for Bragg curves in polyethylene for beams 28Si at 0.4 and 0.98 GeV/u and 56Fe at 0.3 and 0.97 GeV/u. The GERMcode accurately predicts the depth-dose distribution, and predicts the so-called tail distribution of fragments that go well beyond the range of the primary beam. As the kinetic energy and projectile beam mass increases, the Bragg peak is diminished and a nearly exponential depth-dose distribution will occur above a few GeV/u.
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FIGURE 2 | Comparison of GERMcode and NSRL measurements for the depth-dose distribution in polyethylene shielding for 28Si and 56Fe beams.



Table 4 shows the extinction fraction of the specified heavy ions of a GCR simulator needed to match the prediction of dose fraction of GCR ion from HZETRN code, and the prediction of the depth of polyethylene absorber according to Eq. (2) with the macroscopic absorption cross sections of the ions in polyethylene, σabs. In the design of a GCR simulator, the dose distribution from particles with charge numbers other than primary beam is through fragmentation of the selected heavy ion. Tables 5 and 6 show the modified absorber depth to promote more fragments from high energy beams, by which the dose fraction of Z-group at each energy bin has been best matched to the prediction of HZETRN code. Tables 5 and 6 also show the mean energy of the primary beam after penetrating the absorber distance. In the current design, the primary beam does not completely stop after the absorber depth (except 500 MeV/u 28Si) due to the downgraded energy of the beam. A broad energy range behind the absorber depth results for the projectiles and fragments. The corresponding heavy ion beam fluence of the primary and the fragments at 5-cm tissue inside the habitat and the transfer vehicle are also shown in Tables 5 and 6, respectively.

TABLE 4 | Heavy ion beam extinction fraction for GCR simulator based on dose fraction of the beam predicted from the HZETRN code, absorber depth in polyethylene xpe, for beam extinction fraction, and macroscopic absoprtion cross sections, σabs, of the beam in polyethylene.
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TABLE 5 | Heavy ion beam fluence in energy bin with polyethylene absorber for mixed-field spectrum inside the habitat (5 g/cm2 aluminum + 5-cm tissue) to match the dose of Z-group at energy bin predicted from HZETRN code. The beam energy and average energy of the beam after the absorbor, Eout. are shown.
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TABLE 6 | Heavy ion beam fluence in energy bin with polyethylene absorber for mixed-field spectrum inside the transfer vehicle (20 g/cm2 aluminum + 5-cm tissue) to match the dose of Z-group at energy bin predicted from HZETRN code. The beam energy and average energy of the beam after the absorbor, Eout are shown.
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The current GCR reference field using nine HZE beam-energy combinations with absorber is compared to simulated full GCR environments in terms of Z-group dose distribution in Table 2, where good agreement is found. The individual charge contributions to the dose distribution are shown in Figures 3 and 4. Improved matching of several GCR elements such as Z = 6, 10, and 12 will require the use of a larger number of primary beams. To minimize the error of overall Z-distribution of dose and to best match the Z-group dose as shown in Table 2, the required doses of the primary beams are listed in Table 6, Dj(E). The resultant dose distribution in Figures 3 and 4 shows that our minimal GCR reference field describes qualitatively very well the representative Z-distribution of dose for full simulated GCR environment, and can be easily improved by the use of a larger number of primary beams.
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FIGURE 3 | Z-distribution of dose at 5-cm tissue by the GCR reference field using nine HZE beam-energy combinations compared to those by the simulated full GCR spectrum at 1977 solar minimum inside habitat wall (A) and transfer vehicle (B).
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FIGURE 4 | Estimate of error of GCR simulator by accelerator energy cutoff of 1.5 GeV/u or 900 MeV/u for solid cancer risk at 5-cm tissue equivalent depth inside habitat wall from exposure to annual GCR at 1977 solar minimum.



The limitation of upper energy of the simulation compared to the GCR environment in space introduces some error because the dose above 1.5 GeV/u (4 GeV) for HZE particles (protons) is assumed to be represented by the upper energy bin as described above. The magnitude of this error will depend on which biological response is considered. Based on the central estimates of the NASA QF function for solid cancer risk (9), we estimated the error by using the HZETRN code, for which predictions with the QF held fixed at either 900 or 1500 MeV/u are compared to those using the actual energy dependence in the NASA QF values (Figures 4 and 5 for 5 and 20 g/cm2, respectively). The GCR simulator overestimates the dose equivalent because the NASA QF decreases above the cutoff energy. This is in contrast to the older QF models used by the International Commission on Radiological Protection (ICRP) for ground-based exposures where the LET dependence is such that QF increased with increasing energy above 1.5 GeV/u for most GCR heavy ions. The error using the NASA solid cancer QF basis is quite reasonable being <12 or 5% for a cutoff of 900 or 1500 MeV/u, respectively. It is important to emphasis the higher energies (>1 GeV/u) are needed at an accelerator to obtain particles of sufficient depth of penetration in a mixed-field as well as minimizing the error in dose equivalent simulations.
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FIGURE 5 | Estimate of error of GCR simulator by accelerator energy cutoff of 1.5 GeV/u or 900 MeV/u for solid cancer risk at 5-cm tissue equivalent depth inside transfer vehicle from exposure to annual GCR at 1977 solar minimum.



It is well known that for HZE particle fluence in space each cell nucleus would receive only 0 or 1 particle traversal with nearly 100% probability, such that there is a negligible probability for individual cells to receive two or more HZE particle hits on long-term space missions. Larger targets suggested by non-targeted effects or for damage to neuron cells including dendritic trees (4) lead to other considerations. At the other extreme, each cell will receive about 1 particle traversal per 2 days for proton fluence near solar minimum and about an equal number of δ-ray cell traversal (28). If a major consideration was about protons or δ-rays hitting the same target cell within the simulated time compared to the space condition of about one per day, then a minimal GCR simulation time of at least 2 days should be utilized.

Figure 6 shows the time-dependent probabilities for cells with 100 μm2 area to receive 1 or >1 particle hit at a given time point during the actual GCR exposure over 1-year (Figure 6A) or NSRL simulations of 30 or 2 days (Figures 6B,C, respectively). Similar comparisons are shown in Figure 7 for a larger area of 500 μm2. Predictions for relaxation times of 1 or 7 days are shown assuming an average rate of cell inactivation of 10% per hit (29). For example for a 2 day, GCR simulation assuming a 100 μm2 target size 5 or 10% of cells will receive two or more HZE hits for relaxation times of 1 or 7 days, respectively. Larger multi-hit percentages occur for the 500 μm2 where the two or more HZE particle hit probability exceeds the one-hit probability for a 2 or 30 days simulation. This larger area would be more representative of areas suggested by non-targeted effects studies (30, 31) or neuronal cell structures (7). Cells with multiple hits will likely have a significantly higher response compared to cells with a single HZE traversal and thus could dominate responses, and short (<1 week) exposure times will likely lead to over-estimation of effect. Multiple-hit artifact contributions will increase for shorter simulation times. However, the beam-time costs and limitations in types of endpoints to be observed in experiments of this duration are large hurdles in using a GCR simulation for improving risks models and reducing their uncertainties.
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FIGURE 6 | Predictions of percentage of cells with 1 or >1 HZE particle hits as a function of exposure time in chronic irradiations with 20 g/cm2 aluminum and 5-cm tissue shielding. Results for a 1-year mission (A) are compared to 30-days and 2-days ground-based simulations (B,C) for biological response relaxation times of 1- or 7-days assuming cell areas of 100 μm2.
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FIGURE 7 | Predictions of percentage of cells with 1 or >1 HZE particle hits as a function of exposure time in chronic irradiations with 20 g/cm2 aluminum and 5-cm tissue shielding. Results for a 1-year mission (A) are compared to 30- and 2-days ground-based simulations (B,C) for biological response relaxation times of 1 or 7-day assuming cell areas of 500 μm2.



Discussion

The transport code predictions discussed in this paper suggest that very detailed simulations of the Z and E dependence of HZE particle doses can be made with only a few beam type and energy changes using an automated absorber depth for each primary beam. Based on the current technologies at the NSRL GCR simulations within 8 h would be possible but would not be representative of the space situation because of the multiple-hits per cell or neuronal structure artifacts that would arise. GCR simulations based on particle charge and energy are needed due to the inaccuracy of LET as a descriptor for both cancer (9) and CNS effects (30). The error introduced by an HZE particle cut-off of 1500 MeV/u relative to the particle spectrum in space is small for the solid cancer dose equivalent, however the energy upgrade at NSRL is needed to obtain particles of significant range to represent spacecraft or planetary atmosphere shielding. Errors introduced for CNS or other risk estimates have not been evaluated and would be difficult to estimate based on the limitations in current CNS animal data (4).

High energy protons and helium particles are of low RBE and simulation of the details of their energy spectra above 100 MeV/u is not critical and can be considered in terms of their cumulative doses and target fragment production. However, a large number of energy changes for these beams should be possible based on previous exposures simulating solar particle events at NSRL. Neutrons are produced in the absorbers or tissue equivalent materials using our design through nuclear reactions. Additional neutrons are produced in tissues of mice or rats and holders to be employed in experiments. Low energy neutrons (<5 MeV) are known to have large RBEs for late effects and their dose contributions will be reproduced accurately if the high-energy charged particle composition and energy spectra are simulated accurately. Protons and helium particles create the most neutrons in space because of their much higher fluence amongst the GCR. Previous radiobiology studies with high energy proton beams using very thick absorbers (31) suggest that neutrons are ineffective in producing biological damage at high-energy (>100 MeV). This observation is readily predicted by the mean-free path of neutrons which is generally >10 cm for materials of interest. Because of the similarity of nuclear absorption cross sections, the secondary particles and target fragmentation spectrum produced by protons and neutrons of energies above a few hundred MeV are nearly identical. Thus high energy protons are biologically more effective compared to neutrons of the same energy per unit fluence because of their charge state. On the other hand, for very thick absorbers such as on the Martian surface or within a solar particle event storm shelter, low energy neutrons and concurrent depletion of HZE particles by the Martian atmosphere suggest a distinct reference field could be considered to simulate neutron spectra following the results of Kim et al. (13).

There are many areas of space radiation research which should continue to focus on track segment irradiation, including mechanistic studies of radiation quality and the development of data bases for improving radiation quality function models or dose-rate effects for cancer and non-cancer risks using multiple single particle species (MSPS) approaches. Studies of end-points such as chromosomal aberrations have already been made in space where biophysical models are shown to well produce measurements from astronauts (32). Prediction of the frequency of dicentric aberrations in lymphocytes (5.78 × 10−3) were compared to data from a Mir-18 crew member (6.4 + 2.0 × 10−3) and demonstrated good agreement (33). To repeat DNA damage experiments at a GCR simulator or other similar cell culture experiments is not recommended by the present authors because it would add little to reducing the uncertainties in risk estimates. Experiments with animals to reduce risk estimate uncertainties present other considerations as discussed next.

We have shown that the duration of a chronic GCR-simulated exposure to accurately reproduce the space situation should be several weeks or longer. However, a precise estimate will require understanding underlying mechanism for risk for the biological model considered. DNA damage processing is complete within a few hours for low LET radiation and 1–2 days for high LET radiation (34–36). For example, high LET radiation has been shown to have a preference for homologous recombination repair (37) due to the generation of short fragments (36) due to clustered DNA damage. Tissue responses including the TGFβ-Smad signaling pathway have been shown to control the DNA damage response (38–40) and can remain activated for a week or longer in vivo. Long relaxation times may be important for fluence-rate and exposure time considerations as described above. Other considerations are the turn-over times of different tissue types and the distinct mechanisms for targeted and non-targeted effects in cancer risk. In addition, slowly and rapidly dividing tissues could present distinct optimal chronic exposure times, and abscopal effects should be considered.

Animal experiments over several weeks present some unique challenges to particle accelerator experiments. Older studies of cancer risks with fission neutrons and gamma-rays supported by the Atomic Energy Commission and the Department of Energy (DoE) in the United States (41–43) were performed for as long as 60-days using specially designed irradiation facilities to house animals and were often restricted to an 8 h/day exposure regime to both facilitate animal use feasibility and represent conditions of radiation workers at nuclear reactors. The current exposure room at NSRL was not designed for long-term animal exposure. Astronauts are exposed in space on a 24 h/day cycle and the restriction to an 8 h/day exposure could introduce differences in biological responses due to circadian rhythm effects or unrepresentative DNA damage processing, cell cycle, or signal transduction cycles. Long-term exposure studies of CNS effects and interest in simulation of microgravity effects on radiation responses using the hind-limb suspension model in mouse have not been made in the past and it is not clear what experimental validation is needed prior to such studies under chronic irradiation conditions.

In considering CNS risks changes to cognition including memory can be through multiple mechanisms leading to changes to synapse (7). Synapse formation, stabilization, and decay have a fast actin dependent component (less than one day) and a slow plasticity dependent component (days to years) (32, 44). The average lifetime of synapses will vary in different regions of the brain and in comparison of mice or rats and humans. A black-box approach could consider varying the duration of the exposure, from a few days to a few weeks, to observe how CNS responses are changing with exposure time. However such experiments would involve large beam-time costs at current rates of >$6000 (US) per beam-time hr, present new experimental challenges to CNS radiobiology with animal models, and limit the number of studies to be performed because of their duration and time constraints at NSRL. Therefore if absent of an important scientific hypothesis, such studies should not be pursued. Development of the knowledge to predict CNS risks is favored over such black-box approaches.

There are also practical limitations to long-term exposures of a large number of mice or other small animals. The number of studies that can be performed at duration of month or longer is likely restricted to few per year, and the large costs of beam time that would result from such studies is a major obstacle. Several hundred highly constrained mice can be irradiated in a 60 × 60 cm2 beam configuration at NSRL for acute irradiation, however this approach is not practical for an exposure of several weeks including the requirement of replicate experiments for biological research. Risk model validation experiments are currently limited by the short-comings in available biological models of human risks, and the larger number of risks of interest (1–7). In addition the statistical errors in animal model data for track segment irradiations would likely complicate the interpretation of the outcome of a validation experiment with a GCR simulator.

It is of interest to explore new research areas that could be considered with a GCR simulation approach. One area of interest is a possible scientific hypothesis related to differences in biological responses for a mixed-field of particles of varying track structure due to synergistic interactions of particles of different radiation qualities. Very few low dose fractionation studies with protons and a single HZE particle species (45, 46) or fractionated HZE particles (47, 48) have been made and would be needed first to understand if synergistic effects are a valid concern. The few studies that have been made suggest that mixed radiation field synergistic effects, which violate the general principal of additivity used in radiation protection, will only occur if the mean inter-fraction times are <8 h (45–48). The validity of the additivity assumption used in radiation protection for the biological dose estimated for the endpoint of chromosomal aberrations was recently supported by a comparison of ISS crew-members participating in multiple ISS missions (49).

Another potential area of research with a GCR simulation is in the testing of biological countermeasures (BCM) with drug screening of panels of agents and different dosages for various space radiation risks. For BCM research, the matrix of risk types, radiation types and doses to be studied with different drug types and dosages in animals suggest the traditional approach to track segment irradiation may be at a very high cost for current space radiobiology efforts. On the other hand, the goals of BCM research are underdeveloped at this time. Acute risk BCM’s may not be needed because SPE organ doses are readily mitigated with shielding and alert dosimetry. Acute risk BCM’s may also be antagonistic to risks for late effects if they suppress apoptosis. Observations of low RBE’s for leukemia induction by HZE particles (50) suggest BCMs for this risk may not be needed except for an unexpected SPE exposures during extra-vehicular activity. For the risks of CNS and non-cancer late effects even less is known, including if dose thresholds for these risks will be exceeded for specific exploratory space missions, or how to extrapolate from animal models to human. At this time, BCM’s for solid cancer risks stand out as being a likely requirement for space missions. However, the mechanisms leading to the large RBE for HZE particle solid cancer and qualitative differences in tumor spectrum found in mice are poorly understood at this time (11). For mechanistic studies of GCR biological effects, the use of a GCR simulator would carry with it important concerns due to the complication of not knowing which spectral components produced an observed effect.

In summary, the development of our GCR simulation approach at NSRL is a promising long-term research goal especially for potential drug screening and BCM development approaches. However before such studies should be pursued, the mechanisms of space radiation risks and their underlying radiation quality and dose dependences need to be established. We find that the use of a GCR simulator to achieve uncertainty reduction in risk models suffers from several detrimental issues. Our analysis shows that for accelerator GCR simulations, a large percentage of cells will be hit with two or more particles in a simulated chronic exposure of a week or less and thus would not properly simulate the space condition. Therefore exposures of several weeks or longer will be needed to avoid such artifacts. This error will probably be higher for CNS risks compared to cancer risks because of the larger sizes of neuronal structures. GCR simulations for chronic times approaching 30 days are warranted to avoid any high dose-rate artifacts that will occur for shorter chronic exposures. There is no single “validation model” that can be suggested to measure risk and therefore is only through the totality of information from experimental and theoretical research that risk estimates are improved. Barring direct irradiation of humans at a GCR simulator, it is only through the development of more accurate biological models of space radiation risks and the underlying theoretical descriptions that these goals can be met, while the experimental complication of the use of mixed radiation fields would not likely facilitate this understanding. Near-term research focus should remain on these goals using track segment irradiations at low doses of HZE particles (<0.1 Gy) in support of the safety and well-being of astronauts participating in long-term space missions.
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Individuals differ in their susceptibility to radiogenic cancers, and there is evidence that this inter-individual susceptibility extends to HZE ion-induced carcinogenesis. Three components of individual risk: sex, age at exposure, and prior tobacco use, are already incorporated into the NASA cancer risk model used to determine safe days in space for US astronauts. Here, we examine other risk factors that could potentially be included in risk calculations. These include personal and family medical history, the presence of pre-malignant cells that could undergo malignant transformation as a consequence of radiation exposure, the results from phenotypic assays of radiosensitivity, heritable genetic polymorphisms associated with radiosensitivity, and postflight monitoring. Inclusion of these additional risk or risk reduction factors has the potential to personalize risk estimates for individual astronauts and could influence the determination of safe days in space. We consider how this type of assessment could be used and explore how the provisions of the federal Genetic Information Non-discrimination Act could impact the collection, dissemination and use of this information by NASA.
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INTRODUCTION

In spaceflight, astronauts are exposed to a radiation environment consisting of a uniform flux of background galactic cosmic radiation with intermittent pulses of high energy protons from solar particle events. As employers, NASA must comply with the federal Occupational Safety and Health Act, which (among other things) requires NASA to set radiation exposure limits to protect the health of astronauts on space missions (1). At the time of this writing, NASA’s approach to setting permissible radiation exposure limits is unique among federal agencies. The risk of developing a fatal cancer from radiation exposure is calculated using a regularly updated model, currently NSCR 2012 (2) as recently revised (3). Career exposures are limited to doses that will not result in more than a 3% probability of fatal cancer (risk of exposure-induced death or REID) at the 95% upper confidence interval of the risk calculation. For an individual astronaut, the risk calculation takes into account the astronaut’s age at exposure and sex, and assumes that he or she is a non-smoker. Because the risk for most radiation-induced cancers decreases with older ages at exposure and risks are greater in females than males, the effect is to allow less cumulative flight time for female and younger astronauts. Several reference missions, including a near Earth asteroid mission and Mars missions exceed the 3% REID for fatal cancer; so do multiple ISS missions exceeding a total duration of about 24 months for male astronauts and about 18 months for female astronauts during solar minimum (3, 4). This article examines whether possible personalized risk approaches might be used to characterize these risks. It is important to point out that these excess risks also raise important ethical issues that are beyond the scope of this article (5).

The inclusions of age at exposure, sex, and smoking status in setting radiation dose limits can be viewed as steps toward personalizing risk assessments. There are additional approaches, either feasible or currently available, that could further personalize these assessments. Personalized risk calculations could potentially be used for pre-employment screening to select crew members for particular flights or could be provided to crew members and their flight surgeons for personal medical counseling with confidentiality safeguards. The legal issues raised by each of these uses are discussed below.

This article considers evidence that inter-individual differences contribute to cancer risk from radiation exposures, how these differences can be detected and how the information might be used. In addition, this article discusses how potential approaches for the detection of inter-individual differences in susceptibility to radiogenic cancer could impinge on the federal Genetic Information Non-discrimination Act of 2008 (GINA) and explores whether an employer (i.e., NASA) could lawfully use the information in employment or work assignment decisions.

Cancer risk is not generic. There are specific cancers that pose the greatest risks of exposure induced death. Using calculated REIDs from NSCR 2012 for 45-year-old male and female astronauts [Tables A3 and A7 in Ref. (2)], the greatest risks are for lung, stomach, colon, ovarian, breast, liver, and bladder cancers for females, and lung, colon stomach, bladder, liver, and prostate cancers for males. Leukemia is also a risk for both sexes. Each of these tumor types is likely unique in the extent to which susceptibility to them differs between individuals and in their amenability to preclinical detection.

APPROACHES

Personal and Family Medical History

Relative risk and absolute risk models and combinations of the two are used in risk calculations. Relative risk is calculated as a dose-dependent multiple of the background incidence of a cancer, whereas absolute risk is an added number of cases per unit dose that is independent of the background incidence. Which model best fits epidemiological data depends on the tumor type being modeled. The relative risk model assumes that radiation increases the incidence of spontaneous tumors and implicit in that assumption is that radiogenic cancers are the same or nearly the same as their spontaneous counterparts. There is evidence that the relative risk model reflects biological reality for at least some radiogenic cancers. The few radiogenic tumors that have been characterized carry the same cytogenetic and molecular aberrations as a subset of spontaneous tumors of the same histotype (6–11). For example, sporadic acute myeloid leukemias (AML) have a range of recurrent chromosomal aberrations, predominantly translocations. However, radiation-induced AML are generally associated with deletions on chromosome 5 and/or 7 (11), cytogenetic lesions that occur in only a few percent of sporadic AML (12). The most plausible explanation is that radiation can contribute a step or steps to some of the pathways leading to sporadic leukemias (e.g., those involving chromosome 5 or 7 deletions), but radiation is ineffective in complementing other leukemogenic pathways.

If the goal is to move from a population-based risk calculation to a personalized risk calculation for setting permissible space radiation doses for an individual astronaut, one possible approach would be to use the astronaut’s background risk in place of the population background risk as the baseline for relative risk calculations. Individuals differ in their susceptibility to spontaneous cancers due to a number of factors related to lifestyle, genetic background, and poorly characterized environmental exposures. For example, a family history of some cancers (e.g., colorectal and breast cancer) confers greater risk. An individual with a first degree relative diagnosed with a colorectal cancer (CRC) is 2.4-fold more likely to develop CRC than someone without an affected relative (13). For that matter, the monozygotic (identical) twin of a man with colon cancer has about a 7-fold greater risk of developing colon cancer than a man with an unaffected twin, for woman with an affected monozygotic twin the risk is about 14-fold (14).

Risk calculators are readily available for some sporadic cancers. Several have been developed that assess individual breast cancer risk based on combinations of inputs on family history of breast and ovarian cancer, current age, race or ethnicity, breast biopsy history, age at menarche, breast tissue mammographic density, and reproductive history (15). Potentially, some of these inputs might be useful in personalizing radiogenic breast cancer risk calculations. Risk calculators are also available for CRC (16–18). The information input into these calculators includes family history, sex, current age, race and ethnicity, diet, body mass index, screening history, polyp history, use of aspirin, non-steroidal anti-inflammatory drugs, oral contraceptives and estrogen replacement, physical activity, smoking, and alcohol consumption.

Synopsis

Individual risk of radiation carcinogenesis might be more accurately calculated by including family history of cancer and/or personal medical history including a history of colon polyps or breast biopsies. An assumption in this approach is that breast or colon cancer risk from space radiation exposure can be predicted, at least partly, from background risk by a transfer model incorporating multiplicative risk. In the current risk model, this assumption is made for CRC through the use of a mixture model (0.7 multiplicative and 0.3 additive) [Ref. (2), p. 80]. An additive model is used for breast cancer because it better fits results of a meta-analysis, not because of a biological basis.

Detection of Preneoplastic Cells and Dormant Microtumors

Preneoplastic cells and dormant microtumors are frequently detectable in clinically normal individuals (19, 20), and it has been proposed that radiation exposure can lead to their promotion and/or progression. The best evidence for this comes from studies of leukemia. In 2005, Nori Nakamura advanced the hypothesis some individuals harbor clones of hematopoietic cells with preleukemic mutations and consequently are susceptible to radiogenic leukemias (21). The putative mechanism is that radiation exposure induces additional leukemogenic mutations in the preleukemic cells leading to overt disease. Nakamura’s hypothesis is based on epidemiological investigations of leukemia in atomic bomb survivors and the findings of Mori et al. (22) showing that leukemia relevant translocations can be detected in the blood of about 1% of newborns, the vast majority of whom will never develop leukemia.

The detection of preleukemic cells in peripheral blood samples from some clinically normal individuals has been extended to adults [e.g., Ref. (23–25)]. Data from large-scale whole exome sequencing studies using peripheral blood cells as a DNA source have been mined to identify individuals that carry clonal expanded somatic mutations in leukemia related genes. The frequency of people harboring these cells increases with age and is associated with an increased risk of hematopoietic cancer (26, 27). That increased risk suggests that at least some of the mutations detected in mature circulating blood cells occurred in stem or progenitor cells primitive enough to undergo leukemic transformation.

Perhaps the best evidence for the existence of preleukemic cells that can be driven to complete leukemic transformation by exposure to a genotoxic agent comes from recent observations by Wong and coworkers (28). Radiation-induced AML commonly carry TP53 mutations. Wong found that two patients who developed AML following cytotoxic chemotherapy had identical TP53 mutations in their leukemic cells and in blood samples collected prior to therapy. The likely explanation is that preleukemic cells (those with TP53 mutations) progressed to frank leukemia as a consequence of cytotoxic chemotherapy, and the inference is that radiation exposure could have a similar effect.

Screening individuals for preleukemic cells using peripheral blood samples can be accomplished with existing technologies, either SNP arrays for genomic gains or losses or uniparental disomy, or next generation sequencing for defined mutations in clonal populations.

Some pre-invasive tumors can be detected in situ, with mammography for the detection of ductal carcinoma in situ and colonoscopy for the detection of adenomatous polyps being commonly used screens. Whether these neoplasias can be driven to malignancy by radiation exposure are unknown at this time and, consequently, the value of pre-exposure screening to lower radiogenic cancer risk is also unknown.

New early detection methods for a range of cancers are being clinically evaluated, and some examples that are relevant for tumor types of greatest interest for space flight are briefly mentioned here. Promising results have been reported for a CRC early detection test based on the identification of mutant KRAS sequences in DNA from tumor cells shed into stool. The assay is less intrusive than colonoscopy and therefore more likely to be used. Mammary epithelial cells are accessible for cytological screening for premalignant cells (29), and the test is offered to women at high risk for breast cancer. Its predictive value has not yet been established, but there are ongoing investigations on this approach including the incorporation of biomarker detection in the test. Low-dose computerized tomography (LDCT) lung cancer screening has been shown to decrease lung cancer mortality in heavy smokers or former smokers (30). LDCT frequently detects lesions in non-smokers, but whether these lesions are dormant microtumors that can be promoted by radiation exposure is unknown.

Synopsis

Assays are currently available or in development for the detection of preneoplastic cells or dormant microtumors that could potentially undergo promotion or progress to frank cancer as a consequence of radiation exposure. Individuals with these incipient malignancies may be at higher risk for radiogenic cancer than those without. The various testing procedures involve simple imaging, the detection of overexpressed or aberrant proteins, or the detection of somatic mutations in DNA from cells collected using minimally invasive techniques. The potential of premalignant cells or dormant microtumors to progress as a consequence of radiation exposure is not known.

Phenotypic Assays of Sensitivity

The development of cell-based assays to identify radiation oncology patients sensitive to normal tissue injury has been an area of active research for many years. A logical extension of this research would be the development of assays for the identification of individuals susceptible to radiogenic cancers (or treatment-induced second malignant neoplasms in the context of radiation oncology). Cells collected from different individuals and irradiated ex vivo vary in their radiation responses as measured by endpoints putatively related to cancer such as clonogenic survival, DNA repair efficiency, transcriptional changes, number of cytogenetic aberrations, and proportion of cells undergoing apoptosis. Whether the inter-individual differences for any of these radiobiological endpoints predict inter-individual differences in susceptibility to radiogenic cancer is still speculative, but two assays are particularly interesting because they identify a sizable proportion of the population as being mildly radiation sensitive and are associated with sporadic cancer risk.

The G2 chromosomal radiosensitivity assay, which measures chromosome aberrations in cells irradiated in the G2 phase of the cell cycle, identifies about 5–10% of clinically normal individuals and about 40% of breast cancer patients as having enhanced chromosomal radiosensitivity (31, 32). The low dose rate (LDR) gamma-H2AX assay is based on quantifying residual DNA double strand breaks in cultured cells that have been irradiated at LDR. Fibroblasts from about 40% of clinically normal individuals fall in the mildly sensitive range, as do individuals heterozygous for ATM mutations, a group that has an elevated risk of breast cancer. Hereditary retinoblastoma patients who are at risk of second malignancies in the treatment field if they are treated with radiotherapy are also mildly sensitive in this assay (33, 34).

Human tumors and some human normal tissues can be propagated long term in immunosuppressed mice. Mice carrying human tumors from individual patients (patient derived xenografts) have been used to test the efficacies of alternative treatment regimens with the aim of tailoring treatment to specific tumors, thus personalizing cancer therapy. An obvious next step is the use of mice harboring normal human tissues to personalize radiogenic cancer risk assessments. The advantage of irradiating human tissue samples maintained in mice as compared to irradiating tissue samples in culture is that the tissue samples in mice would be in a more physiological setting and could be assayed long after irradiation. For example, NASA is currently supporting research that involves irradiating mice with human hematopoietic systems (so-called “humanized” mice) and monitoring the human cells for leukemia related endpoints. While this research is designed to explore the effects of simulated space radiation on the human hematopoietic system, it raises the possibility of using the same system to assess individuals for susceptibility to radiation-induced leukemia. Mice can be humanized using hematopoietic stem cells mobilized into the peripheral blood of donors by treatment with GCSF. These mice could be exposed to radiation and their human hematopoietic cells monitored for preleukemic changes such as mutations or chromosomal aberrations associated with leukemia with the goal of identifying donors whose hematopoietic cells had higher or lower frequencies of such changes.

Synopsis

Assays are under development that would use cells collected from individuals and irradiated ex vivo to determine susceptibility to radiogenic cancer. The endpoints in these assays will not be cancer per se, but surrogates for cancer susceptibility such as persistent DNA repair foci, chromosomal aberrations, or tumor associated mutations.

Genotypic Assays of Sensitivity

It has been known at least since the mid-1950s that some murine inbred strains are more susceptible to specific radiogenic cancers than others (35). The most likely explanation for the strain differences in susceptibility is the genetic differences between the strains, an explanation that is strongly supported by the identification of some of the genetic polymorphisms responsible (36–38). There are multiple lines of evidence that the genetic susceptibility to radiation-induced cancers observed in mice extends to humans.

It is fairly straightforward to demonstrate that humans differ for radiation responses and the differences are, in part, heritable. Twin studies show a greater concordance for radiobiological endpoints between monozygotic twin pairs than between dizygotic twin pairs. The reasoning behind these studies is that monozygotic twin pairs share their entire genome whereas dizygotic twin pairs share only about half of their genomes, but both monozygotic and dizygotic twin pairs share the same environments. A greater concordance for a trait, such as the percentage of lymphocytes that undergo radiation-induced apoptosis, between monozygotic twin pairs than dizygotic twin pairs would be due to their greater genetic similarity. The endpoints that have been assayed and found to be under genetic control are chromatid breaks following irradiation of PHA-stimulated peripheral blood cells (39), radiation-induced apoptosis (40, 41), and radiation-induced cell cycle delay (41). These endpoints are potentially related to radiation carcinogenesis, but the findings are only suggestive that susceptibility to radiation-induced cancer is a heritable trait.

Perhaps the first epidemiological data suggesting there might be a heritable component to susceptibility to radiation-induced cancer was the finding of a high risk for breast cancer diagnosed before age 35 in A-bomb survivors suggesting interaction between radiation exposure and genetic susceptibility to early onset breast cancer (gene and radiation interaction) in a subgroup of women (42). More recently, a study of families in which multiple members had been irradiated for treatment of tinea capitis found familial aggregation of radiation-associated meningiomas (43) suggestive of genetic susceptibility.

Evidence for genetic susceptibility to radiogenic cancers also comes from clinical observations of patients with rare, heritable cancer syndromes. In these examples, increased risks of radiation-induced cancers are linked to mutations (albeit rare mutations) in known genes. Hereditary retinoblastoma patients have a high incidence of sarcomas, which is further elevated by radiotherapy (44–46), children with neurofibromatosis type I treated with radiation for optic pathway gliomas are at increased risk for second nervous system tumors (47), and Gorlin’s syndrome patients treated with radiotherapy develop basal cell carcinomas in the treatment field (48). The early onset and high penetrance of retinoblastoma makes it highly unlikely anyone with the heritable form of the disease would be selected for the astronaut corps (though de novo mutations resulting in somatic mosaicism mean the possibility cannot be completely excluded). While the association of some rare heritable syndromes with increased risk for radiation-induced cancers is interesting, the real questions are whether susceptibility occurs in the absence of readily identifiable syndromic disease in clinically unremarkable individuals and whether susceptible individuals are extremely rare or common.

Some common genetic polymorphisms associated with increased or decreased risks of radiogenic cancers have been identified in genetic association studies (49–54). A limitation of this approach is that the polymorphisms detected are limited to those selected for the studies, which are in genes known to be mutated in cancer or related to response to ionizing radiation-induced DNA damage.

Genome-wide association studies (GWAS) avoid the bias toward genes considered likely to influence radiosensitivity by screening the entire genome. However, GWAS studies of spontaneous cancers typically yield modest risk estimates, an observation fueling skepticism about their use in studies of radiogenic cancers. There are two reasons why GWAS associations in radiation-induced cancers may prove to be stronger. The first is that associations become stronger as the tumor subtype is more rigorously defined. There is reason to believe that radiogenic tumors only arise along a subset of oncogenic pathways (see the example of radiation-induced AML above), so GWAS associations for radiogenic tumors may be stronger because these tumors are genetically less diverse. The second reason to expect stronger associations with radiogenic than spontaneous tumors is that association studies for adverse drug reactions often yield strong associations with relatively few cases. An explanation that has been advanced for this observation is that a single strong environmental input decreases the background of other environmental causes that may operate in conjunction with other susceptibility loci (55). For example, in a study of Hodgkin’s lymphoma patients treated with radiotherapy, Best et al. identified a haplotype on chromosome 6q21 that was strongly associated with second malignant neoplasias. PRDM1 emerged from the study as a candidate gene (56).

Whether genotypic assays of radiosensitivity can improve the precision of risk assessment will depend on a number of factors. One is the extent to which heritable sequence variants determine cancer risk from high LET exposures. High LET radiation exposures result in more complex molecular lesions that are less amenability to repair [see Ref. (2) section 5.2]. Thus, it could be argued that sequence variants that result in subtle differences in DNA repair and damage response pathways would have a lessor impact on high LET radiation carcinogenesis. However, there are profound murine and rat strain (or stock) differences in susceptibility to specific tumor types induced by high LET radiation and at least one polymorphism controlling high LET carcinogenesis has been identified (37). These observations point to a role for sequence variants in determining high LET radiation risks.

Synopsis

Polymorphisms in the human genome have been associated with risks for radiogenic cancers in atomic bomb survivors, radiological technologists, radiotherapy patients and people with environmental radiation exposures. Whether genotyping for these susceptibility associated polymorphisms and others that are sure to be discovered in the future will identify individuals at higher risk for cancer from the types of radiation exposures experienced space flight is currently unknown.

PostFlight Monitoring

The NASA REID for radiation-induced cancer is not for all cancers, but rather for fatal cancers. Early detection reduces mortality for some tumor types [for the influence of tumor stage on mortality see Ref. (2), p. 51]. Regular postflight early detection cancer screening might therefore be expected to lower the risk of cancer death as a consequence of space radiation exposure assuming, of course, that radiogenic cancers are similar to their spontaneous counterparts. Early detection screens for breast, colorectal, and prostate cancer are already a routine part of medical care in the US. The relative benefits and risks of mammography screening for breast cancer, particularly before 50 years of age, and of prostate-specific antigen-based screening for prostate cancer are contentious. However, colonoscopy screening with polypectomy demonstrably reduces CRC incidence and mortality in patients with Lynch Syndrome, a heritable CRC syndrome (57–60), and also reduces sporadic CRC deaths (61). Progression from adenoma to carcinoma is accelerated in syndromic CRC, so patients with Lynch syndrome are screened at 1- or 2-year intervals. Whether standard screening intervals would be adequate to reduce CRC risk for an individual with a history of sizable exposures to space radiation is unknown.

Based on the National Lung Screening Trial (NLST), LDCT lung cancer screening decreases lung cancer mortality in current and former smokers (30). However, LDCT is not yet a routine test, it requires a high level of expertise to perform. Also, there are risks from overdiagnosis and false-positive results. These risks are important considerations because the benefits of LDCT were assessed in smokers and former smokers that varied widely in their risks for lung cancer (62) but were generally at much higher risk of lung cancer than that calculated for astronauts exposed to even maximum permissible radiation doses [Tables A1 and A5 in Ref. (2)]. An added consideration, which may be particularly relevant if LDCT were used to screen radiation exposed individuals, is additional radiation exposure from the scans themselves (63, 64).

Synopsis

Early detection can lower mortality for some tumor types. This reduced mortality can be incorporated in the current NASA risk model through adjustments to the incidence to mortality ratios for different tumor types. Doing so assumes that early detection of radiation-induced tumors leads to the same reduction in mortality as for sporadic tumors and that astronauts and former astronauts actually undergo early detection screenings.

APPLICABILITY OF GINA TO PERSONALIZED CANCER RISK APPROACHES

As a federal agency, NASA is required to furnish its employees with a workplace that is free from recognized hazards such as ionizing radiation that are causing, or likely to cause, death or serious physical harm (65). NASA is also required to establish and operate an occupational safety and health program to protect workers. Recognizing the unique needs of space exploration, the federal Occupational Safety and Health Administration (OSHA) granted NASA a waiver from ground based radiation standards while requiring it to establish supplemental standards appropriate for space missions (1, 66). NASA’s Office of the Chief Medical and Health Officer is responsible for setting these standards, and issued a series of documents including NASA Procedural Requirements (NPR) 8900.1A (NASA Health and Medical Requirements for Human Space Exploration) and NPD 8900.5B (Health and Medical Policy for Human Space Exploration) in response (67, 68). In addition, NASA STD-3001, chapter 6, explicitly addresses ionizing protection in space environments (69).

Overview of GINA

The GINA, codified as 42 US §§2000ff, is a federal law that prohibits employment discrimination on the basis of genetic information (70). This statute has two major sections. Title I covers group health plans and insurers. Title II covers employers, such as NASA, and prohibits them from discriminating against employees and job applicants based on genetic information. It also prohibits employers from collecting genetic information, except under very limited circumstances. The US Equal Opportunity Employment Commission (EEOC), an independent commission charged with enforcing federal laws against job discrimination, oversees GINA and has issued regulations to implement it (see 29 CFR §§1635.1 to 1635.12) (71). This article focuses on Title II of GINA and examines how its provisions could impact the implementation of the four approaches to personalized cancer risk assessments, summarized in Table 1 and set out earlier in this article.

TABLE 1 | Summary of approaches to personalized cancer risk assessments.
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This statute and its implementing regulations are relatively new, and interpretation of its provisions is evolving [e.g., Ref. (72)]. The discussion of the applicability of GINA to NASA is based on the information available at the time of publication, and it is possible that subsequent events, especially litigation brought under GINA, could impact the way in which GINA is interpreted. The analyses are based on generalized circumstances and are not intended to provide legal advice.

One of the central provisions of GINA is that “it is an unlawful employment practice for an employer to request, require, or purchase genetic information with respect to an employee” [42 USC §2000ff-1(b)]. This provision turns on how the statute defines the term “genetic information.” Under GINA, this term means information about an individual that includes “(i) such individual’s genetic tests, (ii) the genetic tests of family members of such individual, and (iii) the manifestation of a disease or disorder in family members of such individual” [42 USC §2000ff(4)]. In addition, the term “genetic test” is “an analysis of human DNA, RNA, chromosomes, proteins, or metabolites, that detects genotypes, mutations, or chromosomal changes” [42 USC 2000ff(7)].

Collecting and Using Personalized Information for Space Radiation Risk Assessments

This article discusses four approaches to supplement personalized cancer risk assessments. The first approach would incorporate family and personal medical history, especially for breast cancer and CRC, into these assessments. The second approach would collect information about microtumors or preneoplastic cells that could undergo promotion and/or progression by radiation exposures to malignancies. The third and fourth approaches would rely on evaluations of radiosensitivity based on genotypic and phenotypic assays. Each of these approaches would seem to trigger the collection of genetic information under GINA and therefore would most likely be prohibited under the statute. The first approach falls squarely within GINA’s prohibition of collecting personal and family medical information. The second approach would rely on the evaluation of cells and tissues based on their mutations, which also is a prohibited activity under GINA. The third and fourth approaches are keyed to radiosensitivity or genotype to phenotype associations, which again would require the collection of data that falls squarely within GINA’s purview. In summary, based on GINA’s intent and its statutory language, it appears that the data and methodologies set forth in this article that would be needed for personalization of cancer risk assessment would be prohibited by GINA. More specifically, under GINA it seems clear that NASA could not collect nor use to make employment decisions, information based on personalized cancer risk assessments that use the approaches set out in Table 1.

Two potential uses of more personalized cancer risk assessments are to screen NASA applicants and reduce employment risks to astronauts who are sent on space missions. GINA prohibits the use of genetic information and genetic tests for pre-employment screening. As this article points out, at present NASA’s approach to setting permissible exposure limits relies on a cancer risk assessment model that takes into account the astronaut’s age at exposure, sex, and smoking status. From a scientific perspective, this article suggests that among the steps to model improvement would be to utilize the increasingly powerful and more precise technologies that employ what, under GINA, would be classified as “genetic information” and “genetic tests.” Construing the statute as currently interpreted, it would seem that collecting and using this information would contravene this law and its regulations.

PostFlight Monitoring and GINA

This article also suggests that postflight monitoring is potentially beneficial for astronauts. Such monitoring could result in reduced mortality for some tumor types, because early detection of tumors or pre-cancerous conditions could mean more effective, and timely, intervention. In this regard, GINA contains an exception to the collection of genetic information for employers who want to collect such information to assess the biological effects of toxic substances in the workplace. The employer can offer health and/or genetic services to employees in the form of a confidential wellness and/or counseling program. GINA requires that such information can be collected and used if the employee provides voluntary written authorization before collection; only the employee and family members and the genetic counselor receive this information; and that the individual genetic information not be disclosed to employers [42 USC §2000ff-1(b)(5)]. Under this section of GINA, it might be possible to collect and use the type of genetic information that is contemplated by the approaches outlined in this article. Such information might be disclosable to NASA “only in aggregate terms that do not disclose the identity of specific employees” [42 USC §2000ff – 1(b)(5)(E)].
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A reliable radiation risk assessment in space is a mandatory step for the development of countermeasures and long-duration mission planning in human spaceflight. Research in radiobiology provides information about possible risks linked to radiation. In addition, for a meaningful risk evaluation, the radiation exposure has to be assessed to a sufficient level of accuracy. Consequently, both the radiation models predicting the risks and the measurements used to validate such models must have an equivalent precision. Corresponding measurements can be performed both with passive and active devices. The former is easier to handle, cheaper, lighter, and smaller but they measure neither the time dependence of the radiation environment nor some of the details useful for a comprehensive radiation risk assessment. Active detectors provide most of these details and have been extensively used in the International Space Station. To easily access such an amount of data, a single point access is becoming essential. This review presents an ongoing work on the development of a tool that allows obtaining information about all relevant measurements performed with active detectors providing reliable inputs for radiation model validation.
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INTRODUCTION

Space radiation risks (on humans and instrumentation) are possibly the most severe challenge posed to human exploration of deep space (1). A reliable space radiation risk assessment requires further understanding in radiation biology and also more details about the characteristics of the radiation.

Future mission planning will be based on radiation models which will have to be able to describe to a sufficient level of accuracy the radiation environment the crew will be living in. Such models are under development and consist of a combination of source models, transport models, and computer-aided design (CAD) ability to describe the habitat (either a spacecraft or a space base). Each part as well as the entire final model will have to be properly validated by measurements, and consequently, these measurements will have to provide a similar degree of detail as the model. Passive detectors cannot provide information about, for example, temporal and spatial evolution, or the primary kinetic energy of the ions. Often not even active detectors permit to measure all these parameters.

The construction of future space vessels and space bases is expected to be of similar complexity compared to the International Space Station (ISS). This makes the ISS an important “validation habitat” for the mentioned radiation models. The radiation impinging on the ISS is, however, modulated by the Earth magnetic field, and thus it has features that are not found in deep space. In particular, primary cosmic radiation at low latitude is heavily reduced comprising only high energy ions; charged particles with lower energies are deflected by the magnetic field. At high latitudes, this shielding effect of the magnetic field is much weaker and the radiation field is more similar to the one encountered in deep space.

Furthermore, in a region above Brazil (South Atlantic Anomaly, SAA), the tilt and shift of the magnetic dipole-axis compared to the rotation-axis of Earth result in a close approach of the radiation belt to the Earth’s surface. In the radiation belt, a large amount of low charge ions (mostly protons) of relatively low energy is trapped.

Due to the latitude-dependent magnetic shielding and the presence of the SAA active detectors are advantageous for model validation for deep space; they can be used to select measurements from specific geographical regions and permit to construct a proper dataset for validation, i.e., from high latitudes.

Ideally, measurements and model developments should proceed in a process defining both the most suitable areas in the ISS to perform experiments and the required parameters that are to be measured. Although this approach is usually not realized, a high number of measurements have been and are being performed, which are useful for model validation.

Teams working on radiation models and looking for data for validation often encounter difficulties as literature searches are not always fruitful. Sometime this is due to the difficulty to extract numerical values from articles or it can be due to the delay in the publication procedure. Also, these searches are most often quite time consuming. Therefore, researchers heavily rely on personal communications from teams they have ongoing ­collaborations with.

It is obvious that a far better approach is having a single access point where all data can be found. In the future, this should lead to a worldwide accessible database. In order to foster the development of such a database and to provide to the scientific community a simple tool for the fast and successful identification of suitable data, a search book is being created in which all relevant information is to be collected.

This review provides a description of this search book that is a soon to be web-published compilation of basic information on active detector measurements of radiation environment for human exploration risk assessment, in particular, when, where (in the ISS or also in or on other relevant satellites/spacecraft), how (what kind of active detector, what kind of measurement), and who (a contributor for each dataset to whom any question about the corresponding data might be addressed).

The goal is to provide this information interactively available on the web. As this work is ongoing the list of active detectors in this article is not complete, and it will be a continuing task to update the data.

TIME FRAME AND MEASUREMENTS CONSIDERED

This review covers the ISS life span and includes also measurements performed during the same period at locations different than ISS, provided that they are of relevance for human space exploration. There are several reasons why the ISS is an ideal starting point:

(i)  ISS is the best currently available test bed for radiation measurements aimed at model validation (see above);

(ii)  detailed CAD simulations are being developed for ISS, and hopefully, these simulations will soon be able to track mass movements in the ISS; this would permit to compare radiation models and radiation measurements for different, well-defined shielding environments.

(iii) ISS is going to operate probably for another decade, providing the time frame needed for a coordinated approach of measurements and model development and validation (see above).

Concurrent measurements on Earth satellites as well as around Moon or Mars and in interplanetary space are also extremely important as they provide information about the radiation sources impinging on the ISS.

THE SUMMARY TABLES

Table 1 shows the measurement locations in the past 16 years, as well as the detector performing each measurement. A filled box indicates that measurements were taken during that year. Further details about the time and duration of each measurement as well as detector characteristics and relevant operational parameters will be provided on the web site.

TABLE 1 | Overview of active detector measurements since the beginning of the ISS era.
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We give a brief account of the latter in Table 2 together with an email address as contact point for each of the considered instruments. For any further information and details, the reader is addressed to the references.

TABLE 2 | Details of the active radiation detectors that have been active on the ISS or that have performed measurements relevant to human exploration.
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A BRIEF DESCRIPTION OF THE DETECTORS

The R-16 detector (2–9) is a combination of two Argon filled ionization chamber with two different shielding. It has been also the first active detector in use in the ISS.

The DB-8 (2–9) detector is similar to the Liulin (see below). Four DB-8 units are a part of the ISS radiation monitoring system (RMS). All the DB-8 units are identical and two independent sensors with different shielding operate in each of the DB-8 units. The DB-8 units were located in different locations in the ZVEDA module to provide measurements in different shielding environments.

Liulin (10–42) labels a set of small detectors of very similar dimensions and operational principles but differing in read out, storing, and other characteristics that tailored each detector to the experiments it was built for. Details on these instruments can be found in the references, e.g., Ref. (40). All Liulin-type instruments use silicon detectors and measure the deposited energy and the number of charged particles hitting the device, which can be converted to dose rate and particle flux. The first Liulin was developed in the late 80s (43) for use in the MIR Station. The ISS instruments are Liulin-E094 (April to August 2001), Liulin-ISS (September 2005 to June 2014), Liulin-5 (May 2007 to present), R3DE (February 2008 to September 2009), and R3DR (March 2009 to August 2010), the latter two have been deployed outside the ISS. Several Liulins (R3D-B2, R3D-B3, Liulin-Photo) have also been used in Foton and Bion satellites flying in Low Earth Orbit (LEO) and in the Chandrayaan-1 satellite around the moon (RADOM). The Liulin-5 (75–82) is the first of a new Liulin type: it is a telescope using three silicon detectors providing both a coincidence (telescope) and a non-coincidence read out (for direct dose measurements).

The charged particle directional spectrometer (CPDS) (44, 45) is a detector used by NASA to monitor ISS radiation environment. It is a telescope with a 12 element silicon stack with different thickness (6 thick, 5 mm and 6 thinner, 0.3 and 1 mm) and a Cerenkov detector at the bottom. Thick detectors are for particle identification. The individual sensor cards are identical in design to those used on the MARIE instrument (see below). Three CPDS have been deployed externally (EV-CPDS). EV1-CPDS and EV3-CPDS were aligned with the +X and −X axis in the ISS coordinate system, while EV2-CPSDS with the −Z axis. Another detector (IV-CPDS) was deployed inside the USLab initially pointing to the +X direction and since 8 August 2006 to the +Z direction.

Alteino (46–52), often referred to as SilEye3, is an upgraded SilEye (53), which was successfully deployed in the MIR station. As all the ALTEA systems it originates from investigations of the radiation potentially causing the “Light Flash” anomalous perception to the astronauts [Ref. (54) and references therein]. Alteino features a stack of eight silicon striped sensors (each 80 mm × 80 mm × 0.38 mm) and two plastic scintillators: one in front of and one behind the silicon stack. Sensors are segmented in alternating directions (X and Y). The direction and the height in the stack of eight provide a set of three coordinates for each sensor traversal and for each particle, and permit to track its direction. Alteino is a pure telescope recording radiation only when both scintillators are hit. The detector has the size of a shoebox, and it is able to measure the LET in silicon and the flux and the trajectory of each ion, using the ability to know which of the sensor strip has been hit. Alteino was deployed in the Russian segment of the ISS, in the Russian space program and then in an ESA sponsored experiments under the ALTCRISS project. Alteino data were downloaded periodically via PCMCIA cards. Alteino provided detailed particle spectra in the Russian modules.

ALTEA (55–74) is a system of six identical silicon telescopes. Each telescope is similar to Alteino (also in size) but lacking the scintillators and featuring six striped silicon sensors with twice the area of the sensors used in Alteino (each 160 mm × 80 mm × 0.38 mm). The bi-directional geometrical factor is 230 cm2 sr and the system is auto-triggered by traversing ions. The six telescopes are identical and in the periods of interest have been deployed either on a helmet shaped holder in different locations in the USLab, on a three axis (X, Y, and Z) holder in other locations in the USLab or in a flat configuration for measuring effectiveness of shielding materials in one location in Columbus. ALTEA data are downlinked via real time telemetry. A software package on ground provides flux, dose, dose equivalent, and spectra in real time. ALTEA ISS surveys allowed for the 3D characterization of the radiation environment in the USLab (relevant for model validation). Also of relevance is the study of the iron abundance (ISS – USLab), which is apparently lower than expected.

DosTel (16, 83–89) is a detector family based on two silicon detectors, each with an area of 6.94 cm2 arranged in telescope geometry. With this setup, the DosTel applied for various experiments onboard space stations and shuttle missions can measure energy deposition of radiation hitting a detector (“dose mode”) or coincidental hits in the two detectors (“telescope” or “LET” mode). From 2009 onward, two identical DosTel units have been deployed in Columbus looking in two directions (X and Y). The long duration of the DosTel measurements in Columbus permits to study the variation of the radiation during a long solar modulation period.

TRITEL (90–95) is a set of three small two elements silicon telescopes, mounted in a 3D configuration (X, Y, and Z). Each telescope is made of two sensors, 220 mm × 0.3 mm, and has a geometrical factor of 5.1 cm2 sr. All sensors are identical, fully depleted, passivated implanted planar silicon (PIPS) detectors. TRITEL has been deployed in the ISS since 2012. TRITEL has been deployed in the Columbus modulus in the EPM rack (TRITEL-SURE, close to DosTel) and in the Zvezda modulus (TRITEL-RS).

PAMELA (96–112) was developed from an instrument that flew aboard the balloon missions MASS, TS93, and CAPRICE, with a design optimized for the study of antimatter in the cosmic radiation. For this type of investigation, it is necessary to have information about the particle charge, energy, and type of interaction from several redundant sub-detectors, in order to uniquely identify rare particles from background. It is composed of a Time-of-Flight (ToF) system, a magnetic spectrometer (MS), a sampling electromagnetic calorimeter (SeC), and a neutron detector (ND).

The ToF comprises six layers of fast plastic scintillators arranged in three double planes (S1, S2, and S3), with alternate layers placed orthogonal to each other. ToF information for charged particles is combined with track length information from the MS to determine particle velocities; particle charge (Z) can be determined up to Z = 8.

The MS consists of a permanent magnet and a silicon tracker (six equidistant 300 μm thick silicon detector planes inserted inside the magnetic cavity). Ionization loss measurements are also made in the silicon planes.

The SeC is made of 44 single-sided silicon sensor layers (380 μm thick) interleaved with 22 plates of tungsten absorber. The main task of the calorimeter is to select positrons and antiprotons from like-charged backgrounds, and it is therefore not of interest in our case; however, it also provides a measurement of the energy of the incident electrons independent from the MS, thus allowing a cross-calibration of the two energy determinations.

The ND is placed below the calorimeter with the aim to increase the electromagnetic and hadronic discrimination capability of the Pamela instrument.

PAMELA’s most important scientific results are related to the anomalous positron abundance. Here, however, the highest interest is in the extraordinary spectrometric ability in the low energy regime (below few GeV/n) for small Z (Z < 8) ions.

MARIE (113–118) is a telescope with an eight element silicon stack with Cerenkov detector at the bottom with different thickness (4 thick, 5 mm and 4 thinner, 0.3 and 1 mm). Thick detectors are for particle identification. The individual sensor cards are identical in design to those used on the CPDS instrument (see above). MARIE has been mounted on Odyssey’s equipment deck, pointing opposite to the spacecraft’s velocity vector. Odyssey is in a circular 2-h polar orbit around Mars. Forward field of view (FOV) points into deep space, rear FOV is partially blocked by Mars. MARIE performed the first characterization of the Martian radiation environment aimed at the risk assessment for human exploration.

CRaTER (119–126) is a telescope with three silicon detector pairs sandwiching pieces of tissue-equivalent plastic. Each pair has one thin detector (150 mm) for measuring high-LET particles and one thick detector (1 mm) for low-LET particles. CRaTER is part of LRO in orbit around the Moon. In nominal orbit, one end of telescope points zenith, the other nadir (toward lunar surface) with the rear FOV entirely filled by the lunar disk. LRO was in a circular 2-h polar orbit above the Moon for the prime mission and is now in an elliptical orbit. The overall dimensions are 24 cm × 23 cm × 16 cm. Of important is the long period of observations that permits to investigate the evolution of the deep space radiation environment during the solar cycle.

RAD (127–135) is a three-element silicon stack, a CsI(Tl) scintillator with p-i-n diode readout and a plastic scintillator at the bottom of the stack; an anti-coincidence system surrounds the CsI(Tl) scintillator and the plastic scintillator and enables their use as neutral particle detectors. It is mounted on the top deck of Curiosity rover pointing to the zenith. The rover is controlled so that tilt does not exceed 10°. During cruise phase, RAD was shielded from above by the Descent Vehicle and from below by the heat shield. On Mars, RAD was shielded by Martian atmosphere (~20 g cm−2 CO2). The detector is small (mass 1.56 kg, total volume 240 cm3) and has several coincidence and anti-coincidence capabilities. RAD allowed for the first detailed measurements of the Mars surface radiation environment.

ACTIVE DETECTORS IN SPACE: THE FUTURE

With the advances of the field, active detectors may partly replace passive detectors. Power requirements as well as required sensor dimensions are slowly entering the region of acceptability for a widespread use in space, both as area detectors (for which constraints on dimensions and power are not so strong and therefore requirements for detailed measurement of the radiation field can be fulfilled) and as personal detectors. In the latter case, the miniaturization would not allow for a complete characterization of the radiation field. Nevertheless, active personal dosimeters certainly would provide a more comprehensive picture than passive detectors, and they would permit real time monitoring and alarming capabilities [see, for example, Ref. (136)]. It would be desirable that the data of all future active devices flow into a network of databases in order to make it available in quasi real time for all interested teams.

CONCLUSION

The development of a search book comprising information about radiation measurements relevant for the validation of models for human exploration has been reported. While not yet complete the extent of measurements of active detectors is already impressive and constitutes a valuable tool for anyone developing or validating radiation models for deep space spacecraft or habitats.

Complementing information about other measurements and detectors will be added in the future, and a similar approach for passive detectors should be started. A final output on a web page is foreseen.
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The transport of the so-called HZE particles (those having high charge, Z, and energy, E) through matter is crucially important both in space radiation protection and in the clinical setting where heavy ions are used for cancer treatment. HZE particles are usually considered those having Z > 1, though sometimes Z > 2 is meant. Transport physics is governed by two types of interactions, electromagnetic (ionization energy loss) and nuclear. Models of transport, such as those used in treatment planning and space mission planning must account for both effects in detail. The theory of electromagnetic interactions is well developed, but nucleus–nucleus collisions are so complex that no fundamental physical theory currently describes them. Instead, interaction models are generally anchored to experimental data, which in some areas are far from complete. The lack of fundamental physics knowledge introduces uncertainties in the calculations of exposures and their associated risks. These uncertainties are greatly compounded by the much larger uncertainties in biological response to HZE particles. In this article, we discuss the role of nucleus–nucleus interactions in heavy charged particle therapy and in deep space, where astronauts will receive a chronic low dose from galactic cosmic rays (GCRs) and potentially higher short-term doses from sporadic, unpredictable solar energetic particles (SEPs). GCRs include HZE particles; SEPs typically do not and we, therefore, exclude them from consideration in this article. Nucleus–nucleus collisions can result in the breakup of heavy ions into lighter ions. In space, this is generally beneficial because dose and dose equivalent are, on the whole, reduced in the process. The GCRs can be considered a radiation field with a significant high-LET component; when they pass through matter, the high-LET component is attenuated, at the cost of a slight increase in the low-LET component. Not only are the standard measures of risk reduced by fragmentation, but it can be argued that fragmentation also reduces the uncertainties in risk calculations by shifting the LET distribution toward one that is more concentrated at low LET, where biological effects are better understood. We review previous work in this area, including measurements made by the Radiation Assessment Detector during its journey to Mars and while on the surface of Mars aboard the Curiosity rover. Transport of HZE is also critically important in heavy-ion therapy, as it is necessary to know the details of the radiation field at the treatment site. This field is substantially modified compared to the incident pure (or nearly pure) ion beam by the same mechanisms of energy loss and nuclear fragmentation that pertain to the transport of space radiation.
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INTRODUCTION

The situation for cancer treatment with beams of heavy charged particles is quite different from that in space, but there is important overlap between the transport physics in the two settings. In the clinic, dose localization is of paramount importance, but nuclear fragmentation degrades localization. By contrast, the same process is beneficial in space, because high-LET particles are broken up into particles with lower LET and (in most cases) reduced biological effectiveness.

Fragmentation significantly complicates treatment planning, because the lower-LET particles produced in these reactions have greater ranges than the primary beam ions and, therefore, deposit energy beyond the distal edge of the Bragg peak. Low-LET particles may also be produced at significant angles with respect to the incoming beam, resulting in a lateral leakage of dose into healthy tissues. Target fragments, which consist of short-ranged, high-LET charged particles and neutrons, are emitted more or less isotropically from the struck nucleus, and may cause very large energy deposits anywhere along the path of the incident ion. Such reactions are particularly undesirable when they occur in the entrance region, since they tend to undermine one of the primary benefits of heavy ions for therapy, the large peak-to-plateau dose ratio. Target fragments are also produced by proton beams and complicate treatment planning in that modality (1).

These effects, particularly the irradiation of healthy tissues beyond the distal edge of the Bragg peak, effectively limit the maximum ion charge that can be used in treatment. For any given beam ion species, and any given depth of treatment volume, it is possible to find a beam energy that will yield a Bragg peak in the desired location. This might seem to suggest that the highest possible Z should be used, in order to maximize the peak-to-plateau ratio of biological dose. However, the distal edge problem worsens significantly with increasing beam charge. In the early days of heavy-ion therapy at the Lawrence Berkeley Laboratory’s Bevalac, ions as heavy as neon (Z = 10) were used. Current practice in Japan and Europe has largely been focused on carbon ions (Z = 6) as representing a more optimal trade. Helium ions (Z = 2, mass number 4) are also of considerable interest, and our analysis of recently obtained cross-sectional data suggests that they may provide a localization advantage. This arises from the fact that the nucleons in helium nuclei are especially tightly bound, making them relatively less likely to fragment. When they do undergo fragmentation, the most copiously produced isotope is 1H, which for a given kinetic energy per nucleon has almost exactly the same range as 4He. This fact significantly reduces the distal edge problem, though deuterons (2H) and neutrons produced in fragmentation reactions do deposit some energy in the distal edge.

In space, exposure to heavy ions increases cancer risk; in medicine, the same ions may be used to treat cancer. In the following, we will compare and contrast the effects of nuclear fragmentation in these two environments. An extensive literature on nuclear reactions relevant to spaceflight exists, and was recently reviewed by Norbury et al. (2) Since the beginning of human spaceflight, it has been recognized that energetic charged particles pose a health risk to explorers. When mission durations were short, on the order of hours or days and confined to low-Earth orbit (LEO), the main concerns were exposure to large solar-particle events (SPEs) and trapped radiation. SPEs, which typically produce protons with kinetic energies below 100 MeV, are a concern even on short missions for two reasons: first, because they can produce high dose rates, particularly in situations where shielding is minimal, and, second, because they are unpredictable and sometimes have sudden onsets (3). In LEO, there is geomagnetic shielding of galactic cosmic rays (GCRs) and also partial blocking of particle fluxes by the Earth (roughly a 35–40% effect, depending on altitude). Exposure to GCRs in LEO gives a small but steady dose rate, on the order of 100–300 μGy/day depending on the phase of the solar cycle; in such orbits, there is a roughly equal contribution from trapped radiation, so that in the absence of SPEs, total doses are well under 1 mGy/day. Considering that, in the ICRP 60 formulation (4), the average radiation quality factor in space is in the range from 6 to 7 (less behind shielding), this leads to exposures of <5 mSv/day in terms of dose equivalent. Although this is a far higher rate than encountered on Earth (about 4 mSv/year average in the United States), such exposures are not of concern for mission durations of a few days or weeks – they are far below threshold for acute effects, and small enough that they would not be expected to significantly increase lifetime fatal cancer risk.

The exposure scenario for long-duration missions into deep space is considerably different from those of short-duration missions to LEO or even to the Moon as in the Apollo era. Deep-space missions of the future are likely to be longer in duration than most if not all missions to date, with modestly shielded vehicles, and by definition will be outside the (partial) protection of LEO. In long-duration mission scenarios, the dominant radiation health risks are almost certain to be those from GCRs, including a significant component of heavy ions (5). Because GCRs tend to be highly energetic, most of them pass through the moderate shielding (probably on the order of 20 g cm−2) that is to be expected on a vehicle built for crewed travel into deep space. Exposure to energetic heavy ions is unavoidable; however, shielding does attenuate the heavy ion flux due to nuclear interactions that cause the incident ions to fragment into lighter ions. Choosing shield materials to maximize nuclear fragmentation is at present the most viable strategy for reducing this exposure, though there is certainly a shielding depth at which the law of diminishing returns begins to pertain. Other approaches, including magnetic and electrostatic shielding, are not yet practical, nor is it feasible (from the cost perspective) to launch shields consisting of hundreds of gram per square centimeter of mass, or even many tens of gram per square centimeter.

In the following, we will review transport physics as it pertains to energetic charged particles encountered in space and used in radiation therapy, with particular emphasis on the unique roles played by nuclear fragmentation in these two very different settings. A brief overview of fragmentation models is also given. We will present both data and model calculations to support the conclusions outlined here, both for space radiation and for beams of interest in the clinic. It should be added that proton–nucleus collisions are also extremely important in both settings, but are not covered in detail here.

TRANSPORT OF ENERGETIC CHARGED PARTICLES

The transport of energetic particles through spacecraft walls, equipment racks, and human tissues determines the physical dose received by astronauts in space, and the same physical mechanisms affect the beams of charged particles that are used to irradiate tumors. When charged particles traverse matter, electromagnetic interactions cause ionization energy loss, which continuously slows the incident particles, increasing their LET. These interactions are between the electromagnetic field of the projectile and the electrons surrounding the atoms in the material being traversed. The projectiles considered here are bare nuclei, fully stripped of all electrons. These interactions produce a region of relatively dense ionization along the trajectory of the projectile and can also result in the production of long-ranged, high-energy “knock-on” electrons, also known as δ-rays, which can deposit dose at a considerable distance from the main track. Detailed models of track structure (6–8) describe these complexities, which include energy deposition at significant distances from the primary track in the plane transverse to the direction of the incident particle. Electromagnetic interactions also cause Coulomb multiple scattering, but for the particles and energies of interest here, we are for the most part not concerned with this process as it produces mostly very small angle deflections. The interested reader is referred to the literature (9).

The nuclear interactions of interest span a broad range of possibilities, from highly peripheral interactions in which only a small number of nucleons are removed from the projectile to central collisions in which the incoming projectile is fragmented into a high-multiplicity spray of light ions. Also of interest in nuclear interactions is the production of target fragments, including neutrons that are capable of penetrating large depths of matter before interacting.

Ionization Energy Loss

Ionization energy loss is a purely electromagnetic phenomenon in which a charged projectile interacts with the electrons in the atoms of the target medium. The energy lost by the projectile per unit path length is accurately described by the Bethe equation (9):
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where k is a constant, Z refers to atomic number, A to mass number, β is the velocity of the moving particle relative to the speed of light, I is the ionization potential of the medium, and ρ its density. The subscript “mat” refers to the material being traversed (often referred to as the target, here as the shield), while “proj” refers to the projectile. The density effect, neglected in the equation above, is applicable at high energy, and additional corrections are needed at very low energies, where the curve turns over as particles approach their stopping points. The term in brackets is slowly varying with projectile energy, so that for moderate energies (β not too close to 1), dE/dx goes as (Z2/β2) of the projectile, and as (Z/A) of the target material. Integrating the dE/dx vs. energy curve yields the range–energy relation for any combination of projectile and target. To a very good approximation, the proton range for a given energy and material can be scaled to obtain the range of an ion with the same velocity (or energy per nucleon) having charge Z and mass number A according to (A/Z2). Calculations of dE/dx have been shown to be highly accurate (typically to better than 1%) over a wide range of projectiles and targets; the main uncertainties are the ionization potentials. This part of the transport problem is well understood and can be modeled with high confidence. The dependence on Z2 and energy can be seen in Figure 1, which shows straightforward dE/dx vs. energy calculations for 12C ions and protons in water for kinetic energies of 10 MeV/nuc and above (the region of interest for space applications). The curves are approximately flat at high energies, but rise significantly at the lower energies that are especially relevant for hadron therapy.
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FIGURE 1 | Ionization energy loss curves for protons (1H) and carbon ions in water, calculated from the Bethe equation.



Nuclear Interactions

The electromagnetic interactions described in the preceding section are well understood from both theoretical and experimental perspectives. Nuclear interactions are also a crucial aspect of transport, but are not nearly as well understood from the theoretical perspective. Interactions between a projectile and atoms of the target are ultimately described by quantum electrodynamics (QED), the most accurate physical theory yet devised; by contrast, nuclear interactions are many-body problems that defy present-day calculational methods at the most fundamental level. That is, the particles that participate in nuclear interactions are themselves composites (nuclei contain nucleons, and nucleons contain quarks and gluons), and the fundamental theory that describes these interactions is quantum chromodynamics (QCD), which is only tractable in the limit of interactions with large momentum transfers. QCD has not yet been successfully applied to nucleus–nucleus collisions at the energies of interest here. The lack of a fundamental theory has led to the development of many semi-empirical models to describe nucleus–nucleus interactions, and considerable effort continues to be put into development of these models and benchmarking them (10) against the limited set of pertinent data that are available (2).

Outgoing particles from a heavy-ion fragmentation reaction are typically described as either “projectile” fragments or “target” fragments. Projectile fragments approximately preserve the direction and velocity of the incident particle. Target fragments are produced when the nuclei in the medium being traversed participate in an interaction, and they or their remnants are left in an excited state. These states decay via emission of nucleons, including neutrons. Target fragments are emitted more or less isotropically in the laboratory frame, and have relatively low energies, on the order of tens of MeV or less. A nucleus–nucleus collision can, if it is central (i.e., head-on), produce a large multiplicity of projectile fragments, each of which has lower LET than did the incident ion, owing to the fact that dE/dx goes roughly as (Z/β)2, and here β is roughly constant while Z decreases. The sum of the LETs of the projectile fragments is always less than the LET of the primary ion. Charged target fragments can have very high LETs, but have very short ranges. The typical target-fragment energy range is also the range in which the radiation weighting factor for neutrons is highest. Neutrons can also be produced as projectile fragments, stripped from the projectile.

Nuclear Cross Sections and Bragg Curves

Cross sections for nucleus–nucleus interactions that produce a charge change in the projectile are accurately described by a simple energy-independent model of overlapping spheres, as first postulated by Bradt and Peters (11). Wilson and Townsend (12) presented a slightly modified version for use in NASA space radiation transport codes:
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where σcc is the charge-changing cross section, the A values refer to the mass numbers of the projectile and target, and r0 is the nucleon radius, which is known from other data to be roughly 1.2–1.5 fm. Several other variations on the basic Bradt–Peters model exist (13, 14), but all yield similar results. As will be discussed below, the Wilson–Townsend formula reproduces measured charge-changing cross sections over a wide range of projectile and target masses, for energies from a few hundred MeV/nuc to at least 1 GeV/nuc. We can use data to constrain r0 and also to investigate the “nuclear transparency” term in the above formula, which is represented by a constant with value −0.2. This term corresponds to the probability that the spheres overlap without causing the projectile to lose charge; representing this probability by a simple constant may be an oversimplification.

Measured Bragg curves obtained with monoenergetic ion beams illustrate the competing effects of fragmentation and ionization energy loss. Figure 2 shows depth-dose curves obtained for three different beams at the NASA Space Radiation Laboratory (NSRL) (15). The NSRL is a dedicated NASA facility at the Brookhaven National Laboratory. The Bragg curve data are publicly available on the NSRL web site. High-density polyethylene (CH2, with density ρ = 0.97 g cm−3) was used as a moderator and parallel-plate ionization chambers were used to record the relative ionization before and after the moderator; the ratio of the two (after to before) is plotted on the y-axis. The shortest-range beam of the three considered here is the 200 MeV/nuc 12C, which penetrates to a depth of about 8.4 cm of the target material before stopping. The Bragg curve increases relatively quickly with increasing target depth due to the low energy of the primary beam ions; this case is dominated by energy loss. At 293 MeV/nuc, ions of the same species travel nearly twice as far compared to the 200 MeV/nuc ions, and the Bragg curve shows a slower rise and a smaller peak. This is because the initial dE/dx is lower at the higher energy, and also because fragmentation of the primary beam ions begins to exert a significant influence. Using published data (16), we estimate that 12C ions in polyethylene of this density have an interaction mean free path of about 23 cm. The fraction of surviving primaries at depth x is given by e−x/λ where λ is the interaction mean free path (mfp), so that over the first 12 cm of the target, some 40% of them undergo a charge-changing interaction, and at the Bragg peak (16 cm), roughly 50% of them have fragmented. About 20% of these interactions produce boron fragments (Z = 5), which have slightly longer ranges than the carbon primaries, and somewhat lower LET. These contribute to the distal edge just past the Bragg peak, while lighter fragmentation products – dominantly 4He ions – give a non-negligible dose for several centimeter beyond the Bragg peak. The distal edge dose is also apparent for 200 MeV/nuc 12C, but is not nearly as prominent because a smaller fraction of primary ions undergo fragmentation before reaching the Bragg peak.
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FIGURE 2 | Bragg curve data from NSRL for three beams.



The Bragg curve for 600 MeV/nuc 16O is also shown in Figure 2, primarily to show a contrasting case in which fragmentation dominates over ionization energy loss. For this beam, dE/dx is initially relatively low and (compared to the lower-energy beams) in a relatively flat portion of the dE/dx curve. The Bragg peak, therefore, occurs deep in the target, at about 37 cm. Again using published data, the mfp for 16O to undergo a charge-changing interaction in CH2 of this density is found to be about 17 cm, so that the survival fraction of primaries at the ionization peak is only 11%. The remaining mix of particles has comparatively low LET, so that the peak ionization barely surpasses the initial value at the entrance. Over most of the target depth, the 600 MeV/nuc 16O beam produces ionization ratios <1, that is, less than that of the initial, unfragmented beam. We will return to the subject of these Bragg curves in the discussion of fragmentation models below.

Projectile Fragments

Projectile fragments retain, to a large degree, the velocity and direction of the projectile, which makes intuitive sense considering that they are essentially intact pieces of the incident nucleus. However, velocities and directions are not exactly preserved, and the deviations are especially important in the clinical setting where these changes may contribute to dose outside the treatment volume. The changes of momentum of projectile fragments compared to the primary are mostly well-described by the statistical theory of Goldhaber (17). Projectile fragments in general have shifts in both transverse and longitudinal momentum; the change in each Cartesian coordinate is normally distributed, i.e., the probability distribution goes as exp(−p2/2σ2) where [image: image1] and σ0 is on the order of 90 MeV/c. Goldhaber’s work elegantly derives these relationships in two independent ways: from considerations of the Fermi motion of the nucleons inside the projectile nucleus prior to the collision, and also from thermal equilibrium, with σ0 directly related to the equilibrium temperature. The theory was developed to explain the momentum distributions measured in nuclear emulsion by Heckman et al. (18), and has been validated with more recent data (19–21) using an indirect method. In the latter work, σ0 was tuned to match individual data sets, and the model was then used to make essential corrections for angular acceptance, enabling extraction of light-fragment production cross sections from measurements made at 0° with small-acceptance detectors. These cross sections probe central (i.e., head-on) collisions, whereas the more common peripheral interactions tend to produce fragments with a small charge change from the primary.

As previously mentioned, in the clinical setting, fragmentation reactions lead to undesirable results, because fragments do not necessarily deposit their energy in the treatment volume. A qualitative assessment can be made using the formulas above. Given a 12C projectile and (as is commonly produced) a 4He fragment, the width of the momentum distribution in one transverse dimension is about 38 MeV/c, and in the two transverse dimensions is 54 MeV/c. If an interaction occurs near the entrance, when the primary has a kinetic energy of, for example, 250 MeV/nuc, then the longitudinal momentum of the fragment is roughly 3 GeV/c, so that the distribution of the polar angle has a width of about 1°. Since the distribution is normal, 95% will be contained within a cone of 2° width, 99.7% within 3°, etc. If the distance between the interaction point and the nominal stopping point of the primary is 50 mm, then deflections of 2° or greater produce transverse offsets of 1.7 mm or greater. For particles starting in the center of the beam, fragments undergoing such small deflections may remain within the treatment volume, but some particles starting near the edge of the beam will produce fragments that deposit energy outside the desired volume. This behavior is readily modeled, as is Coulomb scattering, as described below. Fragmentation can be thought of as creating a halo of projectile fragments that will tend to smear out what would otherwise be a sharp lateral edge defined by the beam.

The fragmentation of 12C into helium produces dose in the far distal edge of the Bragg curve. A reasonably accurate estimate of this effect can be deduced from elementary considerations (22). Closer to the Bragg peak, other fragment species contribute, but hydrogen and helium are the only ions that can penetrate far past the Bragg peak.

Target Fragments

Empirical understanding of the composition of GCRs and of nuclear fragmentation owes much to work done with nuclear emulsions flown to high altitudes in the late 1940s and 1950s (23). Using a visual detection medium allows for the observation of short-ranged, high-LET target fragments emerging from interaction vertices, sometimes referred to as “stars.” An example of an interaction vertex is shown in Figure 3, in which a 130 MeV/nuc 28Si beam ion (incident from the left) interacts with a heavy nucleus in the emulsion. These fragments are difficult to detect by other means, but they are important in that they produce very large, localized energy depositions in the vicinity of the interaction point. Both charged fragments and neutral particles (which, unlike the charged fragments, may penetrate long distances) can emerge from the remnants of the struck nucleus, which may in the immediate aftermath of the collision be in an excited state, from which it decays to a ground state via particle emission. Target fragments are emitted isotropically in the rest frame of the target, which to a good approximation is also the laboratory frame. In addition to the local energy depositions from charged fragments, the production of neutrons may be dosimetrically important, as their subsequent interactions can produce additional high-LET secondaries. In the context of radiation therapy, these may occur outside the tumor volume; in the context of space radiation, target-fragment neutrons produced in spacecraft walls can reach inhabited areas and contribute to crew exposures.
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FIGURE 3 | A nuclear interaction “star” seen in photographic emulsion. The 28Si beam ion is incident from the left. The backward-going tracks are target fragments.1



1The photomicrograph used in Figure 3 was made available by P. Zarubin et al. It, and many others, are available online at http://becquerel.jinr.ru/movies/movies.html



High Level Overview of Models

Monte Carlo codes, such as GEANT4 (24), MCNPX (25), FLUKA (26), and PHITS (27), have been developed by the high-energy and nuclear physics communities to model the transport of ions through matter. In the space radiation protection community, the same codes are used, along with an analytic transport model known as HZETRN that was developed within NASA by Wilson et al. (28) and subsequently extended (29). In the Monte Carlo codes, particles are followed in small steps through the medium, and the relevant physical processes (ionization energy loss, Coulomb scattering, and, for ions, nuclear interactions) are simulated in each step. The analytic approach, based on numerical solution of the Boltzmann equation, yields faster computation times in some cases, but many approximations are required, and these may compromise the accuracy of the results. For some purposes, such as spacecraft design, high accuracy is not needed in the initial stages and analytic calculations may suffice, but this approach is not applicable to treatment planning. Monte Carlo codes generally require considerable effort to define the geometry of the target (e.g., a large detector, a spacecraft, or a human in a therapy beam), and may require relatively long run times depending on the complexity of the geometry.

For either space radiation transport or treatment planning in a heavy ion beam, a nuclear physics model is needed, regardless of whether the analytic or Monte Carlo approach is used. The diversity of models likely accounts for the differences observed between codes (10, 30). In some of the Monte Carlo codes, there are also a variety of options available, i.e., the user selects a particular nuclear interaction model or models. Unlike HZETRN, the Monte Carlo codes do transport calculations in three dimensions, and are inherently capable of capturing important details of nuclear reactions that are lost in one-dimensional transport.

In the following sections, we use the PHITS Monte Carlo code to illustrate the important effects of shielding in modifying GCR fields (see Nuclear Interactions and Shielding in Space) and to compare calculated Bragg curves to the NSRL Bragg curve data (see Nuclear Interactions of Carbon Beams). These comparisons allow us to demonstrate some of the important capabilities of Monte Carlo codes vis-a-vis heavy ion transport, at least in relatively simple beamline geometry. This is not intended to constitute an endorsement of PHITS, but rather reflects our previous use of the code in similar geometries. Though the goal of reproducing Bragg curves may seem straightforward, it is in fact challenging to model the experimental results with high precision. And while not all aspects are perfectly reproduced, the relatively good agreement with the data gives us confidence that the model represents the mixtures of primaries and fragments that are present before, in, and beyond the Bragg peaks, providing insights that are not available from the data alone. It is highly likely that similar results would be obtained using the other Monte Carlo codes mentioned above.

NUCLEAR INTERACTIONS AND SHIELDING IN SPACE

In space, protons and high-charged nuclei undergo nuclear interactions as they traverse the hull of a spacecraft and the equipment inside. These are the same types of interactions that occur in the treatment setting as particle beams traverse healthy tissues on the way to the target volume. Nuclear interactions may produce a large number of secondary particles, particularly when incident energies are large. Shielding generally reduces the hazard from heavy ions due to the effects of nuclear fragmentation. Although heavy ions (those with charge Z > 2) represent only about 1% of the GCR flux, their contribution to dose in unshielded space can be 30 to 40% of the total. This disproportionate contribution can be understood by recalling that energy loss (which is directly related to dose imparted) is proportional to Z2, that is, to the square of the projectile’s charge. The dose-weighted average charge of GCR heavy ions is about 10, so that the dose per particle is roughly 100 times greater than that of a proton having the same kinetic energy per nucleon. The contributions of GCR heavy ions to dose equivalent are even larger than their contributions to dose, owing to the large factors by which their fluxes are weighted. In free space, iron ions (Z = 26 and average LET about 155 keV/μm in water) make the largest contribution of any single ion species, despite being less abundant than protons by nearly four orders of magnitude.

Given that spacecraft to date have been constructed with aluminum hulls, and given our knowledge of the fragmentation cross sections of many ion species at typical GCR energies, we can estimate how much the fluxes of various primary ions are attenuated by fragmentation before passing through a hull. Table 1 shows the results for several important species using cross sections calculated with the Townsend and Wilson energy-independent formula given above. Note that for the lighter ions, we expect there to be some replenishment by fragmentation of heavier ions (e.g., Fe + Al → Si + X, etc.); this is discussed further in Section “Measurements and Calculations for Space” below. There is also attenuation due to ionization energy loss, particularly at the larger depths, as will also be shown below. It is notable that 20 g cm−2 of aluminum is sufficient to break up the majority of incident iron ions and roughly half of magnesium and silicon ions.

TABLE 1 | Calculated attenuation of high-energy ions by fragmentation in aluminum using geometric cross sections.
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The Role of Fragmentation in Space Radiation Protection

As the preceding has shown, fragmentation of primary GCR heavy ions as they traverse the hull of a spacecraft strongly influences the radiation environment inside. The flux of heavy ions is reduced behind shielding, which may result in a reduction in dose and certainly results in a reduction in dose equivalent. Because much of the uncertainty in the biological response to space radiation is due to uncertainty in response to heavy ions, the reduced flux of these ions behind shielding may also reduce some of the uncertainty in risk estimation.

It follows from the above considerations that an effective shield against GCRs is one that efficiently breaks up heavy incident ions into lighter ions. Put another way, we would expect materials with the largest cross sections per unit mass to be the best shields against GCRs. An important calculation verifying this was carried out by Wilson et al. (31), who found that a pure hydrogen shield would be extremely effective at reducing the dose equivalent from GCRs, and that the performance of other materials worsens with increasing atomic number. These calculations inspired subsequent experimental work (32, 33) that confirms the effectiveness of hydrogen in fragmenting heavy ions. It has subsequently been pointed out that the reductions of dose and dose equivalent at a point surrounded by hydrogenous shielding materials may be largely offset by the further transport of the components of the radiation field into a human body. That is, the fragmentation products of both proton–nucleus and nucleus–nucleus collisions, which include neutrons and low-energy protons, deposit doses of high-LET radiation inside the body that may be comparable to those from unattenuated GCR heavy ions, in terms of biological effect.

Despite these complications, point measurements and calculations of dose and dose equivalent are still important for characterizing the radiation environment to which crew members are exposed. In particular the effects of fragmentation can be assessed in terms of the average radiation quality of the field at a particular point behind shielding. In the methodology prescribed by ICRP 60, the average quality factor is given by < Q > = H/D, where H is the dose equivalent and D the dose. The dose and dose equivalent are given by
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where dΦ/dL is the differential fluence and the quality factor Q is solely a function of the LET, L, and ρ is the density of the target material in units of g cm−3. NASA has revised the ICRP 60 quality factors (34) with separate factors for solid tumors and leukemia. The NASA quality factors depend on the effective charge and velocity of the ion according to (Z*2/β2), rather than LET, a change intended to represent track structure. However, for ease of calculations, and making use of our existing analysis tools, we use the more familiar ICRP 60 Q(L) in the following. It is also notable that, subsequent to the publication of the revised NASA quality factors, analysis by Borak et al. (35) showed that the (Z*2/β2) dependences could be re-cast as LET dependences with only minor differences in the results for several space environment scenarios. The study was motivated by practical concerns about the difficulties of accurately measuring ion velocities at relativistic speeds using compact space-borne detectors.

As mentioned above, in free space, < Q > takes on values between 6 and 7, depending on the phase of the solar cycle. Considering that roughly 99% of GCRs are hydrogen or helium nuclei with Q = 1, this relatively large average value is remarkable. However, as will be shown in the next section, < Q > can be somewhat reduced by moderate depths of shielding.

Measurements and Calculations for Space

A large body of experimental data has been obtained in LEO, using detectors flown on the Mir Station, Space Shuttle, and the International Space Station (ISS). Historically, many of the measurements have been made using passive detectors, which integrate over all contributions. In the case of LEO, this means passive detectors record a < Q > value that is the dose-averaged combination of the GCR and trapped radiation. This does not provide sufficient information to assess the effect of shielding on GCR < Q > values. For that, we must use data from active detectors, such as DOSTEL (36, 37), that have time resolution and which, therefore, allow for separate < Q > measurements for GCR and trapped particles. Recent DOSTEL measurements from ISS indicate a GCR < Q > in the vicinity of 3.1 in the Columbus module. This is quite comparable to results obtained by the Radiation Assessment Detector (RAD) detector (38), which measured a < Q > of 3.82 ± 0.25 during the transit for Earth to Mars in 2011–2012 (39) inside the modestly shielded Mars Science Laboratory spacecraft, and a value of 3.05 ± 0.30 on the surface of Mars (40) under somewhat more shielded conditions. Because the dose rate is far less affected by shielding than is dose equivalent (owing mainly to the production of secondary radiation in the shield), the reduction in < Q > is the main benefit of shielding.

Simple model calculations performed with PHITS give us some insight into the important characteristics of the GCR radiation field behind 20 g cm−2 of aluminum, which might be a typical shield for a human-crewed vehicle going into deep space. In this example, the GCR was treated as a pencil beam and shot at an aluminum target of the desired depth (7.4 cm). Particles crossing a cylindrical void downstream of the target were scored; the scoring region was 10 cm in diameter, large enough to contain the vast majority of particles emerging in the forward direction from the target. The void was separated from the downstream edge of the target by 1 mm of air, which stops extremely low-energy particles exiting the target. Although the simulated beam geometry, with a small parallel beam and a large detector, is not a realistic representation of the space environment, the scoring region used was large enough to capture the vast majority of particles exiting the target. This was tested with a simulated aluminum target 20 g cm−2 in depth; it was found that increasing the lateral dimensions of both the target and scoring regions by factors of two (a factor if 4 increase in areas) increased the number of scored charged particles by 3.3%. A total of 5 × 105 simulated events were run, sufficient to make statistical errors negligible in the analysis. For computing dosimetric quantities, only particles with at least 10 keV/nuc of kinetic energy were scored. (This cut excluded <0.1% of neutrons and about 0.05% of charged particles.)

Initial charge and energy distributions were based on the Badhwar–O’Neill GCR flux model (41), for a solar modulation potential corresponding roughly to average conditions in 2014 and 2015, the most recent (weak) solar maximum. The GCR energy spectrum is harder at solar maximum than at solar minimum, i.e., relatively fewer low-energy ions are present due to the shielding effect of the interplanetary magnetic field. We begin the discussion by re-examining an aspect mentioned above, the re-population of ion species by “feed-down” from fragmentation of heavier ions. Table 2 shows, for the same ion species shown in Table 1, the expected losses due solely to fragmentation (based on energy-independent cross sections as per Table 1) and the predicted total attenuation of particle of that species, integrated over all incident energies using a more complete representation implemented in PHITS. The increased attenuation losses compared to those from fragmentation alone come about because some of the lower-energy GCR ions lose all their energy via ionization and come to rest in the shield. The picture of attenuation changes considerably when we consider only high-energy ions, as in the far-right column of Table 2. When incident ions with energies below 700 MeV/nuc are excluded (because many of them stop in 20 g cm−2 of aluminum), the number of carbon ions found after the target (counting ions of all energies) is actually greater than the number of incident by about 2%. This is due to feed-down from heavier species. There is a weaker, but not negligible, effect for the higher-Z GCRs, e.g., high-energy oxygen ions are only about one-third as depleted as would be expected simply based on fragmentation losses, etc. The results in Table 2 also include the (presumably small) effects of energy dependence in the nuclear cross sections.

TABLE 2 | Calculated attenuation and re-population of GCR ion species using the PHITS model to simulate transport through aluminum.
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Effects of Fragmentation on Dose and Dose Equivalent

Because a large proportion of GCRs have high energy, they are capable of producing large multiplicities of secondary particles as they traverse a spacecraft hull. These secondary particles are generally lower in LET than the primaries that created them. The net result tends to be (depending somewhat on the shield material and its depth) that dose is only slightly changed by the shield, but dose equivalent may be reduced significantly through the reduction in < Q >. Table 3 shows some results from the simulation described above, with a narrow beam of 106 GCR-like ions incident on a 20 g cm−2 aluminum target.

TABLE 3 | Fluence and dose from PHITS simulation of GCRs on 20 g cm−2 Al.
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The fractional change in dose from charged particles is simply the ratio of the N × <L> products, which works out to about a 12% decrease. There is an additional contribution to dose and dose equivalent from neutrons. In this example, we estimated the neutron contributions using conversion factors given in ICRP Publication 74 (42), in broad energy bins. The yield of neutrons is large, about 0.5 per incident GCR ion, making the statistical errors in the following quite small. Both dose and dose equivalent contributions of neutrons are on the order of 2% of the totals, so that the overall decrease in dose is roughly 10%. The dose equivalent from all particles behind the target is reduced from the incident dose equivalent by nearly 50%, driven mainly by the change in < Q >. Interestingly, the value of < Q > found in this simulation is very close to the value of 3.8 found during the Mars transit measurement made by MSL-RAD, which was under highly inhomogeneous shielding that averaged roughly 20 g cm−2. The shielding in that instance was a mix of materials, including tanks of hydrazine fuel that powered MSL’s descent vehicle.

The PHITS results were checked against the HZETRN code as implemented in the NASA OLTARIS tool (43). HZETRN predicts about a 40% reduction for this depth of aluminum compared to the 50% reduction predicted by PHITS. Dose results showed a qualitatively similar trend, as OLTARIS predicts a 10% increase in dose behind the target. Lastly, OLTARIS predicts a < Q > of 3.5 behind the shield, indicating that the bulk of the disagreement is likely to arise in the simulated multiplicities of low-LET particles, of which OLTARIS predicts a greater number. These drive up dose and to a lesser extent dose equivalent, while driving < Q > to a lower value. The larger dose but smaller < Q > result in nearly equal dose equivalent estimates from the two models.

These results are, in principle, dependent on the GCR flux model used. Even with a given model, results will vary as a function of the solar modulation specified for the calculation. An additional important caveat to the results above is that the simulations lacked a “back wall.” That is, the target is followed by the scoring volume, with nothing additional downstream. If a second wall is added (a geometry significantly more like a spacecraft or surface habitat), the effects of neutrons and other particles backscattered from the back wall appear to be significant (44).

NUCLEAR INTERACTIONS OF CARBON BEAMS

The effects of nuclear fragmentation that were elucidated in the discussion of space radiation shielding are, of course, also at work in heavy-ion radiotherapy. Fragmentation of heavy ions reduces < Q > at points behind modest depths of shielding in space, and this is generally desirable. It is, however, an undesirable effect in treatment, where one would like to have the highest possible biological effectiveness at the treatment site. Furthermore, as the above discussion highlighted, hydrogen is uniquely effective in terms of the fragmentation it causes per unit mass, and while this may eventually lead to the use and/or development of hydrogenous shields for space, it means that the high hydrogen content of healthy tissues in the entrance region efficiently fragments treatment beams.

Carbon Beam Bragg Curves

The Bragg curves shown above for 200 and 293 MeV/nuc 12C were simulated, again using PHITS. In these simulations, the beamline geometry has a better correspondence to the treatment situation than does the simulation in which the GCR was treated as a pencil beam. It should be borne in mind that actual treatment planning makes use of spread-out Bragg peaks in order to treat finite tumor volumes. Furthermore, the simulations performed here did not represent the NSRL beamline in great detail. On the real beamline, the incident beam enters through a thin window, traverses an air gap, and enters the first ionization chamber. All ionization chambers have thin but finite entrance and exit windows, as well as foils that are not represented in the simulation, nor are the air gaps. Finally, the beam energy is not known precisely, and is actually inferred from the Bragg curve measurement. The fidelity of the simulation is, therefore, not perfect. Nonetheless, interesting trends are observed, as can be seen starting with Figure 4, which shows measured and simulated ionization ratios as a function of polyethylene target depth.
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FIGURE 4 | Bragg curve data from NSRL and PHITS simulation for a 200 MeV/nuc 12C beam.



Agreement over the first 7 cm is excellent, but slight deviations begin to appear beyond that point, as the surviving carbon ions and heaviest fragments slow down and approach the ends of their ranges. The peak ratio in the simulation occurs slightly before that in the data (8.06 g cm−2 in the simulation, 8.13 g cm−2 in the data), and has a higher value (8.3 vs. 6.5). The discrepancies are more visible in Figure 5, which zooms in on the peak region. The distal edge appears to be less populated in the simulation than in the data, which is consistent with the simulation slightly underestimating the probability of fragmentation as the carbon ions traverse the target. If the model had a higher nuclear cross section, it would both reduce the peak value of the ionization ratio and increase the population of fragments in the distal edge.
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FIGURE 5 | Zoomed-in Bragg curve in the peak region of the 200 MeV/nuc 12C beam.



The location of the simulated peak is slightly offset from the peak location in the data, by <1%. This could easily be an artifact of the inaccuracies of the simulated beamline, and/or a slight difference in beam energy between the nominal 200 MeV/nuc and the actual energy. If the difference between the measurement and simulation is attributable only (or dominantly) to the initial energy, the required extra range would be fully accounted for if the beam energy was 200.5 MeV/nuc, and in fact the NSRL team estimates the beam energy to have been 200.2 MeV/nuc (though 200.0 MeV/nuc was used in the simulation).

Finally, in Figure 6, we show data and simulations in a 4-cm region of the Bragg peak region for the 293 MeV/nuc 12C beam. The differences between the data and simulation are qualitatively the same at this energy as at the lower energy: the peak is again slightly shifted to a smaller depth in the simulation (15.37 vs. 15.95 g cm−2) and again has a higher peak value in the simulation (5.43 vs. 4.77). The higher peak values in the simulation vs. data for both 12C energies are likely due to having simulated a perfectly monoenergetic incident beam, whereas the real beam has a finite momentum spread due to the optics of the beamline transport system.
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FIGURE 6 | Zoomed-in Bragg curve in the peak region of the 293 MeV/nuc 12C beam.



The distal edge, which is populated mostly by hydrogen and helium ions (including a significant share of 2H), falls off much more rapidly in the simulation than in the data. It is possible that the differences in the distal edge could be due to the limited radius of the cylindrical volume used in the simulation to score particles exiting the target, which was set to 10 cm, far wider than the pencil beam diameter (1 cm). Some of the simulated exiting particles were likely more than 10 cm from the beam axis and, hence, were not scored, whereas the actual ionization chambers that were used to obtain the data are much wider.

Our broader purpose here is not to diagnose possible shortcomings in the model or the beamline, but rather to show that even with a fairly crude simulation of the beamline, fragmentation and energy loss effects can be modeled with good fidelity for a therapy beam. The simulations also give insight into the composition of particles in the rising edge, Bragg peak, and distal edge of the beam. The simulations indicate that there are roughly equal numbers of H and He ions in the distal edge, of which the He ions contribute approximately 80% of the dose. In the peak region, about 45% of the charged ions are carbon ions that survive traversal through nearly 16 g cm−2, well in line with the 50% estimate given above, especially since here the total count of particles includes fragments that are generally produced with multiplicities >1. The remaining particles consist of about one-third helium ions, 10% hydrogen ions, 7% boron, with the remainder divided more or less equally between lithium and beryllium. When higher-energy beams are used in treatment, the fraction of carbon ions in the Bragg peak region is even lower than this.

Geometric Cross Sections

A fairly large collection of nuclear cross section data was obtained in our previous experiments. Most but not all results have been published (16, 19–21). Projectiles included 4He, 10B, 12C, 14N, 16O, 20Ne, 24Mg, 28Si, 40Ar, 48Ti, and 56Fe. Target data for H, C, Al, Cu, Sn, and Pb were obtained. Beam energies ranged from 230 to 1200 MeV/nuc, a range in which the approximation of energy-independent cross sections appears to be valid for targets other than H. Data were obtained for both total charge-changing cross sections and fragment production cross sections with no isotopic resolution. Here, we look at the measured charge-changing cross sections in comparison with the Wilson–Townsend formula given above, treating the nuclear radius (nominally 1.26 fm) and the transparency term (nominally 0.2) as adjustable parameters. A series of χ2 values was calculated for agreement between the data and model, and is shown as a contour plot in Figure 7 where the color indicates the level of agreement. Though the uncertainties on the charge-changing cross sections are typically on the order of ±3 to 5%, we have inflated them here to ±10% to obtain reasonable χ2 values on the order of 1 per degree of freedom for the best fits. Clearly, the strong correlation between parameters yields relatively poor constraints. Equally good combinations occur in the range from 1.25 to 1.30 fm with transparency terms varying from 0.2 to 0.4 depending on the nuclear radius value.


[image: image1]

FIGURE 7 | Contour plot of χ2 for varying nuclear radius and transparency parameters in the geometric cross section formula.



For all parameter variations tried here, the majority of the χ2 comes from data taken with the lighter targets (H, C, Al), while the agreement is substantially better with the heavier targets (Cu, Sn, Pb). If the search for minimum χ2 is limited to just the light targets, the best-fit parameters are 1.235 fm for the nuclear radius and 0.16 for the transparency term.

A qualitatively similar analysis effort was undertaken by Heckman et al. (45) using nuclear emulsion data, with fits to the most basic form of the Bradt–Peters geometric cross section model. Across a range of projectile/target masses, a consistent value of the nuclear radius, r0, was found (1.36 ± 0.02 fm), but a highly variable value of b was needed to fit the data. Of particular interest, for 4He projectiles, a very large b of 1.10 ± 0.04 was found, indicating fragmentation cross sections smaller than expected from the geometry of heavier ions. A likely explanation is the tight binding of the nucleons in 4He, so that these ions are less likely than others to break up when undergoing peripheral collisions. In view of the deleterious effects of fragmentation in the treatment setting, this seems to suggest that 4He might be a particularly good ion to use in therapy. The measured charge-changing cross sections on H and C show that the mfp of 4He in polyethylene is 66 g cm−2, so that at a penetration depth of 16 g cm−2 (the Bragg peak location of the 290 MeV/nuc 12C beam), some 78% of the 4He is still intact, compared to about 50% for 12C. The corresponding energy for 4He to stop at the same depth is about 155 MeV/nuc. Because of the difference in charge (2 vs. 6), the peak ionization ratio would be expected to be lower than the value of about 5 found for 12C; a PHITS simulation suggests that the peak value would be between 4 and 5. This may be a worthwhile tradeoff given that the lateral and distal doses would be significantly less than they are with carbon beams.

CONCLUSION

Nuclear fragmentation is an important phenomenon both in space radiation protection, where it reduces exposure to heavy ions with high biological effectiveness, and in heavy-ion therapy where it dilutes the effectiveness of the primary beam ion and causes dose to be deposited outside the treatment volume. Previous code comparisons, along with the simulations and comparisons to beam and flight data shown here, give us confidence that current Monte Carlo codes are able to predict the combined effects of fragmentation and energy loss both in space and in carbon ion therapy with good fidelity. The small fragmentation cross section of 4He suggests that it may be a particularly useful ion for therapy.
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tissues are agnostic in regard to the cause of susceptibiity

Individuals vary in their susceptibilty to radiogenic cancer due to their
genetic backgrounds

Examples of marker or data used

Family or personal history of cancer, intestinal polyps, breast
biopsies

Blood o tissue aspirates assayed for cancer related
mutations or biomarkers; in situ detection of pre-invasive
tumors by imaging

LDR gamma-H2AX and G2 chromosomal radiosensitivity
assays using peripheral blood cels or fibroblasts; cancer
biomarker detection in cells or tissues iradiated in
humanized mice

Genomic sequence polymorphisms.
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Data represent whole-genome equivalent values with background subtracted*150 MeV
protons with 5 cm polyethylene shielding leading to residual energy of 120 MeV.
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*150 MeV proton beam with § cm polyethylene shielcing leacing to residual energy at
samples of 120 MeV.
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Dose was measured at the target area for both shielded and unshielded exposures.
Deata reoresent whole-genome equivalent values with backaround subtracied,
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5 None - 7.80 -
120 5 om polyethylene 42 0.64 6.4
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Shielding from booster window, ion chambers, and binary fiter contribute 1.2 g/cm’ of
aluminum equivalent shielding to all exposures (shielded or unshielded.

LET reflects values for the beam only and does not include the effect of secondary
particles.
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After whole-bodly iradiiation with 0.5 Gy, 1 GeV 'H and 0.15 Gy, 1 GeV/n *Fe particles,
mononuclear cells from bone marrow of C57BL/6NT mice were sorted into L-MPPs
(CD34/c-kit*/Sca-1+/AC133/Lin") by FACS at 40 weeks post-IR. These experiments
were repeated at least twice. Expression of multiple hematopoietic gene transcripts was
analyzed using a AT* PCR array. Fold changes were calculated with respect to control
sham imaciated animals. The armows show the direction up or down for the fold change.
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Each value is the mean value of three computations with different seeds to the random
number generator. The relative SD of the three computations ranged from 2 to 6%.
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Detector name Lso2 BGO1

Active volume (mm) 52.7 x 52.7 x 20.0 52.7 % 52.7  20.0
Granularity Independent pixels Segmented crystal
Pixel matrix 13% 13 8x8

Pixel dimensions (mm?) 4.0 x 4.0 x 20.0 6.4%6.4%20.0
Light guide Coupled to block Cutinto block
Operating voltage +900V +1350V
Commercial scanner Biograph PET/CT ECAT EXACT 47 PET

Spatial dimensions are given as height x widith x depth. Reproduced with permission
from Ref. (53).
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B1 BaF; [25:38) mm x 30 mm Time resolution
83 BaF, 48 mm x 31 mm Time resolution
Lo LaBrsCe  2"x2" Energy resolution

B3 and LO are cylincrical, whereas B is a tapered cone (for optimum time resolution).
Reproduced with permission from Ref. (29).
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20
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Reference Year  Total  Fractions Chemotherapy Sample 1year 2years Median OS

dose (Gy) size os os (months)

Wolf et al. (43) 2001 30 10 Gem, 350-500 mg/m?/week for 7 weeks 18 66% N/A 6

Epelbau et al. (44) 2002 504 28 Gem, 1000mg/m? weekly before and after RT, 20 30% N/A N/A
Gem 400 mg/m? weekly during RT

Joensuu et al. (45) 2004 504 28 Gem, 20/50/100mg/m? twice weekly before RT 28 55% N/A 2

Okusaka et al. (46) 2004 504 28 Gem, 250mg/m? weekly + maintenance 38 28%  23% 95
1000mg/m? weekly for 3weeks every 4 weeks.

Murphy et al. (47) 2007 36 15 Gem, 1000mg/m? on days 1, 8, and 15 74 6%  13% 12

Small et al. (45) 2008 3 15 Gem, 1000mg/m? 2-3 times/week before, during, 14 47% N/A N/A
and after RT treatment

igarashi et al. (49) 2008 40-50.4 2028 Gem, 40mg/m’ twice/week -+ maintenance 15 60% N/A 15
1000mg/m? for 3weeks

Schnellenberg et al. (50) 2008 25 1 Gem, 1000mg/m? weekly for 3 weeks before 16 50% NA 1.4
RT + maintenance weekly

Polistina et al. (51) 2010 30 3 Gem, 1000mg/m? weekly for 6 weeks before 23 1% 0% 106
RT 4 maintenance weekly

Loehrer et al. (52) 2011 50.4 28 Gem, 600 mg/m? weekly before and during RT 34 50% 12% 1.1

Schnellenberg et al. (53) 2011 25 1 Gem, 1000 W\Q/m? weekly before and after RT 20 50% 20% 1.8

Cardenes et al. 2011 50.4 28 Gem, 600mg/m? weekly before and during 28 30% 1% 103
RT + maintenance 1000 mg/m? weekly

Shibuya et al. (55) 2011 54 30 Gem, 250mg/m? weekly during RT -+ maintenance 21 74% N/A 166
1000mg/m? every 4 weeks (discretional)

Mahadevanetal. (56) 2011 24-36 3 Gem, 1000mg/m? weekly before, during, and after 39 2% 33% 20
RT (at least 6 cycles)

Huang et al. (57) 2011 50.4-63 28-35 Gem, 1000 mg/rnz weekly during 55 51% N/A 125
RT +induction/adjuvant (discretional)

Mukherjee et al. (55) 2013 504 28 Gem, induction 300 mg/m + concurrent 38 642% NA 13.4
1000mg/m?

Gurka et al. (5 2013 25 5 Gem, 1000mg/m? weekly before and after RT 10 50% N/A 12.2

Herman et al. 2014 33 5 Gem, 1000 mg/m? weekly before and after RT 49 59% 18% 139
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Reference

Chung et al. (62)

Haddock et al. (83)

Hong et al. (84)

Marmon et al. (35)

Crane et al. (86)

Brunner et al. (74)
ChvAng et al. (87)

Tozzi et al. (38)
Ke etal. (89)

Wang et al. (42)

Year

2004

2007

2008

2011

2011

2011
2011

2013
2014

2015

Total
dose (Gy)

a5

45

45

504

504

558
504

45
504

46

Fractions

25

25

25

28

28

28

28

23

Chemotherapy

Gem 1000 mg/m? weekly +- Doxifiuoridine 600 mg/m? daily
during and after RT

Gem 30mg/m? + Cisplatin 10mg/m? twice weekly during
first 3weeks of RT, Gem 1000 mg/m? weely after RT
Gem 1000mg/m? weekly + Cisplatin 70mg/m? two times
during RT, maintenance Gem 1000 mg/m?

weekly + Cisplatin 70mg/m? every 4 weeks

Gem 200 mg/m? weekly + 5-FU 200mg/m? & days/week
during RT, maintenance Gem 1000 mg/m? weekly

Gem 1000mg/m? + Oxaliplatin 100 mg/m? before

RT + Capecitabine 825 mg/m? twice daily on RT days,
cetuximab 500mg/m? every 2 weeks before and during RT
Gem 300 mg/m? + Cisplatin 30mg/m? weekly during RT
Gem 800mg/m? -+ Oxaliplatin 85 mg/m” + 5-FU/Leucovorin
3000/150 mg/m? twice/week before RT, Gem 400 mg/m?
weekly during RT

Gem-based before RT

Gem 1000mg/m? weekly + S-1 40mg/m? twice daily before
RT, $-180mg/m? twice daily during RT, S-1 80mg/m?
twice daily 1 month after RT

‘Gem-based (sub-groups)

Sample
size

22

a8

38

78

69

58
50

30
32

16

1year
os

50%

40%

63.3%

51%

66%

53%
68%

47%
75%

71.1%

2years
os

NA

NA

27.9%

NA

25%

NA
20.6%

NA
34.4%

40.6%

Median
os

12

102

16.7

122

19.2

12.7
145

1
15.2

195
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Reference

Moertel et al. (39)

Wagener et al. (61)
Ishii et al. (62)
Fisher et al. (63)

Andre et al. (64)

Boz et al. (65)

Safran et al. (66)

Lietal. (67)

Morganti et a. (6€)

Cohen etal. (41)

Park et al. (69)

Chauffert et al. (70)

Crane et al. (71)

Sudo et al. (72)
Oberic et al. (73)

Brunner et al. (74)

Huang et al. (57)

Maik et al.
ikeda et al. (76)

Schinchi et al. (77)

Mukherjee et al.
(58)

Herman et al. (78)

Ducreaux et al. (79)

Rembielak et al.
(80)

Kwak et al. (81)

Year

1981

1996
1997
1999

2000

2001

2001
2003

2004

2005

2006

2008

2009

2011
2011

2011

2011

2012

2012

2012
2013

2013

2014

2014

2014

Total
dose (Gy)

40
504
45

59.4

504
50.4-61.2

39.6-59.4

59.4

20

504

50.4-63

504
504

504

504

504

504

“Limited information about chemotheraoy.

Fractions

20
30

20
28
25

25

33

28
28-34

22-33

33

10

30

28

28
30

33

28-35

28

28

40
28

28

30

28

28

Chemotherapy

5-FU 500mg/m? 3 days/week during RT,
maintenance 5-FU 500 mg/m? weekly

Epirubicin + Cisplatin + 5-FU
5-FU 500mg/m? 3 days/week during RT

5-FU 150-250 mg/m? continuous infusion
24h/day during RT

5-FU 375 mg/m? + Cisplatin 15 mg/m? daily
during RT (frst and last week) + maintenance
after RT

5-FU 150-300mg/m? continuous infusion
24h/day during RT

Pacitaxel 50 mg/m? weekly during RT

5-FU 500mg/m? for 3 days every 2 weeks during
RT, Gem 1000mg/m? after RT

5-FU 1000mg/m? during RT at days 1-4 and
21-24

5-FU 1000mg/m? at days 1-4 and
21-24 + Mitomycin 10mg/m? at day 2 during RT

5-FU 500mg/m? for 3days twice during RT with
2weeks break

5-FU 300mg/m? 5 days/week for

Bweeks + Cisplatin 20mg/m? 5 days/week on
weeks 1and 5, maintenance Gem 1000 mg/m?
weekly

Capecitabine 825 mg/m? twice

daily + Bevacizumab 5mg/kg on days 1, 16, and
29; maintenance Gem 1000 mg/m?

weekly + Bevacizumab 5 mg/kg every 2 weeks

$-180mg/m? dally during and after RT

Docetaxel 20mg/m? weekly + 5-FU 200 mg/m?
daily during RT

5-FU 1000mg/m? on days 1-5 and
29-33 + Mitomycin 10mg/m? on days 1-29
during AT

5-FU 200-300mg/m? 5 days/week or 5-FU
500mg/m? on days 1-3 and 29-31 or
capecitabine 1300-1600mg/m? daily during RT

5-FU based during RT*

S-180mg/m? twice daily during RT, maintenance
S-180mg/m? daily after RT

S-180mg/m? twice daily during and after RT

Capecitabine 830mg/m? 5 days/week induction
and concurrent to AT

5-FU 200mg/m? daily during RT, maintenance
Gem 1000mg/m? weekly

5-FU 200mg/m? daily + TNFerade weekly during
RT, maintenance Gem 1000 mg/m? weekly

Docetaxel 20mg/m? + Cisplatin 20 mg/m?
weekly during RT

Getuximab loading dose

400mg/m? + 250 mg/m? weekly during RT

5-FU 600-1000mg/m? during RT, maintenance
Gem 200 mg/m? weekly

Sample
size

83
85

53
20
25

32

42

a4
16

50

55

56

59

82

34
20

35

38

84

50
36

90

187

51

21

34

1year
os

6%
35%

49%
41.8%
32%

31%

30%

30%
31%

31.3%

31%

37%

32%

47%

70.6%
40%

40%

24%

52.6%

72%

62%
79.2%

36.7%

4%

41%

33%

40%

2years

os

NA
N/A

NA
N/A
NA

12.5%

NA

NA
0%

NA

NA

14.6%

NA

N/A

NA
NA

NA

NA

N/A

NA

27%
N/A

10.3%

11.3%

31%

1%

10%

Median OS
(months)

1.4
84

108
103
9

9.1

N/A

84

104

86

1.9

16.8
10

9.7

10.2

109

162

143
134

10

10

96

75
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Parameter Meaning

R MCF-10A or MCF-7 cell diameter

v Cell migration speed

o Initial cell cycle

k Cell cycle inhibition coefficient

ps Spontaneous cell death rate of CC

ps Symmetric self-renewing division rate

P Phenotypic reprogramming rate

P Probabilty of permanent arrest

SF Overall sunvival rate folowing acute 10 Gy IR
o Prolfferation potential of pre-senescent cells

C, control/sham irradiated with 0 Gy.

Value
MCF-10A

15 pm
234 pmht

17h

18

0.004 CC-'day™"
10% SC (C)

0.004 CC-'day™* (C)
063

00071

2-6 divisions

MCF-7

15 pm
234 pmht

24h

297

002 CC-'day”!

10% ()

0.0017 CC-'day(C)
076

00031

0-9 divisions

Reference

(24)

(25,26)

Fitting in vitro data
Fitting in vitro data
Fitting in vitro data
Fitting in vitro data
Fitting in vitro data
Fitting in vitro data
Clonogenic assay
Fitting in vitro data
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Middle (x, Ay, Az)  Bottom right (Ax, Ay, Az)

(millimeter) (millimeter)
Next to table (edge) 00,08,03 -02,22,05
Next to table (corner) 03,0.0,03 06,00,08
Under table 04,00,0.4 06,00,08
Over table 0.1,00,03 06,00,08

The top left source was aways registered o its reference position. The numbers
represent the deviations of both the other sources from their reference position for all
four transducer positions.
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Reference
Next to table (edge)
Next to table (corner)
Under table

Over table

Top left
(10° Bq)

2.95
3.01 (+2.0%)
2.89(-2.0%)
2.99 (+1.4%)
2.86 (-3.1%)

Middle
(10 Ba)

825
817 (-1.0%)
823 (-02%)
823 (-0.2%)

9.96 (+20.7%)

Bottom right
(10°Bq)

293
(-3.4%)
291 (-0.7%)
2.88(-1.7%)
2.93(+0.0%)





OPS/images/fonc-06-00062-g008.jpg
Chamber-Chamber Effect

ive Deviation (%)

Rel.

20 40 60 80 100 120
Measurement





OPS/images/fonc-05-00258-t001.jpg
Motion shape Sinusoidal Cosine* Cosine* Cosine* Patient-like
T=4s T=4s T=4s T=25s Aw=3cm
A=4cm A=3cm A=2cm A=3cm

FWHM; 96 82 7.2 83 7.3
(milimeter)

ANZAI

FWHM; 96 83 74 83 75
(millimeter)

us

STD (af) 50.0 323 414 336 81.1
(millisecond)

The combined error of the manual registration and the Gaussian fit in the FWHMs was
determined to be 0.2 mm. Within this error, the results retrieved with breathing belt and
US tracking agree for all investioated cases.
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Reference Diagnosis N Follow-up Secondary

median solid tumor
(range) incidence (%)
Yock et al. (31) Medulloblastoma 59 7 years (3.9-10.3) 0
Greenberger  Low-grade gloma 32 7.6 years (3.2-18.2) 0
etal. (35)
Sethi et al. (33) Retinoblastoma 55 6.9 years (1.0-24.4) 5
MacDonald  Ependymoma 70 38 years (1-11.7) 0
etal. (34)
ladraetal.  Rhabdomyosarcoma 57 3.9 years (1.2-8.5) 0
87)
Rombietal. Ewingssacoma 30 3.2years (1.5-7.4) 3
(36)

‘One patient with bilateral retinoblastoma developed a non-metastatic osteosarcoma
of the femur.
»Four patients developed secondary hematologic malignancies.
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Detector ~ Sensor

t No.of Typical sensorareaand Telescope geometrical  LET(Si)  Reference Contact person

material use  sensor thickness factor (single ended)  acceptance
(om? s) (keV/um)
Area(em?)  Thickness
(mm)
R-16 Argon (ion. 2000 1 . . - - (2-9)  Victor V. Benghin,
Chamb,) v_benghin@mai.ru
DB-8 Silicon 2001 1 1 03 = o (2-9) Victor V. Benghin,
v_benghin@mail.ru
Liulin® Silicon 2001 1 2 03 o e (10-42F°  Tsvetan P. Dachev,
tdachev@bas.bg
CPDS!  Siicon 2001 12 589,268 03-1.0-60 32 03-30 (44,45) KerryT. Lee,
kerry.tlee@nasa.gov
Atteino  StripedSiicon 2002 8 64 04 238 03-430  (46-52) Marco Casolino,
casolino@romaz.infn.t
ALTEA  Striped 2006 6 128 04 115 3-700 (55-74)  Livio Narici,
Siiicon® narici@romaz.infn.it
Luin-5  Siicon 2007 3 23 04 1 12-170  (75-82) Jordanka Semkova,
jsemkova@stil.bas.bg
Dostel  Siicon 2001 2 69 04 82 05-400 (16, 83-89) Thomas Berger,
Thomas.Berger@dir.de
Tritel Siiico” 2012 2 22 03 25 02290  (90-95) Him Attla,
hirn.attila@energia.mta.hu
PAMELA  Striped 2006 6 373 03 216 003-97  (96-112) Roberta Sparvoii,
Silicon’ sparvoli@roma2.nfn.it
MARE  Siicon 2002 8 589,268 03-1.050 32 0557 (113-118) Cary Zeftin,
caryj zeitin@nasa.gov
CRaTER  Silicon/ 2009 6 96 015-1.0 06-24.6¢ 02-2200  (119-126) Nathan Schwadon,
nschwadron@guero.
seunh.edu
MSL-RAD  Silicon 2011 3 139,23, 03 017-0.72¢ 01-1000  (127-135) Donald M. Hassler,
segmented 197 hassler@boulder.swri.edu

*Hemisphere connected with a cylinder, the intemal racius of the hemisphere and the cylinder being 20 mm, the height of the cylinder being 20 mm.
“Several instruments in this family: Liulin-E094, Liulin-ISS, Liuln-Photo, RADOM, R3DE, R3DR, R3D-B2, R3D-B3.

“See also Liulin-5 references.

“Four CPDS: one intra-vehicular (IV-CPDS) and three extra-vehicular (EV-CPDS).

“Six identical telescopes deployed in different configurations: on an helmet-like holder, in a X, ¥, and Z configuration, in  flat configurations.

‘See also Liuin references.

“Several instruments in this family: DosMap-Dostel, MTR-Dostel, ETEF-Dostel, Dosis-Dostel.

“Two sensors for each of the three cartesian directions (X, ¥, Z) for a total of 6.

PAMELA silicon tracker s part of a complex instrument featuring also a permanent magnet as well as a time of fight system (based on 6 fast plastic scintilators and a calorimeter:
See references).

[Each pair of sensors (thin-thick) is sandwiched on tissue equivalent plastic.

“Depending on the coincidence choice.

IRAD includes also a Csl(T) scintilator, a plastic scintlator, and an anti-coincidence system, see references.

"The top sensor is segmented into two rings, others are like the inner part of A, see references.

s e Rl
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quality  in Gy (RBE) size os os os

Terashima et al. 2012 Protons 675 2 Gem, 800 mg/m? Aweek for 3weeks 50  768%  50% NA

Sachsmanetal. (20) 2014 Protons 59.4 33 Capecitabine, 1000mg twice/day; 5 days/ 1 61%  81% 184
week on radiation treatment days only

Yamada et al. (%) 2014 Cabonions  38.4-43.2 12 - 19 %% 5% NA

Gem 1000 mg/m?/Aweek for 3 weeks 24 71% 21% NA

456-52.8 12 - 27 % 16% NA

Gem 1000mg/m?/week for 3 weeks 47 74%  54% NA
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Each margins case of the 3D0 calculations was done using the 3 foci described previously. In the case of 4D0 and 4DN values, the 9 possible focus/GW combinations presented

previously were used.
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Each margins case of the 3DO calculations was done using the 3 foci described previously: In the case of 400 and 4DN values, the 9 possible focus/GWW combinations presented

previously were used.
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lon Energy (MeV/u) LET (keV/um) Track radius (um)* Dose Fluence® (particles/cm?)
Nitrogen 180 40-65 243 26y 24107

Carbon 114-158 60-85 262 20y 172 %107
Titanium 1000 150 310 26y 83x10°

ion 1000 155 328 26y 81x10°
Calcium 200 180 505 26y 7x10°

“The maximum range of deita electrons/track radius was calculated according o Re. (37): o (wm) = 0.062 x E (MeV/u)'".

"The fluence was calculated according to the formula: DiGy] =1.6x10° xL,

If SOBP iradliation was performed, the fluence of particles mostly contributing to dose deposition was calculated from the mean of the dose averaged LET.
“The hits per nucleus were calculated based on the geometric cross section, i.e., area of the cell nuclei (HSPC: 60 um?: PBL: 50 ) and the fluence.

Hits per nucleus®
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Configuration BL(Tm) Mun () Merg (t) BFO (cSv/y)

LTSC toroid 19 125 - 192%141
HTSC double-heiix solenoid coil toroid 4 112 47.2 293123
HTSC racetrack coil toroid 49 280 464 26711
Habitat - 454 - 356x18

The first mass quoted refers {o the shield mass present in the Monte Carlo simulation.
The second is the mass estimate from the engineering designs. The annual BFO dose
equivalents refer to the GOR flux at solar minimum (1) and the barrel region acceptance
(Figure 9). The quoted uncertainties represent the root-mean-square deviation of the
average dose recorded in the six water cylinders (Figure 5).
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IR Dose(Gy)  No.Cells  °AS(3-colo)  “True (3-colo)  °mFISH (24-color)  pAS=AS/mFISH PTR=True/AS

197Cs y-rays 0.0 365 1 1 5 0.200 (0.036, 0.624)' 1.000 (0.207, 1.000)
10 238 18 17 38 0474(0325,0627)  0.944 (0.742, 0,990
20 342 74 64 184 0402(0334,0474)  0.865 (0.769, 0.925)
4.0 179 109 86 247 0.441(0.381, 0.504) 0.789 (0.703, 0.855)
= 1124 202 168 474
Parameters o 0054001 006001 0134005
B 003000 002000 006002
op 2204001 3894001 2274005
1.1GeV *Fe lons 00 %8 1 1 1 1.000(0.207,1.000)  1.000 (0.207, 1.000)
02 191 6 4 11 0545 (0.280,0.787)  0.667 (0.300, 0.909)
04 179 10 6 25 0.400(0.234,0.693)  0.600(0.313, 0832)
o7 197 23 16 64 0359(0.253,0.482)  0.696 (0.491, 0,844
10 189 28 14 67 0.418(0.307,0.537)  0.500(0.326, 0.674)
15 218 55 32 125 0440(0.356,0528)  0.582 (0.450, 0.703
z 1072 123 73 293
Parameters o 0.14+003 0094003 036007
p 0020.03 000003 0024006
ap 9.53+0.43 1054824 17.6+3.16

*Apparently simple exchanges; chromosomes 1/2/4; °True simple exchanges; chromosomes 1/2/4; “True simple exchanges; all chromosomes, mFISH; %Linear and quadratic
coefficients: Y= aD + BD?: 'Parentheses indicate 95% confidence intervals (Cls).
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The number of traversals was calculated by dividing the nuclear area of the cells (PC3
or Caco-2) by the fluence (different for each dose). Nuclear area for PC3 cells was on
average 134.7 um and for Caco-2 cells 170.5 um.
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SR2S CCT 15 137 20321 12818 37+9 1212
SR2S CCT 23 137 203%21 10512 486 288

The reported shield masses refer to the mass i the Geant4 simulation. The annual BFO dose equivalents correspond to the barrel region acosptance (Figure 9). The quoted
uncertainties represent the root-mean-square eviation of the average dose recorded in the six water cyinders (Figure 5. “% Field" s the dose reduction due o the field. *%
Habitat” is the reduction of the habitat dose due to the magnetic shield.
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The reported shield masses refer to the mass in the Geantd simulation. The GCR annual BFO dose equivalents correspond (o the barrel region acceptance (Figure 9). The quoted
uncertainties represent the root-mean-square deviation of the average dose recorded in the six water cylinders (Figure 5. % Field” s the dose redluction due to the fied. *%
Habitat” is the reduction of the habitat dose due to the magnetic shield.
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The parameters are correlated to the beam entrance position in the PMIMA and to
the BP as described in Ref. (30). The resolutions are evaluated as the RMS of the
measurements performedin the diferent beam entrance configurations and data.
samples.
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Protons DB-F1 Isocenter 324 / 87 /
DB-F4 Isocenter 326 / 126 /
BL-Narrow BAMS 44 42 09 09
Isocenter 320 341 68 68
BL-F1 BAMS 86 86 50 50
Isocenter 32.4(0%) 35 89(23%) 91
BLF4 BAMS 94 106 108 108
Isocenter 325 (-03%) 350 18.0 (3:2%) 135
PSF1 Isocenter 32.3(-03%) 346 9.0/(3.4%) 92
PS-F4 Isocenter 326 (-06%) 350 12.81.6%) 135
88.83 MeV/u 430.10 MeV/u
Cabonions DBt Isocenter 98 / 34 /
DBF4 Isocenter 13.4 / 98 /
BL-Narrow BAMS 13 13 04 04
Isocenter 96 96 25 25
BLF1 BAMS 29 29 27 27
Isocenter 10.0 (2%) 10.4 35(3%) 36
BL-F4 BAMS a7 103 96 96
Isocenter 18.7 2.2%) 14.2 99(1%) 99
PSFi Isocenter 9.8 (0%) 104 35(3%) 35
PSF4 Isocenter 136 (1.5%) 142 98(0%) 99

For the diferent foci at isocenter, the variations in percentage to the LIBC foci value are shown in bracket. DB stands for the LIBC database values, BL for the BL approach values,
and PS for the PS approach.
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15.7 0.5mm, 0.4 mm, -0.9mm, ~0.4mm, -0.2mm, -0.3mm,
2.2% 1.8% -3.7% -5.7% -1.8% -2.1%
30.7 0.4 mm, -0.3mm, -0.8mm, -0.3mm, 0.0mm, -0.1 mm,
-1.5% -1.1% -3.1% -35% 0.0% -0.1%
457 0.0mm, 0.2 mm, ~0.7 mm, —0.2mm, 0.1 mm, -0.2mm,
0.0% 0.8% -28% -32% 0.9% —1.4%
15.7 0.2mm, 0.4 mm, ~0.5mm, ~0.1mm, 0.1 mm, -0.9 mm,
12% 3.1% -2.8% -28% 20% ~75%
85.7 0.4 mm, 0.6 mm, 0.2mm, 0.3mm, 0.4 mm, -0.7 mm,
2.7% 35% 1.0% 6.6% 5.44% =5.7%
151.7 0.8mm, 0.8mm, 0.5mm, 0.2mm, 0.4 mm, -0.1 mm,
5.0% 4.4% 2.6% 2.7% 6.1% -1.3%
15.7 0.4 mm, 0.8 mm, 0.2mm, 0.2mm, 0.1 mm, -0.1 mm,
4.1% 6.5% 1.3% 3.7% 2.0% -1.1%
195.7 0.7 mm, 0.1 mm, 0.9mm, ~0.1mm, 0.1 mm, -0.3mm,
46% 0.3% 5.2% -1.5% 1.6% 2.7%
267.7 0.7 mm, 1.1 mm, 0.9 mm, -0.1 mm, 0.3mm, 0.4 mm,
38% 58% 45% ~1.1% 4.0% 1.0%

Measurements are the reference FWHM. “Low energy” corresponds, respectively, for protons and carbon ions, to 80.90 and 150.42MeV/u, “middle energy” to 157.43 and
299.94 MeV/u, and *high energy” to 221.06 and 430,10 MeV/u.

The numbers in bold cormespond to the most extreme variation observed for protons and carbon ions.
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The quoted uncertainties represent the root-mean-square deviation of the average dose recorded in the six water cylinders (Figure 5).
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The quoted uncertainties represent the root-mean-square deviation of the average dose recorded in the six water cylinders (Figure 5).
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The effect of the generation statistics on the quoted free space doses is negligible (~1%).
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The quoted uncertainties represent the root-mean-square deviation of the average dose recorded in the six water cylinders (Figure 5).
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The quoted uncertainties represent the root-mean-square deviation of the average dose recorded in the six water cylinders (Figure 5).
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The effect of the generation statistics on the quoted free space doses is negiigible

(~1%).
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The quoted uncertainties represent the root-mean-square deviation of the average dose recorded in the six water cylinders (Figure 5).
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