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Editorial on the Research Topic
Insights in computational genomics: 2022

The goal of this Research Topic is to shed light on the progress made in the past decade
in the Computational Genomics field, to gauge its future challenges, and to provide a
thorough overview of the field’s current status. We hope that this article Research Topic
will inform, inspire and provide guidance to researchers in the field. Foundational
Research Topic ranging from still unsolved evolutionary mechanisms at the genomic
level and the challenges posed by human genomic variation are powerful drivers of current
and future research in Computational Genomics. The challenge that genomics poses to
computational theory is to be highlighted, ranging from the role of Artificial Intelligence
and Deep Learning (DL) in this context to the likely impact of emerging Single Cell RNA
Sequencing (scRNA-Seq) methodologies in transcriptomics. Steady progress in tools for
automated managing of large heterogeneous genomic and biological data is likely to bring
good dividends in the near future. Specific applications of computational genomics
support cancer studies for tasks such as drug repositioning and finding the role of
immune system genes in cancer. Also, computational genomics is a key helper to
plant science in the effort to cope with the effects of climate changes in the long run,
with global food security as a goal.

Here is an overview of the issues presented in this Research Topic.
The evolution of genomes and codon encodings is a source of key fundamental questions

still needing an answer. In this area, Belinky et al. highlight major differences between
prokaryotes and eukaryotes regarding the double substitutions of nucleotides in codon
encodings.

Dong et al. provide experimental evidence on the performance of recently developed DL
methods compared to more traditional flavors of Machine Learning (ML) when applied to
the prediction of risk in cancer. Using a very large cohort of patients and three cancer test
types, they give interesting hints for further research on this Research Topic.

The Human Genome Project (HGP) lasted from 1990 to 2003 and has brought about a
scientific revolution in genomics of the type the philosopher Thomas S. Kuhn has described.
As with every scientific revolution, its long-lasting value is that of posing new questions.
Singh et al. argue that the Human Pangenome Project is the next logical step on the road
opened by the HGP, allowing us to reach new heights in genomic research in the near future.
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Single Cell RNA Sequencing is one of the key new technologies
in transcriptomics, enabling a finer view of the diverse roles of single
cells (or cell types) within a sample. New technologies often need
new algorithmic insights and robust statistical filtering
methodologies. Li et al. propose in their article a novel method
for detecting a limited number of representative cells within a pool of
thousands (up to hundreds of thousands) of cells typically analyzed
in a single scRNA-Seq run. Carangelo et al. give an overview of the
scRNA-Seq technologies with particular emphasis on the scalability
of the algorithmic analytic tools needed to cope with the ever-
increasing rate of data generation. Interestingly the field of scRNA-
Seq research is poised to move from a niche sector to a broader role
in a clinical setting for human health.

Modern metabolomics assays produce vast volumes of complex
data. Thus, there is a growing opportunity for the application of
Machine Learning to analyze such data, recognize new patterns, and
build models across multiple levels (from the genomic to the
metabolic aspects). Galal et al. give an overview of this
burgeoning area of research with emphasis on its potential for
leading to new disease classifications and to uncovering key
aspects of the disease onset and progression.

Gene duplication and gene transfer are important evolutionary
mechanisms still needing further research and attention. Here
Zhang et al. give an overview of the current trends and resources in
the fascinating subject of intra-species detection of gene
duplications, which is often a key strategy in solving the intra-
species functional gene annotation problem. Nayar et al. study the
phenomenon of horizontal gene transfer mediated by conjugation,
which is considered an important evolutionary mechanism of
bacteria. With the new proposed methodology (ggMOB) they
found that over half of the bacterial genomes contained one or
more known conjugation features that matched exactly to at least
one other genome. Science and technology often require a constant
and valuable background activity of standardization and
unification of procedures and data. Maia et al. describe a
computational workflow (AnnotaPipeline) for the annotation of
eukaryotic proteins using multi-omics data aiming at overcoming
problems due to the variety of sequencing platforms that generate
increasing amounts of data, thus making manual annotation no
longer feasible.

Cancer studies have been and still are at the forefront of the
application of genomics to human health. In this context, we report
two studies: Ai et al. identify genes involved in the immune response
to colorectal cancer for the purpose of cancer prognosis and
potential impact on future immune therapies, while Bennett et al.
compare the gene expression profiles of disease-states with the
perturbation on gene-expression profiles by a given drug and are
thus able to identify 24 existing drugs with potential beneficial effects
for patients of Esophageal Cancer (EC).

As climate and climate-related phenomena are gaining
continuous attention in public discourse and long-term planning,
promoting plant genomics studies is strategic for the future of food
security. Here we report two exemplary applicative studies in plant
genomics. Jiang et al. analyze the transcriptional dynamics of filling
stage Tartary buckwheat seeds in order to provide a theoretical basis
for improving the yield of Tartary buckwheat. Pan et al. investigate
wheat genotypes and differential gene expression in several climate-
related conditions to highlight and clarify the cold-resistance
mechanisms leading to potentially higher yields in uncertain
climatic conditions.
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Selecting Representative Samples
From Complex Biological Datasets
Using K-Medoids Clustering
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Patrick C. Wilson1,2*
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Rapid growth of single-cell sequencing techniques enables researchers to investigate
almost millions of cells with diverse properties in a single experiment. Meanwhile, it also
presents great challenges for selecting representative samples from massive single-cell
populations for further experimental characterization, which requires a robust and
compact sampling with balancing diverse properties of different priority levels. The
conventional sampling methods fail to generate representative and generalizable
subsets from a massive single-cell population or more complicated ensembles. Here,
we present a toolkit called Cookie which can efficiently select out the most representative
samples from a massive single-cell population with diverse properties. This method
quantifies the relationships/similarities among samples using their Manhattan distances
by vectorizing all given properties and then determines an appropriate sample size by
evaluating the coverage of key properties from multiple candidate sizes, following by a
k-medoids clustering to group samples into several clusters and selects centers from each
cluster as the most representatives. Comparison of Cookie with conventional sampling
methods using a single-cell atlas dataset, epidemiology surveillance data, and a simulated
dataset shows the high efficacy, efficiency, and flexibly of Cookie. The Cookie toolkit is
implemented in R and is freely available at https://wilsonimmunologylab.github.io/Cookie/.

Keywords: single cell, sampling, k-medoids, R, antibody candidate selection

INTRODUCTION

Single-cell sequencing techniques grew extensively by developing higher cell throughput, improved
sensitivity, better reliability, and more modalities in the last decade (Tang et al., 2009; Peterson et al.,
2017; Svensson et al., 2018; Stuart and Satija, 2019). Among all biological topics and contexts, the
immune system contains a massive amount of highly diverse cells in phenotype and function, and
therefore has benefited enormously from the application of novel single-cell RNA sequencing
(scRNA-seq) in order to investigate the development and activation of immune cells (Bendall et al.,
2014; Goldstein et al., 2019; Winkels et al., 2018; Zhang et al., 2019). In detail, people are able to
characterize diverse properties, for example, transcriptome expression, B cell repertoire (BCR), and
surface protein expression, for a massive amount of single immune cells in a single experiment
(Peterson et al., 2017; Goldstein et al., 2019; Li et al., 2021). This gives people immense power to
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comprehensively scan a whole population of immune cells in
order to identify candidates for further experimental
characterization (e.g., neutralizing and antibody binding)
(Dugan et al., 2021). Since experimental characterizations are
usually resource and human labor intensive, the number of
candidates is usually limited by budget. Therefore, a sampling
strategy that is capable to effectively select compact and
representative samples from a massive population with diverse
properties is highly demanded.

The selection of representative samples to reflect the
properties and maxima proportion of a large population is a
common problem (McCarty et al., 1997; Tominaga, 1998;
Siddiqui et al., 2006; Chen et al., 2016). Compared to
conventional sampling problems, it imposes even more
challenges when selecting samples from a massive biological
dataset, for example, single-cell atlas dataset, as biological
sample selections are often size sensitive and have diverse
properties with different types and importance, and all
properties need to be balanced in the selection. More
specifically, novel biological data, represented by single-cell
atlas data, proposed three specific requirements to
representative sampling. First, the selected samples should be
able to maximally represent the distribution of original
population. Second, the sample size should be as compact as
possible in order to save human labor and reagents. Third,
randomness of selected samples is not preferred in those cases
because subsequent experimental design requires robust and
repeatable results. In general, a sampling strategy that can
achieve the balance between scientific sufficiency and expense
economy with high efficiency is preferred, which can effectively
address the contradiction between growing detection capabilities
and limited experimental capabilities.

Sampling from a large population has been well studied, and
multiple probability and nonprobability sampling methods,
including simple random sampling, systematic sampling,
cluster sampling, stratified sampling, quota sampling, and
snowball sampling, have been proposed for practical sampling
problems (Cochran, 2007; Fricker, 2008). Two implementations
of probability sampling methods, R package “sampling” and
“survey,” have been developed and widely used in the
community (Tillé and Matei, 2006; Tillé et al., 2016; Lumley
and Lumley, 2019). Those conventional methods do not or rarely
use data structure in sampling; therefore, they fail to maximally
balance the given properties. Some minor groups maybe ignored
causing samples in those groups being rejected. Furthermore, the
randomness in the results of probability sampling methods is not
preferred or even strictly prohibited in candidates sampling of
single-cell atlas data and some other contexts (e.g., influenza
surveillance) because robust and repeatable results of each step
are crucial for these studies. In addition, a group of Markov chain
Monte Carlo (MCMC)–based sampling methods, for example,
Metropolis–Hastings sampling and Gibbs Sampling, were
proposed to solve sampling problem from high-dimensional
population (Geman and GemanHastings, 1970;, 1984). These
MCMC-based methods select samples by using data distribution
on multiple properties of whole population, and therefore can
generate much more representative results than conventional

sampling methods. However, MCMC-based sampling methods
are usually used to estimate parameters of unknown distribution
by constructing a big stochastic process from a given population,
or to generate representative samples from a known probability
distribution. For single-cell datasets, the joint probability
distributions of multiple properties are usually unknown and
incalculable, which makes MCMC-based sampling unavailable.
Moreover, after algorithms reach a convergence, MCMC-based
methods prefer to select more samples for better estimation,
which contradicts the requirement of compatibility of single-cell
data selection. In practice, compatibility, stability, and
representativeness on massive population are three priorities
that may not be easily achieved by existing sampling methods.
Meanwhile, a systematic approach to determine an appropriate
sample size is required.

To overcome these challenges, we developed a k-medoids
clustering-based sampling strategy. This method achieves both
stable and representative results and allows users to determine an
optimized sample size by evaluating the coverage of key
properties. We have made Cookie available on a public
repository for users worldwide: https://wilsonimmunologylab.
github.io/Cookie/.

MATERIALS AND METHODS

Datasets
Simulated dataset: We generated a simulated dataset with
10,000 samples and five factors. We generated three-character
type factors (Factors 1–3) and two numerical type factors (Factors
4 and 5). Factor 1 is a character factor with levels from 1—20;
Factor 2 is a character factor with levels from 1—50; Factor 3 is a
character factor with levels from group 1—group 9; Factor 4 is a
numerical factor with integer values within the range of 1–20; and
Factor 5 is a numerical factor with floating number values that
follow a normal distribution (mean = 0, standard deviation = 1).
There are a total of 10,000 records in this dataset, and we also
extract different size subsets (1,000, 2,500, and 5,000) from this
dataset to test the efficiency of our method on different data sizes.

Single-cell B cell dataset: In the vaccine clinical trial, we
applied Cookie to unbiasedly select representative monoclonal
antibodies for expression/characterization from 1,937 antibodies
from 19 subjects, seven transcriptional clusters, four isotypes
(IgA, IgG, IgM, and IgD), various V locus gene usages, and
various CDR3 peptide lengths. We generated these monoclonal
antibodies using single-cell B cell receptor cloning of a pair of the
heavy chain and light chain genes followed by in vitro expression
to further characterize mAb specificity and function to evaluate
the vaccine response.

Human influenza H1N1 surveillance viral sample dataset:
We downloaded all data records of human influenza
H1N1 viruses collected between August 1, 2018 and August 1,
2019 from GISAID database (https://www.gisaid.org/) (Shu and
McCauley, 2017). A total of 8,449 viruses were retained after
removing the redundant records. By comparing the sequences to
the WHO recommended H1N1 vaccine strain A/Michigan/45/
2015 (H1N1) (https://www.cdc.gov/flu/season/flu-season-2018-
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2019.htm), we calculated mutation numbers of the HA1 protein
for all H1N1 viruses. Mutation numbers of H1 epitopes was also
calculated for all H1N1 viruses. The protein sequences were
aligned using MAFFT v7.427 (Katoh and Standley, 2013).
Positions of five epitopes of H1 protein were adopted from the
literature (Li et al., 2020). In this dataset, there are four factors:
month, continent, mutations, and mutations on epitopes. The
month factor is a character factor with 12 levels (2018-08 to 2019-
07); the continent factor is a character factor with six levels
(Africa, Asia, Europe, North America, Oceania, and South
America); mutations is a numerical factor with integer values
within the range of 0–14; and mutation on epitope is a numerical
factor with integer values within the range of 0–3. The dataset was
downloaded on August 29, 2019.

Data Vectorization
Each sample was represented by a vector, and dimensions of
the vector are factors from the original data (e.g., subject,
transcriptional cluster or just “cluster,” gender, and antibody
isotype). All factors can be divided into two groups: character
factors and numerical factors. Character factors usually have
multiple (two or more) discrete values, representing clusters,
subjects, groups, batches, and so on. Numerical factors have
continuous numerical values with either integers or floating
numbers, and different levels can be quantified by the
difference of these values. To clarify, character factors also
have numerical levels. The difference between numerical
factors and character factors is that the levels of character
factors are none-quantifiable labels and the levels of
numerical factors are quantifiable values. The difference
between any two levels can be quantified by the difference
of their values. For example, for a character factor (e.g., a
cluster) which has three levels, the difference between levels
1 and 2 is equal to that between levels 1 and 3. For a numerical
factor (e.g., number of mutations) which has three levels, the
difference between levels 1 and 2 is smaller than that between
levels 1 and 3.

Linearization
In biological datasets, logarithmic values are a commonly used
data type (e.g., HI titers in Influenza hemagglutination inhibition
assays, https://www.cdc.gov/flu/about/professionals/antigenic.
htm). In order to compare values within a factor, values of all
the numerical factors should be linear (Sun et al., 2013). All of the
nonlinear factors should be linearized in advance of further
normalization. A logarithm will transfer logarithmic values
into linear values. Users should choose the base number of the
logarithm according to their dataset. For example, original HI
titers are equal to HI � 10 × 2n, where n is the number of
dilutions, so the base of logarithm will be two for HI data;
thus, the linearized HI titer should be: HI′ � log2(HI/10).

Normalization
Data normalization is essential for numerical factors in order to
be comparable with other factors (Hancock et al., 1988; Singh and
Singh, 2020). Here, we adopted a min–max normalization
method to scale a numerical factor such that all values are

within the range of [0,1]. The normalized value x′ can be
calculated by the following equation:

x′ � x − xmin

xmax − xmin
,

where x, xmin, and xmax are the original values, the minimum
value of original samples, and the maximum value of original
samples, respectively.

Distance Calculation
For any two samples, we calculated pairwise distances following a
two-step strategy, that is, (1) compute the differences between
two samples on individual factors and 2) calculate the overall
distance by integrating the differences from all factors. We
applied binary distance coding to represent the difference
among character factors (0 for equal and 1 for difference). For
numerical factors, the distance is equal to the absolute value of the
difference. Then, overall distance D was calculated by integrating
differences on all factors di using a weighted L1 norm (summary
of their absolute values with weights). wi denotes weight of the
i-th factor:

D � widi1 � ∑n
i�1

∣∣∣∣∣∣∣∣∣widi

∣∣∣∣∣∣∣∣∣.
In case of missing values in the dataset, we consider the

difference between missing values and any other value as 0.
This strategy prevents introducing biases from comparing
missing values with real values.

Embedding
To visualize the sampling results, we utilized two state-of-the-art
nonlinear dimensional reduction methods, that is, uniform
manifold approximation and projection (UMAP) and
t-distributed stochastic neighbor embedding (t-SNE) (McInnes
et al., 2018; Van der Maaten and Hinton, 2012). Both embedding
methods accept pairwise distances as input and render a 2D
projection of the samples.

Roles of Factors
In this workflow, we designed three different roles for factors
which are as follows: prime factor, important factors, and regular
factors. All factors contribute to the distance calculation. The
prime factor and important factor are optional in a sampling. The
prime factor is unique in a dataset, and the representative samples
were selected evenly from each element of prime factor (e.g.,
subject and animal) instead of selecting from the entire dataset.
Important factor indicates a 100% coverage requirement and can
be multiple. Regular factors contribute to the distance calculation
as other factors do but without any specific requirement to the
sampling. The determination of prime factor and important
factor is up to users own choice. Users can determine each
factor from their dataset to any role (prime, important, or
regular) according to their sampling needs and domain
knowledge. For example, in the sampling from our single-cell
B cell dataset, we would like to select samples from each subject
(donors), so that “subject” was set as the prime factor. We would

Frontiers in Genetics | www.frontiersin.org July 2022 | Volume 13 | Article 9540243

Li et al. An Effective Representative Sampling Method

9

https://www.cdc.gov/flu/season/flu-season-2018-2019.htm
https://www.cdc.gov/flu/about/professionals/antigenic.htm
https://www.cdc.gov/flu/about/professionals/antigenic.htm
https://www.frontiersin.org/journals/genetics
www.frontiersin.org
https://www.frontiersin.org/journals/genetics#articles


also like to investigate all transcriptional clusters, so that “cluster”
was set as an important factor. The rest of the factors were set as
regular factors.

Clustering-Based Two-step Sampling
Strategy
To achieve a high sampling coverage with good
representativeness, we designed a two-step sampling strategy.
The first step is to select N samples from the entire dataset or from
each subject if the prime factor was set using a k-medoids
clustering method. The cost function in k-medoids algorithm
is given as (Kaufman et al., 1987)

c � ∑
Ci

∑
Pi∈Ci

∣∣∣∣∣∣∣∣∣∣Pi − Ci

∣∣∣∣∣∣∣∣∣∣,
where Ci denotes the medoid and Pi denotes the sample. The
most common implementation of k-medoids clustering is the
partitioning around medoids (PAM) algorithm. More
specifically, samples can be clustered into multiple evenly
distributed clusters using the k-medoids clustering method.
The medoid for each cluster can be considered as the most
representative samples of the corresponding cluster. This step
guarantees the representativeness of selected samples.

The second step is to investigate the coverage rate of all important
factors (defined by users) from the representative candidates picked
by k-medoids clustering from last step. If any important factor has a
coverage rate lower than 100%, then an additional selection will be
performed to pick the proper samples from the unpicked population
to cover all the levels/categories of the important factor. The strategy
for adding qualified samples is as follows: for a category of an
important factor that has not been covered by samples selected in
step 1, if there is more than one candidate, we select the one that has
the largest local distances with all selected samples in the first
step. We define local distance as

DLocal � min
i∈S

Di,

where Di denotes the distance between the current sample and
the i-th selected samples. S denotes the set of selected samples.

Evaluation of Sampling
The quality of sampling can be evaluated and quantified by
coverage rate on each single factor. Here, for character factors,
we define the coverage rate as

Coverage rate � number of levels in selected samples

number of levels in the original population
.

To be consistent, for numerical factors, since they have been
scaled into [0,1], we assigned them to ten evenly divided bins ([0,
0.1] [0.1, 0.2], . . . [0.9, 1]); and then the coverage rate of
numerical factors can be defined as

Coverage rate � number of levels in selected samples

number of levels in the original population
.

Of note, a statistical test between original population and
selected population can also be used to evaluate the sampling
quality for a numerical factor.

Using the quantified coverage rate on each single factor, users
can determine an optimized sample size that balances both factor
coverage and cost.

Users can also check the distribution of selected samples on each
factor. For example, if the distribution of selected samples is identical
to that of the original samples, it indicates that the sampling is of high
quality. The similarity of distribution on each factor between the
original population and selected samples can also be approximately
quantified by Pearson correlation coefficient.

rxy � ∑n
i�1(xi − �x)(yi − �y)�����������∑n

i�1(xi − �x)2
√ �����������∑n

i�1(yi − �y)2√ ,

where n is the number of levels in this factor and xi and yi are the
number of samples of the i-th level of this factor for two sets of
samples; �x � 1

2∑n
i�1xi and analogously for �y.

RESULTS

Cookie: Representative Sample Selection
From a Massive Population Using
K-Medoids Clustering
Here, we present Cookie, a user-friendly toolkit, to select
representative samples from massive populations (especially
single-cell sequencing data). The prime idea of this method is
quantifying and vectorizing all samples in order to quantify their
dissimilarity by their Manhattan distances, and then samples can
be classified into several clusters by k-medoids clustering according
to their dissimilarity and centers of those clusters are representative
samples (Figure 1). In detail, each sample is presented as a
numerical vector, and the elements of the vector are attributes
of the original data (e.g., subject, transcriptional cluster, and
gender). The relationships/dissimilarity among all samples were
quantified by calculating a pairwise Manhattan distance matrix.
Based on that, a two-step sampling strategy was performed as
follows: 1) classify samples into k clusters by k-medoids clustering
and select centers of the k clusters and 2) add proper samples to
qualify the coverage requirement on specified factors. This method
is composed of four steps: normalization, distance calculation,
sampling, and embedding (Figure 1A). In this toolkit, we defined
three roles of factors, prime, important, and regular, to help users
better describe their sampling goal. To achieve better
representativeness, we designed a two-step sampling strategy
(Figure 1B). The first step is to select k samples using
k-medoids method from the entire population or from each
subject of prime factor (Kaufman et al., 1987; Schubert and
Rousseeuw, 2018). The second step is to add qualified samples
to cover all the categories/levels of important factors (seeResults for
details). Cookie calculated the summary of distances between
candidates and selected samples and always picks the one with
largest distance if there is more than one candidate.

Frontiers in Genetics | www.frontiersin.org July 2022 | Volume 13 | Article 9540244

Li et al. An Effective Representative Sampling Method

10

https://www.frontiersin.org/journals/genetics
www.frontiersin.org
https://www.frontiersin.org/journals/genetics#articles


FIGURE 1 |Workflow of k-medoids–based sampling. (A)Workflow of Cookie pipeline and (B) selecting representative samples using k-medoid clustering method.

FIGURE 2 | Select representative samples from a large single-cell population. (A) Determine appropriate sample size by quantifying coverage on all factors. Line of
subject factor was indicated by dash line to avoid overlap. (B) Coverage on each factor of selected samples. (C) Compare distributions on each factor between original
population and select samples.
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FIGURE 3 | Selected representative samples from human Influenza H1N1 surveillance data. (A) Testing coverage rate on each factor of different sample sizes. (B)
Selected samples and unselected samples on 2D visualization (t-SNE). (C) Distributions of each factor of original population and selected samples.

TABLE 1 | Runtime of major steps of Cookie pipeline on different population sizes. All the tests were performed on a simulated dataset using a 2015 Apple MacBook Pro
(Core i5, 2.7GHZ, 8 GB DDR3 memory). N denotes population size.

Processing Step Runtime (seconds)

N = 1,000 N = 2,500 N = 5,000 N = 10,000

Preprocess Create object 0.001 0.004 0.004 0.05
Normalization 0.003 0.005 0.012 0.027
Distance calculation 0.347 1.77 7.375 32.511
Nonlinear reduction (t-SNE) 6.759 13.731 50.701 142.668

Prime factor mode* (PAM algorithm) Sample size test 0.279 1.414 9.097 54.703
Sampling 0.04 0.195 1.523 6.134

Prime factor mode* (FastPAM algorithm) Sample size test 0.663 1.036 4.276 43.047
Sampling 0.123 0.154 0.578 3.089

Nonprime factor mode** (PAM algorithm) Sample size test 26.258 301.05 1750.68 >3,000
Sampling 3.517 36.251 261.614 >3,000

Non-prime factor mode** (FastPAM algorithm) Sample size test 4.403 27.656 115.79 598.854
Sampling 0.493 3.31 13.522 68.22

*A prime factor is determined in this run. Algorithms for k-medoids clustering are indicated in the brackets.
**No prime factor is determined in this run. Algorithms for k-medoids clustering are indicated in the brackets.

Frontiers in Genetics | www.frontiersin.org July 2022 | Volume 13 | Article 9540246

Li et al. An Effective Representative Sampling Method

12

https://www.frontiersin.org/journals/genetics
www.frontiersin.org
https://www.frontiersin.org/journals/genetics#articles


Application of Cookie on Single-Cell Atlas
Data to Select Candidates of Monoclonal
Antibody for Further Experimental
Characterization
We applied this method to select candidates of monoclonal
antibody from the isolated genes for 1,937 antibodies for
laborious protein expression and downstream analysis. The
single-cell atlas dataset consists of seven transcriptional clusters,
19 subjects, a variety of V gene usages, four major isotypes, and a
variety of complementarity-determining region 3 (CDR3) lengths
among the genes for 1,937 antibodies. Our goal was to 1) select
representative samples for laborious protein expression from the
genes of 1,937 antibodies and 2) determine the optimized sample
size that can balance sampling coverage on all factors and
economy. For this dataset, we wanted to evenly select samples
from each subject, and a 100% coverage is required for
transcriptional clusters. We set “Subject” as the prime factor
and “transcriptional cluster” as an important factor. As shown
in Figure 2A, coverage of all factors is positively correlated with
sample sizes from each subject, andN= 7 is the optimal sample size
from each subject because 100% coverage of three key factors
(subject, cluster, and isotype) and high coverage of other two
factors have been achieved. After determining the sample size to
seven per subject, we selected 133 samples from 1,937 antibodies
with a 100% coverage on subject, cell cluster, and isotype
(Figure 2B). We observed highly similar distributions between
selected 133 samples and the original population by comparing the
distribution of five factors (Figure 2C). Moreover, the total
runtime of sample size determination and sampling is less than
ten seconds. In conclusion, results on real single-cell B cell dataset
showed that Cookie toolkit is effective and efficient in selecting
candidate antibodies for further experimental characterization
from massive single-cell population.

Application of Cookie on Human Influenza
Virus Surveillance Data
Beside single-cell sequencing data, Cookie toolkit is also
compatible with more biological applications. Here, we

examined the flexibility of our method on a different type of
biological dataset. Influenza virus has a highly mutable
replication process allowing it to escape from immunity, often
on an annual basis (Kosikova et al., 2018). In order to control this
escape, each influenza season, tens of thousands of samples of
influenza viruses are collected from surveillance programs across
six continents (Lackenby et al., 2018). Identifying antigenic
variants from those viral samples is the key to a successful
vaccine strain selection to generate a vaccine protective against
the most common viral variants (Koel et al., 2013). The main
challenge is that people can only investigate antigenic profiles for
a small proportion of all viral samples using HI assay, which is
time- and labor-intensive. An efficient sampling method that can
balance samples with genetic variations, locations, and times of
sampling (month) is required. The k-medoids sampling method
proposed in this study is capable of addressing this problem. We
performed the k-medoids sampling on a human H1N1 influenza
dataset with 8,449 viral samples (see dataset section for details)
using Cookie toolkit. To identify the earliest antigenic variant, we
set “Month” as a prime factor to balance samples from different
time periods. The sample size test indicates that a sample size of
five (setting sample size to seven will slightly increase the coverage
of mutation, if budget allows) is an appropriate choice for this
dataset (Figure 3A). With the sample size of five, the selected
samples covered all the clusters, and therefore are able to
represent all of the genetic-temporal-spatial combined
variances (Figure 3B). The distribution of each factor also
shows that the selected samples have a highly similar
distribution as the original population (Figure 3C). In general,
results on two real datasets showed that Cookie specializes in
solving contradiction between large detective capabilities and
limited experimental capabilities and is compatible with
multiple biological contexts.

Evaluation of Cookie Performance Using
Simulated Data of Different Population
Sizes
To evaluate the efficiency and compatibility of this method, we
generated a simulated dataset (see datasets section for details)

TABLE 2 |Coverage rates of k-medoids sampling on different population sizes. All the tests were performed on a simulated dataset using a 2015 Apple MacBook Pro (Core
i5, 2.7GHZ, 8 GB DDR3 memory). N denotes population size. Tests were generated using the Cookie package with the FastPAM method. The sample size for prime
factor mode is set to 10 (from each level of prime factor) and that for no-prime factor mode is set to 100.

Factor Coverage Rate (%)

N = 1,000 N = 2,500 N = 5,000 N = 10,000

Prime factor Factor 1 84.00 82.00 78.00 80.00
Factor 2 100.00 100.00 100.00 100.00
Factor 3 100.00 100.00 100.00 100.00
Factor 4 90.91 100.00 90.91 90.91
Factor 5 81.82 72.7 72.7 72.73

Nonprime factor Factor 1 92.00 86.00 88.00 84.00
Factor 2 100.00 100.00 100.00 100.00
Factor 3 100.00 100.00 100.00 100.00
Factor 4 90.91 100.00 90.91 90.91
Factor 5 81.82 72.73 72.7 72.73
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and tested our method on this simulated dataset. We compared
the runtime of our method on four different data sizes: 1,000,
2,500, 5,000, and 10,000 samples. As shown in table 1, with
increasing population sizes, the runtime of the four major steps
(distance calculation, nonlinear reduction, sample size test,
and sampling) increased exponentially. In addition, sampling
from the levels of prime factor is much faster than sampling
from the entire population, especially for large populations.
That is because the runtime complexity of the k-medoids
clustering algorithm (also called as PAM algorithm) is
O(k(n − k)2), and the runtime is proportional to population
size n and cluster number k. A recent study proposed an
optimized k-medoids clustering algorithm called FastPAM
that reduces the runtime complexity to O(n2) (Schubert and
Rousseeuw, 2018). By adopting the FastPAM algorithm, the
runtime was largely reduced (Table 1). Of note, conventional

probability sampling methods are much faster than k-medoids
sampling because such methods do not (or rarely) use data
structure and distribution of the original population as seen in
k-medoids. In conclusion, our results indicate that k-medoids
sampling is able to effectively and efficiently select
representative samples from large populations (Tables 1, 2).
These results also demonstrate that sampling from levels of a
prime factor or using algorithm acceleration (FastPAM) could
significantly reduce the sampling time.

Comparison With a Conventional
Probability Sampling Method
The randomness of probability sampling methods is not
preferred in antibody selection from single-cell data and some
other biological studies. In these cases, distributions and

FIGURE 4 | Compare k-medoid sampling with probability sampling method (stratified sampling). (A) Coverage rate on each factor of ten independent runs of
stratified sampling. (B) Distributions of each factor of original population and samples selected by k-medoid sampling and stratified sampling.
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importance of factors are well known. The top priority of
sampling is to select the most representative samples based on
those factors. Randomness will help less to establish
representativeness and may result in inconvenience for further
experimental design. Another issue with probability sampling is
that the results from two independent probability samplings may
be different. Nevertheless, we compared our method to
probability sampling methods. We used stratified sampling,
the most suitable method for this single-cell dataset among all
probability sampling methods, as an example of probability
sampling methods. This comparison was performed on our
single-cell dataset (see dataset section for details). As shown in
Figure 4, we compared our method to the stratified sampling
method with the same sampling size (select 133 samples from
1,937 cells). Samples were stratified according to “Subject” in
stratified sampling. “Subject” was set as the prime factor and
“Cluster” was set as an important factor in our method. We
performed ten independent runs of stratified sampling on the
single-cell dataset, and the results showed that the coverage rates
of each factor among ten runs vary (Figure 4A), with two runs
not even covering all cell clusters (run5 and run6). We picked two
from the ten runs (run4 the best and run5 the worst) and
compared the results to Cookie selection and the original
population (Figure 4B). The results show that both k-medoids
clustering selection and run4 of stratified sampling are able to
represent the original population while run5 fails (fail to select
any sample from a small cluster, “Cluster 7”). The results prove
that the k-medoids clustering method is not only effective for the
selection of representative samples but also able to avoid potential
bias caused by the randomness of probability sampling.

DISCUSSION

Based on a k-medoids clustering strategy, we developed a
method to select representative samples from a large
population. A similar approach for geographical sampling
using a k-means clustering method was developed in a prior
study (Walvoort et al., 2010). Their results also proved the
representativeness and practicability of application of
clustering methods in sampling. Of note, their method
requires an existing distance measurement among the
original samples. It limited the application range of the
method since most of biological/clinical datasets do not
satisfy the requirement. By developing a workflow
consisting of data vectorization and distance calculation
steps, our method normalizes different types of factors into
the same scale and quantifies the distances among samples
based on those normalized factors. This workflow can quantify
relationships among samples for all the populations with
multiple numerical and non-numerical factors and greatly
expand the range of application of our method. Compared
to the previous clustering-based sampling approach, our
method is advantageous for single-cell populations with
complicated structures (multiple factors with different types
and priority levels) and compatible with most of the biological
datasets.

Conventional probabilistic/nonprobabilistic sampling
methods do not or rarely use data structure in sampling.
While it highly improves efficiency of sampling process by not
using data structure however, the representativeness of samples
through random selections usually cannot be guaranteed. By
contrast, our method uses the entire data structure when
selecting samples. It generates pairwise distance matrix by
considering all factors with different priority levels to quantify
relationships among samples. Then our method selects samples
using k-medoids clustering method by dividing entire population
into k clusters. Since the clustering results are subject to pairwise
distance that considers all factors, factors of selected samples are
therefore maximumly balanced. In other words, the
representativeness of selected samples is achieved by balancing
all factors of original population. Of note, considering all details
in data structure will result in inefficiency, especially for large
populations due to the exponential growth of running time as the
sample number increases. By introducing a recent proposed
method FastPAM, the runtime complexity was greatly
reduced. Simulation results showed that Cookie toolkit is
capable for robust and efficient sample selection from large
populations.

In practice, the number of candidates to be experimentally
characterized is usually limited; therefore, selected sample size
should be optimized to balance the representativeness and
economy. Conventional methods usually do not offer an
effective method to determine an appropriate sample size.
Furthermore, the representativeness of a sample selection is
usually difficult to evaluate. To overcome this challenge,
Cookie implemented coverage rate of factors to quantify and
evaluate the representativeness of a sample selection. The method
also allows users to determine an appropriate sampling size by
comparing coverage rates of different sample sizes. In addition,
our framework is highly modularized and extendable; other
evaluation metrics, for example, Pearson’s correlation
coefficient, can also be incorporated to the evaluation process.
By evaluating on different population sizes using both
experimental data and simulated data, our method was proven
to be effective and efficient.

In conclusion, we proposed a sampling method that achieved
representativeness, stability, economy, and universality. The
method is implemented in an R package Cookie and is freely
accessible on GitHub. We hope this toolkit (package) will help
biologists select representative samples in an unbiased manner
from large-scale datasets.

Limitations
There are two major limitations of this workflow. First, there is
only one distance metric (Manhattan distance) in current
model. Since different distance measurements can highly
affect the clustering results, therefore affecting the final
sampling results, investigating effects of different distance
measurements is promising to improve the clustering and
sampling in the future work. The second limitation is that
the time complex of calculating the pairwise distance matrix
increases exponentially as the sample number increases. It
limits the application of this method on future massive
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datasets (e.g., datasets have more than 50,000 samples).
Furthermore, in current model, we approximately quantify
the differences between any two levels of a character factor as
the same. A more precise strategy for differences
quantification of character factors is also needed to improve
the sampling results.

Code Availability
The method is implemented in R and is freely available on
GitHub https://github.com/WilsonImmunologyLab/Cookie.
The source is also available at Zenodo: https://zenodo.org/
record/6639035#.YqdqBRPMIvo. Tutorials and documents are
available at https://wilsonimmunologylab.github.io/Cookie/.

The package has been tested under 1) macOS Mojave version
10.14.6 with R version 3.6.0 and RStudio Version 1.2.1335 and 2)
ubuntu 18.04 64bit with R version 3.5.

DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in
the article/Supplementary Material; further inquiries can be
directed to the corresponding author.

AUTHOR CONTRIBUTIONS

LL designed the computational model, wrote the pipeline,
performed the analysis, and wrote the manuscript. LY-LL
generated the single-cell data and performed the analysis. LH
revised the pipeline. CY revised the manuscript. JA revised the
manuscript. PW supervised the work and wrote the manuscript.

FUNDING

This project was funded in part by the National Institute of Allergy
and Infectious Disease, National Institutes of Health grant numbers
2P01AI097092-06A1, U19AI109946, and U19AI057266, the NIAID
Centers of Excellence for Influenza Research and Surveillance
(CEIRS) grant numbers HHSN272201400005C, and Bill and
Melinda Gates Foundation (OPP1084518). The Center for
Research Informatics was funded by the Biological Sciences
Division at the University of Chicago with additional funding
provided by the Institute for Translational Medicine/Clinical and
Translational Award (NIH5UL1TR002389-02) and the University
of Chicago Comprehensive Cancer Center Support Grant (NIH
P30CA014599).

REFERENCES

Bendall, S. C., Davis, K. L., Amir, E.-A. D., Tadmor, M. D., Simonds, E. F., Chen, T.
J., et al. (2014). Single-cell Trajectory Detection Uncovers Progression and
Regulatory Coordination in Human B Cell Development. Cell. 157, 714–725.
doi:10.1016/j.cell.2014.04.005

Chen, W.-R., Yun, Y.-H., Wen, M., Lu, H.-M., Zhang, Z.-M., and Liang, Y.-Z.
(2016). Representative Subset Selection and Outlier Detection via Isolation
Forest. Anal. Methods 8, 7225–7231. doi:10.1039/c6ay01574c

Cochran, W. G. (2007). Sampling Techniques. Hoboken, NJ, United States: John
Wiley & Sons.

Dugan, H. L., Stamper, C. T., Li, L., Changrob, S., Asby, N.W., Halfmann, P. J., et al.
(2021). Profiling B Cell Immunodominance after SARS-CoV-2 Infection
Reveals Antibody Evolution to Non-neutralizing Viral Targets. Immunity
54, 1290–1303. e7. doi:10.1016/j.immuni.2021.05.001

Fricker, R. D. (2008). “Sampling Methods for Web and E-Mail Surveys,” in The
SAGE Handbook of Online Research Methods. London: SAGE Publications Ltd,
195–216. doi:10.4135/9780857020055.n11

Geman, S., and Geman, D. (1984). Stochastic Relaxation, Gibbs Distributions, and
the Bayesian Restoration of Images. IEEE Trans. Pattern Anal. Mach. Intell.
PAMI-6, 721–741. doi:10.1109/tpami.1984.4767596

Goldstein, L. D., Chen, Y. J., Wu, J., Chaudhuri, S., Hsiao, Y. C., Schneider, K., et al.
(2019). Massively Parallel Single-Cell B-Cell Receptor Sequencing Enables
Rapid Discovery of Diverse Antigen-Reactive Antibodies. Commun. Biol. 2,
304–310. doi:10.1038/s42003-019-0551-y

Hancock, A. A., Bush, E. N., Stanisic, D., Kyncl, J. J., and Lin, C. T. (1988). Data
Normalization before Statistical Analysis: Keeping the Horse before the Cart.
Trends Pharmacol. Sci. 9, 29–32. doi:10.1016/0165-6147(88)90239-8

Hastings, W. K. (1970). Monte Carlo SamplingMethods UsingMarkov Chains and
Their Applications. Biometrika 57, 97–109. doi:10.2307/2334940

Katoh, K., and Standley, D. M. (2013). MAFFT Multiple Sequence Alignment
Software Version 7: Improvements in Performance and Usability. Mol. Biol.
Evol. 30, 772–780. doi:10.1093/molbev/mst010

Kaufman, L., Rousseeuw, P., and Dodge, Y. (1987). Clustering by Means of Medoids
in Statistical Data Analysis Based on the. L1 Norm. North-Holland, Amsterdam.

Koel, B. F., Burke, D. F., Bestebroer, T. M., van der Vliet, S., Zondag, G. C. M.,
Vervaet, G., et al. (2013). Substitutions Near the Receptor Binding Site

Determine Major Antigenic Change during Influenza Virus Evolution.
Science 342, 976–979. doi:10.1126/science.1244730

Kosikova, M., Li, L., Radvak, P., Ye, Z., Wan, X.-F., and Xie, H. (2018). Imprinting
of Repeated Influenza A/H3 Exposures on Antibody Quantity and Antibody
Quality: Implications for Seasonal Vaccine Strain Selection and Vaccine
Performance. Clin. Infect. Dis. 67, 1523–1532. doi:10.1093/cid/ciy327

Lackenby, A., Besselaar, T. G., Daniels, R. S., Fry, A., Gregory, V., Gubareva, L. V.,
et al. (2018). Global Update on the Susceptibility of Human Influenza Viruses to
Neuraminidase Inhibitors and Status of Novel Antivirals, 2016-2017. Antivir.
Res. 157, 38–46. doi:10.1016/j.antiviral.2018.07.001

Li, L., Chang, D., Han, L., Zhang, X., Zaia, J., and Wan, X. F. (2020). Multi-task
Learning Sparse Group Lasso: a Method for Quantifying Antigenicity of
Influenza A(H1N1) Virus Using Mutations and Variations in Glycosylation
of Hemagglutinin. BMC Bioinforma. 21, 182. doi:10.1186/s12859-020-
3527-5

Li, L., Dugan, H. L., Stamper, C. T., Lan, L. Y.-L., Asby, N. W., Knight, M., et al.
(2021). Improved Integration of Single-Cell Transcriptome and Surface Protein
Expression by LinQ-View. Cell. Rep. Methods 1, 100056. doi:10.1016/j.crmeth.
2021.100056

Lumley, T., and Lumley, M. T. (2019). Package ‘survey’.
McCarty, C., Bernard, H. R., Killworth, P. D., Shelley, G. A., and Johnsen, E. C.

(1997). Eliciting Representative Samples of Personal Networks. Soc. Netw. 19,
303–323. doi:10.1016/s0378-8733(96)00302-4

McInnes, L., Healy, J., and Melville, J. (2018). Umap: Uniform Manifold
Approximation and Projection for Dimension Reduction. arXiv preprint
arXiv:1802.03426.

Peterson, V. M., Zhang, K. X., Kumar, N., Wong, J., Li, L., Wilson, D. C., et al.
(2017). Multiplexed Quantification of Proteins and Transcripts in Single Cells.
Nat. Biotechnol. 35, 936–939. doi:10.1038/nbt.3973

Schubert, E., and Rousseeuw, P. J. (2018). Faster K-Medoids Clustering: Improving
the PAM, CLARA, and CLARANS Algorithms. arXiv preprint arXiv:
1810.05691.

Shu, Y., and McCauley, J. (2017). GISAID: Global Initiative on Sharing All
Influenza Data - from Vision to Reality. Eurosurveillance 22, 30494. doi:10.
2807/1560-7917.es.2017.22.13.30494

Siddiqui, S., Okasha, T. M., Funk, J. J., and Al-Harbi, A. M. (2006). Improvements
in the Selection Criteria for the Representative Special Core Analysis Samples.
SPE Reserv. Eval. Eng. 9, 647–653. doi:10.2118/84302-pa

Frontiers in Genetics | www.frontiersin.org July 2022 | Volume 13 | Article 95402410

Li et al. An Effective Representative Sampling Method

16

https://github.com/WilsonImmunologyLab/Cookie
https://zenodo.org/record/6639035
https://zenodo.org/record/6639035
https://wilsonimmunologylab.github.io/Cookie/
https://doi.org/10.1016/j.cell.2014.04.005
https://doi.org/10.1039/c6ay01574c
https://doi.org/10.1016/j.immuni.2021.05.001
https://doi.org/10.4135/9780857020055.n11
https://doi.org/10.1109/tpami.1984.4767596
https://doi.org/10.1038/s42003-019-0551-y
https://doi.org/10.1016/0165-6147(88)90239-8
https://doi.org/10.2307/2334940
https://doi.org/10.1093/molbev/mst010
https://doi.org/10.1126/science.1244730
https://doi.org/10.1093/cid/ciy327
https://doi.org/10.1016/j.antiviral.2018.07.001
https://doi.org/10.1186/s12859-020-3527-5
https://doi.org/10.1186/s12859-020-3527-5
https://doi.org/10.1016/j.crmeth.2021.100056
https://doi.org/10.1016/j.crmeth.2021.100056
https://doi.org/10.1016/s0378-8733(96)00302-4
https://doi.org/10.1038/nbt.3973
https://doi.org/10.2807/1560-7917.es.2017.22.13.30494
https://doi.org/10.2807/1560-7917.es.2017.22.13.30494
https://doi.org/10.2118/84302-pa
https://www.frontiersin.org/journals/genetics
www.frontiersin.org
https://www.frontiersin.org/journals/genetics#articles


Singh, D., and Singh, B. (2020). Investigating the Impact of Data Normalization on
Classification Performance. Appl. Soft Comput. 97, 105524. doi:10.1016/j.asoc.
2019.105524

Stuart, T., and Satija, R. (2019). Integrative Single-Cell Analysis. Nat. Rev. Genet.
20, 257–272. doi:10.1038/s41576-019-0093-7

Sun, H., Yang, J., Zhang, T., Long, L. P., Jia, K., Yang, G., et al. (2013). Using
Sequence Data to Infer the Antigenicity of Influenza Virus.MBio 4, e00230–13.
doi:10.1128/mBio.00230-13

Svensson, V., Vento-Tormo, R., and Teichmann, S. A. (2018). Exponential Scaling
of Single-Cell RNA-Seq in the Past Decade. Nat. Protoc. 13, 599–604. doi:10.
1038/nprot.2017.149

Tang, F., Barbacioru, C., Wang, Y., Nordman, E., Lee, C., Xu, N., et al. (2009).
mRNA-Seq Whole-Transcriptome Analysis of a Single Cell. Nat. Methods 6,
377–382. doi:10.1038/nmeth.1315

Tillé, Y., Matei, A., Matei, M. A., and Imports, M. A. S. S. (2016). Package
‘sampling’. Survey Sampling. Kasutatud 23, 2017.

Tillé, Y., and Matei, A. (2006). The R Package Sampling, a Software Tool for
Training in Official Statistics and Survey Sampling, 1473–1482.

Tominaga, Y. (1998). Representative Subset Selection Using Genetic Algorithms.
Chemom. Intelligent Laboratory Syst. 43, 157–163. doi:10.1016/s0169-7439(98)
00085-9

Van der Maaten, L., and Hinton, G. (2012). Visualizing Non-metric Similarities in
Multiple Maps. Mach. Learn. 87, 33–55.

Walvoort, D. J. J., Brus, D. J., and de Gruijter, J. J. (2010). An R Package for Spatial
Coverage Sampling and Random Sampling from Compact Geographical Strata by
K-Means. Comput. Geosciences 36, 1261–1267. doi:10.1016/j.cageo.2010.04.005

Winkels, H., Ehinger, E., Vassallo, M., Buscher, K., Dinh, H. Q., Kobiyama, K., et al.
(2018). Atlas of the Immune Cell Repertoire in Mouse Atherosclerosis Defined
by Single-Cell RNA-Sequencing and Mass Cytometry. Circ. Res. 122,
1675–1688. doi:10.1161/circresaha.117.312513

Zhang, L., Dong, X., Lee, M., Maslov, A. Y., Wang, T., and Vijg, J. (2019). Single-cell
Whole-Genome Sequencing Reveals the Functional Landscape of Somatic
Mutations in B Lymphocytes across the Human Lifespan. Proc. Natl. Acad.
Sci. U.S.A. 116, 9014–9019. doi:10.1073/pnas.1902510116

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors, and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2022 Li, Lan, Huang, Ye, Andrade and Wilson. This is an open-access
article distributed under the terms of the Creative Commons Attribution License (CC
BY). The use, distribution or reproduction in other forums is permitted, provided the
original author(s) and the copyright owner(s) are credited and that the original
publication in this journal is cited, in accordance with accepted academic practice.
No use, distribution or reproduction is permitted which does not comply with these
terms.

Frontiers in Genetics | www.frontiersin.org July 2022 | Volume 13 | Article 95402411

Li et al. An Effective Representative Sampling Method

17

https://doi.org/10.1016/j.asoc.2019.105524
https://doi.org/10.1016/j.asoc.2019.105524
https://doi.org/10.1038/s41576-019-0093-7
https://doi.org/10.1128/mBio.00230-13
https://doi.org/10.1038/nprot.2017.149
https://doi.org/10.1038/nprot.2017.149
https://doi.org/10.1038/nmeth.1315
https://doi.org/10.1016/s0169-7439(98)00085-9
https://doi.org/10.1016/s0169-7439(98)00085-9
https://doi.org/10.1016/j.cageo.2010.04.005
https://doi.org/10.1161/circresaha.117.312513
https://doi.org/10.1073/pnas.1902510116
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/genetics
www.frontiersin.org
https://www.frontiersin.org/journals/genetics#articles


Dynamic transcriptome analysis
suggests the key genes
regulating seed development
and filling in Tartary buckwheat
(Fagopyrum tataricum Garetn.)

Liangzhen Jiang1, Changying Liu1, Yu Fan1, Qi Wu1, Xueling Ye1,
Qiang Li1, Yan Wan1, Yanxia Sun2, Liang Zou1, Dabing Xiang1*
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Tartary buckwheat is highly attractive for the richness of nutrients and quality,

yet post-embryonic seed abortion greatly halts the yield. Seed development is

crucial for determining grain yield, whereas the molecular basis and regulatory

network of Tartary buckwheat seed development and filling is not well

understood at present. Here, we assessed the transcriptional dynamics of

filling stage Tartary buckwheat seeds at three developmental stages by RNA

sequencing. Among the 4249 differentially expressed genes (DEGs), genes

related to seed development were identified. Specifically, 88 phytohormone

biosynthesis signaling genes, 309 TFs, and 16 expansin genes participating in

cell enlargement, 37 structural genes involved in starch biosynthesis

represented significant variation and were candidate key seed development

genes. Cis-element enrichment analysis indicated that the promoters of

differentially expressed expansin genes and starch biosynthesis genes are

rich of hormone-responsive (ABA-, AUX-, ET-, and JA-), and seed growth-

related (MYB, MYC and WRKY) binding sites. The expansin DEGs showed strong

correlations with DEGs in phytohormone pathways and transcription factors

(TFs). In total, phytohormone ABA, AUX, ET, BR and CTK, and related TFs could

substantially regulate seed development in Tartary buckwheat through

targeting downstream expansin genes and structural starch biosynthetic

genes. This transcriptome data could provide a theoretical basis for

improving yield of Tartary buckwheat.

KEYWORDS

Tartary buckwheat, seed development, transcriptome, expression analysis, expansin,
phytohormone pathways, starch biosynthesis
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1 Introduction

Seed is the most important organ of crop. Seed development

is an essential and complex process, which involves seed size

change and nutrients accumulation (Kong et al., 2015). Broadly,

seed development can be divided into two important phases:

embryogenesis and maturation. In embryogenesis phase, cells

divide and expand to establish the tissues and organelles, while in

the maturation phase, resources are allocated to synthesize

storage compounds (Ruuska et al., 2002). Kernel weight of

seeds plays a vital role in the yield of cereal crops and is

determined by the duration and rate of grain filling. Thus,

improving grain filling increases the grain weight and cereal

yield (Savadi, 2018). Grain filling is predominantly regulated by

genetic factors and is also greatly influenced by physiological

pathways and environmental factors. Phytohormones, including

auxin (AUX), cytokinin (CTK), gibberellin (GA), brassinosteroid

(BR), abscisic acid (ABA), and ethylene (ET) contribute to seed

development (Jameson and Song, 2016; Savadi, 2018; Li N. et al.,

2019; Kozaki and Aoyanagi, 2022). Various genes involved in

different mechanisms control the process of seed development/

grain filling (Tzafrir et al., 2004). Recently, much research was

conducted to investigate the specific genes or pathways

controlling seed development in barley (Bian et al., 2019), rice

(Bian et al., 2019), maize (Chen et al., 2014; Li et al., 2014), wheat

(Cantu et al., 2011; Li et al., 2013), soybean (Jones and Vodkin,

2013; Lu et al., 2016; Du et al., 2017), chickpea (Garg et al., 2017),

and Brassica napus (Basnet et al., 2013; Zhou et al., 2017). These

genes include TFs, hormone related genes, genes involved in seed

size regulation, seed storage proteins (SSPs), starch and lipid

biosynthesis. However, key seed developmental genes and their

regulatory networks in plants were far more than elucidated,

especially in those non-model crops.

Tartary buckwheat (Fagopyrum tataricum Garetn.), as an

edible and medicinal non-model crop, is becoming highly

attractive for the high-quality proteins and pharmaceutical

ingredients, such as flavonoids, polyphenols, and D-chiro-

inositol in the seeds (Li and Zhang, 2001). However, the yield

of Tartary buckwheat is only about 1500 kg/ha, which is

remarkably lower than staple crops, such as rice or wheat.

The production is hard to be broken-through by laborious

agricultural strategies only (Xiang et al., 2016; Xiang et al.,

2019; Xiang et al., 2020). Seed development is crucial for

determining grain yield, and elucidation of the molecular

mechanism of seed development could potentially improve

yield through molecular breeding. Nevertheless, poor post-

embryonic grain filling always occurred in Tartary buckwheat

seed development process, which greatly hinders the grain yield

improvement. Therefore, it is of considerable interest to identify

key genes and dissect the molecular mechanisms of seed

development in Tartary buckwheat.

Recently, FtARF2 was reported to promote Tartary

buckwheat fruit enlargement by prolonging the cycle of

embryonic development and increasing the cycle of cell

division (Liu et al., 2018b). Cytochrome P450 monooxygenase

superfamily participating in the synthesis of flavonoids, plant

growth and development in Tartary buckwheat were clarified

(Sun et al., 2020). Five members of FtCYP78A family were

suggested to be candidate genes that regulate seed size (Sun

et al., 2020). Other studies of the Tartary buckwheat seed

development by transcriptome analysis mainly focused on the

molecular foundation of nutrients accumulation, such as

flavonoid (Gao et al., 2017; Huang et al., 2017; Liu et al.,

2018a; Li H. Y. et al., 2019). Yet other mechanisms involved

in the molecular basis and regulatory network of seed

development, especially those governing post-embryonic grain

filling process, such as cell enlargement and starch accumulation,

were not clarified. Thus, we carried out global transcriptional

expression profiling at three stages spanning important

developmental stages of seed development to identify the

potential regulators involved in these processes in Tartary

buckwheat seeds.

2 Materials and methods

2.1 Plant materials and growth conditions

Seeds of Tatary buckwheat (F. tataricum cv. Xiqiao No.1) was

used as the experimental materials in this study, which were

obtained from the Key Laboratory of Coarse Cereal Processing,

Ministry of Agriculture and Rural Affairs, Chengdu, Sichuan

Province, China. The seeds were sown and grown in plastic pots

(25 cm in diameter, 20 cm in height) at the density of 8 seeds for

each pot, and the seedlings were thinned to three at the early

vegetative stage (cotyledons). Each pot contained 15 kg of air-

dried soil (remove large stones, plant roots, and other litter), and

the soil was sandy soil in texture and alkaline (pH = 7.88) with

48.3, 20.7, and 31.1 mg kg−1 available N, P, and K, respectively;

0.76, 0.49, and 12.8 g kg−1 total N, P, and K, respectively; and

10.2 g kg−1 organic matter. The soil physical properties

(0–0.2 m) were determined according to the method

proposed by Pang et al. (2006). The pot was placed in the

field to keep consistent with field production under normal

agricultural management.

At the beginning of anthesis stage, we labeled and recorded

the time of flowering, as to determine the time of anthesis and

developmental stage of grain. The time of anthesis and

developmental stage of Tartary buckwheat grain were

determined as previously described (Song et al., 2016). We

selected the grain of Tartary buckwheat at the stage 1, stage

2 and stage 3 (Stage 1, Seed formation started; Stage 2, Milk-ripe

stage, the endosperm is solidifying; Stage 3, The seeds matured,

and pericarp was totally black; Figure 1) to collect the sample, and

three biological replicates were sampled. For each sample, seeds

were collected directly into liquid nitrogen by decorticating the
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grain from 20 to 30 individual plants for the purposes of

homogeneity.

2.2 Analysis of seed morphology and
weight

The twenty grains per replicate were sampled and

measured at stage 1, 2 and 3 (Figure 1), and three biological

replicates were sampled. The length, width and length/width of

grain, fresh and dry weight of grain were measured. The dry

weight was oven-dried at 65°C to constant weight and then

measured.

2.3 Sample collection and preparation for
RNA sequencing

The purity, concentration and integrity of RNA samples are

tested using advanced molecular biology equipment to ensure the

use of qualified samples for transcriptome sequencing. A total

amount of 1 μg RNA per sample was used as input material for

the RNA sample preparations. Sequencing libraries were

generated using NEBNext UltraTM RNA Library Prep Kit

from Illumina (NEB, United States) following the

manufacturer’s recommendations and index codes were added

to attribute sequences to each sample.

The clustering of the index-coded samples was performed on

a cBot Cluster Generation System using TruSeq PE Cluster Kit

v4-cBot-HS (Illumia) according to the manufacturer’s

instructions. After cluster generation, the library preparations

were sequenced on an Illumina platform and paired-end reads

were generated.

2.4 Data analysis

The adaptor sequences and low-quality sequence reads were

removed from the data sets. Raw sequences were transformed

into clean reads after data processing. These clean reads were

then mapped to the reference genome sequence of the Tartary

buckwheat (Pinku1) genome (http://www.mbkbase.org/Pinku1/)

using TopHat (v2.0.12) (Zhang et al., 2017). Only reads with a

perfect match or one mismatch were further analyzed and

FIGURE 1
The developmental stages (A), agronomic traits (B) and weight (C) of Tartary buckwheat seeds. Stage 1 (S1), Seed formation started, torpedo
embryo; Stage 2 (S2), Milk-ripe stage, the endosperm is solidifying, initial mature embryo; Stage 3 (S3), The seed matured, mature embryo and
pericarpwas totally black. Data are presented as themean± SDof three biological replicates. Grainswere divided into different developmental stages
with 20 grains measured at each stage. Different letters denote significant differences (p < 0.05).
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annotated based on the reference genome. Hisat2 tools soft were

used to map with reference genome.

Differential expression analysis of two conditions/groups was

performed using the DEseq. DEseq provide statistical routines

for determining differential expression in digital gene expression

data using a model based on the negative binomial distribution.

The resulting p values were adjusted using the Benjamini and

Hochberg’s approach for controlling the false discovery rate.

Genes with an adjusted p-value < 0.01 found by DEseq were

assigned as differentially expressed. To gain insight into the

function of DEGs, KEGG enrichment analysis of the DEGs

was implemented by using the KOBAS software (Kanehisa

et al., 2008). Pathways with correlated p value less than

0.05 were assigned as significantly enriched items.

K-means clustering analysis of DEGs using the k-means

function in R, where k = 12 within the cluster package by

Euclidean distance. Heat maps were drawn using the P

heatmap package in R and were clustered using Pearson

correlation distance. The search for orthologous genes of seed

size-related genes from other species in Tartary buckwheat

(Pinku1) genome was performed via TB tools (Chen et al.,

2020). The promoter sequences (about 1.5k bps upstream of

the transcription start site) of DEGs were extracted from Tartary

buckwheat (Pinku1) genome by TB tools. The cis-regulatory

elements enrichment analysis of the promoter area of DEGs

involved in seed development was performed by the online

prediction tool Plantcare (Lescot et al., 2002) (http://

bioinformatics.psb.ugent.be/webtools/plantcare/html/), with

defaulted parameters for TF family assignment and

thresholds. The illustration of the predicting TF-binding sites

was drawn by TB tools.

3 Results

3.1 Shape and weight change of seeds
during Tartary buckwheat development

To explore the molecular mechanisms of grain filling process

during Tartary buckwheat seed development, three stages (Stage

1, Seed formation started, torpedo embryo; Stage 2, Milk-ripe

stage, initial mature embryo, the endosperm is solidifying; Stage

3, The seeds matured, mature embryo, the pericarp was totally

black; Figure 1A) of seeds were selected. Several agronomic traits

including length, width, and length/width, fresh and dry weight

were measured. As shown in Figure 1A, outer fruit shape

changed gently with the seed development (upper picture),

with both the length and width of seed coat reaching a

maximum size in S3 phase, which sets an upper limit to final

size of a grain. Yet significant sharper physiological changes were

seen among the dehulling seeds without coats, which

continuously expanded until the maturation phase in Tartary

buckwheat (Figure 1A, lower picture). As kernel weight of seeds

plays a vital role in the yield of cereal crops, dehulling seeds were

then analyzed for the grain filling process in the following

research. The seed length and width, especially width,

increased significantly (p < 0.05) from stage 1 to stage 3

(Figure 1B). The ratio of seed length to width was

substantially the highest at stage 1 among three stages, and

the grains became conical gradually after stage 2. The weight

of grains changed significantly (p < 0.05) during seed maturation

(Figure 1C). Accompany with the shape change, both the fresh

and dry weight of Tartary buckwheat seed considerably elevated

with the seed growth, with the highest in stage 3 (0.63 and 0.42 g/

20 grains, respectively).

3.2 Transcriptional profiles of filling stage
seeds

The dynamics of mRNA abundance at three pivotal stages

(Figure 1) of grain development in Tartary buckwheat were

assessed. Totally, 40.67 Gb of raw data was obtained for all of

the samples, with the average about 22.6 million pair-end reads

with 150 bp in size for each sample. After removing the low-

quality reads and adaptor sequences from reads, in total we

obtain 203 million clean reads from S1, S2 and S3, which yielded

7.16 billion, 6.46 billion and 6.63 billion nucleotides,

respectively (Table 1). These clean reads could represent

94.07% of the raw data. With respect to GC content, the S1,

S2 and S3 library reached 48.78, 47.55 and 46.23%, respectively

(Table 1). After quality filtering, all of the clean reads were

mapped to the reference genome of Tartary buckwheat (Zhang

et al., 2017). The results showed that on average 45.19 million

paired-end reads (93.59%) could be mapped to the reference

genome. The average number uniquely mapped to the reference

genome at three stages was 39.70 million paired-end reads

(87.77%), with the range from 38.26 (88.54%) to 40.03 (90.18%)

(Table 1).

Gene expression pattern was calculated by the fragments per

kilobase of exon per million mapped reads (FPKM) method.

Based on the gene expression levels, Pearson correlation

coefficient between different samples was calculated. The

results indicated that three biological replicates of all samples

demonstrated consistent determinations of transcript abundance

with a coefficient (R2) greater than 0.842 (Figure 2).

Simultaneously, the correlation between gene expression and

different developmental stages was compared. We found that the

coefficients of S1 and S2 were 0.624 (R2 < 0.63), while those of

S2 and S3 were even lower, with the value <0.317. PCA (Principle

Component Analysis) grouping of different sample expression

profiles displayed that all the samples were separated into three

groups, which is consistent with the correlation results above

(Figure 3). Venn diagram analysis showed that 15,301 genes were

ubiquitously expressed in all samples, and 388, 264 and

1,941 genes showed specific expression in S1, S2 and S3,
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respectively (Figure 4). S3 harbored more distinctly-expressed

genes than S2 and S1.

3.3 Analysis of differentially expressed
genes among the seeds at three
developmental stages

With an adjusted p-value (P) < 0.01 and fold change (FC) > 2,

10065 significant differentially expressed genes (DEGs) were

identified totally at three stages of seed development. As

shown in Supplementary Figure S1, compared with S1,

1771 and 1330 genes increased and decreased the expression

respectively in S2, while the number of genes being up-regulated

and down-regulated specifically in S3 was 4500 and

4135 respectively (Supplementary Figure S1). To acquire the

information of key genes involved in seed filling/development in

Tartary buckwheat, a cutoff of FC > 4 and p < 0.01 was applied

for gene analysis. In brief, a total of 4249 DEGs were identified by

pair-wised comparison of three stages of seed development,

TABLE 1 Characteristics of generated read data and results of sequence mapped to the reference genome.

Item Grain development stage

S1 S2 S3

Total Reads 47,963,131 43,215,621 44,398,329

Clean reads 23,981,565 21,607,810 22,199,164

Clean base number 7,163,455,810 6,457,976,261 6,631,570,818

GC content (%) 48.78 47.55 46.23

Q30 percentage (%) 94.21 93.57 94.42

Mapped Reads 44,285,248 (92.09%) 40,878,284 (94.59%) 41,774,374 (94.10%)

Uniq Mapped Reads 40,802,372 (84.60%) 38,259,936 (88.54%) 40,027,825 (90.18%)

Multiple Map Reads 3,482,875 (7.49%) 2,618,348 (6.05%) 1,746,549 (3.92%)

Reads Map to “+” 21,874,547 (45.46%) 20,157,291 (46.65%) 20,732,040 (46.70%)

Reads Map to “−” 21,977,813 (45.68%) 20,322,772 (47.03%) 20,779,812 (46.81%)

FIGURE 2
The correlation data sets between the gene expression and three growth stages of Tartary buckwheat with three biological duplicates.
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among which 376 were new genes. These 4249 DEGs were

selected for subsequent further analysis. 793, 1891 and

3874 genes were differentially expressed in comparison of

S1 vs. S2, S2 vs. S3 and S1 vs. S3, respectively (Supplementary

Figure S2). Compared with S1, 406 and 278 DEGs were

commonly up-regulated and down-regulated respectively both

in S2 and S3 (Figures 5A,B). Moreover, 78 and 31 DEGs were

specifically up-regulated and down-regulated in S2 respectively

by comparing with S1, while 1549 and 1641 DEGs respectively

were specifically up-regulated and down-regulated in S3. 133 up-

regulated genes and 166 down-regulated genes respectively were

identified particularly in comparison S2 vs. S3. This together with

the PCA result indicated that sharp transitions in gene expression

occurred along with the seed development in Tartary buckwheat,

especially in the transition from S2 to S3, which is consistent with

the shape and weight changes of seeds in Figure 1 and previous

reports that significant transcriptional and physiological changes

occurred with seed growth in Tartary buckwheat (Liu et al.,

2018a).

To disclosure the expression pattern of the DEGs during seed

development, the gene expression profile clustering was

conducted by the K-means method. All DEGs were assigned

to 12 different kinetic clusters with similar expression patterns

(Figure 6). Though with different extent of variation, Cluster 1,

7 and 9 showed continuously rising expression patterns, while

Cluster 3, 4 and 8 displayed oppositely declined expression trend

successively along with the seed maturation. Among them,

Cluster 7 (107) and 9 (282) displayed the most vigorous

continuous upward trend, as Cluster 4 (68) was the top

continuous downward cluster. In Cluster 5, 138 DEGs tend to

increase the transcription specifically in transition from S1 to S2.

Compared with S1, the DEGs in Cluster 2 (196) declined the

expression only in S3, while DEGs in Cluster 11 (413) seemed to

increase the expression more sharply in S3 than in S2.

3.4 KEGG and GO analysis of differentially
expressed genes

To gain more insight into the biological function of these

genes, KEGG and GO analysis were conducted and the

functional enrichment results were obtained as shown in

Supplementary Figures S3–S7. Among the upward trend

clusters, Cluster 7 was significantly associated with ubiquitin

mediated proteolysis (3) by KEGG analysis. By GO enrichment,

Cluster 7 was more associated with DNA binding (28) and

protein heterodimer activity (20) in molecular function, and

nucleosome assembly (21) and cell proliferation (6) in

biological process. Cluster 9 was dominantly enriched with

ribosome (11), starch and sucrose metabolism (8), carbon

metabolism (8) and carbon fixation in photosynthetic

organisms (7) by KEGG analysis. The GO analysis of Cluster

9 showed enrichment of DNA binding (20), structural

constituent of ribosome (10) and protein heterodimer activity

(8) in molecular function, and nucleosome assembly (10),

regulation of cell cycle (8), and cell proliferation (7) in

biological process. The downward trend clusters were

FIGURE 3
Principal component analysis of gene expression profiles
indicated that all the samples were divided into three distinct
groups.

FIGURE 4
A Venn diagram showing the specifically or commonly
expressed genes in different groups.
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particularly enriched into protein processing in endoplasmic

reticulum (9) in Cluster 4, diterpenoid biosynthesis (4) and

glutathione metabolism (4) in Cluster 3 by KEGG analysis.

Yet by GO analysis of Cluster 4, protein folding (8), response

to hydrogen peroxide (7), response to high light intensity (7) in

biological process were enriched. Cluster 3 was enriched with

oxidation-reduction process (16), response to oxidative stress (4)

in biological process, and iron ion binding (13), heme binding

(10) and transcription factor activity (8) in molecular function.

Cluster 5 (138) was particularly enriched with plant hormone

transduction (4) and starch and sucrose metabolism (3) by

KEGG analysis, and oxidation-reduction process (13) in

biological process and copper ion binding (4) in molecular

function by GO enrichment. For Cluster 11, ribosome (22),

ribosome biosynthesis in eukaryote (12), RNA transport (7)

and cysteine and methionine metabolism (6) were particularly

associated by KEGG analysis, and translation (23), carbohydrate

metabolic process (11) and nucleosome assembly (10) in

biological process and DNA binding (31), structural

constituent of ribosome (26), protein heterodimer activity (10)

and heme binding (9) in molecular function were enriched by

GO analysis. Cluster 2 was significantly associated with protein

processing in endoplasmic reticulum (9) by KEGG analysis,

unfolded protein binding (6) and nutrient reservoir (5) in

molecular function, response to stress (10) and protein

folding (7) in biological process by GO enrichment. In

summary, these results together indicated that remarkable

dynamics of chromatin structure, active ribosome

biosynthesis and cell proliferation took place along with the

seed maturation, which was accompanied with considerable

elevated protein synthesis, DNA binding and carbohydrate

metabolism. Yet, with the filling process, the seeds went

through lower level of protein processing and secondary

metabolite synthesis.

3.5 Analysis of key genes involved in the
seed development of Tartary buckwheat

3.5.1 Dynamic transcriptome analysis of
phytohormone signaling pathway genes
involved in seed development

Phytohormones play notable roles in seed development in rice,

maize and Arabidopisis (Santner et al., 2009). Several DEGs were

assigned to “plant hormone signal transduction” (ko04075) in the

transcriptome data by KEGG enrichment analysis. Genes involved

in phytohormone biosynthesis and signaling pathways were thus

elaborately analyzed. For ABA biosynthesis (Figure 7A), 3 NCED,

which encode enzymes catalyzing the rate-limiting step in ABA

biosynthesis, and one AAO, displayed a descending tendency of

expression in maturation phase. Among the ABA signaling genes,

4 PP2C gradually down-regulated the expression with the seed

growth, while the transcription of 2 PYL decreased significantly

in S2, and the other PYL decreased in S3. Together these results were

in support of active ABA signaling in the early seed development.

For AUX biosynthesis (Figure 7B), the expression level of one TAR2

was up-regulated in S3 specifically, with 2 YUCCA

(FtPinG0006446600.01, FtPinG0007888900.01) being up-regulated

since S2, and one YUCCA (FtPinG0000848200.01) being up-

regulated along the seed growth. Additionally, the AUX catabolic

gene, GH3.5 (FtPinG0003743200.01) was down-regulated, which

together indicated AUX accumulation in the grain filling seeds.

Consistently, one LAX (FtPinG0007643300.01), 2 PIN

(FtPinG0009541700.01, FtPinG0009310400.01) and one BIG

FIGURE 5
Venn diagrams showing the up-regulated (A) or down-regulated (B) DEGs in pair-wised comparison groups with p < 0.01 and FC > 4.
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responsible for AUX transport gradually enhanced the transcription

mildly. For the signal transduction, the expression of the AUX

receptor-encoding gene TIR1 (FtPinG0004641600.01) significantly

increased with the seed growth. Together these results suggested

active AUX signaling in the filling process of Tartary buckwheat

seeds. Several genes in the ET biosynthesis and signaling displayed

differential expression (Figure 7E), as one SAM, one ACO

(FtPinG0004699200.01) and 2 ACS involved in ET biosynthesis,

one EIN2, one EIN3, one EIN4, 2 ETR1 and one EBF involved in ET

signaling pathway, strengthened the transcription especially in

S3 phase, yet one ETR2 (FtPinG0006853500.01) and one EIL4

(FtPinG0008254600.01) genes involved in signaling transduction

decreased the expression significantly with the seed growth. As in

Figure 7C, several genes involved in BR biosynthesis and signaling

pathways were identified to be differentially regulated. One

CYP724B1 gene (FtPinG0003995500.01), homologous to D11 in

rice (Tanabe et al., 2005), involved in BR biosynthesis increased its

transcription in maturation phase. 2 DEGs (FtPinG0005616500.01,

FIGURE 6
Clusters of co-expressed genes and their kinetic patterns during the seed development.
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FtPinG0001097000.01) homologous to XIAO in rice (Jiang et al.,

2012) were moderately up-regulated with the seed growth, while

2 BAK1 (FtPinG0002064100.01, FtPinG0000755600.01) and 3 BZR1

raised their expression significantly with seed growth, providing

insight of positive roles of BR during seed filling. Genes in the CTK

pathways displayed variated expression (Figure 7F). The expression

of 2 LOG (FtPinG0003486500.01, FtPinG0003898800.01) involved in

biosynthesis, and oneAHP (FtPinG0006754600.01), 3 ARR involved

in signaling pathway were up-regulated particularly in S3 phase,

while 2 LOG (FtPinG0001266800.01, FtPinG0007288900.01), one

AHK and one AHP (FtPinG0007988900.01) declined the expression

especially in S3 phase indicating regulation by CTK in the early or

late filling stages. For genes involved the GA biosynthesis

(Figure 7G), one KO decreased the expression in maturation

phase. 2 KAO (FtPinG0008509300.01, FtPinG0000423800.01), one

GA2OX1 (FtPinG0008198800.01), one GA3OX1

(FtPinG0009540700.01) decreased the expression since middle

filling stage. Yet the expression of 2 KAO (FtPinG0008710000.01,

FtPinG0008784600.01), 3 GA20ox1 (FtPinG0005591800.01,

FtPinG0006689400.01, FtPinG0006689500.01), and one GA3OX3

(FtPinG0002514700.01) were up-regulated since middle filling

phase. The GID1B encoding the GA receptor in the signaling

FIGURE 7
The transcriptome dynamic of genes involved phytohormone biosynthesis and signaling pathways during grain filling in Tartary buckwheat (A),
ABA; (B), AUX; (C), BR; (D), SA; (E), ET; (F), CTK; (G), GA; (H), JA.
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FIGURE 8
Transcriptome dynamic of transcription factors during seed development. (A). Venn map showing the differentially up-regulated or down-
regulated TFs. (B). Heatmap illustration of top 10 family TF DEGs clustered by gene families (MYB; bHLH; AP2/ERF; NAC; bZIP; B3; HSF; WRKY; C2H2;
and HD-HB-ZIP). The TFs involved in phytohormone signaling or with high similarity with characterized genes involved in seed size control in other
plants were marked in red color.
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transduction was moderately up-regulated in S3 (Figure 7G). These

results suggested complicated GA signaling transduction during

seed maturation. Among the DEGs involved in JA biosynthesis and

signaling (Figure 7H), one LOX6, one OPR2 genes increased the

expression significantly, while one LOX2, 2 LOX3, one AOS and one

ACX1 gene declined the expression with the seed maturation. No

specific DEG was identified to be involved in JA signaling pathway.

One SABP2 (FtPinG0008383600.01) and 3 PR (FtPinG0002734100.01,

FtPinG0008383600.01, FtPinG0009669200.01) involved in SA

signaling raised the expression with the seed filling (Figure 7D), as

the transcription of PR (FtPinG0002216300.01, FtPinG0002216500.01,

FtPinG0003111200.01, FtPinG0005880000.01) declined with the seed

growth. No DEGs involved in SA biosynthesis was discovered. These

results together pointed to less participation of JA and SA signaling

pathways in seed filling.

3.5.2 Dynamic transcriptome analysis of
transcription factors during seed development

Transcription factors (TFs) could participate in many aspects of

cellular processes in seed development, thus the expression

dynamics of total TF genes involved in seed development of

Tartary buckwheat were carefully investigated. According to the

RNA-seq data, a total of 1077 TFs were identified as expressed in at

least one developmental stage. An overview of the transcription

factors that were differentially regulated was shown in

Supplementary Figure S8. In total, 309 TFs were taken as DEGs,

with 7 being identified as new TF genes. Additionally, 87 DEGs

encoding RLK-Pelle family kinases and 45 DEGs transcription

repressors involved in transcription regulation showed

remarkable expression variation. Briefly, the top 10 TF families

with the largest numbers were MYB (42), bHLH (33), AP2/ERF

(33), NAC (17), bZIP (17), B3 (13), HSF (11), WRKY (11),

C2H2(10), and HD-HB-ZIP (10) (Supplementary Figure S8).

Both up- and down-regulation of these TF genes occur in the

process of seed maturation. Compared with S1, 23 TF genes were

commonly up-regulated in S2 and S3, with 7 TF genes being up-

regulated specifically to S2, and 59 TF DEGs being up-regulated

specifically to S3 (Figure 8A). Additionally, compared with S1, 25 TF

genes were commonly down-regulated in S2 and S3, with 72 TF

genes being down-regulated specifically to S3. The expression of the

top 10 family TFDEGswas displayed in Figure 8B. 9 out of 11DEGs

inWRKY andNAC families were down-regulatedwith seed growth,

with the other 2 being up-regulated in S2 or S3 phase, which

indicated WRKY and NAC DEGs may function mainly in the

early stage of seed development or negatively during grain filling.

Special attention was paid to the TFs involved in phytohormone

signaling or with high similarity with characterized genes involved in

seed size control in other plants (marked in red color). The 3 ARF

(FtPinG0008443000.01, FtPinG0001942600.01, FtPinG0008442000.01)

of B3 family and 4DOF (FtPinG0000702500.01,FtPinG0008252900.01,

FtPinG0001221400.01,FtPinG0006052400.01) ofC2C2 family involved

in AUX signaling pathway increased the expression either in middle

filling stage or the maturation stage. Moreover, the ABI5

(FtPinG0002063700.01) of bZIP family in ABA signaling and the

ARR (FtPinG0000828900.01, FtPinG0002925000.01, FtPin

G0006107400.01) of MYB family involved in CTK signaling

displayed ascending transcription pattern with the seed growth. The

ERF (FtPinG0003951500.01, FtPinG0003183000.01, FtPin

G0001028600.01) of AP2/ERF family, homologous to ANT (Meng

et al., 2015) and AP2 (Jofuku et al., 2005) in rice, and the bHLH

(FtPinG0003559000.01, FtPinG0003152400.01, FtPinG0001712000.01),

homologous to Awn-1 (Luo et al., 2013) in Arabidopsis showed

remarkable variation in S3 phase in Tartary buckwheat seeds,

whereas the WRKY (FtPinG0009186100.01, FtPinG0005111700.01),

homologous to WRKY53 (Tian et al., 2017) involved in seed size

were mainly down-regulated with the seed growth.

3.5.3 Dynamic transcriptome analysis of
expansin family proteins during seed
development

Seed size changed distinctly with the development of

growth stages in Tartary buckwheat seeds (Figure 1B), with

the highest length and width at maturation phase. Plant

expansin genes belong to a group of loosening proteins

located in the cell wall, and was an important component

for cell expansion (Cosgrove, 2015). Previously, expansin was

reported to function fundamentally in seed size and yield

determination in many plants (Cosgrove, 2015). To explore

the roles of expansin family genes in Tartary buckwheat, the

transcription dynamics during the grain filling stage were

mined here. As in Figure 9A, out of the genome wide

37 expansin genes, 19 were expressed in seeds (with

FPKM>1). Among them, the most abundant gene in

dehulling seeds was FtEXPA12. FtEXPA12, FtEXPA8 and

FtEXLA1 were constantly expressed. As 14 expansin genes

substantially displayed an increased trend of expression along

with the seed growth, only 2 genes (FtEXPA6 and FtEXPA26)

declined their expression notably. Genes with variated

expression were analyzed subsequently. As in Figure 10A,

among the 16 differentially expressed genes, 14 were classified

into subfamily-A, with 2 being classified into subfamily-B

(FtEXPB4, FtEXPB1). Further correlation analysis showed

that most of the up-regulated expansin genes were strongly

correlated with each other (Supplementary Figure S9). Among

the up-regulated expansin genes, the transcription level of

FtEXPA5, FtEXPA11, FtEXPA15, FtEXPA21, FtEXPA27,

FtEXPA28, FtEXPA29 and FtEXPB4 reached the top in seed

maturation stage, while FtEXPA19 was transcribed most in

middle filling stage and slightly decreased in seed maturation

stage. Nevertheless, FtEXPA5, FtEXPA15, FtEXPA21,

FtEXPA27, FtEXPA28, FtEXPA29 and FtEXPB4 displayed

the most significant transcriptional variations along with

the seed growth (Figure 9A). Interestingly, these genes were

phylogenetically quite close, as FtEXPA5, FtEXPA28,

FtEXPA29 and FtEXPA27 were classified in the same

branch in the previous report (Sun et al., 2021).
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Downstream effecting genes involved in seed development

were usually regulated by upstream phytohormone signals and

transcription regulators. To explore the transcriptional

regulation of expansin genes in Tartary buckwheat seeds, the

upstream 1.5 Kb promoter sequences of expansin genes were

subsequently subjected to Plantcare for cis-regulatory element

analysis. As shown in Figure 9B, aside from the consensus

eukaryotic promoter elements, such as the TATA-box and

CAAT-box, light-responsive elements and stress-responsive

elements (cis-acting regulatory element essential for the

anaerobic induction, MBS in drought-inducibility, and WUN-

motif involved in wound-responsiveness) were also discovered in

the promoters. To be noted, cis-regulatory elements, such as ERE,

ABRE, TGACG-motif, CGTCA-motif, P-box and TCA-element

responsive to phytohormone ET, ABA, JA, SA, GA, and AUX

were notably over-represented in the promoter region of

expansin DEGs. Transcription binding sites of MYB, MYC

and WRKY TFs were also frequently dispersed. Among the

most transcribed genes, the significant differentially expressed

genes FtEXPA5, FtEXPA15, FtEXPA27, FtEXPA28 and FtEXPB4

were analyzed. Particularly, the promoter region of FtEXPA27

was richer in SA- and JA-responsive elements, while the

FtEXPA28 promoter bared more ET- and JA-responsive

elements and MYB and WRKY binding sites. In the

FtEXPA5 promoter, 4 MYB and 2 MYC binding sites and

2 ET-responsive elements were found, while 6 MYB binding

sites and 2 JA-responsive elements were discovered in the

FtEXPA15 promoter region. The B-type expansin FtEXPB4

promoter seemed to have relatively more TF binding sites

than A-type expansin genes and was quite rich in ET- and

ABA-responsive elements, and MYB, MYC and WRKY

binding sites, with an additional GA-responsive cis-acting

element. FtEXPA12 had 5 MYC binding sites and one GA-

responsive element in the promoter. MYC is important

component of the JA signaling pathway. Thus, the above

data provided clues that phytohormone ABA, ET, JA, GA

and SA, and TF MYB, MYC, andWRKY probably participated

in expansin gene regulation during seed development in

Tartary buckwheat.

To further explore the relationship of phytohormone with

expansin genes in the process of seed maturation, the DEGs in

the ABA, ET, GA, AUX, JA and SA phytohormone signaling

pathways were then subjected to correlation analysis with the

variated expansin genes. From our research, BR was found to

promote Tartary buckwheat grain filling rate (Wei, 2021), thus

DEGs in BR biosynthesis and signaling pathway were also

included for correlation analysis. As shown in

Supplementary Figure S10, most up-regulated expansin

genes, except FtEXPA19, showed strong positive correlations

with DEGs in ET (Supplementary Figure S10A), BR

(Supplementary Figure S10E) and AUX (Supplementary

Figure S10F) signaling pathways. Yet the declined expansin

FIGURE 9
Transcriptome dynamics of expansin family proteins in the seed development. (A). Heatmap representation of the transcriptomic dynamic of
differentially expressed expansin genes during seed maturation. The values in the heatmap indicate the FPKM value of the DEGs. (B). Illustration of
seed development associated cis-acting elements in the promoter region of differentially expressed expansin genes.
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gene FtEXPA26 was in strong negative correlation with most

differentiated genes in ET (Supplementary Figure S10A), BR

(Supplementary Figure S10E) and AUX (Supplementary Figure

S10F) signaling pathways. Moreover, most up-regulated

expansin genes, except FtEXPA19, displayed strong negative

correlations with DEGs in ABA signaling pathways, while

FtEXPA26 was in strong positive correlation (Supplementary

Figure S10B). Nevertheless, strong positive or negative

correlations were only found between up-regulated expansin

genes (except FtEXPA19) and 2 PR in the SA signaling pathway,

and OPR2 (FtPinG0005654900.01) and LOX6

(FtPinG0000487200.01) in JA signaling pathway, and GID1B

(FtPinG0005053900.01) and KAO1 (FtPinG0008710000.01) in

the GA signaling pathway. Together, these results preferred

regulation of expansin family genes by phytohormone ET,

ABA, AUX and BR more potentially than GA, JA and SA, in

the process of grain filling. Additionally, the above TFs that

were homologs of genes involved in seed size determination in

other plants (Figure 9, red marked TFs) were subjected to

correlation analysis with variated expansin genes. As in

Supplementary Figures S11, 3 ARF and 2 DOF

(FtPinG0000702500.01, FtPinG0008252900.01) involved in

AUX signaling pathway, 2 ARR in CTK signaling pathway,

one bHLH (FtPinG0003152400.01) homologous to Awn-1 in

Arabidopsis and 2 ERF (FtPinG0003183000.01,

FtPinG0001028600.01) homologous to ANT and AP2 in rice

displayed strong correlation with differentially expressed

expansin genes, except FtEXPA19, FtEXPA6 and FtEXPA26.

Yet, the Awn-1 homologous bHLH (FtPinG0001712000.01)

correlated strongly with FtEXPA19. These results suggested

possible positive transcriptional regulation of expansin by

these TFs during Tartary buckwheat grain filling.

Nevertheless, the 2 WRKY, homologous to WRKY53, and the

ERF (FtPinG0003951500.01) involved in seed size represented

FIGURE 10
Starch synthesis in Tartary buckwheat seeds. (A). The amount of total starch in Tartary buckwheat seeds. (B). Schematic representation of starch
biosynthesis in the seeds. (C). Expression pattern of starch biosynthesis genes that were differentially expressed during seed development (The genes
with FPKM≥1 in at least one stage are shown, and the original FPKM value were marked in the heatmap).
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strong negative correlation with most up-regulated expansin,

indicating negative regulatory roles.

3.5.4 Analysis of starch biosynthesis gene
expression in seed development

With the remarkable change of seed shape along with the

development, both the fresh and dry weight of grains

companionly elevated significantly (p < 0.05) (Figure 1C),

reaching the top at stage 3. Starch was the major form of

carbohydrates accumulated at mature seeds and the main

nutrient that make the seeds and other storage organs expand

and enlarge (Saripalli and Gupta, 2015). Therefore, the amount of

starch largely determined the final grain yield in plants. The level

of total starch in the grain filling stage seeds of Tartary buckwheat

was subsequently measured. As shown in Figure 10A, the starch

amount indeed increased remarkably along with the process of

seed maturation from 262 ± 4.36 mg/g to 572 ± 5.20 mg/g, in

accordance with severe change of seeds both in width and dry

weight (Figure 1). According to above KEGG analysis, “Starch

and sucrose metabolism” were dominantly enriched in

significantly variated co-expression clusters (Cluster 2, 5, 9)

(Supplementary Figures S4, S5, S7). So, genes involved in

starch and sucrose metabolism were proposed to significantly

affect the grain filling process and final yield in Tartary

buckwheat. Thus, the transcriptional profile of genes involved

in starch and sucrose metabolism were thoroughly explored.

Among them, 61 genes were significantly differentially expressed,

with 34 belonging to glycosyl hydrolases family (Supplementary

Figure S12). Among the 7 DEGs encoding glucan endo-1,3-β-
glucosidase, the expression of FtPinG0000387400.01 increased

only in middle filling stage and FtPinG0002200200.01 specifically

decreased in late filling stage, as the expression of the other

5 DEGs gradually increased with the seed growth. 10 β-
glucosidase-encoding genes were identified, with 5 being

continuously up-regulated with grain filling, 2 being

significantly down-regulated in S3 phase, and 3 being down-

regulated with the seed growth. Both 2 DEGs encoding α-
glucosidase increased their expression in S3 phase. Notably,

2 out of the 4 genes encoding pectinesterase identified were

remarkable down-regulated in S3. 3 DEGs encoding amylase

displayed notable decline along with the seed filling, indicating

low level of starch hydrolysis. Moreover, 4 genes encoding

trehalose-phosphate phosphatase displayed significant

transcriptional dynamic. Several genes involved in starch

biosynthesis were identified noticeably and were discussed below.

In plants, sucrose was transported from source, such as

leaves, to the sink for the synthesis of starch by sucrose

transport protein (SUT) (Figure 10B). In our transcriptome

data, 3 SUT displayed differential expression pattern

(Figure 10C), with FtPinG0001943500.01 being mostly

transcribed and continuously up-regulated moderately with

seed growth. Starch biosynthesis in seeds initiated with the

transition of sucrose to UDG-glucose by sucrose synthase

(SUS) and invertase (INV). As in Figure 10C, among the

4 differentially expressed sucrose synthase genes,

FtPinG0005125200.01 represented the highest expression level

and continuously upward trend along with the seed maturation,

as FtPinG0008230700.01 were up-regulated in S2 phase only and

FtPinG0008844900.01 was down-regulated with the seed growth.

4 INV increased the expression significantly, as

FtPinG0005000000.01 and FtPinG0008078700.01 were

insoluble cell wall invertases, and the other 2 were soluble

vacuolar invertases. Among them, FtPinG0005000000.01

displayed the highest expression level and an increased

pattern with the seed maturation. Only one UGP

(FtPinG0005626900.01) was differentially expressed in seeds

and showed an up-regulated tendency with the grain filling.

The formation of ADP-glucose from glucose-1-phosphate by

AGP, is considered as the committed rate-limiting step of starch

biosynthesis (Saripalli and Gupta, 2015). 6 AGP displayed

differential expression along with the seed growth, with

4 being gradually up-regulated and 2 being gradually down-

regulated. Among them, FtPinG0000615900.01 and

FtPinG0001107400.01 were transcribed at the highest level in

mature seeds, as FtPinG00004618100.01 displayed the highest

expression in the early phase. 5 GBSS were differentially

expressed in filling stage seeds, with 2 (FtPinG0005565800.01,

FtPinG0007470100.01) being transcribed most at middle filling

stage, and 2 (FtPinG0000380300.01, FtPinG0000021600.01)

gradually increased the expression until the seed maturation.

The GBSS (FtPinG0000359400.01) was the exception, which

showed the highest expression out of the 5 in early filling

stage. 6 SSS displayed differentially expression, and all reached

the top expression level at maturation phase. 4 out

5 differentiated BE genes increased their expression with the

seed growth, yet FtPinG0000080700.01 and

FtPinG0008014900.01 were most transcribed in mature seeds.

FtPinG0006957000.01 and FtPinG0003940600.01 in the DBE

DEGs reached the highest expression levels in maturation

phase. These above results indicated that up-regulated genes

involved in starch biosynthesis may participate in the starch

accumulation process during Tartary buckwheat grain filling,

while down-regulated genes may function in the early stage of

seed development.

To clarify the regulation of structural genes involved in starch

biosynthesis, cis-regulatory element analysis of the 1.5 Kb

promoter region was also carried out by Plantcare. As shown

in Supplementary Figures S13, S14, similar with expansin genes,

aside from the consensus eukaryotic promoter elements, such as

the TATA-box and CAAT-box, light-responsive elements, and

stress-responsive elements (cis-acting regulatory element

essential for the anaerobic induction, MBS in drought-

inducibility, and WUN-motif involved in wound-

responsiveness), hormone-responsive cis-regulatory elements,

such as ERE, ABRE, TGACG-motif, CGTCA-motif and TCA-

element responsive to phytohormone ET, ABA, JA, SA, GA, and
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AUX, and transcription binding sites of MYB, MYC and WRKY

TFs were also over-represented. These results indicated the

candidate regulation of starch biosynthesis by these

phytohormone and TFs.

3.5.5 Verification of RNA-Seq gene expression by
RT-PCR

A quantitative RT-PCR was performed to verify the

reliability of the RNA-seq data. Seven DEGs were randomly

selected, as displayed in Figure 11. Among them, ACO

(FtPinG0004699200.01), AGP (FtPinG0000615900.01), ERF

(FtPinG0003951500.01) and WRKY (FtPinG0005111700.01)

were included as representatives. The expression of these

DEGs were consistent with the results of the RNA-seq data

(R2 > 0.7), confirming the reproducibility of the

transcriptome data.

4 Discussion

Various nutritional and pharmacological effects of Tartary

buckwheat have been extensively studied (Li and Zhang, 2001;

Huda et al., 2021; Zhang et al., 2021). Nevertheless, poor post-

embryonic grain filling in Tartary buckwheat largely halts the

grain yield improvement. Few reports were about the gene

regulatory network governing the physiological changes

during the filling stage of Tartary buckwheat seeds. Thus, in

this study we tried to sort out the key seed development genes

FIGURE 11
Illustration of the relative expression of 7 randomly selected genes for RT-PCR verification. R2 value indicated the correlation coefficient of the
relative expression levels between the RT-PCR results and the RNA-seq by Pearson correlation analysis (A) FtPinG0005111700.01; (B)
FtPinG0000615900.01; (C) FtPinG0000359400.01; (D) FtPinG0003951500.01; (E) FtPinG0005618000.01; (F) FtPinG0004699200.01; (G)
FtPinG0007038600.01.
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based on our transcriptome data from different developmental

stages of the dehulling filling stage seeds of Tartary buckwheat (F.

tataricum cv. Xiqiao No.1). Sharp transitions in gene expression

occurred along with the grain filling (Figures 2–4), consistent

with significant physiological changes with seed growth in

Tartary buckwheat (Figure 1). 4249 DEGs (with FC > 4) were

identified totally that may be key genes related to seed

development.

Phytohormones play indispensable roles in seed

development in rice, maize and Arabidopisis (Santner et al.,

2009). AUX and ABA function notably in controlling the

embryogenesis pattern and promoting the accumulation of

storage products during the subsequent filling stage

(Schussler et al., 1984; Moller and Weijers, 2009;

Chandrasekaran et al., 2014). Liu et al. (2018a) found the

ascending tendency of ABA in the process of Tartary

buckwheat fruit maturation and the variation of GA and

AUX. Here, significant variation of genes in the signal

transduction pathways of phytohormones was observed

(Figure 7). Yet genes involved in ABA biosynthesis and

signaling displayed a descending pattern of expression,

indicating active ABA signaling in the early seed

development (Figure 7A). Increase of AUX biosynthesis

genes (TAR and YUCCA) and decrease of catabolic genes

(GH3.5) (Figure 7A) suggested AUX accumulation during

grain filling. The AUX transport genes (LAX, PIN and BIG)

strengthened the expression in Tartary buckwheat kernel.

These results strongly implied positive regulatory roles of

AUX along with grain filling process in Tartary buckwheat.

As the balance of AUX and ABA was proposed to be key factors

regulating the cell division rate in the early seed development of

buckwheat (Liu et al., 2018b), and evidence indicated

synergistic regulation of cell expansion via both AUX and

GAs (Fenn and Giovannoni, 2021), the nexus of ABA, AUX,

GA and other hormones during grain filling required further

elucidation. Yet variated expression of genes in the GA and

CTK biosynthesis and signalling pathways suggested

complicated roles by these phytohormones in seed filling

process. Overexpression of OsBZR1, a BR-signaling TF,

resulted in higher grain yield in rice (Zhu et al., 2015). Here,

the BR biosynthesis related CYP724B1, BZR1 and coreceptor

BAK1 homologs were up-regulated gradually with the seed

growth. As we previously found, appropriate spraying of BR on

the leaves of Tartary buckwheat could significantly improve the

seed setting rate, grain filling rate, and yield, and reduce the

abortion rate of grains notably (Wei, 2021). Thus, it is

speculated that BR signaling play positive roles in grain

filling. Ethylene can promote fruit ripening, and ethylene

signaling plays an important role in fruit development

(Persak and Pitzschke, 2014; Fenn and Giovannoni, 2021).

Here, genes involved in ET biosynthesis (SAM, ACO, ACS),

and signaling (EIN2, EIN3, EIN4, ETR1, EBF) enhanced the

expression with the seed growth (Figure 7E), indicating

consistent positive function of ethylene in filling stage

Tartary buckwheat.

Transcriptional regulators were important factors controlling

seed size in plants, including TF, transcriptional coactivators, and

regulators involved in chromatin modification. The significant

enrichment of up-regulated genes in DNA binding, nucleosome

assembly and cell proliferation in Cluster 7 and 9 by GO analysis

indicated remarkable change of chromatin structure and dynamics

along with the seed maturation in Tartary buckwheat, in which

transcriptional regulators could be involved. In the maturation

process of Tartary buckwheat seeds, 309 TF DEGs were

identified with MYB, bHLH, AP2/ERF, NAC, bZIP, B3, HSF,

WRKY, C2H2, and HD-HB-ZIP as the top 10 families. MYB,

NAC, WRKY, bHLH, MADS and AP2/ERF TFs were reported

to regulate of fruit development/maturation (Jakoby et al., 2002;

Persak and Pitzschke, 2014; Zinsmeister et al., 2016; Zhang et al.,

2018; Liu et al., 2019a; Liu et al., 2019b; Liu et al., 2019c; Ma et al.,

2019; Liu et al., 2020). In Tartary buckwheat, severalMYB (FtMYB6,

FtMYB116, FtMYB3, et al.) were reported to be positively or

negatively involved in flavonoid biosynthesis (Yao et al., 2020;

Wang et al., 2022), yet no specific TF gene has been

characterized to participate in grain filling process directly. Since

CTKs are the key drivers of seed yield (Jameson and Song, 2016), the

up-regulated ARRs involved in CTK signaling could be candidate

MYB genes involved in grain filling in Tartary buckwheat. Similarly,

with the importance of AUX andABA in seedmaturation in Tartary

buckwheat (Liu et al., 2018a), the ARF and DOF, ABI5 DEGs

involved in AUX and ABA signaling pathways could be targets

to improve grain filling. In wheat developing endosperm, NAC019-

A1 was a negative regulator of starch synthesis (Liu et al., 2020).

Therefore, the decreased NAC DEGs (Figure 8B) were worth for

further characterization of whether regulating starch biosynthesis or

not. In addition, distinct variation of TF genes homologous to ANT

and AP2 in rice, and Awn-1 in Arabidopsis controlling seed size

(Figure 8) were supposed to regulate seed development process

either.

Cell walls provide essential plasticity for plant cell division and

defense, which are often conferred by the expansin superfamily with

cell wall-loosening functions. Recently, expansin family genes were

reported to participate in many aspects of plant growth and

development processes, such as root hair growth, germination,

leaf growth, and grain yield in different plants (Cosgrove, 2015;

Calderini et al., 2021). Cotton plants overexpressing GhRDL1 and

GhEXPA1 proteins produced strikingly more fruits, larger seed size

and doubled seedmass (Xu et al., 2013). Transgenic over-expression

of sweet potato expansin gene (IbEXP1) in Arabidopsis produced

larger seeds, accumulated more protein and starch in each seed, and

produced more inflorescence stems and siliques than control plants

(Bae et al., 2014; Chen et al., 2016). Targeted expression of TaExpA6

in the young seed lead to a significant increase in grain size without a

negative effect on grain number, and a final yield boost by 10% in

wheat under field conditions (Calderini et al., 2021), which provided

an opportunity to overcome a common bottleneck to yield
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improvement across many crops (Cosgrove, 2021). During grain

filling of Tartary buckwheat seeds, significant transcriptional

variation of expansin genes were discovered during grain filling.

Strong correlation of the up-regulated expansin genes indicated the

possible common regulation. Phytohormone exerts variated effects

on EXP expression. Repressive effect by AUX on the expression of

FaEXP2 and FaEXP5 in Chilean strawberry fruit (Figueroa et al.,

2009) and by GA on CDK-Exp3 transcription in persimmon, and

positive regulation ofMiExpA1 expression by ETwithin a short time

in mango (Sane et al., 2005), during fruit softening were reported.

GA mediated expansion of floral organs via expansins prior to

anthesis (Azeez et al., 2010). Transgenic overexpressed wheat

TaEXPB23 in tobacoo, involved in the abiotic stress response,

were upregulated by exogenous JA and salt stress, but

downregulated by exogenous GA, ET, IAA and alpha-

naphthlcetic acid (NAA) (Han et al., 2012). A regulatory module

controlling GA-mediated endosperm cell expansion involving

spatiotemporal control of the cell expansion gene AtEXPA2 is

critical for seed germination in Arabidopsis (Sanchez-Montesino

et al., 2019). In this study, phytohormone (ABA, ET, AUX, JA, SA

and GA) responsive elements and MYB, MYC and WRKY binding

sites were found in the promoters of the remarkable increased

expansin gene. Strong correlation of these expansin DEGs with BR,

JA, AUX and ET signaling (Supplementary Figure S10) and the

AUX and CTK related TFs (ARF, DOF, ARR) or the seed size

related TFs (bHLH, ERF andWRKY) (Supplementary Figure S11)

was discovered. Combining these results, we proposed that

phytohormone AUX, ABA, ET and BR and their responsive

TFs were candidate important regulators of grain filling through

targeting expansin genes in Tartary buckwheat. The functions of

significantly variated expansin genes were worth for further study

which could be candidate targets to improve crop yield in Tartary

buckwheat.

As shown in Figure 1, the length and width of seed coat reached a

maximum size in S3 phase, which sets an upper limit to final size of a

grain (Figure 1A). However, the size of the decorticated seeds

continuously expanded until the maturation phase in Tartary

buckwheat (Figure 1A, lower picture). As the primary nutrient of

buckwheat fruit, starch accounts for 70% of the total substance

content (De Bock et al., 2021). Thus, the amount of starch in the

filling seeds largely determined the final yield. Consequently, genes

involved in starch and sucrose metabolism were proposed to

noticeably affect the grain filling process and final yield in Tartary

buckwheat. Down-regulation of amylase genes during seed filling

depicted low starch hydrolysis, and up-regulation of SUT either in the

middle filling seeds or the early maturation seeds, supported efficient

sucrose translocation from the source to the sink (seed) for starch

synthesis during grain filling in Tartary buckwheat (Figure 10).

Indeed, remarkable starch accumulation was found during seed

development (Figure 10A). In rice and Arabidopisis, genes in the

starch biosynthesis pathway have been reported (Saripalli and Gupta,

2015). However, the buckwheat starch biosynthesis genes remained

largely uncharacterized, except forGBSS (Wang et al., 2014). Through

mining the transcriptome data (Cao et al., 2022), 37 candidate genes

covering all steps of starch biosynthesis displayed differential

expression (Figure 10C). Up-regulation of biosynthetic genes was

found in each step with seed maturation. The abundantly transcribed

and enhanced genes in the filling stage, such as FtPinG0005125200.01

of SUS, FtPinG0005000000.01 of INV, FtPinG0000615900.01 and

FtPinG0001107400.01 of AGP, FtPinG0005565800.01,

FtPinG0007470100.01 of GBSS, FtPinG0005109900.01,

FtPinG0005939600.01 and FtPinG0003226800.01 of SSS, and

FtPinG0000080700.01 and FtPinG0008014900.01 of BE, are worth

for further study to elucidate the precise chemical mechanisms of

these enzymes in starch synthesis in Tartary buckwheat. In view of

the increased trend of starch biosynthesis genes until thematuration

phase, it is speculated that without the size limit by the seed coat,

starch biosynthesis would possibly continue to expand the seed

kernel and raise the final grain yield. Thus, procedures to improve

the seed coat size, such as by ectopic expression of specific expansin

genes (Cosgrove, 2021), may be effective breeding strategy in

Tartary buckwheat.
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No evidence for widespread
positive selection on double
substitutions within codons in
primates and yeasts
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Nucleotide substitutions in protein-coding genes can be divided into

synonymous (S) and non-synonymous (N) ones that alter amino acids

(including nonsense mutations causing stop codons). The S substitutions are

expected to have little effect on function. The N substitutions almost always are

affected by strong purifying selection that eliminates them from evolving

populations. However, additional mutations of nearby bases can modulate

the deleterious effect of single N substitutions and, thus, could be subjected

to the positive selection. This effect has been demonstrated formutations in the

serine codons, stop codons and double N substitutions in prokaryotes. In all

abovementioned cases, a novel technique was applied that allows elucidating

the effects of selection on double substitutions considering mutational biases.

Here, we applied the same technique to study double N substitutions in

eukaryotic lineages of primates and yeast. We identified markedly fewer

cases of purifying selection relative to prokaryotes and no evidence of

codon double substitutions under positive selection. This is consistent with

previous studies of serine codons in primates and yeast. In general, the obtained

results strongly suggest that there are major differences between studied pro-

and eukaryotes; double substitutions in primates and yeasts largely reflect

mutational biases and are not hallmarks of selection. This is especially

important in the context of detection of positive selection in codons

because it has been suggested that multiple mutations in codons cause false

inferences of lineage-specific site positive selection. It is likely that this concern

is applicable to previously studied prokaryotes but not to primates and yeasts

where markedly fewer double substitutions are affected by positive selection.

KEYWORDS

natural selection, tandem mutations, short-term evolution, neutral evolution, double
substitutions, positive selection, negative selection, purifying selection
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Introduction

In classic population genetics, co-localized substitutions are

assumed to occur one at a time, independently of one another.

However, clustering of mutations, in particular, those occurring

in adjacent sites (multiple nucleotide mutations) has been

documented in many diverse organisms (Averof et al., 2000;

Drake et al., 2005; Drake, 2007; Schrider et al., 2011; Stone et al.,

2012; Terekhanova et al., 2013; Harris and Nielsen, 2014;

Besenbacher et al., 2016). Double substitutions within the

same codon in protein-coding genes have also been claimed

to be driven by positive selection. This conclusion stemmed from

comparisons of the observed frequencies of double substitutions

to those expected from the frequencies of single substitutions: if

the frequency of a double substitution is significantly greater than

the product of the frequencies of the respective single

substitutions, positive selection is inferred (Bazykin et al.,

2004; Rogozin et al., 2016; Belinky et al., 2018). This

observation is consistent with the possibility that a prevalence

of positively selected double nucleotide mutations is

compensation for the first deleterious mutation through

subsequent positive selection acting on the second substitution

(Bazykin et al., 2004; Rogozin et al., 2016; Belinky et al., 2018).

Positive selection affecting double substitutions has been

detected as a general trend in the rodent lineage (Bazykin

et al., 2004). Similarly, signatures of positive selection have

been found for double substitutions in stop codons in

prokaryotes (UAG → UGA and UGA → UAG), which could

be attributed to the deleterious non-stop intermediate, UGG

(Belinky et al., 2018) and double substitutions in two disjoint

series of codons for serine (Rogozin et al., 2016). Thus, multiple

nucleotide mutations in codons potentially could originate from

selection, mutational biases including clusters of mutations

(Averof et al., 2000; Drake et al., 2005; Drake, 2007; Schrider

et al., 2011; Stone et al., 2012; Terekhanova et al., 2013; Harris

and Nielsen, 2014; Besenbacher et al., 2016) or a combination of

both these factors.

Previously, we assessed the selection that affects double

substitutions within codon in prokaryotes (Belinky et al.,

2019). Briefly, we compared the frequency of each such

double substitution to the frequency of a double synonymous

substitution in adjacent codons with the same base composition

(Belinky et al., 2019). Although it is well known that transition

(A:T ↔ G:A) and transversion (A:T ↔ T:A, A:T ↔ C:G, G:C ↔
C:G) rates differ substantially, the differences between different

combinations of specific transitions and transversions are less

thoroughly characterized, and it is not clear to what extent

adjacency of mutations is modulated by base composition. We

thus compared all codon double substitutions to their respective

double synonymous substitutions with the same nucleotide

changes. In many cases, it was found that a codon double

substitution has a significantly higher double/single ratio,

compared to the same double synonymous substitution,

suggesting that these are true cases of positive selection that

acts on the second substitution and brings it to fixation in

prokaryotes (Belinky et al., 2019).

In this paper the same methodology was applied for analyses

of selection in yeasts and primates (including human). No signs

of wide-spread positive selection were detected. This result

suggests major differences in selection modes between

prokaryotes (Belinky et al., 2019) and two studied eukaryotic

lineages (primates and yeasts). This is likely to be important for

inference of lineage-specific site positive selection.

Materials and methods

Datasets

To reconstruct mutations in protein-coding DNA under the

parsimony principle, we inferred and analyzed single and double

substitutions in triplets of closely related primates and yeasts as

previously described (Rogozin et al., 2016). In brief, the

parsimony principle implies that mutations occur along the

thick branches in the trees (Figure 1A) assuming that there is

no mutation or one mutation per each position. Whole-genome

alignments of three yeast species (Saccharomyces cerevisiae, S.

paradoxus, and S. mikatae) were downloaded from the

Saccharomyces Genome Database (SGD, www.yeastgenome.

org/). Local alignments of protein-coding regions were

extracted using the SGD orthology assignments (Rogozin et al.

, 2016). Protein-coding sequences for primates (Homo sapiens,

Callithrix jacchus and Otolemur garnettiiwere) and their

orthology assignments were obtained from Ensembl databases

as previously described (Belinky et al., 2018). Briefly, protein-

coding sequences were downloaded for each species from the

Ensembl database, as well as orthology assignments from

Ensembl mart (Kersey et al., 2016). Genes with ‘one-to-one’

orthology were aligned using MAFFT with the -linsi algorithm

(Katoh et al., 2005). In total, 15,234 primate and 4,100 yeast gene

alignments were used for further analyses.

Analysis of codon double substitutions

Details of analyses of double substitutions in codons are

described in (Belinky et al., 2019). Here, we provide a brief

description of the methodology. For each codon change

(Figure 1B), the frequency of change to any other codon was

the number of changes divided by the number of ancestral

reconstructions of this codon based on the parsimony

principal. For each double substitution the double/single ratio

was the observed double substitution frequency divided by the

cumulative single substitution frequency. For example, for the

change AAA→GGA the double/single ratio was the observed

frequency of AAA→GGA divided by the cumulative counts of
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AAA→AGA, AAA→GAA and AAA→GGA. Thus, for each

double substitution (Figure 1) the following data were

collected and estimated:

1) The double substitution count (b in the Figure 1).

2) The single substitution count (which is the summation of the

two single counts (a1 and a2 in the Figure 1).

We used double fractions (DFs) as a measure of selection.

The DF is calculated as the observed double substitution count (b

in the Figure 1) divided by the sum of the single (a1 and a2 in the

Figure 1) and double substitution counts:

DF � b/(a1 + a2 + b)

The selection on double substitutions was analyzed by

comparing DF for within-codon double substitutions to two

null models described below.

Analysis of double synonymous
substitutions in adjacent codons—null
models

For double synonymous substitutions in adjacent codons, we

collected the same data as for codon double substitutions in

codon-like 3-base sequences with three possible configurations

(Figure 2):

A. An invariant 2nd codon positions followed by a 4-fold

degenerate site in the 3rd codon positions, that is, followed by a 2-

fold degenerate site in the 1st codon position of the next codon

(the 231 configuration, Figure 2B).

B. A 4-fold degenerate site in the 3rd codon positions, that is,

followed by a 2-fold degenerate site in the 1st codon position of

the next codon, that is, followed by an invariant base in the 2nd

codon position of the second codon (the 312 configuration,

Figure 2C).

C. A 4-fold degenerate site in the 3rd codon positions, that is,

followed by an invariant 1st codon position in the second codon

of which the 2nd position is disregarded and followed by a 4-fold

degenerate site in the 3rd codon position (Figure 2D).

The first codon in configurations A-B can be any of the 4-fold

degenerate codons, i.e, codons for L, V, S, P Y, A, R and G, and

the second codon of configurations A-B can be either a codon for

R or L which are the only two amino acids that have a degenerate

1st codon position. An additional restriction for configurations

A-B is that the ancestral state of the 3rd codon position of the 2nd

codon is a purine (A/G) since only then the 1st codon

substitution can be synonymous. Similarly, the 1st and 2nd

codons configuration C can be any of the 4-fold degenerate

codons.

FIGURE 1
Conceptual scheme of double substitution analysis. (A)Single or double substitutions are inferred from the genomic data by construction of
genomes triplets and relying on parsimony principle (see Material and Methods). (B) Point mutations are assumed to appear one at a time, such that
observed double substitutions (B) occur through intermediate single substitutions states. For each double substitution, there are two possible single
substitution pathways (a1, a2). The double fraction DF is calculated as the ratio between the number of double substitutions (b) and the sum of
relevant single (a1+a2) and double (b) substitutions.
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Assignment of codon double substitution
types

For each codon double substitution there are two distinct

paths to get from the ancestral state codon to the final

(derived) codon state, with each step in the path having a

single substitution to reach an intermediate state codon

(Figure 2). Each step can be either synonymous or non-

synonymous, and the ancestral vs. final codon could be

either non-synonymous or synonymous. Some codon

substitution could have a stop as an intermediate codon in

one of the paths, these cases were disregarded in the current

analysis. In this analysis we assigned the combination type to

each codon double substitution based on the synonymy of the

ancestral to the intermediate codons, and the synonymy of the

ancestral vs. the final codon state (Figure 3, left panels and

Supplementary Figure S2). NS denotes codon double

substitutions in which (at least) one of the intermediates is

non-synonymous while the final codon is synonymous

compared to the ancestral codon (Figure 3A and

Supplementary Figures S1D S2). SS denotes codon double

substitutions in which both intermediates and the final codon

are all synonymous codons (Figure 3B and Supplementary

Figure S2). SN denotes codon double substitutions in which (at

least) one intermediate is synonymous while the final codon is

nonsynonymous compared to the ancestral codon (Figure 3

and Supplementary Figure S2). NN denotes codon double

substitutions in which both intermediates are

nonsynonymous, and the final codon is also

nonsynonymous compared to the ancestral one (Figure 3D

and Supplementary Figure S2).

Statistical testing

Fisher’s exact test was used to compare the number of

double codon substitutions to single cumulative substitutions,

to test for significant differences in DF between codon double

substitutions and the comparable null models. An example of

the comparison of the non-adjacent codon double substitution

FIGURE 2
Double synonymous substitutions in adjacent codons used as null models. (A) The selection on double substitutions inferred by comparing the
DF for codons and their respective null models shown in orange (NM1 and NM2). Two adjacent codons are illustrated, and the nucleotide position
within the codon is indicated according to the reading frame. The three null models are artificial codons constructed by considering positions from
two adjacent codons. (B) Null model NM1 (the 321 configuration). An invariant 2nd codon positions in the first codon, followed by a 4-fold
degenerate site in the 3rd positions of the first codon, that is, followed by a 2-fold degenerate site in the 1st codon position of the 2nd codon. (C)Null
model NM1 (the 312 configuration). A 4-fold degenerate site in the 3rd codon position followed by a 2-fold degenerate site in the 1st codon position
of the second codon, that is, followed by an invariant base in the 2nd codon position of the second codon. (D)Null model NM2. A 4-fold degenerate
site in the 3rd position of the 1st codon followed by an invariant 1st position in the second codon and by a 4-fold degenerate site in the 3rd codon
position (skipping the 2nd position of the 2nd codon).
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FIGURE 3
Selective regimes of the codon double substitutions in primates and yeasts. Right panels show a classification of codon double substitution
based on the synonymy of the ancestral vs. the final codon state, and the synonymy of the ancestral to the intermediate codons. Two left panels show
comparisons of DF for each codon double substitution class to the double synonymous null models (NM1 and NM2) using the Mann–Whitney U test.
(A)NS, one non-synonymous intermediate, synonymous final codon. Primates: NM1 p-value = 0.77, NM2 p-value = 0.72. Yeasts: NM1 p-value =
0.06, NM2 p-value = 0.25. (B) SS, double synonymous codon substitutions. Primates: NM1 p-value = 0.42, NM2 p-value = 0.17. Yeasts:
NM1 p-value = 0.82, NM2 p-value = 0.45. (C) SN, at least one synonymous intermediate codon, non-synonymous final codon. Primates:
NM1 p-value = 2.38 × 10−63, NM2 p-value = 8.73 × 10−34. Yeasts: NM1 p-value = 4.28 × 10−38, NM2 p-value = 5.64 × 10−98. (D)NN—both intermediates
and the final codon are non-synonymous to the ancestral. Primates: NM1 p-value = 0.059, NM2 p-value = 2.53 × 10−5. Yeasts: NM1 p-value = 7.16 ×
10−27, NM2 p-value = 5.61 × 10−56.
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CTT→TTA is shown in the Supplementary Figure S1D. The

Mann–Whitney U test was used to compare the DF values

between each of the codon double substitution types (SS, SN,

NS, NN) and each of the null models (NM1 and NM2). The

Bonferroni correction was applied to correct for multiple

testing.

Results

Different types of codon double
substitutions in primates and yeasts

Representing all within-codon double substitutions in the

general form, “ancestral-intermediate-final”, we define the

following 4 combinations of codons: 1) SS is “S

intermediate—S final” codons, 2) SN is “S intermediate—N

final” codons, 3) NS is “N intermediate—S final” codons, 4)

NN is “N intermediate—N final” codons (Figure 3, left panels

and Supplementary Figure S2) (Rogozin et al., 2016; Belinky

et al., 2018; Belinky et al., 2019).

Similar to our previous study of double substitutions in

prokaryotes (Belinky et al., 2019), we consider three types of

codon-like double synonymous substitutions that were used as

null models for the double substitutions in codons

(Supplementary Figure S1). The selection pressure on each

codon double substitution is assessed by comparing the

double/single substitution ratio DF (that is, the ratio of the

frequency of a double substitution to the sum of the

frequencies of the single and double substitutions in the

respective codon positions) to that for double

synonymous substitutions (Supplementary Figure S1). The

DF is assumed to be mostly affected by the substitution

rate at the second step (from intermediate codons to

final codons, Figure 1B). Thus, a significantly lower DF

compared to that of the corresponding double

synonymous substitution will be indicative of purifying

selection, and conversely, a higher ratio will point to

positive selection.

Comparisons of double mutation DF values with null

models NM1 and NM2 (Figure 3, central and right panels)

suggested that the dominant mode of selection is purifying

selection. In all eight studied cases in primates and yeasts the

mean DF values is smaller than DF values for null models

(Figure 3). These differences are statistically significant for NN

and SN values (Figure 3). The NM1 model tends to produce

wider distributions compared to NM2 model (Figure 3).

This is likely to be due to a higher frequency of tandem

mutations compared to mutations separated by one

nucleotide (Averof et al., 2000; Drake et al., 2005; Drake,

2007; Schrider et al., 2011; Stone et al., 2012; Terekhanova

et al., 2013; Harris and Nielsen, 2014; Besenbacher et al.,

2016).

Modes of selection in specific codon
double substitution classes in primates

We analyzed four types of double substitutions in more

detail. To characterize the modes of selection that affect each

codon double substitution in greater detail, the frequency of

each codon double substitution was compared to the same

codon-like substitution pattern in a double synonymous null

model (Figure 2). Each codon double substitution is compared

to either NM1 or NM2 depending on the distance between the

substituted bases (Supplementary Table S1). In total, of the

716 codon double substitutions compared (Supplementary

Table S1), only <1% (2 cases after Bonferroni correction)

had significantly higher DF compared to the equivalent

double synonymous substitutions (Supplementary Table

S1), which is compatible with positive selection, and 15%

(104 cases after the Bonferroni correction) had significantly

lower DF, compatible with purifying selection (Figure 4A and

Supplementary Table S1). This result suggests that positive

selection affects a negligible fraction of double substitutions in

codons although these cases may be false positives. A

substantial fraction of double substitutions is subject to

purifying selection (Figure 4A).

For NS and SS double substitutions no signs of positive or

negative selection were detected (Figure 4A). A significant

trend of purifying selection on codon double substitutions is

evident in combination SN (Figure 4A), in which double

substitutions have significantly lower DF compared to the

double synonymous DF (Figure 4A). Combination NN

(312 instances) has 2 cases with codon under positive

selection and 4 cases compatible with purifying selection,

thus neutrality cannot be rejected for the entire group

(Figure 4A). The individual cases in combination NN that

are compatible with positive selection are TTT → GGT (F →
G) and TTT → GCT (F → A) (Supplementary Table S1).

Modes of selection in specific codon
double substitution classes in yeasts

Highly similar results were obtained for yeasts (Figure 4B). In

total, of the 317 codon double substitutions compared

(Supplementary File S1), only 1% (4 cases after Bonferroni

correction) had significantly higher DF compared to the

equivalent double synonymous substitutions (Supplementary

Table S1), which is compatible with positive selection. This

result suggests that positive selection affects a negligible

fraction of double substitutions in codons although these cases

may be false positives. 34% of studied (108 cases after the

Bonferroni correction) had significantly lower DF, which is

compatible with purifying selection. A substantial fraction of

double substitutions is likely to be subject to purifying selection

(Figure 4B).
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For NS and SS double substitutions no signs of positive or

negative selection were detected (Figure 4B). A significant trend

of purifying selection on codon double substitutions is evident in

combination SN (Figure 4A), in which many double

substitutions have significantly lower DF compared to the

double synonymous DF (Figure 4A). Combination NN

contains only 4 cases with codon under positive selection and

4 cases compatible with purifying selection. Thus, neutrality

cannot be rejected for the entire group (Figure 4A). The

individual cases in combination NN that are compatible with

positive selection are ACT→ GTT (T→ V), CCT→ TTT (P →
F), TCT → CTT (S → L), and TTT → CCT (F → P)

(Supplementary Table S1).

Discussion

Multiple mutations within the same codon have been

claimed to be driven by positive selection (Bazykin et al.,

2004; Rogozin et al., 2016; Belinky et al., 2018). This claim is

consistent with the possibility that a prevalence of positively

selected double nucleotide mutations is a compensation for the

first deleterious mutation through subsequent positive selection

(Bazykin et al., 2004; Rogozin et al., 2016; Belinky et al., 2018).

The main goals of this work were to consider the mutational

biases in the inference of selection in codon double substitutions

and to understand whether codon double substitutions in yeasts

and primates were under any type of selection compared to

double synonymous substitutions. Just a few cases of elevated DF

(<1 and 1% for human and yeast, accordingly) were detected for

the combination NN. Such cases are compatible with previously

reported positive selection on multiple nucleotide substitutions

(Bazykin et al., 2004). Analysis of individual cases in primates

and yeasts suggested that codons TTT (encoding phenylalanine)

and CCT (encoding proline) are most frequent in terms of

positively selected double substitutions (Supplementary

Table S1).

Distributions of DF values for NS and SS double substitutions

are not statistically different from NM1 and NM2 distributions

(Figure 3), whereas SN and NN had significantly lower DF values

suggesting that purifying selection substantially influences these

classes of double substitutions in both primates and yeasts

(Figure 3). In total, 15 and 34% double substitutions in

primates and yeasts had significantly lower DF (after the

Bonferroni correction), compatible with purifying selection.

This result suggests that purifying selection affects a

substantial fraction of double substitutions in codons.

However, it is evident that in all four categories neutrality is

the dominant mode of evolution (Figure 4).

We used synonymous sites as a control. Selection on

synonymous sites have been previously shown in prokaryotes

as well as in eukaryotes (Chamary and Hurst, 2005; Zhou et al.,

2010; Gu et al., 2012; Lawrie et al., 2013; Shabalina et al., 2013;

Long et al., 2018), while the reason behind this selection is not

completely clear and could be contributed to stability of the DNA

and staking effects (Goncearenco and Berezovsky, 2014),

translational accuracy (Stoletzki and Eyre-Walker, 2007), and

importance of secondary structure (Chamary and Hurst, 2005;

FIGURE 4
Selective pressure in different codon double substitutions classes. Positive, combinations compatible with positive selection, where a codon
double substitution has a significantly higher DF than the corresponding DF of a null model (NM1 or NM2). Negative, combinations compatible with
purifying selection, where a codon double substitution has a significantly lower DF than the correspondingDF of a null model. Neutral, combinations,
compatible with neutral evolution, where the codon DF was not significantly different from that of the corresponding DF of a null model. (A),
primates; (B), yeasts.
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Shabalina et al., 2013). Possible factors at the protein level are

protein folding/structure (Oresic and Shalloway, 1998;

Pechmann and Frydman, 2013) and a general selection at the

amino acid level interacting with nucleotide replacements

(Morton, 2001; Blazej et al., 2017). Although synonymous

positions can be under some level of purifying selection, the

same mutational forces are expected to influence codon non-

synonymous double substitutions of the same bases, e.g.,

mutation rates that are influenced by specific bases would be

similarly affected whether the mutation is synonymous or non-

synonymous.

Previously, we assessed the selection that affects double

substitutions within codons in prokaryotes (Belinky et al., 2019)

using the same approach described in this paper. In many cases, it

was found that codon double substitutions have significantly

higher double/single ratios, compared to the same double

synonymous substitutions (14%), suggesting that these are true

cases of positive selection that acts on the second substitution and

brings it to fixation in prokaryotes (Belinky et al., 2019). In

primates and yeasts, we found just a few cases of putative

positive selection (~1%). Overall, the fraction of neutrally

evolving codons is dramatically different: 11% in prokaryotes

(Belinky et al., 2019) vs. 75% in primates and 65% in yeasts.

Recently it has been claimed that positive selection is

overestimated by the branch-site test (BST), since most of the sites

supporting positive selection are due to multinucleotide mutations

(MNS) (Venkat et al., 2018). Phylogenetic tests of adaptive evolution,

such as the widely used BST (branch-site test), assume that nucleotide

substitutions occur independently. However, recent research has

shown that errors at adjacent sites often occur during DNA

repair/replication (Drake et al., 2005; Drake, 2007; Schrider et al.,

2011; Stone et al., 2012; Terekhanova et al., 2013; Harris and Nielsen,

2014; Besenbacher et al., 2016), and the resulting MNS are

overwhelmingly likely to be nonsynonymous (Venkat et al., 2018).

Simulations under conditions derived from human and fly sequence

alignments without positive selection show that realistic rates of MNS

cause a systematic bias towards false inferences of selection (Venkat

et al., 2018). This concern is certainly consistent with the observed

substantial fraction of positively evolving double substitutions

observed in prokaryotes (Belinky et al., 2019). However, the

conclusion of the Venkat and co-workers (Venkat et al., 2018)

requires a lot of caution, when applied to studied eukaryotes

(primates and yeasts), where markedly fewer double substitutions

are under positive selection (Figure 4).

The observed difference between pro- and eukaryotes

(primates and yeasts) was observed previously for serine

codons (Rogozin et al., 2016). Here, in the analyzed two

eukaryotic lineages (yeast and primates), the difference of the

DF of codon double substitutions over DF of the double

synonymous in null models was much smaller than in

prokaryotes (Belinky et al., 2019). This is consistent with the

fundamental population-genetic theory (Lynch, 2007;

Charlesworth, 2009; Loewe and Hill, 2010), whereby

eukaryotes have substantially smaller effective population sizes

than prokaryotes, and the consequent decrease in the power of

selection most likely cause weaker pressure for restoration of

amino acids that are under positive selection in prokaryotes, but

not in studied eukaryotes (primates and yeasts). This hypothesis

is also consistent with the observed larger fraction of positively

and negatively selected double substitutions for yeasts compared

to primates (Figure 4), which have much smaller population

sizes.

The observed low fraction of deleterious intermediates

associated with further positive selection (Figure 3) could

be also due to various compensatory mechanisms at the

RNA or protein level (Ellis, 1990; Fink, 1999; El-Brolosy

and Stainier, 2017). For example, one reason for the higher

complexity of eukaryotes compared to prokaryotes is the

increased number of domain combinations found in

eukaryotes, where, for example, binding domains have been

added to existing catalytic proteins (Bjorklund et al., 2005).

Thus, compensatory mechanisms at the level of interactions

between proteins and domains within multidomain proteins

are expected to be more abundant in eukaryotes compared to

prokaryotes (Ekman et al., 2006; Bhaskara and Srinivasan,

2011). It should be noted that involvement of other non-trivial

compensatory mechanisms in eukaryotes cannot be excluded.

Future analyses of the impact of various compensatory

mechanisms are likely to provide a clearer picture of

eukaryote-specific trends of evolution.
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Deep learning methods may not
outperform other machine
learning methods on analyzing
genomic studies

Yao Dong1,2,3, Shaoze Zhou2, Li Xing4, Yumeng Chen1,3,
Ziyu Ren1,3, Yongfeng Dong1,3* and Xuekui Zhang2*
1School of Artifcial Intelligence, Hebei University of Technology, Tianjin, China, 2Department of
Mathematics and Statistics, University of Victoria, Victoria, BC, Canada, 3Hebei Province Key Laboratory
of Big Data Computing, Tianjin, China, 4Department of Mathematics and Statistics, University of
Saskatchewan, Saskatoon, Saskatoon

Deep Learning (DL) has been broadly applied to solve big data problems in

biomedical fields, which is most successful in image processing. Recently,

many DL methods have been applied to analyze genomic studies. However,

genomic data usually has too small a sample size to fit a complex network.

They do not have common structural patterns like images to utilize pre-

trained networks or take advantage of convolution layers. The concern of

overusing DL methods motivates us to evaluate DL methods’ performance

versus popular non-deep Machine Learning (ML) methods for analyzing

genomic data with a wide range of sample sizes. In this paper, we

conduct a benchmark study using the UK Biobank data and its many

random subsets with different sample sizes. The original UK Biobank data

has about 500k participants. Each patient has comprehensive patient

characteristics, disease histories, and genomic information, i.e., the

genotypes of millions of Single-Nucleotide Polymorphism (SNPs). We are

interested in predicting the risk of three lung diseases: asthma, COPD, and

lung cancer. There are 205,238 participants have recorded disease

outcomes for these three diseases. Five prediction models are

investigated in this benchmark study, including three non-deep machine

learning methods (Elastic Net, XGBoost, and SVM) and two deep learning

methods (DNN and LSTM). Besides the most popular performance metrics,

such as the F1-score, we promote the hit curve, a visual tool to describe the

performance of predicting rare events. We discovered that DL methods

frequently fail to outperform non-deep ML in analyzing genomic data,

even in large datasets with over 200k samples. The experiment results

suggest not overusing DL methods in genomic studies, even with

biobank-level sample sizes. The performance differences between DL and

non-deep ML decrease as the sample size of data increases. This suggests

when the sample size of data is significant, further increasing sample sizes

leads to more performance gain in DL methods. Hence, DL methods could

be better if we analyze genomic data bigger than this study.
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1 Introduction

Machine Learning (ML) has been widely applied in

genomic analysis and disease prediction. ML is considered

an objective and reproducible method that integrates multiple

quantitative variables to improve diagnostic accuracy (Wang

et al., 2021). There are many successful applications. In disease

prediction, Deberneh and Kim (2021) presented an ML model

for predicting the T2D (type 2 diabetes) occurrence in the

following year (Y+1) using variables in the current year (Y).

The model’s performance proved to be reasonably good at

forecasting the occurrence of T2D in the Korean population.

Park and Lee (2021) constructed a disease recurrence

prediction model using ML techniques. Their study

compared the performance of 5 ML models (decision tree,

random forest, eXtreme Gradient Boosting [XGBoost],

LightGBM, and Stacking models) related to recurrence

prediction based on accuracy, and the Decision Tree model

showed the best accuracy at 95%. In another study, Hussain

et al. (2021) proposed a voting ensemble classifier with 24

features to identify the severity of chronic obstructive

pulmonary disease (COPD) patients. Five ML classifiers

were applied, namely random forests (RF), support vector

machine (SVM), gradient boosting machine (GBM), XGBoost,

and K-nearest neighbour (KNN) in their study. These

classifiers were trained with a set of 24 features. After that,

they combined the results with a soft voting ensemble (SVE)

method. The results showed that the SVE classifier

outperforms conventional ML-based methods for patients

with COPD. In addition, ML-based methods for genetic

analysis have also been reported in multiple studies

(Rowlands et al., 2019; Placek et al., 2021), such as ML

approaches for the prioritization of genomic variants

impacting Pre-mRNA splicing; ML suggests the polygenic

risk for cognitive dysfunction in amyotrophic lateral

sclerosis and so on.

Deep Learning (DL) is a subset of ML, and it goes beyond

non-deep ML by creating more complex multi-layered models

to mimic how humans function. DL is known to work well in

big data applications. Still, DL has been used in disease

prediction primarily based on publicly available medical

image data, which have common structural patterns to

utilize pre-trained networks or take advantage of

convolution layers. For example, Chao et al. (2021)

presented a DL CVD risk prediction model, which was

trained with 30,286 LDCTs from the National Lung Cancer

Screening Trial. As a result, the model obtained an area under

the curve (AUC) of 0.871 on a separate test set of 2085 subjects

and was able to identify patients at high risk of CVD mortality

(AUC of 0.768). Zhou et al. (2020) proposed a DL model to

classify the HCM genotypes based on a non-enhanced four-

chamber view of cine images. Lin et al. (2020) developed and

validated a DL algorithm for detecting coronary artery disease

(CAD) based on facial photos. Jin et al. (2021) presented a

multi-task deep learning approach that allows simultaneous

tumour segmentation and response prediction. Their

approach to capturing dynamic information in longitudinal

images may be broadly used for screening, treatment response

evaluation, disease monitoring, and surveillance.

However, compared with image data, genomic data has

less structure information to train a DL model. Moreover,

building an accurate DL model usually requires immense

amounts of data, which is often difficult to find in

biological studies with a limited number of participants.

Therefore, we are motivated to investigate the effectiveness

of DL in genomic analysis and the amount of genomic sample

size fitting for the DL model.

Our study explores and compares three non-deep ML

and two DL methods in genomic analysis, including elastic

net, XGBoost, SVM, long short-term memory (LSTM), and

deep neural network (DNN). These methods are applied to

the UK Biobank study, which includes a wide array of

genotypic and phenotypic information from

502,524 participants. Coupled with the current impact of

COVID-19, lung diseases have attracted widespread

attention. We choose three specific lung diseases from UK

Biobank, combined with SNPs and other relevant covariates

to build prediction models with these five typical non-deep

ML and DL algorithms. Large-scale computation works are

conducted using high-performance computing servers

provided by Compute Canada. To investigate how DL and

non-deep ML methods perform in genomic analysis on

various sample sizes, we generate random subsets of

original data with 10 different levels of sample size and

evaluate the prediction performance of each method using

multiple metrics, including F1 score, precision, recall, and

the hit curve. Besides comparing DL and non-deep ML

methods, we also investigated the relation between

performance change and other important factors, such as

sample sizes increase and the imbalanced ratio (defined as

the proportion of samples in the number of a control group

to the number of case group (Sun et al., 2019).

The rest of the paper is organized as follows. Section 2

provides detailed processing and summary statistics of the

dataset from UK Biobank, and five DL and non-deep ML

methods are discussed in detail. In Section 3, experiment

results are presented and compared. Concluding remarks are

given in Section 4.
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FIGURE 1
Aworkflow diagram of the study process. We perform data preprocessing on 502,524 sample sets fromUK Biobank. After the initial assessment
and quality control, the data is retained for 205,238 cases with detailed procedures in. There are 27,692 asthma cases, 6,449 COPD cases, and
1,202 lung cancer cases. Age, sex, BMI, FEVIZ, and smoking status are covariates. 2,000 SNPs are retained after filtering and screening the original
2 million SNPs. The retained dataset was divided into ten subsets per-sample sets from 10 to 100%. We split the data by disease status into 70%
as training and 30% as testing sets. This study uses three non-deepMLmodels (Elastic net, XGBoost, and SVM) and twoDLmodels (DNN and LSTM) to
construct the prediction models. Finally, the model performance is evaluated by the metrics, such as precision, recall, F1-score, AUC, and hit curve.
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2 Data and methods

The workflow diagram is shown in Figure 1.

2.1 Data

With the rapid spread of COVID-19, lung diseases have

attracted widespread social attention. It was suggested that the

presence of lung diseases, in general, may contribute to severe

COVID-19 symptoms. About 600 million people have asthma,

and lung cancer and COPD are the first and the third leading

cause of death worldwide. Genetic variants such as single

nucleotide polymorphisms (SNPs) have been focused on in

lung disease research.

The dataset we use in our study is the release of the 2018 UK

Biobank. The original dataset has collected a wide array of

phenotypic and phenotypic information from

502,524 participants. We only select three specific lung

diseases (i.e. asthma, COPD, and lung cancer), combined with

participants’ SNPs, sex, body mass index (BMI), age, smoking

status, and Z-score of the forced expiratory volume in one second

(FEV1Z).

2.1.1 Genotype and quality control procedure
Quality control and imputation were performed centrally

by UK Biobank. We exclude the following participants

from our analyses: 1) participants not of white British

ancestry either by self-report or principal component

analysis conducted by UK Biobank, 2) participants with

more than 10% missing genotype data, 3) participants with

putative sex-chromosome aneuploidy, 4) participants where

the self-reported sex does not match the genetically-inferred

sex, 5) participants that UK Biobank has flagged for having

high heterozygosity/missingness and 6) participants with at

least ten putative 3rd-degree relatives. Further, we remove

SNPs with imputation information score < 0.1, minor allele

frequency < 0.001, more than 5% missing genotype data,

p-value < 10−6 in the Hardy-Weinberg Equilibrium test,

and SNPs that fail UK Biobank quality control in at

least one batch. After sample filtering and SNP screening,

we are left with a sample size of 205,238 participants and

2,000 SNPs.

2.1.2 Data statistics
The average age of subjects is 56.5 years, with an age range of

40–69 and a sex ratio (females/males) of 1.35. The selected

features are BMI, sex, age, Smoking status, FEV1Z, and

2,000 SNPs information. The summary of data is shown in

Table 1. To explore the model performance and the

prediction effect of DL and non-deep ML in the case of large

and small data, we randomly generate ten subsets from 10 to

100% and repeat it ten times. The detailed subset information is

shown in the Supplementary Material (Supplementary Tables

S1–S4).

2.2 Methods

2.2.1 Elastic net
In general, the elastic net is the regularized linear regression

method (Zou and Hastie, 2005). It is a middle ground between

ridge regression and lasso regression. The penalty term is a

simple mix of ridge and lasso’s penalties, and the mix ratio

can be controlled. The estimates from the elastic net method are

defined by

β̂ � argmin
β

‖y −Xβ‖2 + λ2‖β‖22 + λ1‖β‖1( ), (1)

TABLE 1 Descriptive statistics of the dataset. This table gives the relationships between smoking status and other covariates, i.e., age, sex, BMI, FEV1Z
score, asthma status, COPD status, and lung cancer status.

Covariates Never smoked Previously smoked Currently smokes

Age

< 55 years 47,137 (42.1%) 22,112 (29.3%) 8,269 (46.6%)

≥55 years 64,826 (57.9%) 53,414 (70.7%) 9,480 (53.4%)

Sex

Male 69,300 (61.9%) 39,670 (52.5%) 8,912 (50.2%)

Female 42,663 (38.1%) 35,856 (47.5%) 8,837 (49.8%)

BMI_mean 27.00 (±4.67) 27.83 (±4.68) 26.93 (±4.65)

FEV1Z_mean 0.31 (±1.05) 0.44 (±1.10) 0.85 (±1.17)

Asthmastatus 15,110 (13.5%) 10,343 (13.7%) 2,239 (12.6%)

COPDstatus 1,350 (1.2%) 3,338 (4.4%) 1,761 (9.9%)

Cancerstatus 185 (0.17%) 627 (0.83%) 390 (2.2%)
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where λ1‖β‖1 and λ2‖β‖22 are the L1 norm and L2 norm,

respectively, y is the response variable vector, and X is

covariates vector. The relationship between λ1 and λ2 can be

written as

λ1 � αλ, (2)
and

λ2 � 1 − α( )
2

λ. (3)

When the mix ratio α approaches 0, the elastic net is equivalent

to ridge regression, and as the ratio α goes to 1, it is equal to

lasso regression. As a result of balancing the L1 norm and

L2 norm, the computational cost of the elastic net is

expensive. However, it reduces the impact of different features

while not eliminating all of the features to improve the model

performance.

In this study, Elastic net models are implemented by R. The

parameters α and λ are tuned and chosen by function cv.

glmnet ().

2.2.2 XGBoost
XGBoost is an optimized distributed gradient boosting

library designed to be efficient, flexible, and portable. It

implements the algorithms in the Gradient Boosting

framework, which integrates many weak classifiers to form a

strong classifier (Ma et al., 2021). The weak classifiers

compensate each other to improve the performance of the

strong classifier.

Unlike the traditional integrated decision tree algorithm,

XGBoost adds a regular term in the loss function to control

the complexity of the model while preventing the model from

overfitting. The objective function is defined by

F x( ) � ∑n
i�1

l yi, ŷi( ) +∑K
k�1

Ω fk( ), (4)

where l(yi, ŷi) is the model’s loss function, Ω(fk) is the regular
term, n is the number of samples, and K is the number of the

CART tree. After that, a second-order Taylor expansion

approximation is applied to the loss function, and the

objective function is optimized to approach the actual value

and improve the prediction accuracy.

GridSearchCV function is used to find the optimal

parameters. The parameter max_depth of the XGBoost

model is set to 5. The larger the max_depth, the more

specific and local samples the model learns. The

min_child_weight determines the minimum sum of

instance weight needed in a child, and its value is 4. The

parameter subsample is 0.8, which controls the proportion of

random samples for each tree. The parameter

colsample_bytree is used to manage the percentage of

columns sampled per randomly sampled tree (each column

is a feature), and its value is 0.8. The objective parameter

defines the loss function that needs to be minimized.

Reg_alpha and reg_lambada are the L1 regularization terms

of the weights and the L2 regularization terms of the weights,

respectively. These two parameters help reduce overfitting,

and their values are 60 and 2, respectively.

2.2.3 SVM
SVM is a supervised learning algorithm. The learning

strategy uses supporting vectors and margins to find the

optimal segmentation hyperplane to classify the data (Fan

et al., 2021). SVM can be used for classification and

regression analysis. As a training algorithm, SVM has a highly

accurate and strong generalization ability.

This study uses the LinearSVC module in SVM. LinearSVC

implements a linear classification support vector machine and

can choose a variety of penalty parameters and loss functions.

Normalization also works well when the number of training set

instances is large.

We add the regularization term L1 norm to reduce the

impact of overfitting. The parameter C of the LinearSVC

model is 1.0.

2.2.4 LSTM
LSTM is a recurrent neural network (RNN). It can solve the

problem of gradient disappearance and gradient explosion in

traditional RNN. LSTM consists of a forget gate, an input gate,

and an output gate (Elsheikh et al., 2021). The input vector and

output vector of the hidden layer of LSTM are xt and ht, and the

forward propagation process can be used in Equations 5-9.

The input gate is mainly used to control how many values of

the current input will flow directly to a memory unit, defined as

follows:

it � σ Wxixt +Whiht−1 + bi( ). (5)

The forget gate is an essential component of the LSTM memory

cell, which controls the retention and forgetting of information to

avoid gradient disappearance and gradient explosion caused by

the backward propagation of gradients over time. The value of

the forget gate ft and the value of the memory cell ct are

expressed as:

ft � σ Wxfxt +Whfht−1 + bf( ) (6)
ct � ft ⊗ ct−1 + it ⊗ tanh Wxcxt +Whcht−1 + bc( ). (7)

The role of the output gate is to effectively control the effect of a

memory processing unit on the input and output values in these

messages. The value of the output gate ot and the output ht of

LSTM at moment t are expressed as:

ot � σ Wxoxt +Whoht−1 + bo( ) (8)
ht � ot ⊗ tanh ct( ). (9)
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We construct a network structure with three LSTM layers and

one dense layer and use sigmoid as the activation function and

binary cross-entropy as the loss function. We set batch size and

epoch as 128 and 100, respectively, and the learning rate is

0.0005.

2.2.5 DNN
A deep neural network (DNN) is a framework of deep

learning. It is a neural network with at least one hidden layer

(Ye et al., 2021), which can also be called a multi-layer

perceptron.

For the DNNmodel, We divide it into the input layer, hidden

layer, and output layer. Since we are exploring the classification

and prediction of these three diseases, we choose

binarycrossentropy as our loss function. Secondly, we put three

total connection layers into the hidden layer. The number of

neurons in the hidden layer is set to 64. Each neuron in the top

connection layer is fully connected with all neurons in the

previous layer, which can integrate the local information with

category differentiation in each layer. To improve the network

performance of DNN, we applied the ReLU function to the

activation function of each neuron.

Meanwhile, we found through experiments that when

the batch size was set to 128, the model’s accuracy could

be effectively improved, and the model could converge

more accurately towards the direction where the extreme

value was. Moreover, when the epoch was

200 iterations, the training results tended to be stable

basically. Although the model performance is improved, it

is more prone to overfitting due to many parameters.

Therefore, we added a regularization term L1 norm to

constrain training parameters by adding a penalty norm for

training parameters to the loss function to prevent model

overfitting.

3 Results

In this study, five disease prediction models based on non-

deep ML and DL models, i.e. elastic net, XGBoost, SVM,

LSTM, and DNN, are constructed. The original dataset is

randomly selected into ten sets of 10–100% datasets (shown

in Supplementary Tables S1–S4). In the modelling process, we

perform ten cross-validations on each set of 10–100%

FIGURE 2
Models performance of the 5 methods with the 10 different sample size for predicting asthma, COPD, and lung cancer, respectively.
Performances are shown by precision, recall, and F1-score. the shaded parts are the 1 standard error confidence bounds.
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datasets to find the optimal threshold for prediction and apply

it to the test set. Finally, the mean and the standard deviation

of the accumulated AUC, precision, recall, F1-score values,

and hit curve plot are used as evaluation metrics. The detailed

statistics are described in Supplementary Material

(Supplementary Tables S5–S7).

As shown in Figure 2, the proposed models are evaluated

by the standard metrics of precision, recall, and F1-score,

and an increasing trend is generally discovered. Precision

is the proportion of positive predictions that are actually

correct. Recall is the proportion of actual patients identified

correctly. The F1-score is the harmonic mean of precision and

recall, and is often used to interpret imbalanced data.

However, AUC is not sensitive to imbalanced data (its

results are shown in the Supplementary Material

[Supplementary Tables S5–S7])). Hence, we are more

interested in precision, recall, and F1-score due to the

imbalanced data structure.

3.1 Performance on small-sized datasets

Asthma status prediction. For the 10% dataset, the

highest precision and F1-score are 0.2404 (±0.0127)

and 0.3135 (±0.0098), respectively, obtained by the elastic

net model. SVM beats other models’ recall value, which is

0.4800 (±0.0126). LSTM has the lowest performance on recall

and F1-score, which are 0.1780 (±0.0234) and 0.1891

(±0.0142), respectively. The lowest precision value

generated from SVM is 0.1701 (±0.0092). For the

20% dataset, LSTM significantly improved recall and F1-

score, but still lower than the other four models.

Despite that, the performances of all models remained

the same.

COPD status prediction. For the 10% dataset, elastic net

models’ results are better than that of other models. Its

precision, recall, and F1-score are 0.2938 (±0.0415), 0.3446

(±0.0524), and 0.3153 (±0.0386), respectively. The results of

XGBoost are very close to those of the elastic net model.

However, LSTM has poor performance in this case, and its

precision, recall, and F1-score are 0.1210 (±0.0886), 0.0550

(±0.0443), and 0.0749 (±0.0191), respectively. For the 20%

dataset, the optimum values of each indicator are also derived

from the elastic net. LSTM has a decent improvement in

precision performance. And its precision is 0.2871

(±0.0274), while the elastic net has precision value of

0.3115 (±0.0264).

Cancer status prediction. All metrics of two DL models

underperform that of three non-deep ML models for 10 and

20% datasets. The top F1-score of the two DL models is

0.0402 for the 10% dataset, which is evaluated from the

DNN model, whereas the lowest F1-score from non-deep

ML methods (XGBoost) is 0.0088 higher.

In summary, it is clear that on a small dataset, the

performance of non-deep ML models is superior to that of

DL models.

3.2 Overall model performance on DL and
non-deep ML

As the size of the dataset increases, the overall model

performances increase, and the gap between non-deep ML

and DL decreases.

Asthma status prediction. The F1-score of elastic net,

XGBoost, SVM, LSTM, and DNN for 50% dataset are 0.3214

(±0.0047), 0.3201 (±0.0047), 0.2966 (±0.0043), 0.3088

(±0.0060), and 0.3098 (±0.0032), respectively. As the data

volume rises to 100%, the performances of the five models

do not change a lot.

COPD status prediction. When the dataset size increases

to 50%, LSTM improves its performance rapidly. The F1-

score of LSTM has grown three times from 0.0749 (±0.0191)

to 0.3171 (±0.0154). When the dataset size expands

from 50 to 100%, the optimal F1-score is 0.3699 (±0.0110)

from the elastic net. The F1-scores of XGBoost, SVM,

LSTM and DNN become 0.3307 (±0.0130), 0.3394

(±0.0125), 0.3269 (±0.0145), and 0.3106 (±0.0157),

respectively.

Cancer status prediction. On 50% of the dataset, the

performance of all five models has improved. As the

dataset grows to 100%, all models’ performances are still

climbing up.

In summary, DL models do not outperform non-deep

ML models, even in extensive data with over 200k

samples. The performance of all models improves when the

sample size increases. The performance differences between

DL and non-deep ML decrease as the sample size of data

increases.

3.3 Impact of imbalanced data structure

In this study, the datasets are imbalanced, and the

imbalanced rates (Control/Case) for asthma, COPD, and

lung cancer are 6.5:1, 30.8:1, and 169.6:1, respectively.

Model performances on cancer prediction are the lowest

since the cancer dataset structure is highly imbalanced. For

example, the F1-score of DNN for the 50% dataset is 0.3098

(±0.0032) for predicting asthma status, whereas it is 0.0547

(±0.0187) for predicting cancer status. Moreover, as the

imbalanced rate increases, the confidence bands are getting

wider. For instance, the width of the confidence band of

XGBoost’s F1-score for the 100% dataset is 0.0058 for

predicting asthma; in contrast, it is 0.0202 for predicting

lung cancer.
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3.4 Promote hit curve as a particular visual
tool

To summarize all themetric results we have found, a hit curve is

promoted as a particular visual tool to compare the prediction

models. In a biomedical study, it is impossible for a prediction

model to accurately predict all cases, and a model can be effective

without necessarily accurately predicting all cases. For example, in

our research, a prediction model is considered to be doing an

excellent job if it can choose a relatively small number of subjects,

and correctly label the majority of the condition group. Therefore,

hit curve is used to prioritize case. In this situation, cases with the

largest prediction probabilities are chosen first. As we select cases

according to the prediction probabilities, a “hit” occurs whenever

the case is a success (people we selected are in a certain disease

condition). Say we choose m1 subjects and m2 are diseased, and we

can visually assess a prediction model by plotting m2 against m1, a

so-called hit curve. A good prediction model will have m2

increasing rapidly with m1, as shown in Figure 3 (only the

hit curve plots for 10, 50, and 100% of the dataset are shown

here, and the result plots for the remaining percentage of the dataset

are visible in the Supplementary Material [Supplementary Figures

S1–S30]).

The elastic net curve and XGBoost curve are nearly

identical, but they cross over each other at some points

and are significantly higher than the others in predicting

Asthma and COPD. For lung cancer condition prediction,

XGBoost does not maintain a good performance. However,

elastic net and SVM models are still superior to the LSTM

model. DNN model is inferior to other models in all cases.

Therefore, evidence supports that DL models often cannot

overperform non-deep ML models. The brown bar appears

in the 10 and 50% datasets on predicting asthma conditions.

However, there are no brown bars in the 100% dataset plot. It

implies the performance gap between DL and non-deep ML

decreases as the sample size increases. And the difference

will be trivial when the data sample size is as large as the

biobank level. However, it is difficult to obtain such a large

dataset. Hence, DL models often underperform non-deep

ML models.

FIGURE 3
Hit curve graphs of AsthmaStatus, COPDStatus and CancerStatus classification by five models on 10–100% data sets. The x-axis represents the
number of test subjects we selected by sorting the estimated probability up to down. The y-axis of the hit curve chart represents the number of
subjects with certain conditionswhich are correctly diagnosed in the test set. The point (m1,m2) indicates there arem2 patients in the firstm1 selected
subjects are correctly predicted as diseased. The curves show the average hit curves of five models, and the shaded area denotes the
confidence bounds constructed using 10-fold cross-validation (i.e. ± one standard error). The brown bar at the bottommeans non-deepMLmodels
are significantly better than DL models.
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With lung cancer data’s highly imbalanced data structure, none

of the five models perform well when the data sample size is small.

Their shaded areas are relatively broad, making the difference hard

to tell. As the data sample size increases, their hit curves increase

with different slopes. As a consequence, the performance differences

become substantial. In other words, imbalanced data is also called

weighted data. The effective sample size of a weighted data is smaller

than its original sample size. It is almost impossible to evaluate those

five models’ performances due to a lack of a sufficient sample size.

As the effective sample size gradually increases, the model

performance differences become apparent. However, if the

effective sample size reaches a certain large amount, the

differences among all models are not significant again.

4 Discussion

This study evaluated the potential of DL models (DNN and

LSTM) in predicting asthma, COPD, and lung cancer with

various sample sizes from the UK Biobank dataset, compared

with non-deep ML models (elastic net, XGBoost and SVM).

Besides the most popular performance metrics, such as the F1-

score, the hit curve, as a particular visual tool, is promoted to

describe the performance of predicting rare events. The results

suggest that we should not apply DL methods in most genomic

studies, unless we have data with biobank-level sample sizes.

We conclude not recommending standard deep learning

methods for genomic studies based on the following two

facts we observed in our study. First, the prediction

performances of non-deep machine learning methods vastly

outperform deep learning methods in small datasets (e.g.,

10 and 20% random subsets of UK Biobank). Second, we

observed that deep learning could not outperform non-deep

methods in huge data like the entire cohort of UK Biobank

(500k participants), although increasing sample size leads to

the improvement of the deep learning method’s performance,

and its improvement is faster than non-deep methods.

Therefore, we need more data than UK Biobank to prefer

deep learning methods. However, the sample sizes of most

publicly available genomic data cannot meet this requirement,

which range from tens to few thousands.

Although deep learning methods achieved outstanding

performance in image, video, and natural language analysis,

we found their performance is not attractive in analyzing

genomic studies. We believe this is the result of two

characteristics of genomic data: 1) genomic data typically

has small sample sizes to fit a complex network; and 2)

genomic data lacks common structural patterns like images

to use pre-trained networks or take advantage of convolution

layers.

Besides comparing deep learning methods with non-deep

methods, the following are other important messages we learned

from this study and would like to share with the audience.

We found that cancer status is much harder to predict than

the other two diseases. The results show that the uneven data

structure also affects the model’s performance. The control/case

ratio is 6.5:1 for asthma, 30.8:1 for COPD, and 169.6:1 for lung

cancer, respectively. We notice that all three disease conditions

are imbalanced, and the imbalanced ratio of lung cancer

conditions is particularly extreme, which leads to model

overfitting and underperforming prediction. Therefore, the

imbalanced rate between cases and controls is also a critical

influencing factor. Although we operate by regulation, rare

events are harder to predict. We would do the data

augmentation to prevent the imbalance problem in the future.

Our predictions of disease status are based on genomic

information but not the specific diagnostic tests of related

diseases. Therefore, we don’t expect high accuracy in the

predictions. This prediction aims to segment the patients by

their predicted risk of conditions and manage them differently

(e.g., following up with a different visit frequency or using follow-

up disease-specific diagnostic tests).

There are two types of classification mistakes: 1)

incorrectly labeling a patient as low-risk or healthy; and 2)

incorrectly labeling a healthy individual as a patient or high-

risk. In our case, the first type of mistake is much more

harmful than the second type. Follow-up diagnosis can fix

the second mistake. The first mistake may cause a delay in

treatment, while the timing of treatment can be the most

critical factor in treating diseases like cancer. These two types

of mistakes can be summarised by precision and recall,

respectively. The most popular metric, F1-score, is the

harmonic average of precision and recall, which regards

these two prediction mistakes as costing equally. Fn-score

can weigh two types of mistakes using user-defined weights.

However, it is not easy to define weights objectively. Hence, we

introduced our preferred metric, the hit curve, for rare event

detection, which focus on detecting true positive rate.

Different points on the curve correspond to different

decision rules about who should be labelled as patients.

Users can compare many decision rules between the two

methods using their hit curves. Users can also use this

visual tool to decide which decision rule is best (subjectively).
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Esophageal cancer (EC) remains a significant challenge globally, having the

8th highest incidence and 6th highest mortality worldwide. Esophageal

squamous cell carcinoma (ESCC) is the most common form of EC in Asia.

Crucially, more than 90% of EC cases in China are ESCC. The high mortality

rate of EC is likely due to the limited number of effective therapeutic options.

To increase patient survival, novel therapeutic strategies for EC patients must

be devised. Unfortunately, the development of novel drugs also presents its

own significant challenges as most novel drugs do not make it to market due

to lack of efficacy or safety concerns. A more time and cost-effective

strategy is to identify existing drugs, that have already been approved for

treatment of other diseases, which can be repurposed to treat EC patients,

with drug repositioning. This can be achieved by comparing the gene

expression profiles of disease-states with the effect on gene-expression

by a given drug. In our analysis, we used previously publishedmicroarray data

and identified 167 differentially expressed genes (DEGs). Using weighted key

driver analysis, 39 key driver genes were then identified. These driver genes

were then used in Overlap Analysis and Network Analysis in Pharmomics. By

extracting drugs common to both analyses, 24 drugs are predicted to

demonstrate therapeutic effect in EC patients. Several of which have

already been shown to demonstrate a therapeutic effect in EC, most

notably Doxorubicin, which is commonly used to treat EC patients, and

Ixazomib, which was recently shown to induce apoptosis and supress growth

of EC cell lines. Additionally, our analysis predicts multiple psychiatric drugs,

including Venlafaxine, as repositioned drugs. This is in line with recent

research which suggests that psychiatric drugs should be investigated for

use in gastrointestinal cancers such as EC. Our study shows that a drug

repositioning approach is a feasible strategy for identifying novel ESCC

therapies and can also improve the understanding of the mechanisms

underlying the drug targets.
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Introduction

There are two major subtypes of Esophageal cancer (EC),

esophageal squamous cell carcinoma (ESCC) and esophageal

adenocarcinoma (EAC) (Ye et al., 2021). In China, more than

90% of esophageal cancer cases are ESCC (Zhang X. et al., 2021).

EC as a whole remains a significant challenge globally, having the

8th highest incidence and the 6th highest mortality worldwide

killing over 500,000 people in 2020 (Sung et al., 2021). A major

driver of the high mortality rate is likely due to the fact that there

are very few effective therapeutic options for EC patients. In

recent years, there has been a significant increase in survival for

many cancers, largely due to the availability of targeted therapies.

For EC, however, targeted therapies are yet to make a significant

impact on patient survival. Consequently, patients are often

relying on more traditional therapies such as chemotherapy

and surgical resection. In-order-to increase patient survival,

novel therapeutic strategies for EC patients must be devised.

Unfortunately, the development of novel drugs also presents its

own significant challenges as most novel drugs do not make it to

market due to lack of efficacy or safety concerns. Therefore, it is

more time and cost effective to identify existing drugs, that have

already been approved for treatment of other diseases, which can

be repurposed to treat EC patients. This can be achieved using a

drugs gene signature, the alterations in gene expression as a result

of exposure to the drug. The gene signature of a drug indicates

the underlying biological pathways and mechanisms that are

involved in the therapeutic effect of the drug. With this

knowledge, we can then identify candidate drugs which have

gene signatures capable of reversing aberrant gene expression

patterns observed in disease-states to those observed in normal

cells. This gene signature-based approach has been adopted by

previous research to identify drugs that can be repositioned to

treat a variety of diseases including, but not limited to, cancer,

Alzheimer’s, hyperlipidaemia, hypertension, and inflammatory

disease (Corbett et al., 2012; Hall et al., 2014; Guney et al., 2016;

Subramanian et al., 2017; Cheng et al., 2018; Carvalho et al., 2021;

Wu et al., 2022). To date, drug repositioning to target gene

signatures has primarily involved identifying directly

overlapping drug genes and disease genes (herein referred to

as overlap analysis) (Subramanian et al., 2017; Wang et al., 2018;

Chen et al., 2022). More recently, network analysis has been

greatly employed in this area as it offers distinct advantages over

more traditional statistical methods. This is due to the fact that

the models that can be built with this methodology are an

excellent way to capture a molecules relationship with other

molecules. In particular, nodes can be used to represent multiple

entities such as genes, molecules, proteins, etc, and the edges can

also represent a vast array of information such as mode-of-

actions (MoAs), underlying mechanisms, or functional

similarities (Jarada et al., 2020) Hence, network-based

methods can accurately represent the biological mechanisms

which are driving diseases (Barabási et al., 2011). As a result,

network-based drug repositioning can identify drugs which

target the underlying biology of the disease. It is worth

noting, however, that other methods of computational drug

repositioning have also been adopted, such as Data Mining

and Machine Learning. An excellent review of the different

methodologies, as well as their advantages and disadvantages

has recently been published (Jarada et al., 2020). Due to the

success of drug repositioning overall, and the absence of effective

treatments for ESCC, it has been proposed that this method be

used to identify novel treatment strategies for ESCC. However,

FIGURE 1
Drug Repositioning Analysis Methodology. The initial step of
the analysis included differential gene expression on previously
published array data fromGEO (accession: GSE23400). DEGswere
then used to identify key driver genes in a weighted key driver
analysis. The key driver genes were then used as input in 2 arms;
overlap analysis and network analysis. Qualify control was
performed to filter out erroneous results and identify candidate
drugs. Drugs which were common to both arms were considered
robust and considered ESCC Repositioned Drugs.
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these studies have largely, though not completely, been limited to

testing existing cancer drugs in vitro with drug screening

methods (Xie et al., 2020; Li Y. et al., 2021). Herein, we adopt

both a network-based and overlap-based drug repositioning

methodology, to identify existing drugs that can specifically

target the aberrant expression profile of ESCC and impede

oncogenesis. To do this, we used previously published data for

in-silico drug repositioning analysis utilising the PharmOmics

webserver (Chen et al., 2022). The repositioning analysis

consisted of two arms, the ‘overlap analysis’ arm and the

‘network analysis’ arm (Figure 1), which utilise two methods

of drug repositioning.

Results

Identification of DEGs

The dataset GSE23400 was downloaded using the GEOquery

R package function getGEO. In total, 167 DEGs were identified

between ESC and normal samples (Details of the differential gene

expression analysis can be found in the methods section). Of

which, 65 were upregulated and 102 were downregulated. The

top 5 most upregulated genes are MMP1, SPP1, POSTN,

COL1A1, and JUP. The top 5 most downregulated genes are

CRISP3, MAL, CRNN, SCEL, CLCA4. The top 25 up-regulated

genes can be observed in Table 1, whereas the top 25 down-

regulated genes can be observed in Table 2.

Functional and pathway enrichment
analyses

Functional and pathway enrichment analyses were

performed used the ‘clusterProfiler’ R package. Gene Set

Enrichment Analysis (GSEA) was performed with Gene

Ontology (GO) (hereafter referred to as GSEA-GO) and

Kyoto Encyclopaedia of Genes and Genomes (KEGG)

pathway (hereafter referred to as GSEA-KEGG). GSEA-GO

analysis was performed with the gene set categories Biological

Process (BP), Cellular Component (CC), and Molecular

Function (MF), which identified 253, 36, 25 enriched gene

TABLE 1 Top 25 up-regulated genes in differential gene expression
analysis comparing cancer tissue with adjacent tissue in ESCC
patients.

Gene logFC Adj. P-value

MMP1 4.443 8.65 × 10–29

SPP1 3.187 3.38 × 10–23

POSTN 3.066 2.03 × 10–22

COL1A1 2.990 5.89 × 10–32

JUP 2.831 1.68 × 10–16

COL1A2 2.698 2.95 × 10–26

COL11A1 2.405 1.64 × 10–20

CDH11 2.370 1.14 × 10–21

MMP12 2.240 5.17 × 10–19

MAGEA6 2.226 2.40 × 10–09

PTHLH 2.213 7.27 × 10–13

MAGEA3 2.213 1.71 × 10–09

VCAN 2.204 2.11 × 10–20

SNAI2 2.202 2.62 × 10–25

MMP10 2.193 8.12 × 10–11

COL3A1 2.164 7.24 × 10–22

SULF1 2.125 1.69 × 10–22

ECT2 2.112 2.30 × 10–31

COL5A2 2.087 1.59 × 10–20

TOP2A 2.004 2.93 × 10–23

PLAU 1.994 4.17 × 10–27

CKS2 1.968 1.90 × 10–22

INHBA 1.904 2.28 × 10–15

ISG15 1.870 8.29 × 10–14

CEP55 1.846 5.48 × 10–26

TABLE 2 Top 25 down-regulated genes in differential gene expression
analysis comparing cancer tissue with adjacent tissue in ESCC
patients.

Gene logFC Adj. P-value

CRISP3 −4.247 8.53 × 10–21

MAL −3.968 8.65 × 10–20

CRNN −3.654 3.31 × 10–16

SCEL −3.496 4.16 × 10–17

CLCA4 −3.425 2.59 × 10–18

TGM3 −3.329 5.45 × 10–19

CRCT1 −3.175 2.76 × 10–15

TMPRSS11E −3.106 3.69 × 10–15

SLURP1 −2.952 1.03 × 10–17

CLIC3 −2.913 7.72 × 10–17

ENDOU −2.774 3.52 × 10–21

IL1RN −2.769 2.06 × 10–22

PPP1R3C −2.750 5.02 × 10–24

SPINK5 −2.745 8.77 × 10–17

HPGD −2.647 5.22 × 10–24

RHCG −2.628 7.00 × 10–13

KRT4 −2.606 5.59 × 10–14

FLG −2.432 2.72 × 10–15

KLK13 −2.353 1.73 × 10–20

ECM1 −2.351 8.47 × 10–17

KRT13 −2.305 3.20 × 10–10

CEACAM6 −2.291 8.44 × 10–13

ADH1B −2.288 3.47 × 10–20

PSCA −2.260 2.25 × 10–15

HOPX −2.233 7.07 × 10–15
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sets, respectively. Numerous BP gene sets identified by the

analysis are related to extracellular matrix and cell

differentiation. Ranking BP analysis by adjusted p-value, the

top 5 most enriched gene sets are cellular component

organization, cellular component organization or biogenesis,

extracellular matrix organization, extracellular structure

organization, multicellular organism development. According

to adjusted p-value, the top 5 most enriched CC category are

endoplasmic reticulum lumen, external encapsulating structure,

extracellular matrix, fibrillar collagen trimer, banded collagen

fibril. Furthermore, the top 5 categories in the MF analysis

identified extracellular matrix structural constituent,

extracellular matrix structural constituent conferring tensile

strength, protein-containing complex binding, cell adhesion

molecule binding, glycosaminoglycan binding. The full results

for BP, CC, MF can be observed in Supplementary Tables S1–S3,

respectively. Gene Set Enrichment Analysis of KEGG (GSEA-

KEGG) identified 12 enriched gene sets (Supplementary Table

S4), including those previously identified as ESCC-related, such

as Focal adhesion, ECM-receptor interaction, PI3K-Akt

signalling pathway.

Weighted key driver analysis

Weighted Key Driver Analysis (wKDA) was performed using

Mergeomics webserver. In this analysis, genes which possess a

local network neighbourhood that have a significant enrichment

of genes that are ESCC-associated are considered key drivers

(KDs) (Ding et al., 2021). The analysis identified 89 key driver

genes which were then filtered to select those which possessed an

FDR <0.05, ensuring that only the strongest KDs are used in

subsequent analyses. This resulted in 39 key driver genes

(Supplementary Table S5). The top 10 key driver genes are

NCAPG, PLG, NUSAP1, COL17A1, ASPM, TOP2A, ITGB3,

P4HB, TTK, and COL7A1.

Repositioned drugs

Drug repositioning analysis was performed using both the

Overlap Drug Repositioning and the Network Drug

Repositioning modules from PharmOmics (Chen et al., 2022).

The potential drugs from the analysis, were then filtered to

TABLE 3 ESCC repositioned drugs.

Drug Study z-score Jaccard score Odds ratio Adj. P-value Within species
rank

Erlotinib In Vitro −8.806362317 1.59 × 10–2 2.16 × 101 5.66 × 10–5 0.956

Palbociclib In Vitro −8.090451972 1.56 × 10–2 2.11 × 101 6.18 × 10–5 0.953

Doxorubicin In Vitro −7.851164741 3.41 × 10–2 5.35 × 101 5.13 × 10–9 0.993

Methotrexate PharmOmics meta −7.504929239 1.35 × 10–2 1.83 × 101 7.80 × 10–4 0.930

Crizotinib In Vitro −7.50277149 2.08 × 10–2 2.95 × 101 1.61 × 10–6 0.980

Vinblastine PharmOmics meta −6.871294272 5.14 × 10–2 9.04 × 101 2.10 × 10–17 0.998

Gemcitabine In Vitro −5.585120295 2.43 × 10–2 3.58 × 101 3.91 × 10–10 0.987

Daunorubicin In Vitro −5.155171903 2.94 × 10–2 4.53 × 101 2.07 × 10–7 0.991

Venlafaxine In Vitro −5.053770712 1.53 × 10–2 2.07 × 101 6.74 × 10–5 0.950

Ethanol PharmOmics meta −4.264304125 2.33 × 10–2 3.41 × 101 5.61 × 10–10 0.985

Tamoxifen PharmOmics meta −4.072907051 1.79 × 10–2 2.51 × 101 3.24 × 10–5 0.969

Arsenic trioxide PharmOmics meta −3.980019706 4.67 × 10–2 7.95 × 101 2.10 × 10–11 0.997

Dasatinib In Vitro −3.747277559 2.08 × 10–2 2.95 × 101 1.61 × 10–6 0.980

Ixazomib PharmOmics meta −3.730099165 5.73 × 10–2 1.07 × 102 5.33 × 10–21 0.999

Penicillamine PharmOmics meta −3.248848376 4.13 × 10–2 6.75 × 101 1.53 × 10–13 0.996

Nefazodone In Vitro −3.176922914 1.15 × 10–2 1.51 × 101 1.35 × 10–3 0.893

Leflunomide PharmOmics meta −2.888272698 4.65 × 10–2 7.91 × 101 1.83 × 10–15 0.997

Fulvestrant In Vitro −2.792994137 2.35 × 10–2 3.41 × 101 8.07 × 10–7 0.985

Azithromycin In Vitro −2.53558291 2.79 × 10–2 4.16 × 101 2.17 × 10–8 0.990

Hydrocortisone PharmOmics meta −2.37861135 3.20 × 10–2 4.89 × 101 5.37 × 10–10 0.992

Etanercept PharmOmics meta −2.333538798 1.50 × 10–2 2.32 × 101 3.88 × 10–3 0.948

Acetaminophen PharmOmics meta −2.196753074 3.65 × 10–2 5.90 × 101 2.93 × 10–14 0.994

Lapatinib In Vitro −2.141804897 2.63 × 10–2 3.93 × 101 4.09 × 10–7 0.989

Niacin PharmOmics meta −2.092485943 2.25 × 10–2 3.24 × 101 1.03 × 10–6 0.983

Anastrozole PharmOmics meta −2.073331977 3.75 × 10–2 6.08 × 101 2.19 × 10–14 0.994
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identify robust ESCC repositioned drugs. The repositioning

analysis identified 25 drugs that are strong candidates for

ESCC treatment (Table 3). The top 10 repositioned drugs are

Erlotinib, Palbociclib, Doxorubicin, Methotrexate, Crizotinib,

Vinblastine, Gemcitabine, Daunorubicin, Venlafaxine, and

Ethanol. We predicted that drugs which interact with EGFR

(Erlotinib, Crizotinib, and Lapatinib), estrogen signalling

(Tamoxifen, Fulvestrant, Hydrocortisone, and Anastrozole)

and TRAIL-mediated apoptosis (Azithromycin and

Anastrozole) pathways have potential for treating ESCC.

Drug validation

To validate our findings, we performed a literature search to

determine whether any of the drugs identified by our analysis are

currently used in ESCC treatment (Table 4). We found that 7 of

the top 10 repositioned drugs, according to z-score, are already

used to treat ESCC or have been shown to demonstrate efficacy in

clinical trials. Candidate drugs were then validated using Binding

DB (Gilson et al., 2016). Each drug was searched in the database

to ascertain whether they bind to proteins known to be involved

in ESCC. We found that 21 out of 25 repositioned drugs have a

strong binding affinity to proteins that have been associated with

ESCC in some manner previously (Table 5). Additionally, we

performed a literature search to assess whether there is any

biological evidence (in vitro or in vivo) that demonstrates

efficacy or establishes a plausible mechanism by which the

novel repositioned drugs could be beneficial for ESCC patients

(Table 6). We found that all of our novel ESCC drugs, except for

Venlafaxine, target pathways or proteins which have been

demonstrated to drive oncogenesis in several cancers,

including ESCC. Therefore, these drugs should be able to

target the underlying biological processes driving oncogenesis

TABLE 4 Current use of ESCC Repositioned Drugs.

Drug Standard treatment
for
ESCC/Clinical trial

Clinical trial remarks Reference

Erlotinib Yes Limited activity in EC overall but response was observed in ESCC (Only 2/13 participants were
ESCC)

Ilson et al. (2011)

Promising results if combined with radiotherapy Zhao et al. (2016)

Palbociclib Yes Not promising result in clinic trials. However, authors claim that the drug could be useful in
combination with other drugs

Karasic et al. (2020)

Doxorubicin Yes Used successfully in combination with other drugs (cisplatin and fluorouracil combination therapy) Honda et al. (2010)

Methotrexate Yes Used for palliative care in combination with other drugs DUSI et al. (2020)

Crizotinib No — —

Vinblastine Yes Phase 2 Clinical Trial - Promising results Conroy et al. (1996)

Gemcitabine Yes Phase 1 Clinical Trial - Promising results Oettle et al. (2002)

Daunorubicin No — —

Venlafaxine No — —

Ethanol Yes Used for palliative care. Evidence of use for unresectable in case report with combination with
chemotherapy

Wadleigh et al.
(2006)

Tamoxifen No — —

Arsenic trioxide No — —

Dasatinib No — —

Ixazomib No — —

Penicillamine No — —

Nefazodone No — —

Leflunomide No — —

Fulvestrant No — —

Azithromycin No — —

Hydrocortisone No — —

Etanercept No — —

Acetaminophen No — —

Lapatinib No — —

Niacin No — —

Anastrozole No — —
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in ESCC and inhibit proliferation and/or initiate apoptosis

in ESCC.

Discussion

ESCC is one of the most common malignancies and

possess a significant mortality rate worldwide. This is

largely due to late diagnosis and scarcity of efficacious

treatment strategies upon being diagnosed (Feng et al.,

2021). To address this, we performed a disease-based drug

repositioning analysis with previously published ESCC gene

expression data from paired patient samples. Differential gene

expression analysis data identified 167 differentially expressed

genes (DEGs) which were then used in wKDA and identified

39 key driver genes (KDGs). The genes with the highest

absolute logFC identified by our differential gene expression

analysis are MMP1, CRISP3, MAL, CRNN, SCEL. The most

upregulated gene, MMP1, encodes a protein involved in the

breakdown of the extracellular matrix (ECM) by cleaving

collagens and other molecules. The most downregulated

gene, CRISP3, encodes a protein located in the ECM and

TABLE 5 Binding DB Target Validation. Repositioned drugs were investigated using Binding DB to determinewhether the proteins that the drugs have
strong affinity to have been previously shown to be associated with ESCC.

Drug Protein binding in
homo sapiens

Binding
protein ESCC-Associated

Reference

Erlotinib Epidermal growth factor receptor (EGFR) Yes Kashyap and Abdel-Rahman, (2018)

Palbociclib CDK9 Yes Tong et al. (2017)

CDK1 Yes Zhang et al. (2021a)

CDK2 Yes Zhou et al. (2021)

CDK4 Yes Huang et al. (2021)

Doxorubicin Androgen Receptor Yes Sukocheva et al. (2015)

Methotrexate Dihydrofolate reductase Yes - Indirectly through MDM2 Maguire et al. (2008)

MMP7 Yes Tanioka et al. (2003)

Crizotinib Epidermal growth factor receptor (EGFR) Yes Kashyap and Abdel-Rahman, (2018)

FLT3 Yes Zhu et al. (2021)

Vinblastine — — —

Gemcitabine Equilibrative nucleoside transporter 1 Yes - Indirectly through mIR-1269 Xie et al. (2022)

Daunorubicin Multidrug resistance protein 1 Yes Zhang et al. (2016)

Venlafaxine Sodium-dependent dopamine transporter Yes Guo et al. (2018)

Ethanol — — —

Tamoxifen 17-beta-hydroxysteroid dehydrogenase type 3 No —

Arsenic trioxide — — —

Dasatinib Tyrosine- and threonine-specific cdc2-inhibitory kinase Yes (and also via CDK1) Zhang et al. (2019)

Ixazomib Proteasome component C5 No —

Penicillamine Bile salt export pump Yes Bernstein et al. (2009)

Nefazodone Alpha-1A adrenergic receptor Yes Zhang et al. (2018)

5-hydroxytryptamine receptor 2A Yes Wei et al. (2022)

Leflunomide matrix metalloproteinase 1 Yes Pang et al. (2016)

Dihydroorotate dehydrogenase Yes Qian et al. (2020)

Fulvestrant Estrogen receptor Yes Zhang et al. (2017)

Azithromycin Cytochrome P450 3A4 Yes Bergheim et al. (2007)

Hydrocortisone Corticosteroid-binding globulin (SERPINA6) Yes Ma et al. (2019)

Etanercept — — —

Acetaminophen Carbonic anhydrase 12 Yes Ochi et al. (2015)

Dipeptidyl peptidase 3 Yes Liu et al. (2021)

Lapatinib Epidermal growth factor receptor (EGFR) Yes Kashyap and Abdel-Rahman, (2018)

Receptor tyrosine-protein kinase erbB-2 (HER2 or ERBB2) Yes Rong et al. (2020)

Niacin Hydroxycarboxylic acid receptor 2 No —

Xanthine dehydrogenase/oxidase Yes Li et al. (2021a)

Anastrozole Cytochrome P450 19A1 Yes Bergheim et al. (2007)
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thought to be involved in cellular matrix remodelling (Ribeiro

et al., 2011). The wKDA identified 39 significant driver genes

for ESCC. Amongst the top 10 most significant KDGs,

NUSAP1, COL17A1, ITGB3 and COL7A1 are involved in

ECM maintenance. For example, the 4th most significant

key driver gene, COL17A1, encodes a protein involved in

cell-matrix adhesion (Jones et al., 2020). Taken together,

these results suggest that alterations in ECM are an

important driver of ESCC oncogenesis (Chen et al., 2016).

Furthermore, KEGG analysis found both Focal adhesion and

ECM-receptor interaction to be the 3rd and 4th most enriched

term, respectively. This is in line with previous research that

indicates higher levels of Serum human relaxin 2 (H2 RLN), a

protein involved in ECM, collagen, and matrix

metalloproteinase is associated with worse prognosis,

including higher clinical stage and poorer survival (Ren

et al., 2013; Napier et al., 2014).

Using 39 KDGs in an ESCC drug repositioning analysis, we

identified 25 drugs that are predicted to have therapeutic effect

in ESCC. Of which, 7 are either currently used in the clinic or

have been used in clinical trials and 2 have shown efficacy

in vitro or in vivo. Importantly, those which have been used in

clinical trials have demonstrated efficacy particularly when

used in combination with other drugs, such as chemotherapy.

This is not surprising, however, as combination therapy has

long been a standard practice in cancer therapy, including for

ESCC where the current first-line treatment regimen is a

combination of 5-fluorouracil and cisplatin (Hiramoto

et al., 2018; Hirano and Kato, 2019). Each repositioned

drug was validated in-silico using the drug binding database

BindingDB, to identify which drug targets have previously

been associated with ESCC (Table 5). Significantly, 21 of the

25 repositioned drugs have targets that have previously been

associated with ESCC in some manner, which demonstrate the

TABLE 6 Potential mechanism of action for novel drugs.

Drug Potential
mechanism of action

Additional remarks Citation(s)

Crizotinib Protein kinase inhibitor (inc. HGFR) Acts as an inhibitor against anaplastic lymphoma kinase. Crizotinib is
an inhibitor of c-Met and could be used to target HGF pathway

Digklia and Voutsadakis, (2013)

Daunorubicin Intercalates with DNA and interrupts cell
proliferation

— Niaki et al. (2020)

Venlafaxine — Has been used for managing hot flashes during breast cancer therapy Biglia et al. (2005)

Tamoxifen Selective estrogen receptor modulator
(SERM)/partial agonist of ER

Evidence of efficacy in cell and animal models. Preliminary evidence in
adenocarcinoma of enhancing chemo therapy effect

Due et al., (2016); Huang et al.,
2019; Wang et al., 2020

Arsenic trioxide Induces programmed cell death Evidence of DNA damage-mediated cyclin D1 degradation in ESCC
cell lines

Zhu et al. (2020)

Dasatinib Tyrosine kinase inhibitor Dasatinib increases ESCC cell lines sensitivity to cisplatin Chen et al. (2015)

Ixazomib Inhibits the protein proteasome subunit
beta type-5 (PSMB5)

Supresses proliferation in Esophageal squamous cell carcinoma in cell
lines through c-Myc/NOXA pathway. In vivo evidence of efficacy in
non-small cell lung cancer

Chattopadhyay et al., 2015; Wang
et al., 2021b

Penicillamine Radio-chemo-sensitisation involving
H2O2-mediated oxidative stress

Enhances breast and lung cancer response to radiation and carboplatin
via H2O2-mediated oxidative stress

Sciegienka et al. (2017)

Nefazodone Disrupts mitochondrial function Demonstrates anticancer properties in multiple cell lines Varalda et al. (2020)

Leflunomide Dihydroorotase dehydrogenase (DHODH)
and/or Tyrosine kinase inhibition

Potential anticancer drug through disruption of pyrimidine synthesis
and EGFR signalling. In vitro and in vivo evidence for inducing
apoptosis in neuroblastoma

Zhu et al., 2013; Zhang and Chu,
(2018)

Fulvestrant Estrogen receptor antagonist Results in complete inhibition of estrogen signalling through the ER Nathan and Schmid, (2017)

Azithromycin Apoptosis induction via TRAIL Efficacy in vitro and in vivo in colon cancer by TRAIL autophagy Qiao et al. (2018)

Hydrocortisone Binds glucocorticoid receptor to inhibit
inflammatory transcription factors

Evidence to suggest BRCA1 downregulation in breast cancer Antonova and Mueller, (2008)

Etanercept Tumour necrosis factor (TNF) inhibitor Prolonged disease stabilisation was observed in EC used in
combination with chemotherapy

Monk et al., 2006;
Shirmohammadi et al., 2020

Acetaminophen Apoptosis induction Promising results used in combination with chemotherapy in lung
cancer

Lee et al. (2019)

Lapatinib tyrosine kinase inhibitor/EGFR/HER1 and
HER2 receptors

ESCC cell and patient-derived xenograft model HOU et al., 2013; Saito et al., 2015

Niacin Modulation of NAD + levels Evidence of TRAIL mediated autophagy in colon cancer Kim et al. (2015)

Anastrozole Aromatase Inhibition Has been used with Anti-Fibroblast growth factor receptor 1 (FGFR1)
drug in breast cancer. Evidence that FGFR1 can be used as a
independent prognosis marker in ESCC and anti-FGFR1 decreases
proliferation via MEK-ERK downstream pathways

Milani et al., 2009; Chen et al., 2017
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robustness of our findings. To further validate our findings, we

performed a literature search on the novel repositioned drugs

to examine whether there is an underlying biological

mechanism which would justify the drugs appearance in the

results (Table 6). We found that almost all of the repositioned

drugs have been shown to demonstrate anti-cancer effects in

multiple cancers, most notably breast cancers and non-small

cell lung carcinoma (NSCLC). Interestingly, many of the

repositioned drugs target specific pathways; EGFR

(Erlotinib, Crizotinib, and Lapatinib), estrogen signalling

(Tamoxifen, Fulvestrant, Hydrocortisone, and Anastrozole)

and TRAIL-mediated apoptosis (Azithromycin and

Anastrozole) pathways, suggesting that these pathways are

key drivers of ESCC. This is in line with previous research

which identified the EGFR AND ER pathways as drivers of

ESCC oncogenesis and metastasis and have also been

associated with patient outcome (Maron et al., 2020).

Crucially, some of these drugs have been shown to have

therapeutic potential in vitro. For example, Lapatinib,

which acts through EGFR and HER2 has been shown to be

efficacious in ESCC patient-derived xenografts (Rong et al.,

2020). The potential mechanisms by which novel drugs

identified by our study can be observed in Table 6. It is

also worth noting that there are 2 anti-depressants present

in our results, Venlafaxine and Nefazodone. These results are

particularly interesting as it has recently been shown that

psychiatric drugs offer potential as anti-cancer therapeutics

(Loehr et al., 2021). Moreover, a recent review has specifically

addressed the need to investigate psychiatric drugs for

treatment of gastrointestinal cancers (Avendaño-Félix et al.,

2020). We hypothesise that Crizotinib, Lapatinib, and

Dasatinib are amongst the drugs with the most potential.

Particularly Crizotinib and Lapatinib are of note as they

target the EGFR pathway which is already targeted in ESCC

treatment with Erlotinib. Dasatinib also has high potential due

to targeting Tyrosine- and threonine-specific cdc2-inhibitory

kinase and CDK1, proteins known to be involved in ESCC, and

also due to displaying efficacy in cell lines (Chen et al., 2015;

Zhang et al., 2019).

There are several limitations to our study, however, most

notably that due to limited data availability, the sample size of

patient samples was relatively small. We were unable to stratify

patients according to subtype of ESCC. This means that the

analysis is focussed on ESCC as whole and does not take into

consideration specific subtypes. Moreover, as multiple drugs

identified in our study are more efficacious when in

combination with another drug, it would be beneficial to

know what other drugs should be used in combination with

the novel therapeutics identified. However, this analysis does not

predict drug combinations that would be effective in

treating ESCC.

On the other hand, our study has several strengths. To our

knowledge, this is the first study to adopt a primarily

computational approach to perform drug repositioning

analysis in ESCC. Particularly, there are studies that have a

computational component, but they do not use patient

samples to identify drugs based on network analysis of

differentially expressed genes (Li et al., 2022). Moreover,

this is also the first to adopt Pharmomics unique network

analysis to perform the analysis on ESCC. Furthermore, as

Pharmomics contains >18000 species/tissue-specific gene

signatures for 941 drugs and chemicals, it provides a larger

scope of potential drugs compared to other studies in ESCC.

Another strength of the study is that we used a two armed

approach to ensure robust findings as each repositioning

methodology has its own strengths. The overlap-based

repositioning allows us to identify drugs which target the

KDGs whereas the network-based repositioning allows for

insights into the molecular and mechanistic therapeutic

effects of the drugs. As this specific form of network-based

repositioning is unique to PharmOmics, our study can

provide valuable insights into the underlying molecular

mechanisms driving ESCC. Another strength of our study is

the consistency of our results with previously published

literature. DEGs which displayed the highest absolute

logFC were consistent with previously published literature

including MMP1, SPP1, COL1A2, and COL1A1 amongst

the top upregulated genes and CRISPR3, MAL,

TMPRSS11E, and CRNN amongst the top downregulated

genes (Feng et al., 2021; Song et al., 2021). Indeed, the gene

with the highest absolute logFC,MMP1, is already known to be

associated with ESCC oncogenesis (Chen et al., 2016).

Additionally, higher MMP1 is associated with poorer

prognosis (Feng et al., 2021). Moreover, the most

significant key driver genes (KDGs) identified by our

wKDA are consistent with previously published studies (Li

et al., 2020; Yu-jing et al., 2020; Wang M. et al., 2021).

Significantly, multiple drugs identified by our analysis target

key pathways known to be involved in ESCC oncogenesis and

metastasis.

Conclusion

Herein we utilised in silico disease-based drug

repositioning to identify novel therapeutics for esophageal

squamous cell carcinoma. Amongst 25 potential

repositioned drugs identified in our study, 9 are currently

used in the clinic or have shown promising results in clinical

trials in combination with other treatments. Crucially, we

identified 16 novel therapeutic strategies which possess

a strong biological rationale for use in ESCC patients.

Our study shows that drug repositioning approach

is a feasible strategy in ESCC therapies and can

improve the understanding of the mechanisms of the drug

targets.
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Materials and methodology

Data acquisition and identification of
DEGs

Dataset was acquired from the Gene Expression Omnibus

under accession code GSE23400 using the GEOquery R package

function getGEO. The dataset consists of 53 paired patient

samples from Esophageal squamous cell carcinoma (ESCC)

patients. Additionally, 14,335 genes were in the dataset.

Differentially expressed genes (DEGs) between paired tumour

and non-tumour samples were identified using the limma

package. The log-fold change (logFC) was calculated for

DEGs. Genes with absolute logFC >1.5 and adjusted p-value <
0.01 were considered significant and used in subsequent analyses.

Functional and pathway enrichment
analyses

The DEGs identified above were analysed using the

clusterProfiler R package in order to identify biological

annotations from the Gene ontology (GO) functional

enrichment and Kyoto Encyclopaedia of Genes and Genomes

(KEGG). The GO analysis was performed for biological process

(BP), cellular component (CC) and molecular function (MF). An

adjusted p-value < 0.05 was considered as statically significant for

all analyses.

Weighted key driver analysis

Weighted key driver analysis (wKDA) was performed on

DEGs using Mergeomics webserver to identify key driver genes

(KDGs). wKDA has higher accuracy than standard key driver

analysis as it considers edge weight information. The network

used in the analysis was STRING PPI Network and default

parameters were used (Search depth of 1, Undirected Edges,

Min Hub Overlap of 0.33, and edge factor of 0.0). Genes which

had an FDR <0.05 were considered as significant KDGs and used
in subsequent analyses.

Drug repositioning analysis

By the Pharmomics webserver, Drug Repositioning Analyses

was performed using genes obtained from the wKDA analysis.

The analysis consisted of two arms: the Overlap Drug

Repositioning and ADR Analysis (Overlap-DR) arm and the

Meta-Signature Network Drug Repositioning and ADR Analysis

(Meta-Net-DR) arm. The network analysis adopted by

Pharmomics uses a network proximity measure between drug

DEGs and disease-related genes that has been adopted previously

for protein-network-based analysis. Specifically, tissue-specific

Bayesian gene regulatory networks (BNs) are used and then the

mean shortest distance between drug DEGs and disease genes are

tested. Hence, it combines species and tissue specific in vivo drug

signatures with gene networks to identify connections between

disease genes and known drug targets. On the other hand,

overlap analysis adopted by Pharmomics is largely similar to

that which has been adopted previously, and assesses direct

overlap between input genes and drug gene signatures. To do

so, the Jaccard score, gene overlap fold enrichment, and Fisher’s

exact test p values as measures of direct gene overlap are

calculated. This analysis is based upon the premise that if

disease and drug signatures target similar pathways then they

would more than likely have gene overlaps and/or connect

extensively in a gene network. Meta-Signature Network

Drug Repositioning and ADR Analysis was performed using

the multi-tissue network. In Overlap-DR, Jaccard score was

used to measure the similarity between the 39 KDG’s gene

networks and the drug target gene networks. In Meta-Net-DR,

the connectivity of the gene network between drug signatures

from PharmOmics and the KDs is used. The z-score of

each drug is calculated which represents the distance

between the KD network and the PharmOmics drug

network. The smaller the z-score, the closer the distance

between the networks. The output from these analyses were

considered as possible repositioned drugs and were then filtered

in Drug Candidate Selection to identify ESCC repositioned

drugs.

Drug candidate selection

Repositioned drugs from both Pharmomics analyses were

used as candidates to identify potential drugs for ESCC.

Candidate drugs from Overlap-DR results were filtered to

keep drugs with an adjusted P-value < 0.05, species equal to

Homo sapiens, and a within species rank >0. The mean Jaccard

score was then calculated and drugs with a Jaccard score less than

the mean were removed. Subsequently, the drugs were sorted

according to ‘Drug Name’, ‘Within Species Rank’, ‘Jaccard Score’,

and ‘P-value’ and duplicate drugs were removed, keeping only

the highest-ranking occurrence of each drug. Candidate drugs

from Meta-Net-DR were filtered to keep drugs with adjusted

p-value < 0.05. Candidate drugs were then sorted according to

‘Drug Name’ and ‘Rank’ and then duplicate drugs were removed,

keeping only the highest-ranking occurrence of each drug. The

filtered results from Overlap-DR and Meta-Net-DR were then

compared to extract candidate drugs common to both arms of

analysis. Drugs common to both arms were considered ESCC

Repositioned Drugs. ‘Study’, ‘Jaccard Score’, ‘Odds Ratio’, ‘Adj.

P-Value’, ‘Within Species Rank’ data from the Overlap-DR

analysis and ‘z-score’ from Meta-Net-DR was used to

construct the final ESCC Repositioned Drugs table. ESCC
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Repositioned Drugs were then sorted according to z-score

(Table 3).

Drug candidate validation

In order to validate the repositioned drugs that were

identified by the analysis, we performed a literature search to

ascertain whether the drugs have previously been used in ESCC

treatment (Table 4). Each drug was then investigated using the

drug binding database Binding DB. For each ESCC Repositioned

Drug, we identified which proteins they display a high binding

affinity to. We then performed a literature search on these

proteins, using Google Scholar and PubMed, to ascertain

whether or not they have previously been shown to be ESCC-

related in vitro or in vivo (Table 5). Finally, we performed a

literature search on novel drugs identified by our analysis to

elucidate the underlying biological processes and causal

mechanisms which would explain why it is predicted to have

therapeutic utility (Table 6).
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Single cell RNA sequencing (scRNA-seq) is today a common and powerful

technology in biomedical research settings, allowing to profile the whole

transcriptome of a very large number of individual cells and reveal the

heterogeneity of complex clinical samples. Traditionally, cells have been

classified by their morphology or by expression of certain proteins in

functionally distinct settings. The advent of next generation sequencing

(NGS) technologies paved the way for the detection and quantitative analysis

of cellular content. In this context, transcriptome quantification techniques

made their advent, starting from the bulk RNA sequencing, unable to dissect the

heterogeneity of a sample, andmoving to the first single cell techniques capable

of analyzing a small number of cells (1–100), arriving at the current single cell

techniques able to generate hundreds of thousands of cells. As experimental

protocols have improved rapidly, computational workflows for processing the

data have also been refined, opening up to novel methods capable of scaling

computational times more favorably with the dataset size and making scRNA-

seq much better suited for biomedical research. In this perspective, we will

highlight the key technological and computational developments which have

enabled the analysis of this growing data, making the scRNA-seq a handy tool in

clinical applications.

KEYWORDS

single cell, RNA sequencing, transcriptomics, spatial transcriptomics, biomedical
applications, technological evolution

1 Introduction

For many years researchers have tried to comprehend the complexity of tissues,

organs and organisms (Grizzi and Chiriva-Internati, 2005). In order to gain this

understanding, many studies have focused on cell characterization, redefining the cell

as not only the structural but also the functional unit of life (Arendt et al., 2016).

Traditionally, cells have been classified by their morphology or by the expression of

certain proteins in functionally distinct settings, but the advent of NGS techniques paved

the way for the detection and quantitative analysis of cellular content (Mosmann et al.,
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1986; Orkin, 2000; Poulin et al., 2016). The high amount of data

generated in modern genomics and transcriptomics experiments

permitted to better characterize the architecture of genomes and

the complexity of the molecular mechanisms underlying cellular

activity, allowing an increasingly more accurate and in-depth

depiction of cell plasticity in dynamic processes such as

development, differentiation and disease evolution (Sedlazeck

et al., 2018; Stark et al., 2019).

Modern cellular and molecular biology knowledge is largely

derived from RNA sequencing (RNA-seq) experiments. Over the

last 20 years, the transcriptome quantification has shaped our

understanding of mechanisms responsible for phenomena, such

as the alternativeness of the mRNA splicing process, the

regulation of gene expression by non-coding and enhancer

RNAs respectively and the drug resistance in some types of

cancer, becoming a common and powerful technology suitable

for biomedical research (Wang et al., 2008; Morris and Mattick,

2014; Li et al., 2016; Marco-Puche et al., 2019).

The adaptation and evolution of RNA-seq has been driven by

technological developments and resulted in a progressive increase of

the analysis resolution. Starting from the so called “bulk” RNA-seq,

capable of measuring the average gene expression levels of ensembles

of millions of cells, we moved to the scRNA-seq that, by allowing to

profile the transcriptome of single cells, has revealed rare cellular

properties and biologically meaningful cell-to-cell variability, laying

the groundwork for heterogeneity-oriented studies (Svensson et al.,

2018; Li and Wang, 2021).

As experimental protocols have improved rapidly,

computational workflows for processing the data have also been

refined, taking into account the increased throughput of scRNA-seq

experiments (Andrews et al., 2021). The current “standard” analysis

pipeline consists of two main sections: preprocessing, including all

the steps necessary to clean the datamatrix fromunwanted sources of

information (quality control, normalization, data correction, feature

selection and dimensionality reduction) and cell- and gene-level

downstream analysis, used to extract biological insights and

describe the underlying biological system. For each of these steps,

computational biologists developed a range of methods which

perform better in different tasks and settings, making the creation

of generalizable workflows for single cell experiments analysis

challenging.

In this perspective, we will present an overview of the

computational workflow, arguing the tools available to

proceed in each step and highlighting the key technological

developments which have enabled the analysis of this ever-

increasing amount of data, making the scRNA-seq a handy

tool in biomedical research.

2 Single cell sequencing

The first studies of single cells date back to the early 90s and

were motivated by incoming discoveries which highlighted cell

plasticity in dynamic processes and the different functionality

based on localization (Eberwine et al., 1992). The advent of NGS

techniques opened up to the era of quantitative analysis of

cellular content, although first transcriptomics techniques

(bulk RNA-seq) were not able to survey the diversity of cell

types in a sample (Hong et al., 2020). The scaling of technologies

to profile large numbers of cells in parallel has been the key to

driving single cell transcriptomics forward (see Figure 1).

2.1 Technical evolution

The first example of single cell transcriptomics is the study of

a handful of mouse primordial germ cells by Tang et al. (2009).

By manual modification of cDNA amplification protocols

previously employed in microarray analyses, he captured and

quantified for the first time the full-length cDNAs for 64% of the

expressed genes of a single cell, without affecting the accuracy of

the protocol, which was however very time consuming and

limited to small numbers of atypically large cells.

In the wake of Tang et al., new different approaches were

developed including the so-called tag sequencing methods. For

instance, in 2011, Islam et al. quantified the transcriptome of

85 cells by means of single cell tagged reverse transcription

(STRT) (Islam et al., 2011). In brief, the authors settled single

cells into the wells of a 96-well PCR plate preloaded with lysis

buffer and then added reverse transcription (RT) reagents to

generate a first-strand cDNA. Next, a unique template-switching

oligo (TSO) with a specific sequence (six-base) on its 3′ end and a
universal primer sequence on the 5′ was added to each well

triggering the RT template-switching mechanism which

produces a cDNA molecule incorporating the sequence at the

3′ of the TSO.
The introduction of these “barcode” sequences allowed, for

the first time, to assay many cells in parallel via multiplexed

unbiased RNA-seq, although, in the STRT-seq method, full-

length cDNA is amplified by template-switching, but only the

5′ end fragment is captured and sequenced. To overcome

thislimitation, the full-length SMART-seq (Ramsköld et al.,

2012) and SMART-seq2 (Picelli et al., 2013) protocols were

developed by Ramsköld et al. and Picelli et al., in 2011 and

2013 respectively. Compared with existing tag based methods,

SMART-seq has improved read coverage across transcripts,

promoting a detailed analyses of alternative transcript

isoforms and identification of single-nucleotide

polymorphisms (SNP).

In sight of this, it is therefore necessary to clarify that it is

possible to profile the transcriptome through full-length

transcript analysis or by digital counting of either 3′ or 5′
ends. While the two methods carry similar levels of

reproducibility, the latter methods consist in a cost-effective

solution to quantify a high amount of transcripts at the

expense of a large loss of information for each of these,
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contrary to the former which, by taking advantage of full-length

transcripts entirety, allows the detection of splice variants and

alternative transcripts, as well as genetic alterations in the

transcribed fraction but for a lower number of cells.

A further application of SMART-seq2 protocols, although

with some modifications (Egidio et al., 2014), is found also in the

work of Brennecke et al. (2013). By means of an integrated fluidic

circuit (IFC) method, implemented in the Fluidigm C1 system,

they studied 96 cells isolated into individual reaction chambers

and subjected to automatic staining, lysis, and sequencing in

extraordinarily fast times and in a “passive” manner never seen

before. In fact, the key feature of this technology is the design of

microfluidics devices (or chips) that allow the sequential delivery

of very small and precise volumes into tiny reaction chambers.

However, a major limitation derives from the number of these

chambers (96) which restrict the analysis to an equivalent

number of cells, as for Brennecke in 2013. Some following

large-scale studies made use of a large number of IFCs to

create big data sets (Zeisel et al., 2015).

In 2015, the advent of microfluidic platforms bypassed this

drawback thanks to the usage of nanoliter microreactor droplets

which can encapsulate cells with no physical, and therefore

numerical, restraints. The inDrop (Klein et al., 2015) and the

Drop-seq (Macosko et al., 2015) protocols enter the scene with

related commercial systems that allow to randomly capture cells

in beads containing lysis buffer, RT reagents and barcoded

oligonucleotide primers, so that mRNA is released from each

cell and remains trapped in the bead to be barcoded during

synthesis of cDNA. The two methods mainly differ in barcoding

strategy and amplification technique, since the inDrop protocol

uses hydrogel beads bearing poly(T) primers with defined

barcodes and, after pooling, initiates linear amplification

(IVT), contrary to Drop-seq which uses beads with random

barcodes and amplifies through PCR. The random isolation of

cells, however, comes with inherent limitations. Poisson statistics

of cell capture to ensure that mostly single cells are isolated

means there will always be large inefficiencies in terms of cell

isolation, and the pool of barcodes will always have to be

substantially larger than the number of cells captured to avoid

barcode duplication. A large number of barcodes means the

usage of very long and therefore expensive oligos. To reduce their

synthesis costs, two different strategies are adopted by both

methods: the combination of multiple shorter designed

barcodes (e.g., 8–10 bases) into longer barcodes (e.g., 8 bases

+22-base linker +10 bases = 40 bases), as for InDrop, or the

synthesis of very long (e.g., 12 bases) random barcodes, as for

DropSeq. This second procedure is simpler than the first and

does not require any synthesized oligos for the barcodes.

However, in the first approach barcodes can be designed to

avoid biases and ensure that each sequence will be distinct.

The need for a large number of oligos was mitigated in 2017,

through the advent of the combinatorial in situ barcoding

FIGURE 1
Noteworthy technologies that have allowed to profile large numbers of cells in parallel. Starting from manual isolation methods, a jump to
~100 cells was enabled by sample multiplexing and than the development of integrated fluidic circuits increased these numbers to an order of
magnitude. Next, the introduction of nanodroplet technologies increased throughput even further to hundreds of thousands of cells, as for in situ
barcoding which favoured the development of spatial methods.
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methods, when Rosenberg et al. introduced the split-pool

ligation-based transcriptome sequencing (SPLiT-seq), a low-

cost, scRNA-seq method that enables transcriptional profiling

of hundreds of thousands of fixed cells or nuclei in a single

experiment (Rosenberg et al., 2018). In brief, a suspension of

formaldehyde-fixed cells or nuclei passes through four rounds of

combinatorial barcoding. At the first round, cells are distributed

in a 96-wells plate and labelled with a specific tag. Next, cells are

pooled and subjected to another label-expanding round. So, in

the third round, another portion is added, carrying with it a

unique molecular identifier (UMI) specific for each transcript

and also used in other tag-based methods, such as STRT-seq,

InDrop and Drop-seq, to better quantify the native, unamplified

transcript levels (Islam et al., 2014; Stegle et al., 2015). Finally,

sequencing adapters are introduced by PCR and, subsequently,

each transcriptome is assembled by combining reads containing

the same four-barcode combination.

Along with SPLiT-seq, one of the most vastly used methods

makes its entry. The 10x Genomics company presents a new

system called Chromium, based on an inDrop-seq variant.

Specifically, single cells, RT reagents, Gel Beads containing

barcoded oligonucleotides, and oil are combined onto a

microfluidic chip to form reaction vesicles called Gel Beads in

Emulsion, or GEMs. GEMs are formed in parallel within the

8 microfluidic channels of the chip, allowing the user to process

hundreds to hundreds of thousands of single cells in a single 7-

min run, with a ~65% of capture efficiency (Zheng et al., 2017).

Within each GEM reaction vesicle, a single cell is lysed, the Gel

Bead is dissolved to free the identically barcoded RT

oligonucleotides into solution, and reverse transcription of

polyadenylated mRNA occurs. As a result, all cDNAs from a

single cell will have the same barcode, allowing the sequencing

reads to be mapped back to their single cells of origin. The

scalability and robustness of the system has favored the rapid

diffusion of this device and its acquisition by many research

laboratories in the medical field. Another contribution to this

field comes from the so-called spatial RNA sequencing (spRNA-

seq). Introduced in 2019 to enable the understanding of how

tumor cells can communicate with each other, escape the

immune system, develop drug resistance and metastasize, it

combines the strengths of the global transcriptional analysis of

bulk RNA-seq and in situ hybridization, providing whole

transcriptome data with spatial information. Two technologies

are currently available by 10x Genomics and Nanostring

Technologies, both using proprietary spatial gene expression

slides on which to fix fresh-frozen or Formalin-Fixed Paraffin-

Embedded (FFPE) tissue. The two technologies differ for slide

functionalization. The 10x device contains oligo capture probes,

similar to those coating the gel beads, and once the tissue is fixed,

stained and imaged, it is permeabilized to release the RNA,

captured by probes and subjected to on-slide cDNA synthesis

(Ståhl et al., 2016; Rodriques et al., 2019). The Nanostring system,

uses barcode-labeled probes and fluorescent markers to hybridize

to mRNA targets and to establish tissue “geography” respectively.

After the regions-of-interest (ROIs) are selected, the barcodes are

released via UV exposure and collected from the ROIs on the

tissue (Moses and Pachter, 2022).

The labeled RNAs, for both technologies, are then sequenced

through standard NGS procedures.

The spRNA-seq is still in its early stages and there are several

common challenges that limit its applications, including non-

single cell resolution, relatively low sensitivity, high cost and

labor-intensive process, but given its capacity to dissect

intercellular subpopulations sensitively and spatially, it will

inevitably become a fundamental area of research in both

discovery and therapeutics.

2.2 Bioinformatic analysis

2.2.1 General information and workflow
The rapid technological evolution that allowed the parallel

analysis of thousands of cells, promoting the spread of scRNA-

seq techniques, was accompanied by the development of new

data analysis pipelines capable of managing such a large amount

of data. The mathematical representation of these massive

datasets is an “expression” matrix, defined by the number of

detected genes and observed cells respectively. The process aimed

at its generation starts with the read quality check. The FastQ files

outputted from the sequencer are evaluated by means of quality

check tools, like FastQC (https://www.bioinformatics.babraham.

ac.uk/projects/fastqc/), to undergo de-multiplexing, adapter

trimming, alignment and count. Tailored pipelines such as

Cell Ranger (Zheng et al., 2017), UMI-tools (Smith et al.,

2017), scPipe (Tian et al., 2018) and zUMIs (Parekh et al.,

2018), were developed to carry out these preliminary steps.

Alternatively, researchers can build their own workflows by

combining individual methods that address each of the

aforementioned tasks (see Table 1). For instance, the STAR

(Dobin et al., 2013) aligner implements the STARsolo

algorithm suited to trim, align and count this kind of data in

a very fast way (Brüning et al., 2022).

Moreover, if reads are UMI-tagged, only cell barcodes that

represent intact individual cells are kept. The most unambiguous

approach to assess emptiness is to calculate a dataset-specific

threshold of the minimum number of UMIs required to consider

a barcode as a cell (Zheng et al., 2017). Alternatively tools, such as

EmptyDrops (Lun et al., 2016a), identify cell barcodes that

significantly deviate from background levels of RNA present in

empty wells. The resulting cells still show unwanted biases. All

processes involved in bias removal define the so called

“preprocessing” which consists in quality control, normalization,

batch correction, feature selection and dimensionality reduction.

All these steps are preparatory for the following expression

analysis, used to extract biological insights and describe the

underlying biological system (see Figure 2).
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Also in this context, tailored pipelines and individual tools

are available to perform each operation. Toolboxes, such as

Scanpy (Wolf et al., 2018), SCell (Diaz et al., 2016), Seurat

(Hao et al., 2021) and scater (McCarthy et al., 2017) allow to

complete multiple tasks bypassing problems related to data

format conversions, making the analysis simpler. On the other

hand, it is important to remember that it is difficult for a tool with

many functions to continue to represent the state of the art in all

of them.

In this perspective, we will present an overview of the

computational workflow, arguing the tools available to

proceed in each step (see Table 2).

2.2.1.1 Quality control

Before analyzing the expression matrix, we must assess the

uniqueness of each barcode and cell viability. To this end, it is

important to keep in mind that some droplets might contain

more than 1 cell or no cell at all, making it a doublet, multiplet or

an empty droplet. Furthermore, cells can be dying or damaged

during isolation, misrepresenting the sample composition. So, we

need to filter out them.

A possible solution is to identify these cells by evaluating

three aspects of the data: the number of counts per cell/barcode

(count depth), the number of genes per cell/barcode, and the

fraction of counts from mitochondrial genes per cell/barcode.

The thresholds for these covariates are arbitrary based on the

general characteristics of the data itself, but they allow us to filter

out cells with low count depths, few detected genes and/or high

fraction of mitochondrial counts, as those are considered

damaged cells, and at the same time they allow to filter out

cells with too high counts which are indicative of doublets or

multiplets (Ilicic et al., 2016).

However, a misinterpretation of these covariates could lead to

wrong filtering, since in some cases a deviation in one of these values

may be related to a particular cell condition, such as heavy respiration

(high mitochondrial counts), quiescence (low counts, few genes) and

a larger size (high counts). Therefore, they should be considered

jointly when univariate thresholding decisions are made, and these

thresholds should be set as permissive as possible to avoid filtering

out viable cell populations unintentionally.

For doublet detection, more precise methods were developed

(Xiong et al., 2022). For instance, scrublet (Wolock et al., 2019) is

able to discern “embedded” (same cell type) from “neotypic”

(different cell types) doublets, assuming that among all observed

transcriptomes, multiplets are relatively rare events and that all

cell states contributing to doublets are also present as single cells

elsewhere in the data.

Quality control can also include a gene filtering step, since

genes expressed in few cells are non-informative of the cellular

heterogeneity. The threshold is again arbitrary, but in principle it

should scale with the number of cells in the dataset and the

intended downstream analysis, because, based on that choice, for

example, it could limiti the identification of small clusters that

might actually carry valuable information about less represented

cell population.

2.2.1.2 Normalization

Bymeans of quality control we removed sources of unwanted

and inaccurate information. However, the dataset is still affected

by multiple biases due to technical and biological variability.

Sources responsible for such events could be, for example,

capture efficiency, amplification and incomplete library

sequencing. The consequence is an alteration in the counts

which make cells incomparable (Macosko et al., 2015).

TABLE 1 Raw data processing tools.

Name Alignment QC Count CC PL References

Pipelines CellRanger x x x x R/Python Zheng et al. (2017)

UMI-tools x x x x Python Smith et al. (2017)

scPipe x x x x C++/R Tian et al. (2018)

zUMIs x x x x R/Perl Parekh et al. (2018)

dropEst x x x x C++ Petukhov et al. (2018)

Optimus x x x x Python/C++

Tools STAR x x x x C/C++ Dobin et al. (2013)

HISAT2 x - - - C/C++ Kim et al. (2015)

kallisto - - x - C/C++ Bray et al. (2016)

FastQC - x - - Java

HTSeq - x x - Python Putri et al. (2022)

featureCount - - x - C Liao et al. (2014)

EmptyDrops - - - x R Lun et al. (2019)

QC, quality check; CC, cell calling; PL, programming language.
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Normalization addresses this issue by e.g., scaling count data

to obtain correct relative gene expression abundances between

cells. Available methods can be linear or non-linear: a linear

approach involves the estimation of size factors based on a linear

regression over genes, while non-linear methods usually apply

parametric modelling on count data and correlate technical and

biological sources of variability to correct both (Lytal et al., 2020).

The most common normalization approach is the count

depth scaling by “counts per million” (CPM), which operates

by dividing gene counts by the total number of mapped reads per

sample and multiplying by 1 × 106. CPM falls within linear global

scaling normalization methods and assumes that all cells in the

dataset initially contained an equal number of mRNA molecules

(106) and count depth differences arise only due to sampling.

Variations of this method scale the size factors with different

factors of 10, or by the median count depth per cell in the dataset.

Tools such as scran (Lun et al., 2016b) and Scanpy implement

extensions of CPM approach. The former was proven to perform

better than others in order to proceed with differential expression

(DE) analysis (Vieth et al., 2019).

FIGURE 2
Overview of the workflow. The count matrix undergo preprocessing and expression analysis. Boxes are ordered according data analysis flow.
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For datasets with strong batch effects, non-linear methods

were proven to be more reliable, particularly for plate-based

scRNA-seq data, usually affected by batch effect between plates

(Svensson et al., 2017).

For full-length sequencing protocols, methods which

consider the gene length are more suitable. The most

common is “transcripts per million” method (TPM),

implemented, for example, in the bioinfokit

toolbox (http://doi.org/10.5281/zenodo.3698145) (Putri

et al., 2022).

Another crucial factor for normalization is the presence of

synthetic spike-ins or UMIs as a means to correct for

amplification bias. By adding known concentrations of

external transcripts, called spike-ins, it is possible to evaluate

the presence of technical artifacts, looking for differences

between their observed and expected expression. By

calculating a cell-specific factor that adjusts for the differences,

and by applying that factor to endogenous genes, normalized

expression estimates can be obtained. In spite of the promise,

there are many challenges in getting spike-ins to work well, which

TABLE 2 Analysis tools.

Preprocessing Expression analysis PL

Name QC N BC DR V C DE TI References

Pipelines CellRanger x x x x x x x - R/Python Zheng et al. (2017)

Scanpy x x x x x x x x Python Wolf et al. (2018)

Seurat x x x x x x x - R Hao et al. (2021)

SCell x x x x x x x x Matlab Diaz et al. (2016)

scater x x x x x x x x R McCarthy et al. (2017)

Pagoda2 x x x x x x x - R Lopez et al. (2018)

Tools Doublet Finder x - - - - - - - R McGinnis et al. (2019)

Scrublet x - - - - - - - Python Wolock et al. (2019)

scds x - - - - - - - R Bais and Kostka (2020)

scran x x - - - - - - R Bray et al. (2016)

SCnorm - x - - - - - - R

bioinfokit - x - - - - - - R Putri et al. (2022)

ComBat - - x - - - - - R Johnson et al. (2007)

mnnCorrect - - x - - - - - R Haghverdi et al. (2018)

Harmony - - x - - - - - R Korsunsky et al. (2019)

BBKNN - - x - - - - - Python Polański et al. (2020)

SAUCIE - - x x x x - - Python Amodio et al. (2019)

scVI - - x x - - x - Python Boyeau et al. (2019)

PCA - - - x - - - - Python Pedregosa et al. (2011)

t-SNE - - - x x - - - Python/R Van der Maaten and
Hinton (2008)

UMAP - - - x x - - - Python/R McInnes et al. (2018)

Louvain - - - - - x - - Python/R Blondel et al. (2008)

Leiden - - - - - x - - Python/R Traag et al. (2019)

MAST - - - - - - x - R Finak et al. (2015)

scCODE - - - - - - x - R Zou et al. (2022)

Slingshot - - - - - - - x R Street et al. (2018)

DPT - - - - - - - x Python Haghverdi et al. (2016)

Whishbone - x - x x - x x Python Setty et al. (2016)

Monocle2 - x x x x x x x R Trapnell et al. (2014)

Monocle3 - x x x x x x x R Cao et al. (2019)

velocyto - x x x x x x x Python/R La Manno et al. (2018)

scVelo - x x x x x x x Python Bergen et al. (2020)

QC, quality check; N, normalization; BC, batch correction; DR, dimensionality reduction; V, visualization; C, clustering; DE, differential expression; TI, trajectory inference; PL,

programming language.
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can result in inconsistent detections (Grün et al., 2014). Contrary

to spike-ins, UMIs are easier to handle since they are attached to

individual transcripts prior to PCR, making each molecule

unique and allowing an absolute molecular count (Kivioja

et al., 2011).

Also, genes can be normalized to make them comparable

between cells. Gene counts can be scaled to have a zero mean and

a unit variance (z-score), making genes equally weighted. The

scaling is currently not a routine because sometimes it could be

useful to give genes the same weight and sometimes not, due to

the effect produced by an expression magnitude difference.

Normalized data should be log (x+1)-transformed for use

with following analysis methods that assume data are normally

distributed. Three main effects derive from this transformation:

log values represent log fold changes (unit to measure

expression), they become normally distributed, reducing the

skewness of the data and finally, the mean-variance

relationship typical of single cell data is mitigated (Brennecke

et al., 2013).

2.2.1.3 Batch Correction

Through the normalization, we mitigated the sources of

technical variability responsible for gene counts alterations.

However, the dataset may still contains unwanted signals of

technical and biological nature. In the latter category falls for e.g.,

the cell cycle effect, while in the former, the batch effect deriving

from different experimental protocols or/and different plates.

In order to get rid of these biases, it is possible to proceed with

data and batch correction. Currently, several tools can

accomplish these tasks with different approaches (Chu et al.,

2022). For example, in development-oriented studies regressing

out the cell cycle effect could uncover the desired biological

signals (Vento-Tormo et al., 2018; Büttner et al., 2019). To this

end, methods such as Scanpy and Seurat implement functions to

score the cell cycle phases and regress linearly their biological

effect. Alternatively, tailored tools based on complex models, like

f-scLVM (Buettner et al., 2017), are available. Sometimes, also the

count bias produced by differences in cell size, if not enough

corrected through normalization, could be further mitigated to

emphasize development-related signals. In this situation,

regressing both covariates at the same time could be the best

solution to account for dependence between them.

Correcting for biological biases, however, it is not always

necessary or useful, since they can be avoided through pondered

experimental design or because they can relate to the biological

process of interest. The same observation is in part valid also for those

of technical nature. In fact, even in this case a clever experimental

design allows to reduce their influence but, if present, they have no

correlationwith the biological signals, so theymust bemitigated. This

process, named batch correction, can be conducted between samples

and cells of the same experiment through linear models, or among

different datasets derived from multiple experimental settings

through non-linear models.

One of the most common linear methods is ComBat

(Johnson et al., 2007) which take into account the batch effect

on mean and variance of the dataset, performing very well in

most settings (Büttner et al., 2019).

If the differences in the datasets are more pronounced, linear

models could confound the intra- and inter-technical and

biological biases, and in this circumstances non-linear models

implemented in tools such as Canonical Correlation Analysis

(CCA) (Butler et al., 2018), Mutual Nearest Neighbors (MNN)

(Haghverdi et al., 2018), Batch balanced kNN (BBKNN)

(Polański et al., 2020) and Harmony (Korsunsky et al., 2019)

have been proved to overcome the same issue and smooth out

unwanted and misleading differences.

2.2.1.4 Imputation

The information stored in a single cell dataset has a very

sparse nature. In mathematical terms, it translates into a matrix

full of zeros. Many normalization approaches do not remove

them, assuming that they represent missing values to account in

calculations. However, reducing their number could reduce the

noise, improving the estimation of gene-gene correlations (van

Dijk et al., 2018).

Currently, many tools are available to achieve this task, and

the best performing ones are mainly based on deep learning

algorithms (Bao et al., 2022). In this category fall DeepImpute

(Arisdakessian et al., 2019) and Deep Count Autoencoder

network (DCA) (Eraslan et al., 2019). The first one uses

highly correlated genes of the target genes to impute the

missing values, while the second can capture the nonlinear

gene-gene correlation. Their application proved to improve

the performance in cell clustering, DE analysis and trajectory

inference.

However, when applying expression recovery, one should

take into consideration that no method is perfect. Thus, any

method may over- or under-correct noise in the data. Indeed,

false correlation signals have been reported as a result of

expression recovery (Andrews and Hemberg, 2018).

In light of this, it is hard to assess if imputation will succeed in

a particular application. A reasonable approach would be to

impute for visualization and avoid it to generate hypothesis

during exploratory data analysis.

2.2.1.5 Feature selection and dimensionality reduction

After proceeding with the “data cleaning” steps, a human

scRNA-seq dataset can still contain up to 15,000 genes. Such a big

and multidimensional object is, however, hard to manage and

visualize. For these reasons, it is subjected to dimensionality

reduction.

To go through this process it is important to keep in mind

that many residual genes do not represent the data variability,

which is a key feature to explore the heterogeneity of the sample,

and so that we can consider them uninformative and ignorable.

This process is called feature selection. A common way to reach
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this result is to look for highly variable genes (HVGs) by binning

them by their mean expression and preserving the ones with the

highest mean-to-variance ratio in each bin (Brennecke et al.,

2013). Methods such as Scanpy and Cell Ranger implement

functions to define the HVGs starting from log-transformed

data, while others like Seurat work on the raw counts.

Typically, between 1,000 and 5,000 HVGs are selected to

proceed with robust downstream analysis (Klein et al., 2015).

Their identification is crucial also to proceed with the

following dimensionality reduction. Indeed, common methods

like the Principal Component Analysis (PCA) (Pearson, 1901;

Pedregosa et al., 2011) benefit from using HVGs to define the

reduced components used to summarize the dataset features in a

low-dimensional space. This is possible through a linear

approach which transforms a set of correlated variables into a

smaller number of uncorrelated variables, called principal

components (PCs), preserving as much of the data’s variation

as possible. To determine the N most informative PCs, “elbow”

heuristics or the permutation-test-based jackstraw method can

be used (Chung and Storey, 2015; Macosko et al., 2015).

The PCA is a technique that comes from the field of linear

algebra and can be used as a data preparation technique to create

a projection of a dataset prior to fitting a model. Indeed, for

complex datasets whose structure could not be captured by two

or three PCs, non-linear combination methods such as

t-distributed stochastic neighbour embedding (t-SNE) (Van

der Maaten and Hinton, 2008) and Uniform Approximation

and Projection (UMAP) (McInnes et al., 2018) perform better,

taking advantage of PCA data.

2.2.1.6 Visualization and clustering

Non-linear methods are commonly used to create a two-

dimensional plot summarizing an scRNA-seq dataset from a

larger number of significant components. t-SNE and UMAP

are two typical solutions to achieve this task and are

implemented in almost all scRNA-seq data processing

toolbox. t-SNE takes a high dimensional data set and

reduces it to a low dimensional graph focusing on

capturing local similarity at the expense of global

structure. UMAP, instead, tends to favour fully connected

representations of the dataset using a cell-cell nearest-

neighbour network to then estimates a low dimensional

embedding of the data. The latter is largely replacing the

former, although different representations could give

different insights. In this perspective, it is good to know

that also diffusion maps and partition-based methods

exists to visualize complex data in different manners and

for different applications, e.g., diffusion maps are good to

make inferences in trajectory analyses, while partition-based

methods approximate the topology of the data using clusters

to produce a simplified “coarse-grain” visualization of the

data, useful with very large datasets.

The clustering is commonly performed with the Louvain

(Blondel et al., 2008) and the Leiden (Traag et al., 2019)

algorithms.

The aim of this step is to define groups of cells with similar

expression profiles, because these groups could represent cell

types, intermediate cell states or other interesting aspects of

the data.

Both methods are based on K-Nearest Neighbour approach

(KNN graph) where cells are represented as nodes in a graph,

each connected to its K most similar cells, obtained using

Euclidean distances on the PC-reduced expression space, so

that densely sampled regions of expression space will be

represented as densely connected regions in the plot (Zappia

and Oshlack, 2018).

Clustering can also be performed at multiple resolutions to

inspect data at different levels of detail (i.e., more clusters of

smaller dimensions). Moreover, the resulting groups can be

iteratively subclustered to allow the identification of cell states

captured within the same cluster.

2.2.1.7 Cluster annotation

Once clusters have been defined, it is time to identify the

represented cell populations. This can be done by defining their

gene signatures through the identification of marker genes. To

this end, DE testings are usually applied between two groups

representing the cluster and the rest of the dataset. Next, simple

statistical tests such as the Wilcoxon rank-sum test or the t-test

are used to rank the derived genes by their difference in

expression. The top-ranked genes from the respective test

statistic are regarded as marker genes.

Clusters can be also annotated by comparing marker genes

from the dataset with those from reference datasets via

enrichment tests, the Jaccard index or other overlap statistics.

Indeed, reference databases such as the mouse brain atlas (Zeisel

et al., 2018) or the Human Cell Atlas (HCA) (Regev et al., 2017)

are increasingly becoming available, facilitating cell identity

annotation. Also automated methods like single cell NET

(Tan and Cahan, 2019) are available to accomplish this step

and speedup the annotation process, although a manual revision

is always suggested due to the plasticity of cell states which

sometimes could be confused with others.

2.2.1.8 Trajectory analysis and metastable states

Cell clustering sometimes is not the appropriate strategy to

study a dataset. Many biological processes, characterizing a

dataset, cannot be described through discrete classification but

rather in a more continuous way (Tanay and Regev, 2017). To

achieve this result we need to apply gene dynamic models capable

of ordering cells along an axis defining the time process, also

known as pseudotime. This type of approach is commonly used

to study processes such as development and differentiation, and

it is called Trajectory analysis.
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Several methods are currently available to infer trajectories of

increasing complexity, from simple linear or bifurcating paths to

complex graphs, trees, or more intricated trajectories.

Usually, these algorithms take the reduced or corrected data

as input in order to minimize technical variation and capture

only the biological one, taking advantage also of HVGs, which are

used to define the consecutive states derived from transcriptional

distances from a root cell. None of the available methods has been

shown to overperform the others for all kinds of trajectories,

although different approaches benefit different ends, as shown in

previous comparative studies (Saelens et al., 2019).

For instance, the tool Slingshot (Street et al., 2018) proved to

perform better when inferring linear or multifurcating

trajectories, contrary to the current state-of-the-art, Monocle2

(Trapnell et al., 2014), which gives best results in more complex

and branched situations, along with its later version Monocle3

(Cao et al., 2019) and the Diffusion Pseudotimes (DPT)

implemented in Scanpy (Haghverdi et al., 2016).

The aforementioned python toolbox offers also the chance to

reconcile the information derived from clustering and trajectory

inference, by means of the Partition-based graph abstraction

(PAGA) algorithm (Wolf et al., 2019). In detail, using a statistical

model for cell cluster interactions, PAGA places an edge between

cluster nodes whose cells are more similar than expected,

generating a map representing the static and dynamic nature

of the data.

As trajectory inference deals with the way the cells in our

sample change according to a pseudotime, it becomes possible to

define the “preferential” transcriptomic states of the process

evaluating the region density. Dense regions of cells represent

the so called “metastable states” which can be visualized through

histograms.

Unfortunately, few of the aforementioned methods include

an evaluation of uncertainty in their model, so the predicted

results should be confirmed with alternative approaches to avoid

method bias (Griffiths et al., 2018). A common way to achieve

this goal is to infer time dynamics by measuring relative

abundances of exonic and intronic reads, representing spliced

and unspliced transcripts. The change of their abundance,

termed RNA velocity, allows to infer the direction in which

each cell is moving in expression space along with an estimate of

the rate of change, unlocking new ways to study cellular

dynamics by granting access to not only the descriptive state

of a cell, but also to its direction and speed of movement.

Currently, two modeling approaches exist, the originally

proposed “steady-state” model adopted by velocyto (La

Manno et al., 2018) and the subsequently extended dynamical

model implemented in scVelo (Bergen et al., 2020). The former

estimates velocities as the deviation of the observed ratio of

unspliced to spliced mRNA from an inferred steady-state ratio,

by leading sometimes to predicition errors if the central

assumptions of a common splicing rate and the observation of

the full splicing dynamics with steady-state mRNA levels are

violated. The latter overcomes these limitations by generalizing

velocity estimation to transient systems through the application

of a likelihood-based dynamical model which solves the full

transcriptional dynamics of splicing kinetics.

2.2.1.9 Gene expression analysis

Once the nature of each cluster is assessed, focusing on gene

expression can give us a much broader idea on processes and

mechanisms that differ among them. In this perspective, tools

such as DE analysis and gene set enrichment analysis (GSEA) can

help us investigate the molecular variability deriving from

different experimental (medical treatment) or biological

(different cell lines) conditions.

DE methods originate with bulk sequencing data analysis,

where a few samples were compared to understand the molecular

consequences of different experimental conditions. In single cell

settings, the variables at stake increase as the number of cells

under examination increases, due to cell-to-cell variability and

biases such as dropout (Vallejos et al., 2017; Hicks et al., 2018).

Tailored tools like MAST (Finak et al., 2015) or scCODE (Zou

et al., 2022) are available to handle these features and performDE

on large single cell datasets in reasonable times, however, bulk

DE tools, like DESeq2 (Love et al., 2014) and EdgeR (Robinson

et al., 2010), have been proved to outperform some single cell

counterparts if properly calibrated, but taking long times (Van

den Berge et al., 2018). Uncorrected data are preferred for these

applications, so it is crucial to account for confounding factors to

perform a robust estimation of differentially expressed genes.

The testing result consists in a long list of genes differentially

expressed between two or more conditions, sometimes hard to

interpret in a meaningful way. To overcome this limitation, we

can analyze them by grouping into sets based on shared

characteristics, e.g., biological process and matabolic pathway.

This approach, called GSEA, tests whether these characteristics

are overrepresented in the candidate gene list and relies on the

usage of curated databases such as the Gene Ontology

(Ashburner et al., 2000; The Gene Ontology Consortium,

2017), KEGG (Kanehisa et al., 2017), String (https://string-db.

org) and Reactome (Gillespie et al., 2022). Tools like gseapy

(https://gseapy.readthedocs.io/en/latest/) and biomaRt (Durinck

et al., 2009) are available to accomplish this task throughmultiple

tests, querying the mentioned databases. Furthermore, novel

algorithms (Vento-Tormo et al., 2018) allowed to proceed

with paired ligand-receptor analyses which inspect the

interaction between cell clusters.

2.3 Experimental design considerations

scRNA-seq has opened new avenues for the characterization

of heterogeneity in a large variety of cellular systems, allowing to

obtain transcriptome-wide data from individual cells. Although

gene-expression profiling at single cell level has revealed an
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unprecedented variety of cell types and subpopulations that were

invisible with traditional experimental techniques, it introduced

new challenges due to the intrinsic nature of the data.

Indeed, scRNA-seq datasets show increased variability,

complex expression distributions and an abundance of zeros

compared to those produced in “bulk” experiments, making

challenging to create broadly applicable experimental designs.

In light of this, each experiment requires the user to make

informed decisions before to proceed with a pondered design,

which have to satisfy three principles formalized by R. A. Fisher

in 1935: replication, randomization and blocking (Box, 1980).

To prepare an experiment, respecting such principles, it is

good to start with a balanced block design in which samples

collected from multiple conditions are evenly distributed across

plates and lanes of the sequencer in order to reduce technical

variation and not confound it with the biological one (Baran-

Gale et al., 2018). On the opposite, processing samples separately,

isolating cells from each sample onto separate plates (one for

sample) and sequencing them on separate lanes (one for sample),

produces a confounded design affected by additional sources of

technical variation associated with batch preparation of libraries

or sequencing. In this context, balanced design allow to bypass

the batch correction step in the computational analysis, reducing

computational times and user intervention on data.

Experimental design considerations will also be affected by

the various protocols and platforms available for scRNA-seq. For

instance, full-length capture or 3′ methods offer different way to

explore sample characteristics.

As example, in an observational study setting, working with

high numbers of cells could be the best solution to get insights on

the transcriptional heterogeneity of the sample. To this aim, 3′
methods represent the best solution allowing to capture higher

amounts of cells (100–1,00,000) and quantify their transcriptomes

in a more simple and precise way, thanks to the usage of UMIs. On

the other hand, to conduct more “in depth” observations or study

genetic alterations (SNPs, structural variants) in the transcribed

fraction, full-length approaches are more well suited, benefiting

from a higher capture efficiency and a more precise information,

but at cost of a minor number of cells (96–384). Therefore, more

reads will be required for more refined tasks (Pollen et al., 2014;Wu

et al., 2014), such as fully characterizing transcript structure,

estimating the expression of rare isoforms, or distinguishing cells

on the basis of subtle differences, while fewer reads but larger cell

numbers may be preferred when mapping out a large population,

searching for rare but distinct cell types, or pooling cells in silico to

obtain average gene-expression clusters. According to this, if we

design an experiment to search for a rare cell population, we have to

take into account the number of cells that need to be sequenced to

get such a population. This parameter can be estimated based on

the expected heterogeneity of all cells in a sample, the minimum

frequency expected of the rare cell type within the sample and the

minimum number of cells of each type desired in the resulting

data set.

In case no prior knowledge about the heterogeneity of the cell

population is available, a practical solution is to perform the

study with a high cell number and lower sequencing depth, and

then perform pre-purification of the interested cells by

fluorescence-activated cell sorting (FACS) with in-depth

sequencing.

Another relevant difference between the two protocols relates

to the UMIs usage. Indeed, full-length approaches make the

inclusion of UMIs difficult, as each full-length transcript is

fragmented following reverse transcription, and each fragment

would need to be linked to the single UMI for that transcript. On

the other hand, 3′ methods, like the 10x Genomics system,

include a 10/12 bp UMI in each read at the beginning of the

protocol, facilitating the molecule counting and the evaluation of

sequencing saturation through the analysis of UMI duplicates.

Moreover, the use of UMI has an impact on normalization

procedure, since they are a consistent means to correct for

amplification bias.Overall, several factors need to be

considered before choosing a method for scRNA-seq.

Whatever the design, it is always beneficial to record and

retain information on as many factors as possible to facilitate

downstream diagnostics.

3 Biomedical applications

Modern cellular and molecular biology knowledge is largely

derived from RNA-seq experiments which allowed to understand

the complexity of the dynamics responsible for metabolic

alterations, fueling much discovery and innovation in the field

of medicine over recent years.

The evolution of such techniques was driven by the

development of protocols and devices capable of extracting

transcriptomic information from an ever increasing number

of single cells, laying the groundwork for heterogeneity-

oriented studies.

The chance to dissect a sample in its composing cell lines

opened up new perspectives in clinical studies oriented to the

discovery of rare cell populations involved in the onset and

evolution of diseases such as tumors. A proof of this assertion

comes from Ramsköld et al., in 2012 and Patel et al., in 2014,

which studied, for the first time (Ramsköld et al., 2012; Patel

et al., 2014), the compositional architecture of melanoma and

glioblastoma samples at single cell level. In the wake of them, an

increasing number of studies and researchers have started

exploiting the technique to successfully characterize cell

populations in a variety of tumors (Dago et al., 2014; Ting

et al., 2014; Puram et al., 2017; Zhao et al., 2020; Pal et al.,

2021; Tian et al., 2022), defining their role into the disease process

and their identity through the assignment of gene signatures

(Young et al., 2018; Peired et al., 2020). Other contributions to

the field comes from the integration of scRNA-seq and Copy

Number Variant (CNV) detection. Tirosh et al., in 2016,
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successfully applied this technique to get new insights on intra-

and interindividual, spatial, functional and genomic

heterogeneity in melanoma cells, as well as details related to

the tumor microenvironment and the cells populating it,

validating the presence of a dormant drug-resistant population

(Tirosh et al., 2016).

Similarly, in 2018, Fan et al. took advantage of CNVs and

Loss of Heterozygosis (LOH) to identify and characterize the

transcriptional programs which drive the distinct genetic

subclones in a tumor sample (Fan et al., 2018).

Also in the neurological field, the scRNA-seq succeeded,

revealing the heterogenous nature of brain cells involved in

Alzheimer’s disease and the different outcomes related to their

different gene expression patterns (Mathys et al., 2019). In this

contest, Lodato et al. exploited single cell sequencing to identify

Single Nucleotide Variants (SNVs) in neuronal cells,

demonstrating how somatic mutations can be used to

reconstruct the developmental lineage of neurons, which live

for decades in a postmitotic state accumulating mutations

responsible for the creation of nested lineage trees and the

relative polyclonal architecture (Lodato et al., 2015).

While, for blood, liver and heart samples, the introduction of

trajectory analyses have provided new insights on differentiation

processes, allowing to trace the fate of progenitor cells revealing

the plasticity of their transcriptome through the identification of

new transitional cell states (Jia et al., 2018; Popescu et al., 2019;

Liang et al., 2022). However, the regulatory networks driving

these processes are more complex and characterized by

confounding factors like redundancy and nonlinear cross talk

between pathways, e.g., developmental and signaling factors in

the immune system. An unbiased approach to elucidate such a

circuits and their alterations are the perturbation studies, which,

by making use of the massive parallelism of single cell

technologies merged with CRISPR-mediated editing, allow to

knockout multiple target genes simultaneously producing

different cell responses useful to clarify the function of

multiple factors and their interactions in tens of thousands of

cells (Adamson et al., 2016; Dixit et al., 2016; Jaitin et al., 2016).

To extend this application to the analysis of multiple unrelated

individuals, new methods that harness natural genetic variation

were developed. Tools like demuxlet (Kang et al., 2018)

determine the sample identity of each droplet, using

genotyping data (SNPs), to characterize inter-individual

variation and cell-type-specific genetic control of gene

expression. Similarly, Van der Wijst et al. used SNP data to

characterize alterations of gene co-expression pathways, focusing

also on celltype-specific expression quantitative trait loci (eQTLs)

(van der Wijst et al., 2018), promoting a new way to identify

genetic variants that impact regulatory networks.

Another hot topic is damage recovery, since a better

understanding of these mechanisms could allow us to identify

the players involved in success or fail of such processes, offering

new hints in the development of better diagnostic tools,

prognostic biomarkers and signaling pathways amenable to

therapeutic targeting (Kirita et al., 2019; Melica et al., 2022).

4 Future perspectives and conclusion

Single cell RNA sequencing was proven to be a cutting-edge

technology in life sciences over the past decade. This field is

developing remarkably rapidly and numerous easily accessible

commercial solutions capable of characterizing hundreds of

thousands of cells in parallel in reasonable times at

competitive costs are currently available, making scRNA-seq

much better suited for biomedical research and for clinical

applications.

The spread of these devices fueled much discovery and

innovation also in the computational biology field, promoting

the development of novel approaches to extract information

from the data produced by such technologies, and algorithms

capable of analyzing them, scaling computational times more

favorably with the dataset size. Moreover, along with RNA

profiling, single cell technologies are currently employed to

acquire information about multiple types of molecules in

parallel, promoting the so-called “multimodal profiling”. In

fact, today it is possible to integrate information related to

chromatin accessibility (Cusanovich et al., 2015),

methylation state (Angermueller et al., 2016), cell-surface

proteins (Stoeckius et al., 2017), to reveal the full-scale

complexity of biological systems. Also, the developmental

trajectories can be studied in a more precise way by matching

the single cell technologies with CRISPR-Cas9 based genome

editing. Methods such as scGESTALT (Raj et al., 2018) and

LINNAEUS (Spanjaard et al., 2018) allow to simultaneously

characterize molecular identities and lineage histories of

thousands of cells during development and disease

through the analysis of lineage barcodes, generated by

genome editing.

However, high-throughput techniques come with the

expense of decreased molecule capture rates, and future

methods need to better balance cell numbers with cell

resolution. Furthermore, with the future development of new

and better bioinformatic tools, the individual tool

recommendations presented here will require updates, yet the

general considerations regarding the stages of data processing

should remain the same.

Spatial dimension of single cell transcriptomics also

represents an exciting field because, although novel and

more precise technologies are becoming available (Eng

et al., 2019), it presents several common challenges that

limit its applications, including non-single cell resolution,

relatively low sensitivity, high cost and labor-intensive

process.

In conclusion, we have presented a brief and concise

overview of single cell RNA sequencing technology and its
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applications. The continuous development of the technology will

broaden its adoption in clinical and personalized medicine.
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Gene duplication plays an important role in evolutionarymechanism, which can

act as a new source of genetic material in genome evolution. However,

detecting duplicate genes from genomic data can be challenging. Various

bioinformatics resources have been developed to identify duplicate genes

from single and/or multiple species. Here, we summarize the metrics used

to measure sequence identity among gene duplicates within species, compare

several computational approaches that have been used to predict gene

duplicates, and review recent advancements of a Basic Local Alignment

Search Tool (BLAST)-based web tool and database, allowing future

researchers to easily identify intra-species gene duplications. This article is a

quick reference guide for research tools used for detecting gene duplicates.

KEYWORDS

comparative genomics, genome duplication, genome evolution, gene duplication,
paralogous genes

Introduction

Gene duplication can generate new genetic functions, a phenomenon which has been

widely evidenced across the eukaryotic Tree of Life (Conant andWolfe, 2008). There exist

various models and mechanisms to explain the formation and retention of duplicated

genes within genomes (Koonin, 2005; Innan and Kondrashov, 2010). For example, neutral

processes can contribute to the evolution of gene duplication via genetic drift (Lynch,

2007; Brunet and Doolittle, 2018). Various adaptive hypotheses are available to explain

how duplicate genes can be retained within species, such as the gene dosage hypothesis

(Qian and Zhang, 2008) and the “escape from adaptive conflict” model (Des Marais and

Rausher, 2008). There are five broad classes of mechanisms for generating gene duplicates,

including whole-genome duplication (WGD) events, tandem duplications, transposon-

mediated duplications, segmental duplications (also known as highly homologous

sequence elements), and retroduplications, resulting from the “copy and paste”

mechanism during reverse transcription (Panchy et al., 2016). In some instances,

environmental conditions can impact the rate of fixation/loss of gene duplicates. For

example, studies were carried out on the retention of duplicated genes involved in stress

response, sensory functions, transport, and/or metabolism given specific environmental

conditions (Kondrashov, 2012). Likewise, the yeast genomes Saccharomyces cerevisiae and
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Schizosaccharomyces pombe were explored to evidence gene

duplication in organismal adaptation (Qian and Zhang, 2014).

A large-scale genomic analysis of land plants was carried out to

support gene duplication assisting the evolution of novel

functions, such as the production of specific floral structures

and disease resistance (Panchy et al., 2016). Regarding algae, it

was discovered that gene dosage might play a role in the survival

of the Antarctic green alga Chlamydomonas sp. UWO241

(renamed Chlamydomonas priscuii) via the retention of highly

similar duplicate genes (HSDs) (Cvetkovska et al., 2018; Zhang

et al., 2021a; Stahl-Rommel et al., 2022).

Multidomain protein structures, functional redundancy,

and/or extensive small-scale duplication events are some of

the major challenges in detecting gene duplicates (Li et al.,

2001; Prince and Pickett, 2002; Li et al., 2003b). Moreover,

when trying to identify duplicate genes within or across

species it is often difficult to distinguish between orthologs

vs. paralogs. The latter are homologous genes descended from

a common ancestor via duplication events, while the former

are homologs derived by speciation events (Lallemand et al.,

2020). When identifying homologous genes within species, it

is common practice to identify paralogs using similarity

assessment metrics. When exploring homologous genes

across multiple species, it becomes more challenging to

differentiate paralogs and orthologs, especially among

more distantly related species. However, there are some

publicly available genome databases providing the

classification and identification of paralogs and orthologs,

such as NCBI (Pruitt et al., 2005) and Ensembl (Birney et al.,

2004; Howe et al., 2021). The former allows users to select and

compare gene orthologs in closely related species, while the

latter allows researchers to analyze the submitted sequences

in a tree-based pipeline (https://useast.ensembl.org/info/

genome/compara/homology_method.html) where the gene

trees are reconciled against species trees to distinguish

duplication and speciation events (i.e., paralogues and

orthologues). Besides, there are various available methods

for identifying orthologous genes by building orthologous

groups in multispecies (Kuzniar et al., 2008; Altenhoff and

Dessimoz, 2012). For example, tree-based methods usually

recognize groups of genes based on the inferred types of

relationship ahead of building a phylogenetic tree, such as

TreeFam (Schreiber et al., 2014) and PhylomeDB (Huerta-

Cepas et al., 2014); however, the multispecies, graph-based

methods need to form the homology graph first and then

build sets of genes dependent on the types of suggested

relationships, such as OrthoMCL (Li et al., 2003a) and

OrthoFinder (Emms and Kelly, 2019).

Here, we focus on gene duplication detection resources for

intra-species analyses and review recent advancements in this

area. We first summarize the metrics used to measure the

similarity of gene duplicates within species, then compare

several computational approaches that have been used to

predict and collect gene duplicates within a particular

genome. In addition, we review the recent development of a

Basic Local Alignment Search Tool (BLAST)-based web tool

(HSDFinder) (Zhang et al., 2021b; Zhang et al., 2021c) and

database (HSDatabase) (Zhang et al., 2022). Using these two

bioinformatics resources, a comparative platform can be built to

understand the role of gene duplication in genome evolution.

Metrics for measuring sequence
similarity of gene duplicates

Measuring duplicated genes within species typically

involves the gene structure method and/or sequence

similarity method. For example, three metrics are usually

applied to evaluate the sequence similarity of the paralogous

relationships in genes, such as aligned length, sequence

identity and E-value (Lallemand et al., 2020). Other kinds

of metrics are also available, but they are not necessarily as

straightforward to measure (e.g., bit-score). Sequence

similarity and alignment length of genes can be rapidly

quantified by many tools, including DIAMOND (Buchfink

et al., 2015) and BLAST (Kent, 2002). When identifying gene

duplicates, the amino acid sequence is typically preferred

over the nucleotide sequence as the former is more

evolutionarily conserved providing more reliable sequence

alignments as compared to DNA sequences. This is also why

many gene duplication detection tools have the input files

running from BLASTP or BLASTX (Kent, 2002).

Furthermore, the timescale of the gene duplicates can

greatly impact the selection of different metrics in the

alignment software. Filtering recent gene duplicates usually

requires more restrictive thresholds and vice versa. The

metrics used to define the paralogs in a BLAST all-against-

all amino acids sequence search usually include a smaller

E-value cut-off (e.g., ≤ 1e-5), a higher identity score (e.g., ≥
30%), and a longer aligned length (e.g., ≥ 150 amino acids)

(Sander and Schneider, 1991; Maere et al., 2005; Panchy et al.,

2016).

To overcome the limitations of similarity-based assessments,

efforts have been made in developing various similarity-based

metrics. For example, the homology-derived secondary

structures of proteins (HSSP) method (Sander and Schneider,

1991) creates a formula to help researchers quantify genetic

paralogous relationships (Rost, 1999; Li et al., 2001). Many

databases have been developed to collect the conserved

domains and pathways, which can be used to infer gene

similarity (Lallemand et al., 2020), such as Pfam database (El-

Gebali et al., 2019), InterPro pattern (Mitchell et al., 2019), and

KEGG pathway (Kanehisa and Goto, 2000). But it should be

noted that the quality of the genome assembly and annotation

can play a key role in the accuracy of gene similarity assessement

analyses. For example, ‘duplicate’ contigs from different
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TABLE 1 Estimation of the amount of duplicated genes in different species. Adapted from (Lallemand et al., 2020) under the creative commons
attribution license.

Species No. of median
gene count

No. of estimated
gene copies

Percentage of
estimated gene copies

Duplicated gene
types

References

Arabidopsis
thaliana

25,557 11,937 46.7 Not specified, all paralogous pairs were searcheda Blanc and Wolfe, (2004)

22,810 21,622 94.8 WGD, tandem, proximal, DNA based transposed,
retrotransposed, and dispersed duplicationsb

Wang et al. (2011), Lee
et al. (2012)

27,558 12,761 46.3 Not specified, genes families were obtainedc Maere et al. (2005)

27,560 14,225 51.6 All paralogous pairs were searchedd Zhang et al. (2022)

Homo sapiens
(human)

19,727 12,981 65.8 Gene families (tandem duplications searched among
families)e

Shoja and Zhang, (2006)

20,415 15,569 76.3 WGD and SSDf Singh et al. (2015)

22,447 11,740 ~52.3 WGD and SSDg Acharya and Ghosh,
(2016)

19,531 6,352 32.5 All paralogous pairs were searchedd Zhang et al. (2022)

Mus musculus
(mouse)

21,305 14,043 65.9 Gene families (tandem duplications searched for among
families)f

Singh et al. (2015)

27,736 16,091 ~58.0 Ensembl family database and genes >300 nt. Tandem
duplications were then searched for among familiesh

Pan and Zhang, (2008)

30,736 8,855 28.8 All paralogous pairs were searchedd Zhang et al. (2022)

Rattus
norvegicus (rat)

18,468 12,466 67.5 Gene families (tandem duplications searched for among
families)e

Singh et al. (2015)

27,194 16,446 ~60.5 Gene families (tandem duplications searched for among
families)h

Pan and Zhang, (2008)

22.219 8,757 39.4 All paralogous pairs were searchedd Zhang et al. (2022)

Oryza sativa
(rice)

18,562 9,149 49.3 Not specified, all paralogous pairs were searchedi Blanc and Wolfe, (2004)

27,910 21,461 76.9 WGD, tandem, proximal, DNA based transposed,
retrotransposed, and dispersed duplicationsb

Wang et al. (2011); Lee
et al. (2012)

28,735 14,704 51.2 All paralogous pairs were searchedd Zhang et al. (2022)

Zea mays (maize) ~62,000 ~43,000 ~69.0 All paralogous pairs were searchedj Panchy et al. (2016)

34,328 22,499 65.5 All paralogous pairs were searchedd Zhang et al. (2022)

aAll-against-all nucleotide sequence similarity searches using BLASTN, among the transcribed sequences. Sequences aligned over >300 bp and showing at least 40% identity were defined as

pairs of paralogs.
bAll-against-all protein sequence similarity search using BLASTP (top five non-self protein matches with E-value of 1e-10 were considered). Genes without hits that met a threshold of

E-value 1e-10 were deemed singletons. Single gene duplications were derived by excluding pairs of WGD, duplicates from the population of gene duplications. Tandem duplications were

defined as being adjacent to each other on the same chromosome. Proximal duplications were defined as non-tandem genes on the same chromosomewith nomore than 20 annotated genes

between each other. Single gene transposed-duplications were searched for from the remaining single gene duplications using syntenic blocks within and between 10 species to determine

the ancestral locus. If the parental copy had more than two exons and the transposed copy was intronless, the pair of duplicates was classified as coming from a retrotransposition. Other

cases of single gene-transposed duplications were classified as DNA-based transpositions. Dispersed duplications corresponded to the remaining duplications not classified as WGD,

tandem, proximal, or transposed duplications (Lee et al., 2012; Wang et al., 2011).
cAll-against-all protein sequence similarity search using BLASTP (E-value cutoff of 1e-10). Sequences alignable over a length of 150 amino acids with an identity of 30% were defined as

paralogs. Gene families were built through single-linkage clustering.
dA combination of thresholds was used to acquire a larger dataset of HSD candidates (Zhang et al., 2022). All-against-all protein sequence similarity search using BLASTP (E-value cutoff

of ≤1e−10) filtered via the criteria with in certain amino acid length differences and larger than certain amino acid pairwise identities. HSD candidates were added one after another at

different similarity assessment metrics (i.e., HSDs identified at more relaxed thresholds were treatedmore strictly than those found using more conservative thresholds). For example, HSDs

identified at a threshold of 90%_30aa were added on to those identified at a threshold of 90%_10aa (denoted as “90%_30aa+90%_10aa”); any redundant HSD candidates picked out at this

combination threshold were removed if the more relaxed threshold (i.e., 90%_30aa) had the identical genes or contained the same gene copies from the stricter cutoff (i.e., 90%_10aa).

Moreover, any HSD candidates pinpointed at the combination threshold (90%_30aa+90%_10aa) were removed if the minimum gene copy length was less than half of the maximum

gene copy length for each HSD, or if HSD candidates had gene copies with incomplete conserved domains (i.e., different number of Pfam domains). After filtering the combination

threshold at (90%_30aa+90%_10aa), a more relaxed threshold 90%_50aa was added on [i.e., 90%_50aa+(90%_30aa+90%_10aa)] and then carried out the same HSD candidate

removal/filtering process. To minimize the redundancy and to acquire a larger dataset of HSD candidates, each selected species was proceeded with the following combination of

thresholds: E + {D + [C + (B + A)]}. A = 90%_100aa+{90%_70aa+[90%_50aa+(90%_30aa+90%_10aa)]}; B = 80%_100aa+{80%_70aa+[80%_50aa+(80%_30aa+80%_10aa)]};

C = 70%_100aa+{70%_70aa+[70%_50aa+(70%_30aa+70%_10aa)]}; D = 60%_100aa+{60%_70aa+[60%_50aa+(60%_30aa+60%_10aa)]}; E = 50%_100aa+{50%_70aa+

[50%_50aa+(50%_30aa+50%_10aa)]}.
eAll-against-all protein sequence similarity search using BLASTP, with the BLOSUM62 matrix and the SEG filter, TribeMCL, with the default parameters. Tandem duplications were then

searched for among families.
fPooling of different datasets from Singh et al. (2015) and all-against-all protein sequence similarity search using BLASTP. WGD refers to whole genome duplication, SSD refers to small-

scale duplication.
gEnsembl version 77, >50% sequence identity, and high confidence for paralogy.
hEnsembl family database and genes >300 nt. Tandem duplications were then searched for among families.
iAll-against-all nucleotide sequence similarity searches using BLASTN, were done among the transcribed sequences. Sequences aligned over >300 bp and showing at least 40% identity were

defined as pairs of paralogs.
jA gene is regarded as duplicated if it is significantly similar to another gene in a BLAST search (identity ≥30%, aligned region ≥150 amino acids, E-value cutoff of ≤1e−5).
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TABLE 2 Summary of the characteristics of different existing tools for identifying gene duplicates.

Name Input Output
Text

Output
Plots

Main
algorithm

Specificities Other
information

Resource
links

Programming
languages

Interface References

Duplicated Gene
Database (DGD)

Protein sequences
and gene
annotations data
from Ensembl Flicek
et al. (2013)

Tabulated
txt

None DGD defines groups
of duplicated using
Rost’s Blast Rost
(1999) parameters
analysis

Using a maximum
genomic distance of
2.5 MB between two
putative duplicated
genes

Not updated any new
species since 2012

Web: http://dgd.
genouest.org

No requirements Web user
interface

Ouedraogo
et al. (2012)

Plant Genome
Duplication
Database (PGDD)

Coding DNA
sequences, protein
sequences and
general feature
format (GFF) file

Tabulated
txt

Graphical
visualization

Providing genome
alignments from a
single resource
based on uniform
standards that have
been validated

Providing synteny
information in terms
of colinearity between
chromosomes Wang
et al. (2013)

The web link from the
publication is no
longer working

Web: http://chibba.
agtec.uga.edu/
duplication/

No requirements Web user
interface

(Lee et al., 2012;
Lee et al., 2017)

DupGen_finder;
PlantDGD

Pre-computed
BLAST results
(-outfmt 6) and gene
location information
(GFF file)

Tabulated
txt

None Each duplicate gene
was assigned to a
unique mode after
all of the duplicated
gene pairs were
classified into
different gene
duplication types

Including duplicate
genes derived from
whole-genome,
tandem, proximal,
transposed, and
dispersed duplication
that was identified
using uniform
standards

MCScanX algorithm
Wang et al. (2013)
was incorporated in
this pipeline

GitHub: https://
github.com/qiao-
xin/DupGen_
finder; Web: http://
pdgd.njau.edu.cn:
8080

Perl Web user
interface and
command
line

(Wang et al.,
2011; Qiao
et al., 2019)

PTGBase Coding DNA
sequence file, protein
sequence file and
general feature
format file

Tabulated
txt

None Using in-house
scripts to look at
phylogenetic
relationship,
location of gene
models, and tandem
duplicated arrays

Functional annotation
of tandem duplicated
genes including
InterPro and Gene
Ontology (GO)

The web link from the
publication seems not
working at the day of
writing (20 June
2022)

Web: http://ocri-
genomics.org/
PTGBase/

No requirements Web user
interface

Yu et al. (2015)

RetrogeneDB All sequences of all
species were
downloaded from
Ensembl 73 Flicek
et al. (2013) and
Ensembl Plants
30 Kersey et al.
(2016)

Tabulated
txt

Graphical
visualization

Using the LAST
program Kielbasa
et al. (2011) by the
translated protein
sequence alignment
to the hard-masked
reference genome
sequence

Genes that contain a
reverse transcriptase
domain were excluded
from the set.

The database has
updated to a
secondary version

Web: http://yeti.
amu.edu.pl/
retrogenedb; http://
rhesus.amu.edu.pl/
retrogenedb

No requirements Web user
interface

(Kabza et al.,
2014;
Rosikiewicz
et al., 2017)

(Continued on following page)

Fro
n
tie

rs
in

G
e
n
e
tics

fro
n
tie

rsin
.o
rg

Z
h
an

g
an

d
Sm

ith
10

.3
3
8
9
/fg

e
n
e
.2
0
2
2
.10

12
78

8

90

http://dgd.genouest.org/
http://dgd.genouest.org/
http://chibba.agtec.uga.edu/duplication/
http://chibba.agtec.uga.edu/duplication/
http://chibba.agtec.uga.edu/duplication/
https://github.com/qiao-xin/DupGen_finder
https://github.com/qiao-xin/DupGen_finder
https://github.com/qiao-xin/DupGen_finder
https://github.com/qiao-xin/DupGen_finder
http://pdgd.njau.edu.cn:8080/
http://pdgd.njau.edu.cn:8080/
http://pdgd.njau.edu.cn:8080/
http://ocri-genomics.org/PTGBase/
http://ocri-genomics.org/PTGBase/
http://ocri-genomics.org/PTGBase/
http://yeti.amu.edu.pl/retrogenedb
http://yeti.amu.edu.pl/retrogenedb
http://yeti.amu.edu.pl/retrogenedb
http://rhesus.amu.edu.pl/retrogenedb
http://rhesus.amu.edu.pl/retrogenedb
http://rhesus.amu.edu.pl/retrogenedb
https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org
https://doi.org/10.3389/fgene.2022.1012788


haplotypes can remain in the final genome assemblies (especially

for heterozygous genomes), potentially leading to false detection

of gene duplicates; although this has been improved considerably

with long-read sequencing technologies. In Table 1, various

species were assessed for gene similarity showing that the

observed numbers of gene duplicates can be distinct with each

given threshold and assembled genome.

Bioinformatics approaches to identify
gene duplicates

Researchers have been studying gene duplication for

years, which has led to the development of various

bioinformatics databases and tools for within and/or

among genomes/species analyses (Lallemand et al., 2020).

It is important to know how these tools function in order to

choose the correct one for studying gene duplicates. There

are a few factors for future researchers to consider, such as

genome structure (e.g., diploid or haploid; plant or animal;

eukaryotic or prokaryotic), the specific questions being

asked (e.g., WGD genes or retrogenes; tandem duplicates

or segmental duplicates), and the bioinformatics skills

needed (e.g., command line environment or graphical

user interface). Also, as noted above, the challenges

associated with distinguishing orthologs from paralogs

increase when exploring homologous genes between

distant species. But there are still some tools available,

such as the graph-based duplication prediction software

OrthoMCL (Li et al., 2003a), which has a built-in

Markovian Cluster algorithm, and the popular

orthologous protein-coding genes database OrthoDB

(Zdobnov et al., 2017). Besides, researchers developed an

efficient and simple-to-use tool OrthoFinder (Emms and

Kelly, 2015; Emms and Kelly, 2019) aimed at detecting the

relationship of orthologous groups between/among species,

especially one-to-many and many-to-many relationships

between orthologues. This allows unique orthologous

genes can to be collected using a reciprocal best hits

(RBH) approach, which gets more complex as the number

of gene duplication events increases. OrthoFinder can detect

these relationships and provide comprehensive statistics for

comparative genomic analyses via protein sequence files

(one per species) in FASTA format. Despite the

convenience of these tools, there is still an increasing

need for bioinformatics tools and databases for studying

specific types of gene duplications within a particular

genome.

There are many web tools and databases devoted to within-

species gene duplication analysis, some of which are no longer

maintained. Table 2 presents the different types of algorithms

used in these software/databases with a focus on those that are

recently developed and/or actively maintained. For example, co-T
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localized gene duplicates were collected from nine species in an

early developed database named Duplicated Gene Database

(DGD); however, it appears that no new species have been

added since 2012 (Ouedraogo et al., 2012). Two genes are

treated as co-localized relationship in the DGD only when

they fit in the 100 gene window of all-against-all BLAST

results and meet the following criteria (I’ = I x Min(n1/L1,n2/

L2); I’ ≥30% if L ≥ 150 amino acids; I is the sequence identity, Li is

the length of sequence, ni is the number of amino acids in the

aligned region) and formula (I ≥ 0.01n+4.8L−0.32(1+exp(−L/1000))) (Li

et al., 2001). The database RetrogeneDB provides detailed data on

retrogene duplicates, which must have at least 50% amino acid

identity and coverage to the location from which they initially

arose from, and be at least 150 bp long (Kabza et al., 2014;

Rosikiewicz et al., 2017). PTGBase is built as an integrated

database focusing on tandemly duplicated genes in plants; the

tandem duplicates were collected by looking at if two or more

genes from the same orthologous group are next to each other in

the target genome (Yu et al., 2015). Similarly, gene and genome

duplication of representative plant genomes were collected in the

Plant Genome Duplication Database (PGDD) (Lee et al., 2012;

Lee et al., 2017). More recently, Wang and colleagues developed a

duplication events detection pipeline, called DupGen_finder,

which has the built-in algorithm of MCScanX (Wang et al.,

2013) and can identify duplicates of different type, such as

tandem, whole-genome, transposed, proximal, or dispersed

duplications (Wang et al., 2011; Qiao et al., 2019).

Recent advancement of a BLAST-
based web tool and database

The psychrophilic, Antarctic green alga Chlamydomonas

priscuii was recently shown to contain hundreds of highly

similar duplicate genes, which may be helping this species

survive extreme conditions via a gene dosage effect

(Cvetkovska et al., 2018; Zhang et al., 2021a; Stahl-Rommel

et al., 2022). A novel HSD detection tool, called HSDFinder,

was developed for analyzing gene duplicates in C. priscuii (Zhang

et al., 2021b; Zhang et al., 2021c). This tool has now been applied

to many other eukaryotic genomes, the results of which are

available in a online database called HSDatabase, housing

117,864 HSDs arising from 40 eukaryotic species (Zhang

et al., 2022). HSDatabase contains an assortment of user-

friendly features allowing users to glean important

information on HSDs, including alignment length and

percentage identify, and it provides external links to NCBI’s

genome browser, Pfam protein domains, and KEGG pathways.

Furthermore, HSDatabase has a built-in BLAST tool for users to

search genes of interest.

With this newly developed tool, BLAST all-against-all amino

acid sequences can be used as the input file for the web server -

HSDFinder (Zhang et al., 2021b) to furtherly explore sequence

similarity.With a user-friendly interface, amino acid length variance

and sequence identity can be conveniently submitted as similarity

assessment metrics. By using these metrics, duplicate genes are

grouped by a simple transitive link between remaining genes. There

is an online heatmap option for users to compare intra-species gene

duplicates under different thresholds. The KEGG pathway

framework is used to categorize the detected duplicates in the

heatmap.

A combination of thresholds (relaxed ones added onto

stricter ones) was developed to acquire a larger dataset of

HSD candidates in HSDatabase (Zhang et al., 2022). Also, any

HSD candidates were screened out if the minimum length of

gene copy was less than half of the maximum length of gene

copy for every HSD group. Incomplete or unequal conserved

protein family domains of HSD candidates will also result in

the removal of the HSD group. But due to the limitation of this

strategy, it should be noted that there are some large groups of

HSD candidates in the database that likely diverged in

function from one another. In the database, those

putatively diverged HSD groups were labelled as “candidate

HSDs” and a warning note was added that users should

proceed with caution when working with these types of

datasets.

Concluding perspectives

There is no stand-alone software that can detect all types

of gene duplicates within and across species. There are many

factors that can influence the choice of tools being used for

gene duplication detection. These include, for instance, the

kinds of questions being asked and the genomes being

analyzed as well as the bioinformatics skills of the user. For

developers, a lot of features and statistics can be added to assist

future researchers, such as the rates of synonymous and

nonsynonymous substitutions (dN/dS rates) and differential

expression levels in different gene duplicates. One of the big

challenges moving forward is how to properly help users select

an appropriate threshold for their given dataset/genome and

provide them with the freedom to fine-tune specific metrics.

In the future, it is likely that users will be aided by species-

specific gene threshold values for gene duplication detection

tools. With more and more genomes being sequenced and re-

sequenced, gene duplicate data from highly polished model

genomes will broaden our understanding of the role of gene

duplication in genome evolution and adaptation to extreme

environments.
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Development of cold acclimation in crops involves transcriptomic

reprograming, metabolic shift, and physiological changes. Cold responses in

transcriptome and lipid metabolism has been examined in separate studies for

various crops. In this study, integrated computational approaches was

employed to investigate the transcriptomics and lipidomics data associated

with cold acclimation and vernalization in four wheat genotypes of distinct cold

tolerance. Differential expression was investigated between cold treated and

control samples and between the winter-habit and spring-habit wheat

genotypes. Collectively, 12,676 differentially expressed genes (DEGs) were

identified. Principal component analysis of these DEGs indicated that the

first, second, and third principal components (PC1, PC2, and PC3) explained

the variance in cold treatment, vernalization and cold hardiness, respectively.

Differential expression feature extraction (DEFE) analysis revealed that the

winter-habit wheat genotype Norstar had high number of unique DEGs

(1884 up and 672 down) and 63 winter-habit genes, which were clearly

distinctive from the 64 spring-habit genes based on PC1, PC2 and PC3.

Correlation analysis revealed 64 cold hardy genes and 39 anti-hardy genes.

Cold acclimation encompasses a wide spectrum of biological processes and

the involved genes work cohesively as revealed through network propagation

and collective association strength of local subnetworks. Integration of

transcriptomics and lipidomics data revealed that the winter-habit genes,

such as COR413-TM1, CIPKs and MYB20, together with the

phosphatidylglycerol lipids, PG(34:3) and PG(36:6), played a pivotal role in

cold acclimation and coordinated cohesively associated subnetworks to

confer cold tolerance.

KEYWORDS

cold acclimation, transcriptomics, lipidomics, phosphatidylglycerol lipid, differential
expression feature extraction, RNA-seq, wheat
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Introduction

Wheat is the second most-produced cereal crop in the world;

its yield and quality are severely affected by abiotic stress such as

cold. During exposure to low but non-freezing temperature,

plants increase their freezing tolerance in a process termed

cold acclimation. Cold acclimation is a multi-genic processes,

involves reprogramming of the transcriptome, proteome,

lipidome, and metabolome, affects signaling between

subcellular organelles, and induces significant changes in

physiological processes and morphology (Li et al., 2018;

Fürtauer et al., 2019; Li et al., 2021).

In response to cold stress, genetic and molecular analyses

have identified dehydration-responsive element-binding protein

1/C-repeat binding factors (DREB1s/CBFs) as master

transcription factors that regulate expression of cold regulated

genes (CORs) during cold acclimation (Maruyama et al., 2009;

Shi et al., 2018; Kidokoro et al., 2022). Many transcription factors

regulate the cold-inducible expression of DREB1 gene in the very

complex manner (Thomashow, 2010; Kidokoro et al., 2020). In

the downstream, DREB1/CBF transcription factors upregulate

many cold-responsive genes (CORs). Multiple COR genes are

identified as CBF regulon (Tchagang et al., 2017; Song Y. et al.,

2021; Liu et al., 2021) with respect to multiple stresses such as

cold, heat, drought, and salt. The expression of the COLD

REGULATED 314 THYLAKOID MEMBRANE 1 (COR413-

TM1) correlates with cold tolerance (Breton et al., 2003).

Overexpression of DREB1A (CBF3) improves stress tolerance

to both freezing and dehydration in transgenic plants. Under cold

and dehydration conditions, the expression of many genes

encoding starch-degrading enzymes changes dynamically;

many monosaccharides, disaccharides, trisaccharides, and

sugar alcohols accumulate in Arabidopsis (Maruyama et al.,

2009).

Winter habit plants require prolonged exposure to cold, such

as winter, to promote flowering in spring through a process

known as vernalization (Chouard, 1960; Amasino, 2005; Kim

et al., 2009). The two important evolutionarily adaptive

mechanisms, cold acclimation for winter hardiness and

vernalization, are thus initiated within the same time frame

upon low temperature exposure (Limin and Fowler, 2002;

Danyluk et al., 2003; Li et al., 2018). Studies in Arabidopsis

have shown that epigenetic regulation of FLC (FLOWERING

LOCUS C) plays an important role in the vernalization (Crevillen

et al., 2014); whereas, the FLC genes in cereal plants appear to be

implicated in many other aspects of plant growth and

development in addition to vernalization (Kennedy and

Geuten, 2020).

In wheat, VRN1, together with VRN2 and VRN3, forms a

pivotal regulatory module for its vernalization process

(Oliver et al., 2009; Chen et al., 2018). Genetic studies

revealed that the two loci on chromosome 5A, Frost

Resistance-1 (FR-1) and FR-2 affect freezing tolerance and

winter hardiness of the temperate cereal plants (Knox et al.,

2010; Fowler et al., 2016). FR-1 is believed to be a pleiotropic

effect of VRN-A1 (Brule-Babel and Fowler, 1988). The FR-2

QTL loci spanning on chromosome 5A contains a number of

genes including a cluster of 21 genes encoding CBFs which

are involved in cold acclimation (Vágújfalvi et al., 2003).

VRN-A1 appears to down-regulate the expression of COR

genes in the CBF regulon adjacent to the FR-2 locus in cold

acclimated winter cereals (Limin and Fowler, 2006)

indicating an interaction between VRN-A1 and FR-2 loci

(Zhu et al., 2014). Low temperature induces the expression

of VRN1s, while genes in cold pathways including CBFs and

CORs are repressed (Danyluk et al., 2003; Li et al., 2018). On

the other hand, CBF proteins are believed to directly bind the

promoter of the VRN1s to repress flowering by negatively

regulating its expression in cereals (Dhillon et al., 2010; Deng

et al., 2015).

Changes in membrane fluidity, cytoskeleton

rearrangement, and calcium influxes are among the earliest

events taking place in plants upon exposure to low

temperatures (Browse and Xin, 2001; Kidokoro et al., 2022).

Membrane lipid unsaturation has been well documented for its

role in low temperature adaptation in plants (Wolf et al., 2001;

Zheng et al., 2021), while a lower membrane unsaturation level

is favored under high temperature (Murakami et al., 2000). In

addition, the level of desaturated Phosphatidylglycerol (PG)

which contains a combination of 16:0, 18:0 and 16:1-trans fatty

acids in PG is related to low temperature adaptability of plants

(Murata and Los, 1997). Moreover, the reduction of trans-Δ3
hexadecenoic acid (t16:1) has been shown to be correlated with

freezing tolerance, especially in cereal crops such as wheat

(Huner et al., 1989; Li et al., 2021). Studies have also

proposed that adjustment in lipid redistribution between the

two glycerolipid pathways as well as lipid exchanges between

the ER and chloroplast is critical for temperature adaptation in

plants (Li et al., 2015).

Our previous study investigated the interactions between

vernalization and cold acclimation pathways in the crown tissue

(Li et al., 2018). Further analysis in leaf tissue revealed a

mechanistic role of trans-16:1 in PG as a specific metabolite

marker for screening freezing tolerance in wheat and genes in

lipid pathways were specifically investigated (Li et al., 2021).

However, the complexity of gene regulatory networks involved in

mediating cold responses as well as lipid metabolism in leaves has

not been fully explored. In this paper, we employed four wheat

genotypes, winter habit Norstar (N), spring habit Manitou (M),

and their near isogenic lines (NILs), winter Manitou (WM) and

spring Norstar (SN) with the VRN-A1 alleles swapped (Limin

and Fowler, 2002), to study the cold acclimation process in leaves

through computational pattern recognition, principal

component analysis, and genes and lipids association

networks. Genes associated with cold acclimation are

identified and characterized.

Frontiers in Genetics frontiersin.org02

Pan et al. 10.3389/fgene.2022.1015673

96

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org
https://doi.org/10.3389/fgene.2022.1015673


Results

Transcriptome overview

In this study, RNA-seq data were obtained from leaves grown

under low temperature treatment of four wheat genotypes with

different LT50s (temperatures at which 50% of a population

survives in an artificial freeze test), including Norstar (N,

LT50 = −21.7°C), Manitou (M, LT50 = −8.3°C) and their near

isogenic lines (NILs) spring Norstar (SN, LT50 = −13°C) and

winter Manitou (WM, LT50 = −13.2°C) with the VRN-A1 alleles

swapped (Li et al., 2021). On average, 93% of the 26 million reads

per sample that satisfied filtering criteria were mapped to the

106,914 known high confident wheat genes in the IWGSC RefSeq

v2.1 genome assembly, from which, 12,676 differentially

expressed genes (DEGs, Supplementary File S1) were

identified based on criteria provided in the Materials and

Method Section (|log2 fold-change| ≥ 2, adjusted p-value ≤
0.01, and the maximum number of transcripts per million

reads in a pair of compared samples ≥2, Figure 1). Between

the cold treated samples and controls, the number of DEGs were

spring Norstar (SN) > Norstar (N) > winter Manitou (WM) >
Manitou (M) (Table 1). When the winter-habit genotype was

compared with its respective near isogenic line (NIL) of spring-

habit genotype, the difference between N and SN was more than

three times as many DEGs as between WM and M in the cold

treated samples, but the difference was only at about 1.4 times in

the control samples (Table 1).

Three series of differential expression feature extraction

(DEFE, Pan et al., 2022) analyses were performed. The P

series [the cold treated samples compared with their

respective controls, P(M, WM, SN, N); see Material and

FIGURE 1
Transcriptome overview based on the 12,676 DEGs. (A) Frequency distribution (insert) and top 40 patterns of P series of DEFE analysis; (B)
Heatmap; (C) Principal component analysis, where PC1 and PC2 are principal components 1 and 2, respectively.
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Method Section for details] revealed the numbers of DEGs

unique to each genotype were SN (2920, P0010 = 2036,

P0020 = 884) > N (2156, P0001 = 1484, P0002 = 672) > WM

(811, P0100 = 308, P0200 = 503) >M (637, P1000 = 450, P2000 =

187, Figure 1A). There were 1035 common DEGs (DEFE

patterns: P1111 = 722, P2222 = 313) among the four wheat

genotypes (Figure 1A). Across all four genotypes, there were

more DEGs up-regulated than down-regulated when subjected to

cold treatment (Table 1). The top DEFE expression pattern was

unique up-regulation to SN (P0010 = 2036), which were followed

by those unique up-regulation to N (P0001 = 1484). Among the

number of uniquely down-regulated genes, SN had the highest

number (P0020 = 884) and followed by N (P0002 = 672). Gene

Ontology enrichment analyses of the genes unique to each

genotype and common DEGs are available in Supplementary

File S2.

Principal component analysis indicated that over 78% of

variance were explained collectively by the first three principal

components (PC1, PC2, and PC3). PC1 explained 50% variance

related to cold treatment and clearly separated cold treated

samples from the controls (Figure 1C and Supplementary

Figure S1A). PC2 explains over 18% of variance in the

differences between the two pairs NILs, and to some degree

the between winter-habit and spring-habit as well (Figure 1C and

Supplementary Figure S1B). PC3 explained 9% variance mainly

associated with difference between winter-habit and spring-habit

(Supplementary Figure S1).

Within each pair of NILs, we sought to understand the

difference between genotypes of winter-habit (WM and N)

and spring-habit (M and SN), and also the similarity and

difference in gene expression profiles between the two pairs of

NILs (N vs. SN; WM vs. M). Under cold treatment, we identified

1515 up-modulated genes and 2085 down-modulated between

the winter-habit Norstar as compared to its spring-habit

counterpart spring Norstar (C*1, C*2, Supplementary Figure

S2A), the majority of which were unique to the N and SN

pair (C01 = 1284, 85%; C02 = 1883, 90%). In comparison, the

contrast between winter Manitou and Manitou was smaller

(C1* = 360, C2* = 719; C10 = 171, 48%; C20 = 475, 66%).

The disparity in the number of DEGs between these two pairs of

NILs appeared to be related to the difference in freezing tolerance

(delta LT50) between winter-habit and spring habit genotypes in

each NIL. The delta LT50 is 8.7 between N and SN, but

4.9 between WM and M. Between the two pairs of NILs

under cold treatment, they shared 189 genes up- and

202 down-modulated genes of winter-habit genotypes versus

their respective spring-habit counterparts (C11, C22). In the

control samples, the difference between the winter-habit and the

spring-habit genotypes within each pair of NILs were not as

drastic as those under cold treatment (Supplementary Figure

S2B). Collectively, between the winter-habit and spring-habit

genotypes, we found 4246 DEGs when treated with cold (C**),

but 1898 DEGs in the controls (K**).

Genes specific to winter-habit and spring
habit

With regard to the winter-habit specific genes, we were

particularly interested in those that were commonly

differentially expressed in both winter-habit genotypes (N and

WM), but not in either of the spring-habit genotypes (SN andM)

when they were subjected to cold treatment. These genes could be

represented by DEFE patterns P0101 (191 genes) and P0202

(144 genes) for up- and down-regulation, respectively. The genes

up- or down-regulated in spring-habit, but not winter-habit

genotypes as a result of cold treatment were represented by

P1010 (335 genes) and P2020 (48 genes). Under cold treatment,

up- or down-modulated in the winter-habit when compared with

their spring-habit NIL pair (C11 = 189, C22 = 202), but not in the

controls (K00), could be considered as supporting evidence of

functional significance in low temperature adaptation.

Integrating these three series of DEFE patterns, 63 genes were

found to be up-regulated by cold, specific to both winter-habit

genotypes (P0101∩C11∩K00 = 63, Table 2), while seven genes

were down-regulated (P0202∩C22∩K00 = 7). On the contrary,

64 genes were found to be up-regulated by cold, specific to both

spring-habit genotypes (P1010∩C22∩K00 = 64), while two genes

were down-regulated (P2020∩C11∩K00 = 2) (see Supplementary

File S3 tab Lists). These four groups of genes were distinctive in

the three dimensional space represented by the first three

principal components (PC1, PC2, and PC3 (Figure 2A and

Supplementary Table S1).

We named the 63 genes up-regulated specifically in both

winter-habit genotypes (P0101∩C11∩K00) as winter-habit genes
(WHGs) and the 64 genes up-regulated specifically in both

TABLE 1 Number of DEGs in each pair-wise comparison.

Cold/Control Cold treated Control

M WM N SN WM/M N/SN WM/M N/SN

Up 2633 2588 3522 4932 360 1515 522 856

Down 1127 2079 1702 2210 719 2085 407 431
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TABLE 2 Winter-habit genes.

Gene_ID Gene name Gene description

TraesCS5B03G0571900 AAA-ATPase At5g57480

TraesCS4B03G0940000 acid phosphatase 1-like

TraesCS2D03G0746300 amino acid transporter AVT1I-like

TraesCS7A03G1216800 Basic helix-loop-helix dimerisation region bHLH domain containing protein

TraesCS4D03G0229100 Basic-leucine zipper (BZIP) transcription factor family protein

TraesCS3D03G0865700 BGLU42 Beta-glucosidase 42

TraesCS2D03G1058400 CHL chloroplastic lipocalin-like

TraesCS1B03G1168700 COR413-TM1 Cold acclimation protein COR413-TM1, Cold-regulated 413 inner membrane protein 1, chloroplastic

TraesCS5A03G1113800 Cytochrome P450 family protein

TraesCS4D03G0748700 DEFL8 Defensin-like protein 1

TraesCS6D03G0772500 DHN3 dehydrin DHN4-like

TraesCS4D03G0668900 embryonic protein DC-8-like isoform X1

TraesCS2A03G0994800 ERF039 Ethylene-responsive transcription factor ERF039

TraesCS6D03G0772300 filaggrin-2-like

TraesCS6B03G0877600 galactan beta-1,4-galactosyltransferase GALS1-like

TraesCS2D03G1214900 geraniol 8-hydroxylase-like

TraesCS2A03G0593000 high mobility group nucleosome-binding domain-containing protein 5-like

TraesCS2D03G0347900 Hypothetical conserved gene

TraesCS7D03G0087400 late embryogenesis abundant protein 6-like

TraesCS4A03G0856100 leucine-rich repeat receptor-like protein kinase PEPR1

TraesCS3A03G0832100 Lipase, GDSL domain containing protein

TraesCS1D03G0421900 low-temperature-induced 65 kDa protein-like isoform X1

TraesCS7B03G0198800 LYP6 Lysin motif-containing protein, Pattern recognition receptor, Peptidoglycan and chitin perception in innate immunit

TraesCS1A03G0908000 non-specific lipid-transfer protein 2-like

TraesCS1B03G1066700 non-specific lipid-transfer protein 2-like

TraesCS3D03G0964600 Non-specific serine/threonine protein kinase

TraesCS3A03G1036100 Non-specific serine/threonine protein kinase

TraesCS5A03G0796200 noroxomaritidine synthase 2-like

TraesCS5A03G0796300 noroxomaritidine synthase 2-like

TraesCS5B03G0828400 noroxomaritidine synthase 2-like

TraesCS5B03G0828500 noroxomaritidine synthase 2-like

TraesCS5D03G0752600 noroxomaritidine synthase 2-like

TraesCS1D03G0066300 OEP161 Outer envelope pore protein 16-1, chloroplastic

TraesCS2A03G0069900 Pectinesterase inhibitor domain containing protein

TraesCS2B03G0102400 Pectinesterase inhibitor domain containing protein

TraesCS1B03G0841700 Phosphatidylethanolamine-binding protein PEBP domain containing protein

TraesCS5D03G1149800 phytosulfokine receptor 1-like

TraesCS4A03G0858900 phytosulfokine receptor 2

TraesCS5D03G1149600 phytosulfokine receptor 2-like

TraesCS7A03G0380300 probable apyrase 3

TraesCS5A03G1073800 probable lactoylglutathione lyase, chloroplastic

TraesCS2B03G0580500 Protein of unknown function DUF1218 family protein

TraesCS2D03G0389100 DHFR putative anthocyanidin reductase

TraesCS7D03G0803900 Seed maturation protein domain containing protein

TraesCS3B03G1352700 GER8 Similar to Germin-like protein 1–3

TraesCS2D03G0826700 Similar to gibberellin receptor GID1L2

TraesCS1B03G0752200 Similar to Glutathione S-transferase GST 41 (EC 2.5.1.18)

TraesCS7D03G0446000 Similar to Pyruvate dehydrogenase E1 alpha subunit (EC 1.2.4.1)

(Continued on following page)
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spring-habit genotypes as spring-habit genes (SHGs). Gene

Ontology enrichment analysis indicated that WHGs were

highly represented by genes with functions in cold

acclimation, embryo development ending in seed dormancy,

regulation of monopolar cell growth, response to abscisic acid,

response to lipid, oxidoreductase activity, acting on paired

donors, with incorporation or reduction of molecular oxygen,

and heme binding among others (see Supplementary File S3 tab

GO_P0101∩C11∩K00). On the other hand, four of the seven

genes suppressed by cold treatment in the two winter-habit

genotypes had GO annotations that were enriched with

calcium-dependent phospholipid binding

(TraesCS1B03G0711800), passive transmembrane transporter

activity (TraesCS5B03G0835100), fatty acid biosynthetic

process (TraesCS7D03G0081000), and glucosidase activity

(TraesCS7A03G0020800) that includes sucrose alpha-

glucosidase activity (GO:0004575) and beta-fructofuranosidase

activity (GO:0004564) (see Supplementary File S3 tab

GO_P0202∩C22∩K00).
Under cold treatment, the 64 up-regulated genes specific in

the two spring-habit genotypes (P1010∩C22∩K00) were

enriched with phosphatidylethanolamine binding,

photoperiodism, flowering, oxidoreductase activity, acting on

single donors with incorporation of molecular oxygen,

S-adenosylmethioninamine biosynthetic process, RNA

polymerase II transcription regulatory region sequence-specific

DNA binding, and inositol 3-alpha-galactosyltransferase activity

among others (see Supplementary File S3 tab

GO_P1010∩C22∩K00). Genes down-regulated in the spring-

habit genotypes were enriched with cell redox homeostasis,

and protein-disulfide reductase activity (see Supplementary

File S3 tab GO_P2020∩C11∩K00).

Both WHGs and SHGs groups were enriched with genes

encoding oxidoreductase enzyme activities. In this regard, the

63 WHGs included genes encoding a geraniol 8-hydroxylase-like

(TraesCS2D03G1214900), an indole-2-monooxygenase-like

isoform X1 (TraesCS5A03G1113800), and five

noroxomaritidine synthase 2-like (TraesCS5A03G0796200,

TraesCS5D03G0752600, TraesCS5B03G0828500,

TraesCS5A03G0796300, and TraesCS5B03G0828400); these

seven genes acted on paired donors (GO:0016705). Whereas,

the 64 SHGs include genes encoding a lipoxygenase

(TraesCS5D03G0104900, EC:1.13.11.12), a linoleate 9S-

lipoxygenase (TraesCS6B03G0405500, EC:1.13.11.58), and two

uncharacterized proteins both involved in oxidoreductase

activity and metal ion binding (TraesCS6D03G0269100 and

TraesCS6D03G0269200); these four genes acted on single

donors (GO:0016701). We thus further looked into the redox

pathway and uncovered four peroxiredoxin genes for the DEG

list (Figure 3). They were all highly expressed in the most winter

hardy Norstar under cold treatment, but the three gene encoding

peroxiredoxin-2E-2 were down-regulated in spring Norstar.

Genes associated with cold hardiness

We scaled cold hardiness of each genotype based on their

LT50 value (Li et al., 2021) according to the following formula

(Table 3):

H � LT50/−25 (1)

where, H is termed as cold hardiness index, LT50 is the half lethal
temperature of a genotype, −25°C is the temperature below which

most wheat genotypes would perish (Skinner and Garland-

TABLE 2 (Continued) Winter-habit genes.

Gene_ID Gene name Gene description

TraesCS7A03G0517200 TB2/DP1 and HVA22 related protein family protein

TraesCS2B03G0488200 GL7 TON1 RECRUIT MOTIF (TRM)-containing protein, Regulation of grain size and shape

TraesCS2A03G0367000 GL7 TON1 RECRUIT MOTIF (TRM)-containing protein, Regulation of grain size and shape

TraesCS5A03G0532400 MYB20 Transcription factor MYB20

TraesCS4B03G0828000 uncharacterized protein LOC123093546 isoform X1

TraesCS5D03G0225200 uncharacterized protein LOC123124437

TraesCS7B03G0888400 uncharacterized protein LOC123162191

TraesCS7D03G0109900 uncharacterized protein LOC123168984

TraesCS2A03G0862400 Zinc finger, RING/FYVE/PHD-type domain containing protein

TraesCS2A03G1086200

TraesCS3D03G0047400

TraesCS4D03G0738600

TraesCS5A03G0028100

TraesCS5A03G0564900

TraesCS5A03G1156200
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Campbell, 2008; Li et al., 2021). We considered a gene to be

associated with cold hardiness, and therefore defined as cold
hardy gene when the log2 fold change values and the expression

values of the four genotypes under cold treatment were both

significantly correlated (p ≤ 0.05) with the defined cold hardiness

(Table 3); in addition, the expression values in all four genotypes

under cold treatment were higher than their controls.

Conversely, a gene would be considered anti-hardy when 1) it

was significantly down-regulated by cold in the extreme hardy

genotype Norstar, and 2) both log2FC and expression values were

negatively correlated with the defined cold hardiness index

among the four genotypes (Table 3). From the 12,676 DEG,

64 emerged as cold-hardy genes (Table 4) and the anti-hardy

genes accounted 39 (Supplementary File S4; also in

Supplementary File S1, “1” and “−1” in tab DEGs col AH).

These two group of genes had distinctive variance distribution in

the expression profiles as revealed in PC1 and PC2 two

dimensional space (Figure 2B).

The differences in cold hardiness index between N and SN

(0.348, or delta LT50 = 8.7) was 1.8 time of that between winter

Manitou and Manitou (0.196 or delta LT50 = 4.9). We compared

the same difference in fold changes of differential expression

between the two pairs of NILs and found that 29 of the 64 cold

hardy genes had the same or larger extent of difference in their

differential expression between the two pairs. In contrast, none in

the 39 anti-cold-hardy genes had such an extent of difference.

Orthology search against Brachypodium distachyon, Oryza

sativa, and Arabidopsis thaliana indicate that the 64 cold

hardy genes include genes encoding auxin responsive protein

IAA31-like and auxin-binding protein 4; an early nodulin,

OSENOD93B; high-affinity nitrate transporter, NRT2.4 that

involves both nitrate transport and auxin signalling; HR-like

lesion-inducer family protein, lysin motif-containing protein,

LYP6; no apical meristem (NAM) protein domain containing

protein and others (Table 4 and Supplementary File S4).

There were four cold hardy genes (6.25%) among the

63 WHGs, and the percentage of total 64 cold hardy genes in

the entire list of 12,676 DEGs was 0.50%. Therefore, the WHGs

contained over 10 time enrichment of cold hardy genes as

compared to the entire list of DEGs. These four genes

included a galactan beta-1,4-galactosyltransferase

(TraesCS6B03G0877600, EC:2.4.1.-), a salt-induced

YSK2 dehydrin 3 (DHN3, TraesCS6D03G0772500), and a

pyruvate dehydrogenase E1 component subunit alpha 2,

mitochondrial isoform (TraesCS7D03G0446000, EC:1.2.4.1)

and an unknown gene (TraesCS3D03G0047400). Gene

ontology enrichment analysis indicated that the 64 cold hardy

genes were enriched with cellular response to water deprivation

and cold, chloroplast mRNA processing, kinase inhibitor activity,

cysteine-type endopeptidase inhibitor activity, auxin binding

among others detailed in Supplementary File S4 tab GO_Hardy.

Gene-lipid association network analyses

Since membrane lipids are known to be altered in response to

cold stress and in cold acclimation processes (Li et al., 2015; Li

et al., 2021), we combined the 12,676 DEGs with 224 lipid traits

in association network and clustering analyses to explore

associations between transcriptome and lipidome.

Correlation analyses between all 12,676 DEGs and 224 lipid

traits together with five experimental conditions (cold treatment,

winter-habit, spring-habit, winter-habit genotypes treated with

cold, spring-habit genotypes treated with cold) indicated that

majority (58 and 62 genes, respectively) of the 63 WHGs and

FIGURE 2
Distinction of genes associated with cold acclimation from
the others. (A) Distinction of the 63 WHGs from the other three
groups of DEGs identified in DEFE analysis as revealed by their
scores of the first three principal components. (B) Distinction
of the 64 cold hardy genes from the 39 anti-hardy genes revealed
by their scores of the first two principal components. Where, PC1,
PC2, and PC3 are the principal components 1, 2, and 3.
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64 SHGs were positively correlated with the respectively

designated experimental conditions (Supplementary File S3

tab geneTraitCor_R). These two groups of genes correlate

with distinctive lipidomics profiles (Table 5). For example, the

WHGs were positively correlated with phosphatidylglycerol

lipids PG(34:3), PG(34:2), and PG(36:6), most of

monogalactosyldiacylglycerol (MGDG) and

digalactosyldiacylglycerol (DGDG), total phosphatidylcholine

(PC) and total phosphatidylethanolamine (PE), but negatively

with PG(34:4), PG(34:1) and total PG. Whereas, high percentage

the SHGs were significantly correlated with

lysophosphatidylcholines (LPCs) and

phosphatidylinositols (PIs).

By using topology overlap matrix in the WGCNA R package

(Langfelder and Horvath, 2008), the network association degree

and cluster membership of each gene were obtained and

presented in Supplementary File S1. Correlation analyses were

performed between each gene cluster and each lipid trait in

addition to experimental design. Among the 50 clusters

generated, six were significantly correlated (p < 0.05) with

cold treatment to the two winter-habit genotypes, and

together contained 71% of the WHGs (Supplementary File S1

tab ClusterTraitCor). The remaining 18 WHGs were in another

large cluster less significant correlated with cold treatment to the

two winter-habit genotypes (p = 0.067). Similarly, other eight

clusters were significantly correlated to cold treatment to the two

spring-habit genotypes and contained all 64 SHGs that were

found through the aforementioned DEFE analysis. The cluster

membership of these two groups was distinct. The association

network analysis showed that none of the genes in the two groups

were directly associated, through neither their immediate nor

secondary neighboring nodes (Supplementary File S3 tabs

WHGs_nodes and SHGs_nodes), thereby implying distinct

functional space between the two groups of genes and lipids.

Similar analysis between the cold hardy genes and anti-hardy

genes were conducted. These two groups were also well separated

by distinctive lipidomic profiles, subnetworks, and cluster

membership. Interestingly, all 64 cold hardy genes were

positively collected with PG(34:3) and PG(36:6). In addition,

the majority (64%) of the cold hardy genes were negatively

correlated with PG(34:4) (Supplementary File S4 tab

geneTraitCor_R).

As for network analysis, we extract the top 1% of the topology

overlap matrix, which consists of 6,743 nodes connected with

FIGURE 3
Expression of peroxiredoxins across all samples. (A) peroxiredoxin-2F, mitochondrial isoform X1, (B) peroxiredoxin-2E-2, chloroplastic-like.
Error bars are one standard error of the mean of three replicates.

TABLE 3 The cold hardiness indices of the four genotypes in this study.

M WM SN N

Index 0.332 0.528 0.52 0.868
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TABLE 4 Cold-Hardy genes.

Gene_ID Gene name Gene description

TraesCS5A03G1126300 actin-depolymerizing factor 3

TraesCS7A03G0546400 alpha-1,3-arabinosyltransferase XAT3-like

TraesCS5A03G0248600 auxin-binding protein 4

TraesCS5D03G0169500 auxin-responsive protein IAA31-like

TraesCS4A03G0266600 CK1 CBL-interacting protein kinase 31-like isoform X2

TraesCS1A03G0304900 Conserved hypothetical protein

TraesCS7B03G1059600 Conserved hypothetical protein

TraesCS1D03G0737600 Oc2* cysteine proteinase inhibitor

TraesCS3D03G0413100 cysteine proteinase inhibitor 12-like

TraesCS1B03G0882400 Oc2* cysteine proteinase inhibitor-like

TraesCS3B03G0987700 P5CS2 delta-1-pyrroline-5-carboxylate synthase 2-like

TraesCS4B03G1005300 DIBOA-glucoside dioxygenase BX6-like

TraesCS7B03G0073300 early nodulin-93-like

TraesCS7D03G0286800 RAP2-9 ethylene-responsive transcription factor RAP2-9-like

TraesCS6B03G0877600 galactan beta-1,4-galactosyltransferase GALS1-like

TraesCS4A03G0679200 glucan endo-1,3-beta-glucosidase 7-like

TraesCS1D03G0221500 glutathione S-transferase 4-like

TraesCS7D03G0069600 Glutathione transferase

TraesCS1B03G0654800 SGPP haloacid dehalogenase-like hydrolase domain-containing protein Sgpp

TraesCS4A03G0180900 Harpin-induced 1 domain containing protein

TraesCS7A03G1041100 NRT2.4 High-affinity nitrate transporter, Nitrate transport, Auxin signalin

TraesCS2A03G0054400 HR-like lesion-inducer family protein

TraesCS2B03G0082600 HR-like lesion-inducer family protein

TraesCS2D03G0055600 HR-like lesion-inducer family protein

TraesCS2D03G0812700 HST Shikimate O-hydroxycinnamoyltransferase

TraesCS2B03G0514500 interferon-related developmental regulator 2-like

TraesCS2D03G0404700 interferon-related developmental regulator 2-like

TraesCS5A03G0564300 low molecular mass early light-inducible protein HV90, chloroplastic-like

TraesCS5A03G0864400 low temperature-induced protein lt101.2-like

TraesCS7A03G0398900 LYP6 lysM domain-containing GPI-anchored protein LYP6-like

TraesCS7D03G0383800 LYP6 lysM domain-containing GPI-anchored protein LYP6-like

TraesCS5D03G1068400 multiple inositol polyphosphate phosphatase 1

TraesCS3D03G0949700 ONAC041 NAC domain-containing protein 83-like

TraesCS3B03G0141200 non-specific lipid-transfer protein 4.1-like

TraesCS5B03G1309300 Nucleotide-diphospho-sugar transferase domain containing protein

TraesCS5B03G1309400 Nucleotide-diphospho-sugar transferase domain containing protein

TraesCS2A03G1236100 pectinesterase inhibitor 8-like

TraesCS4A03G1138500 probable glutathione S-transferase GSTU6

TraesCS1D03G0686300 probable membrane-associated kinase regulator 4

TraesCS2B03G0690600 probable receptor-like protein kinase At1g49730 isoform X1

TraesCS4D03G0736900 probable serine/threonine-protein kinase At1g01540

TraesCS5A03G0968800 protein AE7-like 1

TraesCS2D03G0911500 protein RKD5-like

TraesCS5D03G0561000 putative ripening-related protein 2

TraesCS7B03G0271100 pyruvate dehydrogenase E1 component subunit alpha-2, mitochondrial-like

TraesCS7D03G0446000 pyruvate dehydrogenase E1 component subunit alpha-2, mitochondrial-like

TraesCS1D03G0944000 ras-related protein RABA1f-like

TraesCS1B03G0360800 RING finger and transmembrane domain-containing protein 2-like

(Continued on following page)
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825,776 edges. For the purpose of this study, we focus on the

following subnetworks relevant to cold acclimation. We first

defined the association strength (AS) of a subnetwork by using

average connection degree of all nodes in the sub-network

normalized by total number of nodes in the subnet:

AS � Average connection degree
number of nodes in the subnet

(2)

WHG subnet
Fifty-one genes (81%) among the 63 WHGs were associated

with at least one other gene in the group with an average

connection degree of 33.5. Thus, the overall AS of the WHG

subnet was 0.64. The top hub genes included a lipase, GDSL

domain containing protein, orthologous to rice gene OsGELP26

(Os01g0827700, connection degree = 44), a HVA22-like protein

orthologous to OsEnS-122 (Os08g0467500, 44), a galactan beta-

1,4-galactosyltransferase (EC:2.4.1.-, 44), an AAA-ATPase

orthologous to At5g57480 (TraesCS5B03G0571900, 43), two

pectinesterase inhibitor domain containing protein

(Os04g0106000, 44 and 42), two non-specific serine/threonine

protein kinases (TraesCS3D03G0964600,

TraesCS3A03G1036100, both 42), a defensin (DEFL8,

Os03g0130300, 42), pyruvate dehydrogenase E1 component

subunit alpha (Os06g0246500, EC:1.2.4.1, 41), transcription

factor MYB20 (AT1G66230, 41), a Glutathione S-transferase

GST (EC:2.5.1.18, 41), a pathogenesis-related transcriptional

factor and ERF domain containing protein OsERF#034

(Os04g0550200, 40), and a cold acclimation protein COR413-

TM1 (Os05g0566800, 37). COR413-TM1 was directly associated

with all other hub genes mentioned above (Figure 4). A

homoeolog of COR413-TM1 on chromosome 1A was directly

associated with PG(34:3). Both homoeologs of COR413-TM1

were highly expressed in the two winter-habit genotypes

(Figure 5). More details are available in Table 2

(Supplementary File S3 tab WHGs_nodes).

The associations among the 64 SHGs were very loose; only

27 genes (42%) have a direct neighbor within the group and

spread over two subnets (Supplementary Figure S3). Collectively

among the 27 genes, the association strength was 0.12

(Supplementary File S3 tab SHGs_nodes).

Cold hardy subnet
Similarly, we investigated the subnet of cold hardy versus

anti-hardy genes. Among the 64 cold hardy genes, 61 (95%,

Table 4 and Supplementary Figure S4A) were inter-

associated with at least another gene within the subnet

and have an association strength of 0.41. In addition, the

cold hardy subnet had four points of contact with the WHGs

subnet as described above. All the four points of contact were

the hub nodes in both subnets. Phosphatidylglycerol lipids

PG(34:3) and PG(36:6) were hub nodes in the cold hardy

subnet with connection degrees of 22 and 10, respectively.

Only 13 (33%) of the 39 anti-hardy genes have direct

association with another gene within the group and they

all were directly associated with PG(34:4) (Supplementary

Figure S4B). More details are available in Supplementary File

S4 tabs ColdHardy_nodes and AntiHardy_nodes). Two

distinctive schools of network nodes were evident, one was

represented by PG(34:3) and PG(36:6) and consisted of genes

closely associated with cold hardiness, while the other was

TABLE 4 (Continued) Cold-Hardy genes.

Gene_ID Gene name Gene description

TraesCS6D03G0772500 DHN3 Salt-induced YSK2 dehydrin 3

TraesCS2B03G1308500 SAPK1 Serine/threonine protein kinase, Hyperosmotic stress respons

TraesCS5B03G1367500 serine/threonine-protein phosphatase PP1-like

TraesCS4B03G0915000 subtilisin-like protease 4

TraesCS1B03G0874000 transcription factor GAMYB-like isoform X1

TraesCS5B03G0149900 tuliposide A-converting enzyme 2, chloroplastic-like

TraesCS2D03G0234900 UDP-glucuronic acid decarboxylase 4-like

TraesCS7A03G0941200 uncharacterized membrane protein At1g16860-like

TraesCS7B03G0786000 uncharacterized membrane protein At1g16860-like

TraesCS7D03G0906100 uncharacterized membrane protein At1g16860-like

TraesCS5D03G0230900 uncharacterized protein LOC123119728

TraesCS2A03G0325900 uncharacterized protein LOC123187869

TraesCS3B03G0014400

TraesCS3D03G0047400

TraesCS5A03G0434000

TraesCS7A03G0474100
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TABLE 5 Number of winter-habit genes (lefta) or spring-habit genes (right) correlated with respective lipid species.

Winter habit genes Spring habit genes

Pos neg Pos neg

DGDG(34:2) 0 25 PG(36:1) 17 0

DGDG(34:1) 0 13 LPG(18:2) 23 0

DGDG(36:2) 0 11 LPC(16:0) 53 0

DGDG(36:1) 0 12 LPC(18:3) 35 0

MGDG(34:1) 0 13 LPC(18:1) 9 0

PG(34:4) 0 6 LPC(20:1) 14 0

PG(34:3) 53 0 Total_LysoPC 38 0

PG(34:2) 49 0 PC(34:2) 0 20

PG(34:1) 0 15 PC(38:2) 0 34

PG(36:6) 51 0 PE(32:1) 47 0

Total_PG_All 0 50 PE(32:0) 45 0

PC(34:3) 42 0 PE(36:2) 10 0

PC(36:5) 9 0 PE(36:1) 28 0

PC(36:4) 49 0 PI(34:3) 28 0

PC(38:5) 14 0 PI(34:1) 46 0

PC(38:4) 36 0 PI(36:6) 49 0

PC(38:3) 51 0 PI(36:5) 38 0

PC(40:5) 15 0 PI(36:3) 43 0

PC(40:4) 19 0 PI(36:1) 36 0

PC(40:2) 6 0 Total_PI 27 0

Total_PC 40 0 PS(36:5) 10 0

PE(32:3) 38 0 DAG(16:0/16:0) 49 0

PE(36:6) 7 0 DAG(18:3/16:1) 0 41

PE(36:5) 9 0 TAG(50:4)_16:1_acyl_containing 53 0

PE(36:4) 37 0 TAG(52:7)_16:1_acyl_containing 44 0

PE(38:4) 20 0 TAG(52:6)_16:1_acyl_containing 45 0

PE(40:3) 39 0 TAG(52:5)_16:1_acyl_containing 27 0

PE(40:2) 41 0 Total_TAG_16:1_acyl_containing 39 0

PE(42:4) 32 0 TAG(52:8)_18:3_acyl_containing 21 0

PE(42:3) 23 0 TAG(52:6)_18:3_acyl_containing 17 0

PE(42:2) 8 0 TAG(52:5)_18:3_acyl_containing 21 0

Total_PE 7 0 TAG(52:4)_18:3_acyl_containing 44 0

PI(34:4) 0 12 MGDG(36:1) 24 0

PI(36:4) 0 15 LPC(18:0) 45 0

PS(34:3) 0 58 LPE(16:1) 17 0

PS(34:2) 0 16 LPC(16:1) 27 0

PS(36:6) 37 0 LPE(18:1) 28 0

PS(36:4) 0 40 TAG(48:1)_16:1_acyl_containing 9 0

PS(38:5) 0 50

PS(38:2) 0 10

PS(42:3) 38 0

PS(42:2) 21 0

Total_PS 0 13

DAG(18:2/16:1) 0 38

TAG(54:8)_18:3_acyl_containing 6 0

TAG(54:7)_18:3_acyl_containing 6 0

TAG(52:4)_18:2_acyl_containing 14 0

(Continued on following page)
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represented by PG(34:4) and consisted of genes closely

associated with anti-hardy (Supplementary File S5).

Vernalization subnet
The list of 12,676 DEGs included eight vernalization genes,

three VRN1 (TraesCS5A03G0935400, TraesCS5B03G0986000,

and TraesCS5D03G0894800), four VRN2

(TraesCS4B03G0958300, TraesCS4D03G0834500,

TraesCS4D03G0834600, and TraesCS5A03G1265900), and

one VRN3 (TraesCS7B03G0031800) (Figure 6). The VRN1

genes were highly up-regulated by cold in all four wheat

genotypes, while their expression were higher in the two

spring-habit genotypes (M and SN) than the winter-habit

ones. The VRN3 gene was up-regulated by cold treatment in

the two spring-habit genotypes, while there was no effect in the

two winter-habit genotypes. The VRN2 were generally down-

regulated by cold treatment. The VRN2 and VRN3 genes were

not involved in the gene association network. Collectively, there

were 214 genes in direct association with the three VRN1s, and

they were interconnected to form a highly cohesive network with

AS at 0.83. Nevertheless, these VRN1 genes had no association

even at the secondary neighborhood with either WHGs or cold

hardy genes. From the 64 SHGs, one appeared in the VRN1

immediate neighborhood and 42 other genes in the secondary

neighborhood (Supplementary File S7). The VRN-B1

(TraesCS5B03G0986000) had a direct association with the

phospholipid-transporting ATPase (ALA1, EC:7.6.2.1,

TraesCS4B03G0491700) as a single lipid gene in the

immediate neighborhood of VRN1 genes. There were other

19 lipid genes in the secondary neighborhood of VRN1 genes.

TABLE 5 (Continued) Number of winter-habit genes (lefta) or spring-habit genes (right) correlated with respective lipid species.

Winter habit genes Spring habit genes

TAG(52:3)_18:2_acyl_containing 12 0

PS(40:1) 0 21

DAG(18:2/16:3) 44 0

DAG(18:1/16:3) 45 0

aThis table contains the lipid species having correlation with more than five genes. Otherwise, all data are available in Supplementary File S3 Tab geneTraitCor_R.

FIGURE 4
The cold acclimation genes directly associated with the Cold acclimation protein COR413-TM1 highlighted. Details are available in
Supplementary File S3.
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FIGURE 5
Expression of two homoeologs of COR413-TM1 gene in different experimental conditions.

FIGURE 6
Expression of vernalization genes in different experimental conditions. (A) VRN1, (B) VRN2, (C) VRN3. Error bars are one standard error of the
mean of three replicates. More details are available in Supplementary File S7.
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Discussions

Overview–Integrative computational
insights

Cold acclimation are investigated by integration of

transcriptomics and lipidomics with various computational

approaches including differential expression feature extraction,

principal component analysis, correlation analysis, and gene-

association network analyses. The differential expression feature

extraction approach is a simple and effective pattern recognition

method to find expression patterns in various conditions.

Through integrating three differential expression feature

extraction schemes, 63 winter-habit genes and 64 distinctive

spring-habit genes are found. Correlation analysis reveals

64 cold hardy genes and 39 distinctive anti-hardy genes. The

integration of transcriptomics and lipidomics analyses identifies

two distinctive schools of network nodes (Supplementary File

S5). The dimension reduction through principal component

analysis is able to explain the majority of variance associated

with cold treatment, cold hardiness, between winter-habit and

spring-habit, and between two schools of network nodes in the

reduced one, two, or three dimensional space represented by the

first three principal components: PC1 for cold treatment,

PC1+PC2 for cold hardiness and for two schools of network

nodes, and PC1+PC2+PC3 for winter-habit and spring-habit.

The distinction between the contrasting groups in each scenario

is confirmed by integration of these methods. For example, the

variance distribution with regard to the contrast between WHGs

and SHGs is revealed by the differential expression feature

extraction method and confirmed by principal component

analysis, lipidomics association, and gene association network

propagation. From gene association network perspective, the

WHGs are highly associated among themselves as well as with

others outside of the group. The association among the 64 SHGs,

on the other hand, were very loose as indicated by the proportion

of genes involved in the network and the network association

strength. The same analogy is applied to the scenario between

cold hardy and anti-hardy genes. These three scenarios of

knowledge discovery indicate that there is no way of one-size-

fit-all approach in the computational pipeline. Each case would

have to be designed according to the characteristics of variance

distribution in combination with domain knowledge. These

pairwise contrasting analysis reveals that WHGs and cold

hardiness are unique and yet they are inter-related to certain

extent. They are two innate concerted efforts of plants to deal

with cold stress.

Limitations and complements

The four genotypes of reciprocal NILs used in this study

inspire significantly to the design for this and earlier experiments

and indeed help achieving much progress in the field of cold

tolerance research in cereal plants (e.g. Limin and Fowler, 2002;

Li et al., 2015, 2018, 2021). Nevertheless, the success of

computational investigation requires significant sample size,

balanced distribution of sample types, and data consistency

within each type of samples. The most obvious limitation to

the methods and analysis in this study is the small sample size of

this dataset, which creates high imbalance between the sizes of

sample space and the number of genes, known as the curse of

dimensionality. Principle component analysis is a typical method

for dimension reduction and able to explain the main variance in

this study in one, two, or three dimensional spaces and reveals the

distinction between contrasting groups.

The limitation of small sample size is most obvious in

network analysis of this study, the size of eight samples is

below the conventional necessity for a successful systemic

network study such as the AraNet, which comprises from

many distinct types of interactions, and millions of

experimental or computational observations from diverse data

types over decades of studies in Arabidopsis thaliana (Lee et al.,

2010; Lee and Lee, 2017). To complement this limitation, we take

the top 1% from the topology overlap matrix to reduce the false

positive. Taking such high stringency would certainly sacrifice

information. For example, the three VRN1 homoeologs have

similar network connections and high correlation in expression

profile between themselves and in the same cluster; technically,

they should be directly inter-connected too. But actually, they are

not under the current selection criteria. The homoeologs of

COR413-TM1 are also in similar situation; the one in B sub-

genome (TraesCS1B03G1168700) is not directly associated with

PG(34:3), while the one in A sub-genome

(TraesCS1A03G0986400) is. Therefore, caution should be

taken at the interpretation of the result. This is complemented

by network propagation in this study and such complement

enables discovery of the fact that they share similar neighborhood

nodes. Applying the small world social circle theory in humanity

research, similar to the backbone theory used in WAGNA

topology overlap matrix (Langfelder and Horvath, 2008),

achieves the overall success of network analysis in this study.

Such result is further strengthened through integration of

strengths of other methods applied.

The prime condition in this study is cold treatment, which

is reflected in two contrasting pairs (WHGs versus SHGs and

cold hardy versus anti-hardy) which are revealed by one

computational method and supported by PCA and at least

one more other method in this study. The cohesiveness of

group membership is reflected by an association strength in

the membership in each of these groups and is contributed by

environmental, physiological, and/or genetic factors. Both

groups of WHGs and cold hardy genes have higher

membership involvement and association strengths than

their respective counterparts. Finally, the vernalization

subnetwork is highly relevant to the genetic factor
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contributed by the vernalization through the recessive allele

vrn1 associated with VRN-A1 locus. The association strength

of vernalization subnetwork is 0.83, i.e., each gene is directly

associated with 83% in immediate neighborhood of VRN1,

which indicates the extent of contribution by genetic

contribution to over winter cold/freezing tolerance of wheat

plants.

Insights into cold acclimation

Cold acclimation is a complex system and the 63 WHGs

encompass a wide spectrum of biological processes. Gene

association network analysis of WHGs subnet reveals that

many hub genes in this group are directly associated

collectively with over 70% of the genes in the group with an

overall association strength of 0.64. This indicates that these

genes coordinate in concerted manner to confer the common

goal of cold tolerance.

Signaling of cold stress
In plants, the calcineurin B-like protein (CBL) family

represents a group of calcium sensors and plays a pivotal role

in decoding calcium transients by specifically interacting with

and regulating a family of protein kinases (CIPKs). CIPKs is

known to confer cold stress tolerance in cold acclimated

Arabidopsis thaliana (Aslam et al., 2022), pepper, and tomato

(Ma et al., 2022). Two CIPKs are among the hub genes of WHGs

subnet in this study (connection degree = 42) and they are highly

expressed in both winter-habit genotypes (WM and N) when

treated with cold, but barely any expression in all other samples.

They are directly associate with all hub genes in the subnet.

Involvement of carbohydratemetabolism in cold
acclimation

Beta-glucosidases are the enzymes that catalyze the

hydrolysis of terminal, non-reducing β-D-glucosyl residues

from a variety of glucoconjugates which include glucosides,

oligosaccharides, and 1-O-glucosyl esters (Godse et al., 2021).

Beta-glucosidase is a rate-limiting enzyme that is involved in the

hydrolysis of cellulose, affects cell wall structure, and plays a key

role in cell adaptations to the physical deformations caused by

cold stress (Sun et al., 2021). Beta-glucosidases hydrolyze inert

precursors to release antioxidant substances under various

abiotic stresses in rice (Opassiri et al., 2007). Expression of

beta-glucosidase gene is induced in response to low

temperature in chickpea (Khazaei et al., 2015). After cold

acclimation, beta-glucosidase is require for freezing tolerance

in Arabidopsis thaliana (Thorlby, 2004). In this study, the

expression of the beta-glucosidase gene is upregulated to

different extent in all four genotypes under cold stress and is

much higher (>3 times) in both winter-habit genotypes than in

the spring-habit genotypes.

Integrity of plasma membrane
Expression of lipocalins and lipocalin-like proteins in wheat

(Triticum aestivum) is known to be associated with the plant’s

capacity to develop freezing tolerance, cold acclimation induces a

high accumulation of temperature-induced lipocalin TaTIL-1 in

an enriched plasma membrane fraction of cold-acclimated wheat

but not in nuclei (Charron et al., 2005). The chloroplastic

lipocalin AtCHL is known to prevent lipid peroxidation and

protect Arabidopsis against oxidative stress (Levesque-Tremblay

et al., 2009) and is required for sustained photoprotective energy

dissipation (Malnoë et al., 2018). In this study, the chloroplastic

lipocalin-like gene (CHL) is highly up-regulated by cold in both

winter-habit genotypes, but not (or a minor extent of down-

regulation) in the two spring-habit genotypes.

Resistance to oxidative stress and cellular
detoxification

Plant adaptation to low temperature not only induces lipid

desaturation in cellular membranes but also generation of

reactive oxygen species (ROS) and changes in redox state

(Murata and Los, 1997; Wallis and Browse, 2002). The

multifunctional enzymes glutathione S-transferases (GSTs)

participate in oxidative stress resistance and cellular

detoxification and highly associated with cold stress of

Hami melon (Song W. et al., 2021) and pumpkin (Abdul

Kayum et al., 2018). There are 92 GSTs or GSTs like in the

DEGs list, the majority of them, including a key hub gene in

the WHGs subnetwork (TraesCS1B03G0752200), are

significantly upregulated by cold, especially in Norstar and

spring Norstar.

The pyruvate dehydrogenase E1 component subunit alpha-2,

mitochondrial isoform (PDH-E1a, TraesCS7D03G0446000, EC:

1.2.4.1) appears to be a key hub gene in both WHGs and cold

hardy subnets of this study. It’s homoeolog in chromosome B

(TraesCS7B03G0271100) is also a cold hardy gene and up

regulated by cold in all four genotypes. The pyruvate

dehydrogenase (PDH) complex catalyzes the oxidative

decarboxylation of pyruvate with the formation of acetyl-CoA,

CO2 and NADH. Much of the studies were done with animal in

relation to the effect of cold. For example, PDH is associated with

metabolic rate depression during freezing and anoxia of wood frogs

(Al-Attar et al., 2019) and during hibernation of ground squirrel

(Herinckx et al., 2017). In plants, PDH is found in both chloroplast

and mitochondria. The two genes described above encoding

mitochondrial isoform in this study is truly up-regulated by cold,

related to respiration and anoxia. Whereas, the chloroplast isoform

concerns fatty acid synthesis (Li et al., 2021) and photorespiration

(Blume et al., 2013). There are three homoeolog genes in this study

(TraesCS2A03G0021400, TraesCS2B03G0027300, and

TraesCS2D03G0019300) encoding pyruvate dehydrogenase

E1 component subunit alpha 3, the chloroplastic isoform

(PDHA1); they are all down-regulated by cold in all four wheat

genotypes (Supplementary File S1).
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Upon the cold treatment, the WHGs and SHGs show

oxidoreductase activity with incorporation of molecular

oxygen. But WHGs act on paired donors (EC1.14.-.-) and

are from a family of heme-binding and iron containing

enzymes. They catalyze an oxidation-reduction (redox)

reaction in which hydrogen or electrons are transferred

from reduced flavin or flavoprotein and one other donor;

one atom of oxygen is incorporated into one of the donors.

This group consists of seven genes including one encoding

geraniol 8-hydroxylase-like, an indole-2-monooxygenase-like

isoform X1, and five noroxomaritidine synthase 2-like. Their

expressions are significant in the two winter-habit genotypes

but not otherwise. Whereas, as represented by two

lipoxygenases (EC1.13.11.-), SHGs act on single donor

(EC1.13.-.-) are from a family of non-heme iron containing

enzymes, mostly catalyze the dioxygenation of

polyunsaturated fatty acids. It has been shown that low

temperature or cold stress induced reactive oxygen species

(ROS) production is often accompanied by lipid peroxidation

and oxidative damage to cellular membranes (Kim et al.,

2013).

A recent study showed that a thylakoid-associated protein,

peroxiredoxin Q, is required for the production of t16:1 in

chloroplast and photosynthesis systems (Lamkemeyer et al.,

2006; Horn et al., 2020), indicating a link between t16:

1 production and redox status. Three genes encoding the

chloroplast peroxiredoxin-2E-2 were uniquely induced in

Norstar (Figure 3) which might be related to the reduction in

t16:1 levels. Also, the relationship between up-regulation of

heme-binding proteins and stress tolerance in general, and

specific with regard to cold tolerance. In Arabidopsis thaliana,

the heme-associated protein AtHAP5A enhances freezing stress

resistance and has significant effects on inhibiting cold-induced

ROS accumulation and activating ABA-related genes’ expression

(Shi et al., 2014).

Transcriptome regulation
Myeloblastosis transcription factors MYB20 is a key hub

gene in the WHGs subnet directly associated with 41 other

genes. In Arabidopsis thaliana,MYB20 is well known to acts as

a negative regulator of plant response to desiccation and cold

stress and its expression is reduced to less than half (Gao et al.,

2014). Another study shows transgenic plants overexpressing

AtMYB20 (AtMYB20-OX) enhance salt stress tolerance while

repression lines (AtMYB20-SRDX) are more vulnerable to

NaCl than wild-type plants (Cui et al., 2013). The

expression level of MYB20 in this study is near 100 folds in

the two winter-habit genotypes (WM and N) as compared to

respective controls, and also over 10 folds as compared to the

two spring-habit genotypes under cold treatment. MYB20 is

involved in the transcriptional network regulating the

secondary wall biosynthetic program (Zhong et al., 2008).

In addition, MYB proteins activate transcriptional

repressors that specifically inhibit flavonoid biosynthesis,

which competes with lignin biosynthesis for the aromatic

amino acid phenylalanine precursors (Geng et al., 2020)

The COLD REGULATED 314 THYLAKOID MEMBRANE

1 (COR413-TM1) is an integral component of chloroplast inner

membrane and well-known in cellular responses of plant to

cold, water deprivation, cold acclimation and abscisic acid.

COR413-TM1 is characterized to provide normal freezing

tolerance in Arabidopsis thaliana (Okawa et al., 2008),

Brachypodium distachyon (Colton-Gagnon et al., 2014) and

wheat (Breton et al., 2003). There are two homoeologs of

COR413-TM1 gene among the 12,676 DEGs in this study.

The one on A sub-genome (TraesCS1A03G0986400) is a

member of School B and a key hub gene in the PG(34:3)

subnet (Supplementary File S6). The other on B sub-genome

(TraesCS1B03G1168700) is a major hub gene in WHGs subnet

and directly associated to all major hub genes in the subnet.

Both COR413-TM1 homoeologs are associated with over

400 DEGs and lipid species in this study.

Vernalization, cold hardiness etc.

During the crossing process of the two wheat cultivars, the non-

hardy spring wheat Manitou gained the vrn-A1 loci and became

winter Manitou, while the very cold hardy winter-habit Norstar,

gained the dominant Vrn-A1 locus and became spring Norstar. It is

interesting to note that the LT50 value of the two NILs (WM and

SN) are very close, but the change in LT50 is very different between

the two pairs. Spring Norstar has a higher change (reduced by 8.7°C)

in LT50 from Norstar, also has a highest number of DEGs as well as

uniqueDEGs to the genotypewhen subjected to cold treatment. As a

contrast, winter Manitou has a lower change (increased by 4.9°C) in

LT50 from Manitou, also has a lower number of DEGs as well as

unique DEGs to the genotype.

Cold acclimation and vernalization are two major mechanisms

for winter survival in wheat (Li et al., 2018). Consistent with previous

study on crown tissue, the VRN1 genes including VRN-A1, VRN-B1

and VRN-D1 are induced at higher levels after cold treatment in

Manitou and spring Norstar than that of in Norstar and winter

Manitou. Vernalization requirement duration in winter wheat is

controlled by VRN-A1 at the protein level (Li et al., 2013). This is

apparently relevant to the genetic background of vernalization genes

in leaf and crown tissues as determined by the dominant allele Vrn-

A1 in Manitou and spring Norstar versus the recessive allele vrn-A1

in winter Manitou and Norstar. As a result, integration of DEFE,

PCA, gene association network analysis, and lipidomics analysis as

discussed above, the 63 WHGs significantly expressed in winter-

habit genotypes, winter Manitou and Norstar, are highly distinctive

from the 64 SHGs. Such distinction is no doubt relevant to the

genetic background of the four wheat genotypes.

The VRN2 genes are known to be repressed by cold in cereal

plants and the expression VRN3 is subjected to negatively
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regulation by VRN2 (Kim et al., 2009). Thus the down-regulation

of VRN2 in the leaf of this study permits the transient expression

of VRN3 gene. Also, the VRN1 gene in cereals is known to plays a

dual role of both a promoter of VRN3 and a cold-activated

repressor of VRN2 (Kim et al., 2009). Our result is consistent in

this regard.

Concluding remarks

Cold acclimation and vernalization are major strategies for

winter survival in wheat. The differential expression feature

extraction enables the discovery of a group of 63 WHGs that

are significantly expressed in both vernalized winter-habit winter

Manitou and Norstar, but not in either Manitou or spring

Norstar. These genes are cohesively associated with one

another in their local subnetwork and have a distinctive

lipidomics association to achieve survival in the cold stress.

They encompass a wide spectrum of transcriptional

reprograming that involves signaling, maintenance of plasma

membrane fluidity and rigidity, cell energy and redox

homeostasis, and transcriptional regulation. The

phosphatidylglycerol lipids, PG(34:3) and PG(36:6), appear to

be well associated with majority of these WHGs including

COR413-TM1, which play an integral role in chloroplast inner

membrane and the well-known in cellular responses of plant to

cold, water deprivation, cold acclimation and abscisic acid. The

PG(34:3) and PG(36:6) play a master role in cold hardiness. The

discovered WHGs and cold hardy genes are highly distinctive as

confirmed by PCA, network propagation, and/or lipidomics

profiles. The three VRN1 genes are closely associated with

their immediate neighborhood, which are highly cohesive.

Materials and methods

Plant materials

Plant materials as detailed in Limin and Fowler (2002)

include four wheat (Triticum aestivum L.) genotypes (M:

Manitou, WM: winter Manitou, N: Norstar and SN: spring

Norstar). Briefly, a non-hardy spring wheat Manitou,

determined by dominant Vrn-A1 allele, and a very cold hardy

winter-habit Norstar, determined by recessive vrn-A1 allele, were

crossed to produce the reciprocal near-isogenic lines (NILs)

(Limin and Fowler, 2002). During the crossing process, the

vernalization allele in Norstar (vrn-A1) was replaced by the

spring-habit allele at Vrn-A1 locus from Manitou to produce

spring Norstar. Whereas, replacing the Vrn-A1 allele of Manitou

with the vrn-A1 from Norstar made Manitou a vernalization-

responsive winter-habit genotype (winter Manitou).

Briefly, for cold treatment under controlled environments,

wheat plants were grown in chambers with 16-h-light

(~120 μmol m−2 s−1) and 8-h-dark at 23°C up to the stage of

four leaves (3 weeks) and then transferred to 4°C chamber for

6 weeks. The third fully opened leaves from cold-treated and

untreated plants were collected at around 10:00 a.m. and

immediately frozen in liquid N2. Samples were stored

at −80°C until lipidomics and RNA-seq analyses. Each

genotype under a condition has three independent biological

replicates.

RNA sequencing and data quality control
and mapping

The RNA-seq dataset in Li et al. (2021) was reanalyzed

in this study. Briefly, total RNA was extracted from 0.1 g

wheat leaf tissues for each of the 24 cold treated and un-

treated samples using the Agilent Plant RNA isolation kit

(Agilent Technologies) and sequenced as described in Li

et al. (2021). In total, the RNA-seq dataset contains 24 wheat

samples with an average of 34 million reads per sample and

available at Gene Expression Omnibus (GEO, GSE156300).

We trimmed adaptor sequence, discarded low-quality reads

(Phred Score ≤20) and eliminated short reads

(length ≤20 bps) using a software package FASTX toolkit

(http://hannonlab.cshl.edu/fastx_toolkit/). In average,

26 million reads remained and were aligned to the high

confidence gene models in the IWGSC RefSeq Version 2.

1 reference genome (Zhu et al., 2021) by using STAR (v2.7.

10a, Dobin et al., 2013). From the BAM files generated by

STAR, level of mRNA in each sample was quantified as

transcript per million (TPM) by using RSEM (Li and Dewey,

2011).

DEG analysis

Recent studies in RNA-seq data analysis indicate that

normalized expression data, such as TPM, FPKM or RPKM

is not acceptable for DEG analysis (Zhao et al., 2020; Zhao

et al., 2021). The read count data from STAR above were

used to perform eight pairwise gene differential expression

analyses using DESeq2 (Love et al., 2014). Each of the four

genotypes were compared between cold-treated and un-

treated control (WMC-WMK, MC-MK, NC-NK, and

SNC-SNK, where, W = winter, S = spring, M = Manitou,

N=Norstar, C = cold, K = control). Similarly, within each

pair of NILs (winter Manitou and Manitou, Norstar and

spring Norstar), we compared winter-habit genotype with

its spring-habit counterpart in the cold treated samples

(WMC-MC, NC-SNC) as well as in controls (WMK-MK,

NK-SNK). The outputs from DESeq2 include log2 fold

change values and associated statistical significance

(p-values, and adjusted p-values).
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Data reduction and partitioning

We applied the criteria of |log2FC| ≥ 2, adjusted p ≤ 0.01 and the

max(TPM of compared samples) ≥ 2 to identify differentially

expressed genes (DEGs). Differential Expression Feature Extract

(DEFE) method (Pan et al., 2022) was applied to partition the DEGs

into groups of various expression profiles, whether they were

consistent across all genotypes in response to cold treatment or

specific to each or certain pairs of genotypes. Three series of DEFE

analyses were performed. Firstly, for the comparison between cold

treated samples in the four genotypes versus their respective controls,

a series of DEFE patterns were identified with a prefix “P” and

followed by four digits each representing a genotype in the order of

M, WM, SN, and N. Among the four digits, “0” means not

differentially expressed, “1” denotes up regulated and “2” down-

regulated. For example, P0210 represents a group of genes that were

not differentially expressed inManitou andNorstar, down-regulated

in winter Manitou and up-regulated in spring Norstar when treated

with cold. Similarly, we were able to obtain groups which were either

consistent between the two winter-habit genotypes in response to

cold treatment as well as in control, or they were specific to one

individual NIL. The pattern ID in these two series start with either

“C” or “K” for cold treated or control samples, respectively, and

followed by two digits, representingWM/M and N/SN, respectively.

Clustering, correlation, and gene
association networks analyses

TheWGCNAR package (Langfelder and Horvath, 2008) was

used to cluster the normalized expression data of DEGs together

with lipid traits based on the distance measure by topology

overlap matrix (TOM). Hierarchical clustering was employed

based on the similarity matrix to cluster genes as described in Pan

et al. (2018). Briefly, the network connection weight was

calculated based on TOM and the top 1% weight was used for

network construction. The trait-trait, gene-trait, and cluster-trait

correlation matrices were computed. Here, a trait refers to an

experimental condition and a lipid species. Network visualization

was performed by using Cytoscape (Shannon et al., 2003).

Gene orthologue, annotation and GO
enrichment analysis

For the known IWGSC RefSeq 2.1 genes, we obtained their

orthologues in Arabidopsis thaliana, Brachypodium distachyon,

Oryza sativa Japonica, and gene names and descriptions from

EnsemblPlants (http://plants.ensembl.org/Triticum_aestivum/

Info/Index) through reciprocal best kit BlastP (e ≤ 10−5). The

orthologues, annotations, cluster membership, and mapping of

gene IDs with various previous genome assembly are available in

the Supplementary File S1.

GOAL software (Tchagang et al., 2010) was used in the

gene ontology (GO) enrichment analysis. The GO terms were

recently updated from EnsemblPlants release 51 (http://

plants.ensembl.org/Triticum_aestivum/Info/Index) and the

gene-GO association file for this version of wheat genome

are available in the Supplementary File S8. An updated version

of GOAL software is available at https://github.com/DT-

NRC/GOAL2.0.

Principal component analysis and
visualization of data

Principal component analysis was performed by using

PCAtools R package in Bioconductor (Blighe and Lun, 2022).

The 12,676 DEGs were visualized in heatmap by using

ComplexHeatmap R package in Bioconductor (Gu et al.,

2016). Otherwise, R versions 4.2.1 were used in this study.
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SUPPLEMENTARY FILE S1
Details of the 12676 differential expressed genes (DEGs) including their
annotation, mapping of gene IDs to various previous genome versions,
membership in various groups identified in this study. This data file
contains three tabs: 1) DEGs: A list of 12676 DEGs, their annotation,
orthologues, expression, DEFE pattern and their membership to various
groups proposed; 2) DEFE Stats: Frequency statistics of all DEFE
patterns; 3) ClusterTraitCor: Correlation between each of the 50 clusters
with an experimental condition or a lipid species.

SUPPLEMENTARY FILE S2
Gene ontology (Biological Process) enrichment analyses for the genes
uniquely up or down regulated by cold in one or all genotypes. This file
contains 11 tabs leadingby a “Summary” tab providing the statistics overview
of the 10 groups of genes uniquely or commonly up or down regulated by
cold in the four wheat genotypes. The subsequent tabs labelled by
respective DEFE pattern ID followed by “BP” to provide details.

SUPPLEMENTARY FILE S3
Details of thegroupof63winter-habit genes (WHGs), spring-habit gene (SHGs)
and others two groups presented in Figure 2A. This file contains 10 tabs: 1)
Lists: membership in the four groups, their annotation, DEFE pattern, and the
difference of fold changes between the two pairs of NILs (N/SN – WM/M); 2)
geneTraitCor_R: Correlation coefficient of each gene with experimental
conditions and with each lipid species; 3) - 6) Gene ontology enrichment
analyses of the four groups labelled by their respective DEFE patterns:
GO_P0101∩C11∩K00, GO_P0202∩C22∩K00, GO_P1010∩C22∩K00,
GO_P2020∩C11∩K00; 7) - 10) Gene associate network analysis, nodes and
edges of WHGs (P0101∩C11∩K00) and SHGs (P1010∩C22∩K00).

SUPPLEMENTARY FILE S4
Details of cold hardy genes and anti-hardy genes presented in Figure 2B.
This file contains 8 tabs: 1) Lists: members in the two groups and their
annotation; 2) geneTraitCor_R: Correlation coefficient of each gene
with experimental conditions and with each lipid species; 3) - 4) Gene
ontology enrichment analyses of the two groups labelled by their
respective group names; 5) - 8) Gene associate network analysis of
these two groups of genes including notes and edges.

SUPPLEMENTARY FILE S5
Description with supporting figures of the two schools of network nodes
represented by phosphatidylglycerol lipids, PG(34:4) for School A,
PG(34:3) and PG(36:6) for School B.

SUPPLEMENTARY FILE S6
Details of the two schools of network nodes presented in
Supplementary File S5. This file contains 10 tabs: 1) School_A
[PG(34_4)]_nodes: PG(34:4) and 371 genes in its immediate
neighbourhood, their respective association degree in the entire
network and in this subnetwork, and overall association strength; 2)
PG(34_4)_edges: connection edges of this subnet; 3) PG(34_4)
_GO: Gene ontology enrichment analysis (GOEA) of the 371 genes; 4)
School_B_nodes: PG(34:3), PG(36:6) and 105 genes in their
immediate neighbourhood, their respective association degree in
the entire network and in respective subnetwork; 5) - 10) the nodes,
edges and GOEA of the genes in PG(34:3) and PG(36:6) subnets.

SUPPLEMENTARY FILE S7
The network property of the 214 genes in the immediate neighbourhood
of three homoeologs of the VRN1 gene (VRN-A1, VRN-B1, VRN-D1). This
file contains three tabs: 1) The eight VRN genes; 2) the 217 nodes, 3) the
19570 edges.

SUPPLEMENTARY FILE S8
Gene-GOassociations used for gene ontology enrichment analysis in this
study. These associations were assemble from EnselblPlants release 51.
The gene ID of IWGSC Refseq v1.2 was converted to IWGSC RefSeq v2.1
based on the ID mapping provided by Zhu et al., (2021).

SUPPLEMENTARY FILE S1
The third principal component (PC3) separates winter-habit genotypes
from the spring-habit ones in each pair of the NILs when treated with
cold. (A) PC3 vs. PC1, (B) PC3 vs. PC2.

SUPPLEMENTARY FILE S2
Frequency distribution of DEGs presented by DEFE patterns of the two
pairs of NILs between winter-habit and spring-habit genotypes. (A) C
series: cold-treated samples; (B) K series: control samples.

SUPPLEMENTARY FILE S3
Contrast in network association strength: (A) winter-habit genes were
generally well associated within the group; (B) less than half of the
spring-habit genes were loosely associated another gene in the group.

SUPPLEMENTARY FILE S4
Contrast between cold hardy and anti-hardy genes in network
association perspective: (A) cold hardy genes were generally well
associated within the group, the four WHGs and PG(34:3) and PG(36:6)
are highlighted; (B) only 1/3 of the anti-hardy genes were loosely
associated with another gene.

SUPPLEMENTARY TABLE S1
Range of PC scores of the genes up- or down-regulated specifically to
winter-habit or spring-habit genotypes.
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Glossary

ABA abscisic acid

AS association strength

CBF C-repeat binding factor

COR cold regulated gene

COR413-TM1 COLD REGULATED 314 THYLAKOID

MEMBRANE 1

DEFE Differential Expression Feature Extraction

DEG differentially expressed gene

DGDG digalactosyldiacylglycerol

DREB1 dehydration-responsive element-binding protein 1

FC fold change

FLC FLOWERING LOCUS C

GDSL amino acid sequence motif consisting of Gly, Asp, Ser, and

Leu around the active site Ser

GO Gene Ontology

IWGSC International Wheat Genome Sequencing Consortium

M Manitou

MGDG monogalactosyldiacylglycerol

MYB myeloblastosis domain containing transcription factor

N Norstar

NAM no apical meristem

NIL near-isogenic line

PC principal componentphosphatidylcholine

PC principal componentphosphatidylcholine

PCA principal component analysis

PE phosphatidylethanolamine

PG Phosphatidylglycerol

PI phosphatidylinositols

PPT palmitoyl-protein thioesterase

ROS reactive oxygen species

SA salicylic acid

SHG spring-habit gene

SN spring Norstar

TF transcription factor

TOM topology overlap matrix

VRN vernalization gene

WGCNA weighted gene correlation network analysis

WHG winter-habit gene

WM winter Manitou
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From the reference human
genome to human pangenome:
Premise, promise and challenge
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The Reference HumanGenome remains the singlemost important resource for

mapping genetic variations and assessing their impact. However, it is

monophasic, incomplete and not representative of the variation that exists in

the population. Given the extent of ethno-geographic diversity and the

consequent diversity in clinical manifestations of these variations, population

specific references were developed overtime. The dramatically plummeting

cost of sequencing whole genomes and the advent of third generation long

range sequencers allowing accurate, error free, telomere-to-telomere

assemblies of human genomes present us with a unique and unprecedented

opportunity to develop a more composite standard reference consisting of a

collection of multiple genomes that capture the maximal variation existing in

the population, with the deepest annotation possible, enabling a realistic,

reliable and actionable estimation of clinical significance of specific

variations. The Human Pangenome Project thus is a logical next step

promising a more accurate and global representation of genomic variations.

The pangenome effort must be reciprocally complemented with precise variant

discovery tools and exhaustive annotation to ensure unambiguous clinical

assessment of the variant in ethno-geographical context. Here we discuss a

broad roadmap, the challenges and way forward in developing a universal

pangenome reference including data visualization techniques and integration

of prior knowledge base in the new graph based architecture and tools to

submit, compare, query, annotate and retrieve relevant information from the

pangenomes. The biggest challenge, however, will be the ethical, legal and

social implications and the training of human resource to the new reference

paradigm.

KEYWORDS

human pangenome, reference human genome, graph based methods, variant
discovery, precision medicine
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1 Introduction

On 12 February 2001, The Human Genome Project

Consortium announced the release of the first draft of the

Reference Human Genome and the sequence was released

into the public domain. Parallelly, Celera Genomics, a private

initiative, also announced the release of the Alternate Human

Genome assembly (Lander et al., 2001) (Venter et al., 2001).

Considered as the “giant leap” in Biotechnology, this was an

event no less celebrated than the landing of man on the moon,

and divided modern Biotechnology into pre and post human

genome era. This also marked the beginning of the Omics era -

the study of something in totality and not in parts (Kiechle,

Zhang, and Holland-Staley 2004). The Reference Human

Genome remains the single most important resource for

mapping human genetic variations and assessing their clinical

impact. However, it was immediately realized that if we were to

tap the full potential of the sequence information in terms of

understanding genotype-phenotype correlation, mapping disease

causing variations, in pharmacogenomics and in personalized

medicine, a large number of individuals need to be sequenced in

quick time and at an astronomically lower cost. The prohibitively

high cost and time of sequencing genomes in 2001 lead

researchers to explore alternate scale up technologies to

Sanger Sequencing, so as to bring down the cost of

sequencing to an affordable one thousand dollars.

Technological advances in sequencing techniques, as also in

information technology including high performance

computing and development of novel algorithms lead to

Second Generation short read sequencers. Given the short

read lengths (100–400 bases depending on the sequencing

platform) generated by the Second generation sequencers,

accurate de novo assembly of the fragmented parts in large,

complex and repeat rich genomes such as the human genome

was improbable and a reference based assembly approach

whereby the short reads were aligned and mapped on to the

reference human genome was followed. Third generation long

read sequencing techniques are now gaining attention as these, in

combination with short read sequencers, allow almost error less

de novo assembly of complex repeat rich genomes (Hu et al.,

2021). As compared to three billion dollars and 10 years in 2001,

a good quality, high coverage and accurate haplotype phased

telomere-to-telomere assembly of the human genome can be

obtained at about a 1000 dollars and in half a day today. Thus,

technological advancements in data generation as well as analysis

provide us with an opportune moment to gain further insights in

human genetics and disease association.

In this article, we critically examine the limitations of the

reference human genome and the need to redefine the reference

per se - the human pangenome–a composite of multiple,

haplotype resolved telomere-to-telomere assemblies. We assess

the progress made in sequencing technologies since the release of

the first draft of the reference human genome, which nowmake it

possible to conceive the pan genome reference. We conclude with

a discussion on the promises and challenges as we take definitive

steps towards redefining the reference for human genetic studies.

1.1 The reference human genome and
genomic variations

The working draft of the reference human genome was

released in 2001 and the finished euchromatic genome was

released in 2004 (International Human Genome Sequencing

Consortium 2004) and has been revised several times since

then. The current assembly GRCh38. p13/hg38 was released

in December 2013. The reference human genome represents a

linear coordinate system or grid facilitating the mapping and

assembly of reads obtained from other sequencing experiments

and serves as a standard for identifying the variations therein. It is

the most extensively used resource for human medical genetics

and genomics applications. Comparison of a human genome

with the reference human genome allows identification of

genomic variations which may associate with the observed

phenotypes. Genomic variations have been studied extensively

to understand their role in Mendelian and non-Mendelian

disease association, diagnostics, prognostics, pharmacogenetics

and pharmacogenomics. These genomic variations include the

most commonly occurring–single nucleotide substitutions or

Single Nucleotide Variations - SNVs, small (<50 base pairs)

insertions/deletions, known as INDELS, large structural

variations including large INDELS, segmental duplications -

duplications of 1 kb or more, differences in copy numbers in

tandem repeats, the presence/absence of transposon or mobile

element insertions as well as large scale genomic rearrangements

like translocations, inversions etc (Eichler 2019). A genomic

variant occurring at a frequency of more than 1% in the

population is referred to as polymorphic. Single Nucleotide

Variation or Single Nucleotide Polymorphism is the most

common type of variation found in the human genome. A

typical genome differs from the reference human genome at

4.1 million to 5.0 million sites, suggesting that apart from the raw

sequence data, one also needs to cater for 4.5 million variant sites

if the comparison was done to reference human genome (Auton

et al., 2015).

However, the reference human genome, which is used as the

standard to elucidate the variations, is neither complete nor does

it represent an exhaustive catalog of variations that may exist in

the population. It represents a linear composite of merged

haplotypes coming from predominantly European ancestry,

with a single individual, of more than 20, contributing more

than 70% of the reads used for the assembly (Ballouz, Dobin, and

Gillis 2019). The reference human genome thus underrepresents

and underestimates the full extent of variation that may exist in

the population. In addition, due to limitations of read length

offered by Sanger Sequencing technique, it is also not complete
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with gaps in centromeric, telomeric and other repeat rich regions.

More than 50% of the gaps in the genome relate to complex

Segmental Duplications. It is estimated that the use of short reads

and reference based assembly may have resulted in non-

reporting of more than 70% of the structural variations

(Vollger et al., 2022). This results in a reference bias as well as

an ascertainment bias confounding variant discovery, gene-

disease association studies and inaccuracies in genetic analysis.

The reference human genome is not ideally suited to serve as the

“reference” (Chen et al., 2021).

2 Additional efforts to catalog and
annotate human genomic variations

A need for exhaustive functional annotation of the genome

was reflected in the ENCODE project (Dunham et al., 2012). A

deeper cataloging of the variation that exists in the population

was the motivation behind HapMap (Altshuler, Donnelly, and

The International HapMap Consortium 2005), the 1000 genomes

project and the 100000 genomes project besides others. The

1000 genomes Project reconstructed the genomes of

2,504 individuals from 26 populations using a combination of

omics technologies including whole-genome sequencing at low

coverage (average depth 7.4X), sequencing of the exome at high

coverage (average depth 65.7X), and dense microarray

genotyping and reported 84.7 million single nucleotide

polymorphisms (SNPs), 3.6 million short insertions/deletions

(indels), and 60,000 structural variants, all phased onto high-

quality haplotypes. The structural variations catalogue comprises

of 42,279 biallelic deletions, 6,025 biallelic duplications,

2,929 mCNVs (multi allelic copy-number variants),

786 inversions, 168 nuclear mitochondrial insertions

(NUMTs), and 16,631 mobile element insertions (Auton et al.,

2015).

With a decade of advancement in sequencing technologies

that led to sequencing of a large number of genomes, the

objective of the sequencing approach towards genetic

screening or predisposition was further extended to target

precision medicine. This extended vision demanded discovery

and detailed annotation of disease associated variants including

the rare variants, ushering in the era of population specific

reference genomes. As more and more geographical regions

sequenced indigenous populations, it became evident that the

under-representation of the non-European samples in human

genetic studies was limiting in capturing diversity of genomic

datasets which significantly impact the clinical relevance of

pathogenic variants identified in European samples to other

datasets (Popejoy and Fullerton 2016). It was therefore

realized that population specific reference genomes and

Genome Wide Association Studies (GWAS) across diverse

populations are required to capture the human genetic

diversity which was otherwise missing and are critical to

understanding disease biology. These efforts are also critical to

annotate variants of unknown significance which were reported

in large cohort studies but could not be discovered in

underrepresented populations as well as in identifying false

positive associations. Moving away from the persistent bias,

several initiatives like the GenomeAsia100K project (Wall

et al., 2019), H3Africa (Mulder et al., 2018), All of

United States, IndiGenomes (Jain et al., 2021), etc were

initiated to capture genetic variation, explore population

structure, identify disease associations and map founder

effects in diverse populations across the world. These projects

also contributed to discovery of rare disease associated variants.

A large number of such initiatives spawned overtime, making it

imperative to aggregate these datasets for better understanding of

population frequencies of variants, discover novel rare variants,

identify novel disease associated genes and variants and prioritize

the variants across different population groups. In this context,

the Genome Aggregation Database (gnomAD) is the largest

collection of harmonized population variation dataset

(195,000 individuals as of now) (Gudmundsson et al., 2022).

Based on the current version (v3) of gnomAD it is observed that

on an average a single human exome carries 27 ± 13 novel unique

coding variants. More importantly, the average of such unique

novel variants vary across different population groups currently

present in gnomAD with South Asians reported to have 38 ±

14 novel unique variants. It is proposed that this number is

expected to be higher in population groups that are currently not

well represented in gnomAD. Other large databases include

NHLBI’s TOPMed-BRAVO (Taliun et al., 2021) and

DiscovEHR datasets (Wall et al., 2019). Furthermore, it has

been shown that size of the datasets ancestral diversity

increases the chances of discovery of rare variant. In this

context, it is strongly recommended that the pathogenic status

of already annotated pathogenic variants in databases like

ClinVar (Landrum et al., 2018) needs to be revisited. A

timeline of major milestones in the last 20 years of human

genomics is illustrated in Figure 1 and an overview of

approaches for biomedical applications of human genome

studies is depicted in Figure 2.

3 Advancement in sequencing
techniques - The three generation of
sequencers

One of the primary drivers in the massive increase in

sequence data and generation of diploid, phased, high

coverage accurate assemblies and complete genomes, the

primary prerequisites for generating the pangenome reference,

is the evolution of sequencing technologies. Sanger Sequencing

Technique was the only automated sequencing technique

available at the time when the Human Genome Project was

conceived in late 1980s. Considering its limited parallelization
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and intermediate read length of ~900 bases, and the size and

complexity of the human genome (more than 50% repeat

content), the Hierarchical shotgun sequencing strategy was

devised by the Human Genome Project to ensure a reasonably

accurate assembly (Lander et al., 2001). The success of Sanger

technique in sequencing the human genome also proved to be its

FIGURE 1
Timeline of major milestones in the last twenty years of human genomics. Created with BioRender.com.

FIGURE 2
Overview of approaches for biomedical applications of human genome studies. Adapted from “The Clinical Applications of Translational
Bioinformatics”, by BioRender.com (2022). Retrieved from https://app.biorender.com/biorender-templates.
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Waterloo as it exposed the limitations–three billion dollars and

10 years to generate the reference human genome. The quest for

sequencing techniques that could sequence a human genome in

less than a thousand dollars led to several novel approaches

broadly classified as Second and Third Generation Sequencing

techniques. The second generation sequencing techniques had

shorter read lengths (~100 bases) than Sanger Sequencing but

this was compensated by their massively parallel sequencing

capabilities resulting in high throughput and high coverage

quality data. However, the short reads posed an assembly

challenge necessitating the use of a reference genome for

alignment and mapping of short reads to assemble them into

full genomes (Alkan, Sajjadian, and Eichler 2011). The third

generation sequencing techniques largely consist of long read

sequencers with an average read length >10 kb and facilitate de

novo assembly of genomes. More significantly, they also enable

mapping of some of the most intractable extensively repeat rich

regions of the genome, not sequenced before, thus allowing for

filling of the gaps and telomere to telomere assembly. Another

advantage of the third generation sequencing techniques is that,

as opposed to both first and second generation sequencing, where

a complex bisulphite treatment step was involved, they allow a

direct readout of the epigenetic state of nucleotides

(Amarasinghe et al., 2020).

A shift from short read sequencers to long read sequencers

which facilitates a more accurate, and complete and unbiased de

novo assembly of genomes, including the intractable repeat rich

regions as well as regions with high GC content is imminent

(Pollard et al., 2018). With the recent release of the first telomere

to telomere assembly of the human genome, T2T-CHM 13v2.0,

adding nearly 200 million base pairs of novel DNA sequences,

including 99 genes likely to encode for proteins and nearly

2,000 candidate genes that need further investigation (Nurk

et al., 2022), an update of existing knowledge bases and

resources and re-evaluation of prior comparisons has become

imperative. This is a humongous task given the size and

heterogeneity of genomic data. As more such complete

genomes become available, a near complete catalogue of

genomic variations and their functional impact may be

unraveled, necessitating a multiple reference comparison.

4 The human pangenome

The plummeting costs of whole genome sequencing and the

potential of long read sequencers to deliver complete, accurate,

phased diploid assemblies with epigenomic status provides us

with the most opportune moment to conceive a more

informative, sophisticated complete reference human

genome–the human pangenome - a collective whole genome

sequence of multiple individuals capturing the maximum

possible diversity that exists in the population. Towards this,

the Human Pangenome Reference Consortium (HPRC) aims to

create a graph based telomere to telomere representation of the

global genomic diversity, to replace the current monophasic,

incomplete reference human genome (Wang et al., 2022). To

ensure that the pangenome is a true global representation of

variations that exist in the human population, one of the goals of

the HPRC is to identify individuals from diverse ethnic and

biogeographical backgrounds and generate at least 350 reference

quality telomere to telomere haplotype phased human diploid

genomes - i.e. 700 haplotypes using long range sequencing

techniques, trio binning and the use of haplotype aware

algorithms. Initially, for high quality long read sequencing, the

FIGURE 3
Pangenome applications and pipelines with brief description. Created with BioRender.com.
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HPRC has selected the individual cell lines in the 1000 genomes

project which already offers a deep catalog of human variation

from 26 populations (Auton et al., 2015). In disease context, the

comparisonmay have to be done to several normal genomes so as

to zoom into the variations responsible for the disease phenotype

and subtract the silent ones. Pilot studies from China and Africa

underline the importance of Pangenome studies in elucidating

novel sequence and novel variations in the human genome.

The Chinese Pan Genome project used 486 deep-sequenced

Han Chinese genomes and reports 276 Mbp of novel DNA

sequences not reported in the reference human genome. The

novel sequences belong to one of the two subcategories -

individual-specific and shared common sequences. The

common sequences, when used along with the reference

human genome, improved the accuracy of mapping and

variant calling (Li et al., 2021).

The African Pangenome Project used a deeply sequenced

dataset of 910 individuals of African descent, to identify unique

set DNA sequences present in the African population but not

represented in the reference human genome. Unmapped reads to

the human genome were assembled into contigs and re-

examined (all-to-all comparisons), to derive unique sequences

in the African population, not represented in the reference

human genome. This dataset consists of 296,485,284 bp in

125,715 distinct contigs indicating that the African

PanGenome is 10% larger than the reference human genome.

The functional consequences of this extra sequence is under

investigation. 387 of these novel contigs are found in 315 distinct

protein coding genes (Sherman et al., 2019).

Recently, The Human Pangenome Reference Consortium

(HPRC) published a first draft human pangenome reference. of

47 phased, diploid assemblies of genetically diverse individuals in

bioRxiv. Covering more than 99% of the genome length, with an

accuracy of more than 99%, the pangenome reports novel alleles

at structurally complex loci, adds 119 million base pairs of

euchromatic polymorphic sequence and 1,529 gene

duplications relative to the existing reference, GRCh38. An

additional 90 million base account for the structural variation

(Liao et al., 2022).

4.1 Challenges in handling and evaluating
large genomic datasets

Genome sequence data is poised to overtake the cumulative

data on social media by 2025. The total number of individuals

whose genome would be sequenced by then would be anywhere

between 100 million to two billion. The data-storage demands for

this alone could run to as much as 2–40 exabytes because the

number of data that must be stored for a single genome is

30 times larger than the size of the genome itself. While the

per-base cost of sequencing is dropping by about half every

5 months, the price of data storage falls by half every 14 months.

Thus, it is evident that our capacity to generate data is going to far

exceed our capacity to store and analyze this data indicating an

imminent data management problem. Dealing with this data

deluge in terms of storage, retrieval, analysis and exchange

therefore indispensably requires novel, interoperable and

scalable platforms (Stephens et al., 2015).

4.1.1 Genome variation discovery, annotation
and representation

Variant discovery has largely relied on pairwise alignment

with the reference human genome. However, as has already been

mentioned, the reference human genome fails to capture the full

array of variations in human population due to sampling errors

and sequencing technology limitations of the times. Over the last

2 decade, there has been a tremendous increase in whole genome

sequencing projects via Next Generation Sequencing

technologies which has led to standardization of methods for

variant discovery and generation of an equally vast array of

genomic variants (DePristo et al., 2011). The methods of variant

discovery are now evolving from reference based read alignment

to graph based methods for capturing the complete diversity in

human pangenome (Paten et al., 2017). Whole genome multiple

assembly alignments with graph based dense representation of

variations in the pangenome will facilitate a comprehensive and

exhaustive detection of variations. Annotation of genes and other

genomic features like regulatory elements including promoter,

CpG elements, enhancers, boundary elements and repeats etc.

will have to be overlaid on the pangenome. It is proposed that the

pangenome will have both NCBI RefSeq and EMBL-EBI’s

Ensembl/Gencode gene set. In addition, other transcriptomics

data will be mapped to individual haplotypes to improve the

current annotation and identify novel genes. To understand how

genomic variations influence genome function and the

phenotype (genotype-phenotype correlation) experimental

data from RNASeq, MethylC and ATACSeq experiments from

major projects like Roadmap Epigenomics, ENCODE,

4DNucleome, IGVF etc (Wang et al., 2022) will also be

integrated.

A whole new suite of user-friendly tools and analysis

pipelines compatible with graph based architecture of the

pangenome and maintaining organic continuity with the

reference human genome will have to be developed for

submission, alignment, visualization, analysis, format

conversion, annotation and variant detection and sharing and

retrieval of data. Some of these tools and pipelines already exist

and will be improved overtime. These include graph building

tools like minigraph (Li, Feng, and Chu 2020), graph aligners like

deBGA (Liu et al., 2016), BGREAT (Limasset et al., 2016),

HISTA2 (Kim et al., 2019) etc, tools for graph visualization

including Bandage (Wick et al., 2015), AGB (Mikheenko, 2019)

etc. and variant detection tools like PanGenie (Ebler et al., 2022),

BayesTyper (Sibbesen et al., 2018), Paragraph (Chen et al., 2019),

etc (listed in Table 1 and illustrated in Figure 3).
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TABLE 1 List of pangenome applications and pipelines with brief description.

Tools Description & variant
identify

Year

FreeBayes Garrison and Marth (2012) Identifies small variations - SNPs, MNPs, and INDELs (<50 bases). Uses the BAM files and reference
genome as input. Detects haplotypes using Bayesian statistics

2012

Bubbleparse Leggett et al. (2013) Uses Next Generation Sequencing (NGS) data to detect SNPs, without using the reference sequence 2013

Platypus Rimmer et al. (2014) Detects small variations. Candidate variants are computed from read alignments, local de novo
assembly, followed by local realignment and probabilistic haplotype estimation

2014

Bandage Wick et al. (2015) Graph visualizer, the user can customize the graph by moving nodes, adding labels, altering colours,
and extracting sequences while zooming in on particular regions of the graph. Does not support
scaffold graphs

2015

deBGA Liu et al. (2016) A graph-based aligner using the seed and extension approach. It organizes and indexes one or more
reference genomes using de Bruijn graph (RdBG), and then aligns high-throughput sequencing
(HTS) reads to those genomes

2016

BGREAT Limasset et al. (2016) Assembly tool, uses a heuristic technique to map reads onto the branching path of de Bruijn
graph (DBG)

2016

Graphtyper Eggertsson, (2017) Used for identifying and genotype variations. Takes the reference genome as well as a list of known
sequence variants in variant-call format (VCF) format as input, to construct a variant-aware
pangenome graph. The seed-and-extend approach is then implemented to the read alignment

2017

BayesTyper Sibbesen, Maretty, and Krogh (2018) A k-mer approach method that uses reference genome, sequence reads as well as the variant database
of the candidate as input and constructs the variation graph. It genotypes all categories of variations
(SNPs, indels and complex structural variants)

2018

BrownieAligner Heydari et al. (2018) Alignment tool, uses seed and extend strategy to align short reads from Illumina to De Bruijn graph.
Using high order Markov-model, it also resolves repeats in the graph

2018

GraphTyper2 Eggertsson et al. (2019) Large Scale (tens of thousands of whole-genomes) identification of structural variants and small
variants using pangenome graphs

2019

Paragraph Chen et al. (2019) It is the graph-based genotyper that uses sequence graph for modeling structural variants (SVs) using
short read sequence data

2019

HISAT2 Kim et al. (2019) Quick and accurate algorithm used to align NGS data - DNA/RNA, to multiple human genomes and
reference genome. It uses collection of small Graph FM (GFM) indexes that represent genome and
with several alignment approaches, provides rapid alignment of reads

2019

GfaViz Gonnella, Niehus, and Kurtz (2019) Visualization of sequence graph in graphical fragment assembly (GFA) format. Both command line
and graphical user interface

2019

SGTK Kunyavskaya and Prjibelski (2019) Enables the building and visualising the scaffold graphs using sequencing data 2019

Assembly Graph Browser Mikheenko (2019) Visualization tool for large and complex assembly graph. Also helps in analysis of repeats and
construction of assembly graph

2019

Sequence tube Map Beyer et al. (2019) Visualization tool of genome graphs and displays variant information in tube format 2019

MoMI-G Yokoyama et al. (2019) Web based visualization tool for genome graphs, identifies structural variants and hence useful for
long reads analysis

2019

vgtoolkit Hickey et al. (2020) It is used for SV genotyping by building variation graphs using either variant catalogs in the VCF
format or assembly alignments

2020

GraphAligner Rautiainen and Marschall (2020) Alignment tool for long reads. It supports both the GFA and variation graph (vg) formats and can
operate with a variety of graphs, including those with overlapping and non-overlapping node
sequences

2020

SPAligner Dvorkina et al. (2020) It is multipurpose tool. It aligns nucleotide and protein sequence to assembly graph and effectively
align reads from third generation sequencing

2020

CHOP Mokveld et al. (2020) Indexing tool for population-graph that uses haplotype-level data to limit path indexing without
requiring any pruning or heuristic filtering stages. This constrain eliminates the requirement to assess
all k-paths

2020

Minigraph Li, Feng, and Chu (2020) A sequence-to-graph mapper, that constructs the pangenome graphs using haplotype data and a
minimap2 -like algorithm which is based on the seed-chain-align procedure

2020

GenomeMapper https://1001genomes.org/software/
genomemapper.html

Short read mapper which align short reads either to reference genome or multiple genomes 2021

Pangenie Ebler et al. (2022) It infers the genotype of the sample by taking a pangenome graph and short-read sequencing data as
input and integrates the information with k-mer count using hidden Markov model (HMM). It
enables the variants analysis of SNPs, INDELs, and SVs

2022

pggb https://github.com/pangenome/pggb Toolkit to build the pangenome graph via the integration of various packages. Wfmash is used for
pairwise sequence alignment, sequish is used for graph induction, and smoothxg and gfaffix are used

2022

(Continued on following page)
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Assessing the clinical impact of genomic variations in the

context of disease association is the ultimate goal of human

genetic studies. Several annotation features like allele frequency,

tissue or cell type specificity, phenotype association,

heterozygosity, functional impact, etc are important to

understand the context-dependent significance of genomic

variations. Towards this, platforms like VannoPortal (Huang

et al., 2022), CausalDB (Wang et al., 2020), DisGenNet (Piñero

et al., 2017), PhenGenVar (Shin et al., 2022), etc have been

developed. Data from these and other platforms can be utilized

by disease-gene network resources like HumanNet v3 for

exploring mechanistic insights (Kim et al., 2022). The true

potential of these platforms lies in the fact that these variants

can be compared across several individuals in a variety of

different phenotypes. However, given the complexity of size

and data representation methods, it becomes a daunting task

to perform these analyses at scale and demand novel methods of

data representation towards scalable data analysis.

A few groups have made attempts to develop novel data

representation techniques in the form of fingerprints so as to

simplify the task of comparison both from a computational as

well as biological perspective. These tools include Fingerprinting

Ontology of Genomic variation (FROG) (Abinaya, Narang, and

Bhardwaj 2015), Ultrafast method (Glusman et al., 2017), Bitome

(Lamoureux et al., 2020), VarNote (Huang et al., 2020), etc. To

the best of our knowledge, FROG is the first method published in

this direction and utilizes an ontology-based approach for

representing genomic variation. FROG not only represents

variation but also provides a comprehensive assessment of the

impact of the variation at the levels of chromosome, DNA, RNA,

protein or their interactions. Moreover, FROG ontologies are not

dependent on genome data size, organism or on the diversity of

ways in which impact of SNPs are reported. It also represents

data in binary format to generate genome variation fingerprints

for efficient computation, data compression and reducing

dimensionality for comparison of the same across several

individuals or populations. The Ultrafast method considers

the position of the reference and the alternate alleles in an

individual and applies a method of locality sensitive hashing

for representation of genomic variants with the primary objective

of landscaping population structure and not with the objective of

variation interpretation. In fact, the method does not allow the

variants to be traced back, making it a genome representation

method suitable for managing datasets where privacy is a matter

of concern. However, given the lack of variant interpretation

aspects, this method is not suitable for data representation for

genotype-phenotype correlations. Bitome, a method primarily

developed to study prokaryotic genomes, represents genomic

features at the level of base pairs and is shown to provide an

overall profile of genomic features distributed across the

genomes. One of the most recent methods, VarNote, performs

rapid annotation of genome-scale variants and has been shown to

prioritize causal regulatory variants for common diseases. This

method utilizes parallel random-sweep searching algorithm and

a novel indexing system for the same. However, all these methods

are yet to be customized and developed to capture the complexity

of the human pangenome and represent the impact of genome-

wide variation in disease association studies.

5 Discussion

The current reference human genome assembly serves as a

linear, coordinate system for sequence comparisons. While this is

useful, differences from the reference are difficult to observe and,

except for SNPs, confounding to describe by virtue of being

exclusively present or absent in the reference.

Pangenomic methods allow all-to-all comparisons of

multiple genomes and derive relations to each-other in the

form of a pangenome graph. In this graph, sequences and

variations therein are merged into a single coherent data

structure. While still undergoing improvisations, broad

parameters of sequence graph model, and the input and

output data formats are reasonably well defined. Graphical

Pangenome are usually represented in Graphical Fragment

Assembly format (GFA). Graph Nodes are stored in sequence

records (S), edges represented as link (L) records, and embedded

sequences in path records. Mappings to GFA can be encoded in

GAM (Graph Alignment Map format) or text based Graph

Alignment Format (GAF).

Several Pangenome Graph tools for alignment, graph

construction and genotyping of small (less than

50 bases–SNP, MNP and small INDELS), medium and large

variations (structural variations- >1kb, inversions, balanced

TABLE 1 (Continued) List of pangenome applications and pipelines with brief description.

Tools Description & variant
identify

Year

for normalization of graph. Visualization can be done using Optimized Dynamic Genome/Graph
Implementation (ODGI)

ODGI Guarracino et al. (2022) Toolkit that helps in the understanding of pangenome graphs. Provides tools for identifying complex
regions within pan-genomic loci, and analyzing, manipulating, and visualizing the pangenome graph
at the gigabase scale

2022
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translocations, repeat polymorphisms etc) are already available

and improvements and improvisations in terms of sensitivity,

speed, space and memory utilization with emphasis on scaleup

are ongoing. Some of these tools include the Pan Genome Graph

Builder (pggb)–a pan genome Graph construction pipeline to

create a pangenome graph of multiple genome sequences

(https://github.com/pangenome/pggb), the variation graph

toolkit -vg, a collection of computational methods for efficient

mapping of reads on variation graphs using generalized

compressed suffix arrays (Hickey et al., 2020). Assembly and

graph visualization tools are also available - these include MoMI-

G or Modular Multi-scale Integrated Genome graph browser

(Yokoyama et al., 2019), GraphAligner (Rautiainen and

Marschall 2020), Pantograph (Chen et al., 2019) and GfaViz

(Gonnella, Niehus, and Kurtz 2019), Sequence Tube Map (Beyer

et al., 2019), Bandage (Wick et al., 2015) etc. To ensure quality

control, Pan Genome Graph Evaluator selects the best

pangenome graph construction (https://github.com/

pangenome/pgge). The compression of graph data can be

achieved through GWBT which is based on Burrows-Wheeler

Transform (https://github.com/jltsiren/gbwt).

5.1 Technical challenges

As discussed, a decent start and steady progress has been

made with respect to generation, visualization and analysis of

Pangenome data and is reflected in multiple aligners, graph

generation, indexing and visualization tools (Table 1;

Figure 3). Nevertheless, scale up remains the biggest challenge,

and as more personal genomes data becomes available, the size of

the beginning dataset -thousands of gigabse-scale genomes, is

only going to grow exponentially demanding further time,

memory and space efficient analysis algorithms and data

representation formats.

These methods should not only cater to the linear reference

genome, which has been at the core of reporting genomic variations,

but also to the emerging datasets from the Human Pangenome

studies. It is also important to mention here that standard ontologies

are imperative for data interoperability and comparative genomics at

scale and therefore the platforms thus developed should have built-in

features for the same. Variation barcoding methods are

recommended to represent genomic signatures both in the coding

and the repeats regions of the genome. These barcodes may facilitate

efficient comparison of genome-wide differences in the personal

genomes (and also to human pangenome) making them more

amenable for downstream analysis. The genomic signatures can

be represented at various levels including the number of sites with

specific signature, their location, functional annotation and

distribution. It is imperative that genome-wide data is viewed at

multiple-scales for better comprehension. Towards this, it is

proposed that the data generated and analysed in the process may

be coded as binary fingerprints, which not only needs less storage

space but alsomakes the retrieval, analysis and sharingmore scalable.

Such platforms should also have features to annotate various genic

signatures, identification of pathogenic variants and several repeat-

associated genomic rearrangement signatures including but not

limited to target site duplications, 3′ and 5′ flank transductions,

insertion-mediated deletion, recombination mediated deletions, etc.

(Singh and Mishra 2010). Towards this end, we propose a Personal

Genomics Signature Platform (PGSP) - a standard ontology based

platform to organize and classify the variation data and develop a

universally applicable memory efficient language independent binary

fingerprint for all variations that exist in the human genome. The

Binary code allotted to each variant with respect to reference human

pangenome is expected to facilitate easy classification, storage,

retrieval and comparison of such variations across platforms. It

will not only allow for data storage more efficiently but will also

facilitate data interoperability. The Personal Genomics Signature

Platform (PGSP) will allow for detailed annotation of the

variation. This platform will also facilitate identification of

genome-wide signatures among individual genomes. The

algorithms thus generated will be applicable for better

understanding of the role of genomic variations in inter-individual

differences towards disease predisposition and drug-responses. PGSP

should be developed as a universal, language independent, scalable

binary digits based ontology for understanding the complex

genotype-phenotype associations. The binary fingerprinting is

likely to facilitate creation of a modular Minimal Code with

Maximum Information (MCMI), shareable across different

platforms and languages.

5.2 Ethical, legal, and social implications

As the data set expands from the currently proposed set of

700 haplotypes (350 individuals), one of the major challenges

would be to ensure inclusivity. Linguistic, literacy, socio-

economic barriers, coupled with the feeling of distrust among

the racial-ethinc minorities and the aborigines restrict inclusivity

in such projects (Dodson and Williamson 1999), Informed

consent of participants requires that the participant be

adequately educated about the project and its implications,

which is a challenge in itself. Data privacy and protection in

the era of open science only add to the ethical and legal

complexity–the subjects need to be made consciously aware of

how practices such as open science, data sharing and

maintenance of electronic health records may impact their

data and pose risks to privacy (Couzin-Frankel 2010). Lastly,

the extent of information to be released to the subject, post the

analysis and annotation of genomic data constitutes another

layer of ethical dilemma. Legally, the subject is liable to complete

information, but the impact this complete information and its

interpretation can have on the subject’s personal mental health,

of the family and societal attitude towards the subjects provides

room for reasonable constraints.
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Fully aware of the challenges ahead, the HPRC is armed with

a team of ELSI scholars working at the interface of genomics,

biomedical ethics, law, social sciences, demography and

community engagement. The HPRC is mobilizing Indigenous

geneticists, leaders and community members for the outreach

programs to ensure development of an authentic and truly

representative global reference resource, guided by the FAIR

and CARE principles (Carroll et al., 2021)

The scientific challenge of ensuring a transition of a whole

generation of researchers from the conventional linear

coordinate system based on the reference human genome to a

graph-based system is daunting in itself and would demand

massive outreach programs via physical and online

workshops, development of SOPs and user-friendly GUIs.

6 Conclusion

To conclude, the first step towards a better understanding

and interpretation of new genome data is to replace the reference

human genome–a nonrepresentative, monolithic, monophasic,

incomplete standard by a human pangenome–a more accurate,

inclusive, representative and complete composite of high-quality

multiple telomere to telomere assemblies, maximally capturing

the variations that exist in the human population. This would

also entail novel representation methods, a new data structure - a

graph based architecture and downstream suite of tools to

submit, query, retrieve and analyze the pangenome efficiently

towards meaningful inferences in a time, memory and cost

efficient manner. Built-in interoperability of these platforms

must also be ensured so that data from one platform can

easily be imported and directly input to the next pipeline

facilitating comprehensive evaluation of the inter-individual

genomic variations and their functional and clinical

significance. As discussed, the biggest challenge, however, will

be the ethical, legal and social implications and the training of

human resource to the new reference paradigm.
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Assignment of gene function has been a crucial, laborious, and time-consuming

step in genomics. Due to a variety of sequencing platforms that generates

increasing amounts of data, manual annotation is no longer feasible. Thus, the

need for an integrated, automated pipeline allowing the use of experimental

data towards validation of in silico prediction of gene function is of utmost

relevance. Here, we present a computational workflow named AnnotaPipeline

that integrates distinct software and data types on a proteogenomic approach

to annotate and validate predicted features in genomic sequences. Based on

FASTA (i) nucleotide or (ii) protein sequences or (iii) structural annotation files

(GFF3), users can input FASTQ RNA-seq data, MS/MS data from mzXML or

similar formats, as the pipeline uses both transcriptomic and proteomic

information to corroborate annotations and validate gene prediction,

providing transcription and expression evidence for functional annotation.

Reannotation of the available Arabidopsis thaliana, Caenorhabditis elegans,

Candida albicans, Trypanosoma cruzi, and Trypanosoma rangeli genomes

was performed using the AnnotaPipeline, resulting in a higher proportion of

annotated proteins and a reduced proportion of hypothetical proteins when

compared to the annotations publicly available for these organisms.

AnnotaPipeline is a Unix-based pipeline developed using Python and is

available at: https://github.com/bioinformatics-ufsc/AnnotaPipeline.
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workflow, proteogenomics, genome annotation, functional annotation, hypothetical
proteins
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Introduction

Genome annotation involves a detailed description and

understanding of the genome structure and assignment of

biological functions to the genes (Stein, 2001). Structural

annotation thus characterizes the physical structure of coding

and non-coding regions on a given genome, resulting in a

physical map of the genes’ number and positioning. Along

determination of the structure and organization of the

protein-coding sequences (CDS) located within open reading

frames (ORF) of each gene, annotation also includes a

description of other genomic elements such as promoters and

enhancers (Korf, 2004; Danchin et al., 2018). Several

computational tools known as gene predictors, such as

AUGUSTUS (Stanke and Waack, 2003) and GeneMark

(Brůna, Lomsadze, and Borodovsky, 2020), have been widely

used to perform structural annotation (Yandell and Ence, 2012).

Functional annotation consists of assigning biological

information to genes, such as their involvement in biological

processes, molecular functions, presence of functional protein

domains, and subcellular localization, among others (Stein, 2001;

Yandell and Ence, 2012). The assignment of biological functions

to protein-coding genes is generally performed through

similarity analysis with databases containing previously

annotated protein sequences using sequence aligners such as

BLAST (Camacho et al., 2009) or DIAMOND (Buchfink, Reuter,

and Drost, 2021). The biological function of a predicted CDS is

therefore assumed to be the same as the protein in the database

that demonstrates the most significant similarity, leading to an

annotation transfer (Hegyi and Gerstein, 2001). Thus, the

accuracy of the annotated database is fundamental for genome

annotation, allowing the quality of downstream analyses based

on the transferred annotations. Especially with the use of high-

throughput sequencing during the past years, several public

genomic and proteomic databases from a variety of organisms

are nowadays available. However, the exponential growth of

datasets impairs the quality of a proper and detailed structural

and functional annotation of genomes. For that, the use of

curated databases such as SwissProt/UniProtKB (The UniProt

Consortium, 2021) and Ensembl (Flicek et al., 2014), or even

organism-specific databases, such as those contained in the

VEuPathDB (Amos et al., 2022), is highly recommended to

ensure high quality to the genome annotation.

Considering the growing datasets of genomic and proteomic

databases, and the specific genomic features across taxa,

combining different computational tools or pipelines to

automatically assess gene structural and functional annotation

has been widely used (Danchin et al., 2018). Composed of a set of

data processing methods connecting inputs and outputs in series,

automated pipelines can perform genome annotation by

sequence similarity (Hyatt et al., 2010; Steinbiss et al., 2016)

or functional annotation of proteins (Gotz et al., 2008; Vlasova

et al., 2021; Törönen and Holm, 2022). Nevertheless, only a few

genome annotation pipelines use expression experimental data

(RNA-Seq or MS/MS) to validate the in silico annotation (Ghali

et al., 2014; Sheynkman et al., 2014).

Large-scale genomic and transcriptomic studies based on

high-throughput sequencing platforms in the past decade have

provided increasing amounts of data (Kumar et al., 2016a), also

providing extensive gene expression profiles based on transcribed

RNAs (RNA-seq) sequencing. Moreover, extensive proteomic

data acquired from sensitive mass spectrometry (MS)

technologies are available from several databases (Vaudel

et al., 2016), such as PRIDE (Perez-Riverol et al., 2022),

MassIVE (Miao et al., 2012), and the ProteomeXchange

Consortium (Vizcaíno et al., 2014). Thus, using transcription

and expression evidence to annotate newly predicted CDS or

reannotate formerly analyzed genomes would reveal novel

biological aspects. The proteogenomic approach allows the

cross-validation of genomic, transcriptomic, and proteomic

data on both intra- and inter-specific analyzes (Nesvizhskii,

2014). However, this approach requires novel computational

methods and pipelines. Thus, integrating the classic

annotation analysis by sequence similarity with customizable

parameters and databases, combined with functional prediction

validated with RNA-seq and MS/MS data evidence, would

enhance genome annotation as an essential step toward

comprehending biological mechanisms.

In this study, we developed AnnotaPipeline, a proteogenomic

computational tool for automatic annotation of eukaryotic

genomes using support from high-throughput transcriptomic

and proteomic data, allowing validation of gene function and

expression.

Methods

AnnotaPipeline

Development and overview
The AnnotaPipeline overall scheme and processes are shown

in Figure 1. This pipeline was developed using Python and runs

on Unix-based systems, consisting of a series of tolls and in-

house scripts for data preparation, processing, and analysis.

Documentation related to installation instructions and scripts

to run AnnotaPipeline are available at https://github.com/

bioinformatics-ufsc/AnnotaPipeline.

Input and configuration files
AnnotaPipeline requires the input of at least one of the

following different FASTA files: 1) a nucleotide sequence file,

2) a protein sequence file, 3) a protein sequence file, and

structural annotation files in GFF3 format. If the first option

is selected, AnnotaPipeline will perform gene prediction on the

provided nucleotide sequence. Therefore, it is essential to use a

trained AUGUSTUS model for the gene prediction process
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before executing the pipeline. This execution will produce an

annotated GFF3, and CDS sequences will contain a complete

header. For the second option, gene prediction will be skipped,

and the final output file will contain only a simplified sequence

header. The third option is executed equally to the second option,

the pipeline will include annotations for each CDS from the

provided GFF file. Also, it is recommended that the submitted

GFF file is in GFF3 format, preferably from a previous

AUGUSTUS gene prediction.

Aside from the molecular data input, it is also required from

the user to access the YAML configuration file prior to running

the pipeline, where locations of both software and databases

required for the personalized analysis must be provided.

Similarly, if analyses with experimental data will be carried

out, it is also necessary to provide the locations of folders

containing RNA-seq and MS/MS data.

Users can define the number of processing threads that will

be used during the execution of the pipeline (default is set to

4 threads) and are required to define the cutoff parameters and

specific keywords to classify hypothetical proteins during the

similarity analysis process. This configuration step is facilitated if

the user installs AnnotaPipeline using Conda from the

environment file available at https://github.com/

bioinformatics-ufsc/AnnotaPipeline.

Annotation process
The annotation process starting with a genomic file input is

divided into three steps. Initially, gene prediction is performed by

AUGUSTUS (Stanke and Waack, 2003). Although

AnnotaPipeline is mainly focused on eukaryotic organisms,

the pipeline accepts input of further gene prediction training

models if absent in the AUGUSTUS standalone version. It is

recommended to use the WebAUGUSTUS platform to generate

custom training models (Hoff and Stanke, 2013).

Following gene prediction, the annotation process continues

into similarity analysis performed by the BLASTp algorithm

(Camacho et al., 2009) using (i) the SwissProt database, which

contains about 570,000 manually curated protein sequences from

a wide variety of organisms (The UniProt Consortium, 2021),

and (ii) a user-specified database such as TrEMBL/UniProtKB,

VEuPathDB and GenBank NR, or additional databases that must

be specified in the AnnotaPipeline.yaml configuration file.

Despite the used database, the pipeline contains parsing

scripts that automatically will transfer the protein annotation

FIGURE 1
Overview of AnnotaPipeline workflow, indicating the optional and the required inputs from the user, the internal processes, and the output
layers.
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for the predicted CDS on the output file. Proteins are then

classified into three groups: annotated proteins (known

function), hypothetical proteins, and no-hit proteins.

Annotated proteins are those with attributed annotation either

by the SwissProt or the user-specified database. In

AnnotaPipeline, hypothetical proteins are considered those

presenting similarities with proteins with no specific

annotation in the databases (unknown function) and that

contain filter keywords in their descriptions, such as

“fragment”, “hypothetical”, “partial”, “uncharacterized”,

“unknown”, and “unspecified”. These are the default keywords

used by the pipeline, but users can change these in the

AnnotaPipeline.yaml configuration file. Annotations in subject

proteins will be disregarded if at least one description contains

any of the provided keywords. No-hit proteins are proteins with

no available match, and therefore no annotation, in either

database used in the similarity analysis step. For downstream

analysis steps, the no-hit and the hypothetical proteins are

grouped by the pipeline. Furthermore, proteins revealing no

matches with databases and presenting no supporting

evidence from experimental data are considered true negative

proteins.

The third step consists of the functional annotation of

proteins, starting with analyzing both annotated and

hypothetical protein groups by InterProScan software (Jones

et al., 2014). Exclusively for the hypothetical protein/no-hit

group, further analysis using the hmmscan algorithm of the

HMMER suite (Finn, Clements, and Eddy, 2011) and the RPS-

BLAST (Camacho et al., 2009) are performed. The resulting

functional annotation is contained in a single output file where all

predicted proteins will be annotated and can be used as input for

the experimental validation analyses.

Experimental validation with
proteogenomic data

The AnnotaPipeline accepts the input of RNA-seq and

MS/MS data that will allow experimental validation of CDS

prediction and annotation. Upon activation of the

experimental analysis module, transcriptomic data will be

processed by Kallisto (Bray et al., 2016), which performs a

pseudo-alignment of RNA-seq reads to the annotated protein

file. The result will be refined based on a quantification of

aligned transcripts, which are accounted for transcripts per

million (TPM). Users may concatenate their transcriptomic

data into a single FASTQ file (for single-end RNA-seq) or two

FASTQ files (R1 and R2, for paired-end RNA-seq) to run

multiple experiments at once. For experimental validation

using proteomic data (MS/MS), users can provide a single

folder containing their MS/MS data files to run multiple

experiments simultaneously. The search for MS/MS-derived

peptides among the annotated proteins will be performed

using Comet (Eng, Jahan, and Hoopmann, 2013), following

the user-provided search parameters in comet.params

configuration file, generating the input for the Percolator

software (The et al., 2016). Then, the proteomic data will

be searched among the annotated proteins dataset and parsed

by the q-value threshold of the Percolator software.

Output files
The pipeline will create a log file and an output folder in

the AnnotaPipeline directory. The log file contains details of

script processing, software execution, and outputs of each

computational tool. Also, this log may contain any possible

warnings or errors relative to the software execution. Within

the output folder, the pipeline will create (i) two FASTA files

containing the annotated proteins and their respective

annotated CDS, (ii) a GFF file including a transcript

product field containing the final annotation for each CDS,

(iii) a TXT file containing the all CDS product ID and

annotated description, and (iv) a TSV file summarizing all

annotated CDS and information regarding transcription

(RNA-Seq) or expression (MS/MS) evidence. In addition to

these main output files, within each of the folders created by

AnnotaPipeline, other outputs can help the user manually

curate the annotations suggested by the pipeline

(Supplementary Table S1).

Comparative evaluation of AnnotaPipeline
performance

Performance tests were carried out using a computational

cluster equipped with 40 threads processor (3.2 GHz), 285 GB

RAM memory (DDR4, 2,400 MHz), and 5 TB storage space

(2.5 SATA HD, 7,200 RPM). Storage was mainly used for RNA-

seq and MS/MS data of the testing organisms. Despite the

availability of computing power, the number of processing

threads used for testing was set to 12 in the

AnnotaPipeline.yaml configuration file.

Molecular data from three different model organisms were

used to test AnnotaPipeline: Arabidopsis thaliana (strain

TAIR10), an essential model for plant biology and genetics;

Caenorhabditis elegans (strain WBcel235), an important model

for molecular and developmental biology; and Candida albicans

(strain SC5314), a fungal pathogenmodel. Genomic data for each

of these organisms were retrieved from GenBank under the

following accession numbers: GCA_000001735.2,

GCA_000002985.3, and GCA_000182965.3, respectively.

RNA-seq data for each of these organisms were obtained from

BioProject/NCBI under the following accession numbers:

PRJNA779571, PRJNA809747, and PRJNA750749 for A.

thaliana; PRJNA734346, PRJNA658149, and

PRJNA755869 for C. elegans; PRJNA714869, PRJNA496318,

PRJNA752883, and PRJNA744166 for C. albicans. MS/MS

data for each of these organisms were obtained from

ProteomeXchange, under the following accession numbers:
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PXD012708 and PXD010730 for A. thaliana; PXD025128 for C.

elegans; PXD005364 for C. albicans.

For the similarity analysis step, in addition to the SwissProt

database, a specific database of protein sequences was used for

each model organism: for A. thaliana, a subset of 370,680 protein

sequences was obtained from the GenBank NR dataset; for C.

albicans, the FungiDB v56 containing 2,331,868 protein

sequences was obtained from VEuPathDB; and for C. elegans,

a subset of 23,010 protein sequences was obtained from TrEMBL.

AnnotaPipeline was independently run with default

parameters for every organism, using the genome FASTA file

obtained for each organism as input. AUGUSTUS (version 3.4.0)

prediction was performed with the gene model argument set to

partial and using the prediction model dataset already provided

by the software, as in: arabidopsis, for A. thaliana;

candida_albicans, for C. albicans; and caenorhabditis, for C.

elegans. Therefore, the gene prediction step was not

optimized. BLASTp (version 2.12.0) execution was done

assuming an e-value of 1e-5, the number of maximum target

sequences set to 10. Also, a minimum threshold value of sequence

coverage was set to 30, sequence identity 40, and sequence

positivity 60 for the annotation transfer. The annotation was

chosen based on the highest bit score between the analyzed

sequences.

InterProScan (version 5.52–86.0) was run for the functional

annotation step, allowing for the lookup of corresponding Gene

Ontology annotation (--goterms). HMMscan (version 3.3.2) had

the e-value of both sequences and domains set to 1e-5, and

RPSblast (version 2.12.0) also had the minimum e-value of target

sequences set to 1e-5. Kallisto (version 0.48.0) pseudo-alignment

of RNA-seq dataset was run with 1,000 bootstraps, and the

minimum threshold of TPM was selected as the mean. Comet

(version 2021.01) was run for each MS/MS dataset with a scan

range minimum and a maximum set to 200 and 4,000,

respectively. After, Percolator (version 3.5) was run with

Comet output files, and the results obtained were filtered by a

q-value threshold of 0.05. As a complete example, all the output

files from the A. thaliana dataset are available at https://github.

com/bioinformatics-ufsc/AnnotaPipeline/blob/v1.0/Output%

20Example/Annota_Athaliana.tar.xz.

The pipeline was further tested using two taxonomically close

protozoa species of medical relevance containing over 50% of

their CDS annotated as hypothetical proteins: Trypanosoma

cruzi (strain Sylvio X10/1), the etiological agent of Chagas

disease (Talavera-López et al., 2021) and Trypanosoma rangeli

(strain SC58) an avirulent trypanosomatid of mammals (Stoco

et al., 2014). Genomic data was retrieved from the TriTrypDB

(version 57) under the following accession numbers:

DS_107bdce9bb, and DS_9d0531db8e, respectively. For both

organisms, the Augustus prediction model was trained online

based on their respective available genome file and annotated

transcripts files (tcruzi_sylviox10, for T. cruzi; and

trypanosoma_rangeli, for T. rangeli). For the similarity

analysis step, a database of 648,560 protein sequences

obtained from the TriTrypDB was used, along with the

mandatory SwissProt database. The AnnotaPipeline was run

using default parameters for both trypanosomatid species, as

previously mentioned.

Results

AnnotaPipeline workflow

The complete execution of AnnotaPipeline resulted in the

expected output files that were

named <basename>_AnnotaPipeline_<file>.<format>,
allowing users to identify the results and perform multiple

experiments in the same directory by swapping

the <basename> of the experiments in the

AnnotaPipeline.yaml configuration file.

The generated annotation files in FASTA format display for

each sequence a header containing the following information

separated by a pipe character “|”: sequence identification; source

organism; scaffold number; CDS start; CDS end; strand

orientation; and sequence description, were functional

annotations provided by GO and IPR are included. If no

structural annotation GFF file is included in the analysis,

information concerning strand orientation and scaffold

location will be absent. Also, AnnotaPipeline changes the

“transcript product” field of each CDS in the annotated GFF

file to the corresponding sequence description present in the

header of the FASTA file.

Comparative analysis of AnnotaPipeline
results

AnnotaPipeline was comparatively tested using genomic data

of different model organisms for which genome annotation is

available. The pipeline enabled experimental evidence analyses

and no gene prediction optimization. The summary of the

obtained annotations, functional annotations, and

experimental evidence results for the A. thaliana, C. albicans,

and C. elegans datasets are presented in Table 1.

For A. thaliana, the pipeline annotated a total of

19,651 protein sequences in 29 h and 07 min; 5,377 protein

sequences for C. albicans in 10 h and 06 min; and

14,278 protein sequences for C. elegans in 20 h and 58 min.

Among the genome analyzed, C. albicans had the highest

percentage of annotated proteins with 99.48%, followed by A.

thaliana with 98.90%. C. elegans had 22.62% of their protein

sequences annotated as hypothetical proteins, and another 3.24%

of proteins with no matches available in the analyzed databases.

Comparatively to the current data from analyzed genomes

available in public databases, AnnotaPipeline provided a
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higher number of annotated proteins (known function) and

fewer hypothetical proteins. Consequently, the number of

hypothetical proteins in the A. thaliana dataset went down

from 8.75% to 1.10% using the AnnotaPipeline, while for C.

elegans and C. albicans datasets, the reduction was from 34.02%

to 25.85% and 38.19%–0.52%, respectively.

Functional annotation of the A. thaliana, C. albicans and C.

elegans genomes using the AnnotaPipeline revealed 69.27%,

68.90%, and 53.14% of their CDS associated with at least one

GO term associated, respectively. When RNA-Seq and MS/MS

data were included for the analysis of experimental evidence of

transcription or expression, A. thaliana, C. albicans and C.

elegans had 16.43%, 15.05%, and 12.00% of their annotated

proteins validated with transcriptomic and proteomic data,

respectively. Interestingly, no C. elegans annotated CDS were

validated by the available MS/MS dataset.

Comparative analysis of the genome annotation for T. cruzi

and T. rangeli retrieved from the TriTrypDB (version 57) and the

annotation generated using AnnotaPipeline is shown in

Supplementary Table S2. Although not including experimental

data for validation (RNA-Seq orMS/MS), the pipeline was able to

reduce the number of hypothetical proteins by 60.46% and

42.84% for T. cruzi and T. rangeli, respectively, while

increasing the proportion of annotated CDS having at least

one GO term assigned (Supplementary Table S2).

Considering the annotation provided by AnnotaPipeline, it is

possible to classify the annotated protein sequences into eight

different categories based on three different criteria: 1) available

annotation based on sequence similarity with provided databases; 2)

transcription evidence by quantifying RNA-seq reads; and 3)

translation evidence supported by the identification of peptides

matches from MS/MS information. As an example, result of the

analysis of the A. thaliana dataset is shown in Table 2. From a total

of 19,651 annotated CDS, the less represented categories are those

who contains CDS having support from either RNA-Seq (12.65%)

or MS/MS (4.09%) support, or both (3.78%).

Discussion

Whole genome annotation is one of the first and most essential

steps in any genome study, consisting in a time-consuming and

laborious work depending on the genome size, and no longer can be

performed manually due to the amount of data generated by high-

throughput sequencing (Ouzounis and Karp, 2002). AnnotaPipeline

was designed to perform automatic annotation of genomes, having

the unique feature to include experimental data derived from

transcriptomic (RNA-Seq) or proteomic (MS/MS) approaches

towards experimental validation of an annotated CDS. The

pipeline is easy to install, runs on operating systems that support

TABLE 1 Summary of AnnotaPipeline annotations, functional annotations, and experimental evidence results for different model organisms.

Parameter Arabidopsis thaliana TAIR10 Candida albicans SC5314 Caenorhabditis elegans WBcel235

GenBank AnnotaPipeline GenBank AnnotaPipeline GenBank AnnotaPipeline

Predicted proteins 27,562 19,651 6,043 5,377 19,984 14,278

Annotated proteins 25,151
(91.25%)

19,434 (98.90%) 3,735
(61.81%)

5,349 (99.48%) 13,186
(65.98%)

10,587 (74.15%)

Annotated by SwissProt – 13,444 (69.18% of
annotated)

– 2,914 (54.48% of
annotated)

– 5,395 (50.96% of
annotated)

Annotated by SpecificDB – 5,990 (30.82% of
annotated)

– 2,435 (45.52% of
annotated)

– 5,192 (49.04% of
annotated)

Hypothetical proteins 2,411 169 2,308 13 6,798 3,229

No hit proteins (true
negative)*

– 48 (45) – 15 (9) – 462 (440)

Total hypothetical proteins 2,411 (8.75%) 217 (1.10%) 2,308
(38.19%)

28 (0.52%) 6,798 (34.02%) 3,691 (25.85%)

Proteins with at least 1 IPR
term

– 17,974 (91.47%) – 4,704 (87.48%) – 11,050 (77.39%)

Proteins with at least 1 GO
term

– 13,612 (69.27%) – 3,705 (68.90%) – 7,587 (53.14%)

Proteins with transcript
evidence

– 3,228 (16.43%) – 716 (13.32%) – 1,714 (12.0%)

Proteins with peptide
evidence

– 1,546 (7.87%) – 809 (15.05%) – 0 (%)

*True negative are proteins with no match on studied databases and no supporting evidence from experimental data, which could possibly be artifacts from gene prediction. Reference

genome GenBank accession number: Arabidopsis thaliana (strain TAIR10) = GCA_000001735.2; Caenorhabditis elegans (strainWBcel235) = GCA_000002985.3; Candida albicans (strain

SC5314) = GCA_000182965.3.
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command-line options, such as Unix-based systems, and does not

require high computational demands, although the time-consuming

tasks can be reduced while using more robust machines. It is also

user-friendly and customizable to meet the user needs in terms of

analysis stringency.

Although distinct genome annotation pipelines are available

(Gotz et al., 2008; Hyatt et al., 2010; Ghali et al., 2014),

AnnotaPipeline provides the possibility of using RNA-seq and

MS/MS data to improve genome annotation simultaneously.

Considering that proteomic data have become increasingly

accessible (Nesvizhskii, 2014), and new RNA-seq technologies,

such as single-cell or single-molecule sequencing, are improving

significantly (Wang et al., 2019), the use of this pipeline would

increase que quality and accuracy of the annotated genomes from

a variety of organisms by providing several possible annotations

for each protein sequence. On top of providing a more accurate

automated analysis, the pipeline also offers information to

support manual curation of the annotation by the user.

Comparison of the results obtained using AnnotaPipeline

with the data available in public databases, it was possible to

observe a reduction in the number of hypothetical proteins for A.

thaliana (91.0%), C. elegans (45.70%), and C. albicans (98.79%),

as shown in Table 1. This reduction can be due to the use of

customizable databases and keywords but also to the use of

combined proteogenomic data to complement gene annotation,

increasing the reliability of gene prediction and automatic

annotation.

In addition to these well-annotated genomes,

AnnotaPipeline also showed good performance when used to

annotate the repetitive genomes from two closely related species

of Trypanosoma (T. cruzi and T. rangeli) retrieved from

TriTrypDB, both lacking RNA-seq or MS/MS data for

experimental validation. It was possible to observe a relative

reduction of more than 60% in the number of proteins annotated

as hypothetical (Supplementary Table S2).

The use of experimental data to validate CDS annotation

raises a critical discussion, especially regarding hypothetical

proteins. Categorizing hypothetical proteins according to their

evidence of transcription or expression by AnnotaPipeline

revealed interesting results. Although presenting experimental

support from RNA-Seq, MS/MS or both, as observed for A.

thaliana proteins belonging to Class 7 (Table 2), they remain

annotated as hypothetical proteins in the studied databases. In

this context, annotation pipelines using this multi-omics

approach can provide fundamental insights into new and

uncharacterized proteins and revise those whose functions are

already annotated. Knowledge areas associated with medicine

would benefit most since previously annotated hypothetical

proteins could now be studied and thus allow for the re-

evaluation of disease diagnosis or prognostic methods (Kumar

et al., 2016b).

Furthermore, AnnotaPipeline can be used to guide the

exploration of proteins because it adds functional annotation

to protein annotation through the incorporation of GO and IPR

terms. Especially for hypothetical or uncharacterized proteins,

the classical description of annotations might not be biologically

informative, so the lack of functional annotations (such as GO or

IPR terms) increases this information gap (Lubec et al., 2005;

Gotz et al., 2008). AnnotaPipeline provides descriptive and

functional information for these proteins during the

automated annotation process, which helps to identify

potential prediction artifacts and streamline the process of

manually curating the annotations. Lastly, the AnnotaPipeline

summary file can provide to users the SUPERFAMILY protein

information, adding yet another layer of detail to annotations.

This information can provide new insights into the functionality

of uncharacterized proteins, as they represent possibilities of new

structures and functions to be explored (Lubec et al., 2005).

Conclusion

By integrating experimental data from RNA-seq and MS/MS

analyses to validate prediction and annotations of protein-coding

TABLE 2 Classification table of annotated proteins by AnnotaPipeline for the Arabidopsis thaliana dataset.

Categories Hypothetic Annotation Transcript Evidence Peptide Evidence Number of
sequences

Percentage (%)

1 Yes No No 203 1.03

2 No No No 15,417 78.45

3 Yes Yes No 5 0.03

4 Yes No Yes 7 0.04

5 No Yes No 2,480 12.62

6 No No Yes 796 4.05

7 Yes Yes Yes 2 0.01

8 No Yes Yes 741 3.77
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sequences, AnnotaPipeline, an integrated and modular genomic

annotation pipeline, promoted the reduction of the number of

hypothetical proteins for various organisms. The use of this

original proteogenomic approach on reannotation of A.

thaliana, C. elegans, C. albicans, T. cruzi, and T. rangeli

datasets, have increased the proportion of annotated proteins,

consequently reducing the number of hypothetical proteins if

compared to the currently available annotation. AnnotaPipeline

was developed as a generalist annotation pipeline, allowing the

assessment of genomes from any eukaryotic organism with

available molecular data.
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Metabolomics research has recently gained popularity because it enables the

study of biological traits at the biochemical level and, as a result, can directly

reveal what occurs in a cell or a tissue based on health or disease status,

complementing other omics such as genomics and transcriptomics. Like other

high-throughput biological experiments, metabolomics produces vast volumes

of complex data. The application of machine learning (ML) to analyze data,

recognize patterns, and build models is expanding across multiple fields. In the

same way, ML methods are utilized for the classification, regression, or

clustering of highly complex metabolomic data. This review discusses how

disease modeling and diagnosis can be enhanced via deep and comprehensive

metabolomic profiling using ML. We discuss the general layout of a metabolic

workflow and the fundamental ML techniques used to analyze metabolomic

data, including support vector machines (SVM), decision trees, random forests

(RF), neural networks (NN), and deep learning (DL). Finally, we present the

advantages and disadvantages of various ML methods and provide suggestions

for different metabolic data analysis scenarios.

KEYWORDS

metabolomics, machine learning, metabolic disorders, biomarkers, deep learning

Introduction

Metabolomics is the study of small metabolites or chemical processes involving small

substrates in tissues or organisms. The metabolome is the representation of all metabolites

in any biological cell, tissue, or organ and their subsequent cellular products. It provides a

snapshot of the physiology of the cell under investigation and can be used to study

biological information on the biochemical level. This provides an avenue of study that

leads to understanding the biological phenotype, which can be used in the context of

health and disease (Gowda et al., 2008). Roger Williams introduced the concept of a

metabolic profile in the late 1940s (Gates and Sweeley 1978). He used paper

chromatography to suggest that schizophrenia presents characteristic metabolic

patterns in urine and saliva. Only with the technological advancements of the 1970s

and with the introduction of gas chromatography and mass spectrometry was the term

“metabolic profile” introduced (Griffiths and Wang 2009). The first comprehensive

OPEN ACCESS

EDITED BY

Mehdi Pirooznia,
Johnson & Johnson, United States

REVIEWED BY

Marco Vanoni,
University of Milano-Bicocca, Italy
Jagadheshwar Balan,
Mayo Clinic, United States

*CORRESPONDENCE

Ahmed Moustafa,
amoustafa@aucegypt.edu

†These authors have contributed equally
to this work

SPECIALTY SECTION

This article was submitted to
Computational Genomics,
a section of the journal
Frontiers in Genetics

RECEIVED 11 August 2022
ACCEPTED 07 November 2022
PUBLISHED 24 November 2022

CITATION

Galal A, Talal M and Moustafa A (2022),
Applications of machine learning in
metabolomics: Disease modeling
and classification.
Front. Genet. 13:1017340.
doi: 10.3389/fgene.2022.1017340

COPYRIGHT

© 2022 Galal, Talal and Moustafa. This is
an open-access article distributed
under the terms of the Creative
Commons Attribution License (CC BY).
The use, distribution or reproduction in
other forums is permitted, provided the
original author(s) and the copyright
owner(s) are credited and that the
original publication in this journal is
cited, in accordance with accepted
academic practice. No use, distribution
or reproduction is permittedwhich does
not comply with these terms.

Frontiers in Genetics frontiersin.org01

TYPE Review
PUBLISHED 24 November 2022
DOI 10.3389/fgene.2022.1017340

138

https://www.frontiersin.org/articles/10.3389/fgene.2022.1017340/full
https://www.frontiersin.org/articles/10.3389/fgene.2022.1017340/full
https://www.frontiersin.org/articles/10.3389/fgene.2022.1017340/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fgene.2022.1017340&domain=pdf&date_stamp=2022-11-24
mailto:amoustafa@aucegypt.edu
https://doi.org/10.3389/fgene.2022.1017340
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org
https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/journals/genetics#editorial-board
https://www.frontiersin.org/journals/genetics#editorial-board
https://doi.org/10.3389/fgene.2022.1017340


metabolomic tandem mass spectrometry database, Metabolite

and Chemical Entity Database (METLIN), was developed in

2005 by the Scripps Research Institute (Smith et al., 2005;

Guijas et al., 2018). In 2007, “The Human Metabolome

Project,” led by David S. Wishart, established the first draft of

a database with ~2,500 metabolites, ~1,200 drugs, and

~3,500 food components (David S. Wishart et al., 2007;

Wishart et al.,. 2009). Now, techniques such as mass

spectrometry and gas chromatography have advanced so that

they can detect thousands of independent features in a single

specimen, making identifying metabolites associated with a

disease or trait an increasingly difficult computational

challenge. The field of metabolomics has enabled a

comprehensive assessment of biological specimens and their

associated compounds. This improved understanding of the

biological system at the molecular level is crucial in aiding

disease diagnosis and therapeutic development (Gowda et al.,

2008). Within the omics field, metabolomics represents the

underlying layer that reflects all information expressed and

modulated by the upstream genetic regulation and processing

layers. It is the closest link to the phenotype. It is at the forefront

of personalized health, in terms of diagnosis and therapy,

through its direct applicability to the area of biomarker

discovery (Shah, Sureshkumar, and Shewade 2015; Aderemi

et al., 2021). Biological systems are complex and often require

the integration of several layers of omic data to decipher.

Metabolomics is a potential solution for this, as it represents

the product of the interaction between the various omic layers

(Hasin, Seldin, and Lusis 2017; Misra et al., 2018).

Metabolic disorders are biochemical aberrations that can be

detected through screening techniques or biomarker

identification. However, biomarker identification requires

extensive prior knowledge and numerous disease models for a

single biomarker to be successfully linked to a disease.

Metabolomics and other “omics” molecular profiling

techniques provide essential tools for discovering new disease

risk factors and biomarkers (Smith et al., 2005; Gowda et al.,

2008) without the typical hurdles of time and money. The most

studied metabolic disorders include diabetes mellitus (DM)

(Friedrich 2012; Guasch-Ferré et al., 2016; Ahola-Olli et al.,

2019; Sun et al., 2019; Hou, Wang, and Pan 2021),

cardiovascular disease (CVD) (Müller et al., 2021; Iida,

Harada, and Takebayashi 2019; Streese et al., 2021;

McGranaghan et al., 2020; Cavus et al., 2019; Ruiz-Canela

et al., 2017), and cancers (Gowda et al., 2008; Raffone et al.,

2020; Yang et al., 2020; Schmidt et al., 2021).

For the purposes of this review, the main metabolomic

experimental workflow can be divided into four main parts: 1)

sample retrieval and preparation, 2) separation and detection of

metabolites, 3) data processing, including data mining and

extraction, and 4) data analysis (Figure 1, Middle Panel).

Sample retrieval and preparation depend on the type of

material to collect. Metabolites can be measured from a

variety of different biological samples, e.g., tissue, biofluids,

and cell culture. Depending on the disease or trait under

investigation, the choice of specimen differs, as do the steps

required to prepare the sample for the corresponding

experiment. For example, tissue specimens should be

immediately quenched with liquid nitrogen after harvesting to

arrest the metabolism. Numerous sample preparation protocols

entailing the details of metabolite extraction, enrichment, and

depletion of proteins have been developed (Dettmer, Aronov,

and Hammock 2007; D. S. Wishart 2005; Want et al., 2007).

Separation and detection of metabolites can be achieved by two

main protocols: nuclear magnetic resonance (NMR) and mass

spectrometry and their assorted subtypes (Gowda et al., 2008).

Both techniques are capable of high-throughput measurements

of a large number of metabolites.

Metabolomics studies can be subclassified into three major

approaches: targeted analysis (Shulaev 2006; Griffiths and Wang

2009; Mookherjee et al., 2020), metabolite profiling,

i.e., untargeted analysis (Fiehn 2002; Halket et al., 2005), and

metabolic fingerprinting, which is also known as

exometabolomics and focuses on extracellular metabolites

while utilizing analytical profiling approaches (Allen et al.,

2003; Mapelli, Olsson, and Nielsen 2008; Silva and Northen

2015; Thomas et al., 2021). Targeted approaches are limited to a

set of predetermined metabolites of interest for identifying and

quantifying these specific metabolites. Untargeted approaches

are conducted to identify a comprehensive metabolic profile in a

specimen. The choice of metabolomics workflow and the

associated downstream steps depends on the choice of

experimental approach (Newgard 2017). Typically, untargeted

metabolomics experiments generate substantial volumes of

complex data requiring specialized computational processing

and interpretation methods. Data interpretation software

should ideally be capable of background noise elimination,

peak identification and alignment, and peak normalization.

While commercial and public domain software packages

attempt to perform some of these tasks, there is no universal

software for data extraction and analysis software. In

metabolomics, hundreds of metabolites are detected and

routinely analyzed. The complexity and magnitude of data

produced from metabolomic studies necessitate the use of

computational methods to analyze the data and elicit potential

trends.

Artificial Intelligence (AI), both as a concept and research

field, has gained attention across the twenty-first century.

With its various applications in understanding the

structures or trends in vast amounts of data collected or

generated from modern high-throughput experiments, AI

and machine learning (ML) offer countless possibilities. ML

is used to develop models that can tackle large-scale data and,

through learning, can solve complex problems. ML algorithms

are fundamentally based on the ability to build mathematical

models from a group of sample data (Dhall, Kaur, and Juneja
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2020). Typically, a dataset used for developing a machine

learning model is divided into a training subset, for

example, comprised ~70% of the available data and used in

the ML algorithm to build a model and make predictions, and

a testing subset, for example, ~30% of the data used to provide

an unbiased evaluation of the final model from the training

step. Often, an intermediate validation step is added to assist in

determining the most accurate model and obtaining optimal

model hyper-parameters. In this instance, the data can be

divided through a 60-20-20 split, where 20% of the data can act

as an additional validation set. The initial learning process

requires extensive data to allow the ML algorithm more

opportunities to learn and improve the model. The ability

of the algorithm to learn is formally through a mathematical

function that maps specific inputs to certain outputs. The

training dataset is used to guide the algorithms to make

predictions without being explicitly programmed. This is

achieved through a series of operations, where learning is

made on the basis of weights and biases that will eventually

make predictions in a finite number of steps (Cohen 2021).

Having experienced the training dataset where the algorithm

was able to learn and build a general model, the next step is

testing the model’s performance on an independent dataset

that contains previously unseen data and producing

sufficiently accurate predictions. Predictions are based on

the algorithm’s ability to assign each input to the chosen

FIGURE 1
Principles of metabolomics experimental design and associated ML workflow. The left panel describes the various sources of metabolites.
Metabolite exposure can be through endogenous and exogenous means, e.g., human-encoded, microbiome-encoded, food, drugs, and toxins.
Metabolic dysbiosis can be associated with metabolic disorders, e.g., cancer, cardiovascular disease, intestinal disorders, and diabetes. The center
panel describes the typical flow and design of ametabolomic experiment, starting with the 1) study design where disease and control groups are
determined, 2) followed by sample selection, e.g., urine, stool, blood, and serum, 3) collected samples undergo pre-treatment and processing
according to experimental design, 4) data acquisition, e.g., through mass spectrometry or NMR, 5) feature selection involves the identification of
desired metabolite features that will undergo subsequent, 6) data processing through the quantification of metabolites, and finally, 7) data analysis
depends on the study design. The right panel describes the concepts of ML workflow and prediction, starting with 1) data wrangling and cleaning, 2)
matrix construction, where data from each metabolite is placed in a matrix in reference to the conditions, i.e., disease (marked in red), control
(marked in blue), 3) data are then divided into testing, validation and training datasets, 4) ML algorithm is applied, and 5) cross-validation, and testing of
the predictive power of the algorithm on a test dataset. Created with BioRender.com.
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statistical representation defined by the user. The better the

algorithm can learn from the input data provided, the more

accurate the algorithm can produce predictions

(Antonakoudis et al., 2020; Deepthi et al., 2020).

Constructing an ML model requires a series of steps: 1)

Defining the training dataset: it involves identifying the type of

data to be used as the training dataset; the input data would

change depending on the problem that needs to be addressed. 2)

Gathering the training dataset: a representation of the real-world

use requires a set of inputs that will address the problem under

investigation. 3) Input feature representation: The learned

function’s accuracy strongly depends on how the input object

is represented. Input objects are transformed into feature vectors,

which have several descriptive features. The number of features

must be sufficient to contain enough information to predict the

output accurately and not too large to affect the dimensionality.

4) Determining the type of algorithm to be used: this is the

algorithm that will be used to fit the data during the testing/

training phase into a model. The choice of the algorithm depends

on several factors, including the question the analysis is trying to

answer, the data, and the ML category used, i.e., supervised

learning, unsupervised learning, reinforcement learning, and

semi-supervised learning (it is expanded upon later). 5)

Training the algorithm: running the algorithm on the

gathered training dataset; this step might require additional

user input depending on the choice of the algorithm. Cross-

validation can be used to adjust hyper-parameters (variables that

determine how the algorithm is trained, e.g., learning rate,

number of branches, clusters, and epochs) and optimize

performance on a subset of the training set. 6) Validation: the

training phase is often followed by a validation step to fine-tune

the hyper-parameters of the classifiers. This validation step is

independent of the cross-validation performed on the training set

and uses a separate validation dataset. Validation is typically

necessary to compare the performance of the different candidate

classifiers: it is used to obtain performance parameters, including

accuracy, sensitivity, and specificity of the models, and to

estimate the models’ prediction error or bias. The model with

the best performance on the validation set is then chosen to move

forward to the testing phase. 7) Testing and evaluation: after

hyper-parameter adjustments and learning, the accuracy of the

learned function is assessed through the performance of the

algorithm on an entirely new testing dataset, independent of the

training and validation dataset (Figure 1: Principles of

Metabolomics experimental design and associated ML

workflow.).

Model performance assessment is an important step in properly

evaluating the validity of a model’s predictions and deciding which

model is best for a given problem. Model assessment methods are

varied, depend on the characteristics of the problem, and can include

a process known as hyper-parameter tuning, where they can be used

to control the learning process of the model. The most commonly

used assessment methods for classification problems are accuracy

(Gajda and Chlebus 2022), cross-entropy (Boubezoul, Paris, and

Ouladsine 2008; Gajda and Chlebus 2022), area under the curve

(AUC) (Airola et al., 2011; Yala et al., 2019; Gajda and Chlebus

2022), while for regression analysis, mean squared error (Bellet,

Habrard, and Sebban 2013), mean absolute error (Airola et al., 2011;

Bellet, Habrard, and Sebban 2013) and root mean squared error

(Nguyen et al., 2019) are more commonly employed. However,

other performance metrics are available, including variance and R2

coefficient, to name a few. Determining model specificity (the ability

of a model to identify true negatives correctly) and sensitivity (the

ability of a model to correctly identify true positives) (Trevethan

2017) are additional methods that can inform researchers and apply

some context to the data under investigation (Parikh et al., 2008;

Trevethan 2017).

With every newly discovered metabolite, the field of

metabolomics has grown, allowing for a comprehensive

assessment of biological specimens and their associated

compounds. This improved understanding of the human

body at the molecular and biochemical levels is crucial in

aiding disease diagnosis and therapeutic development

(Gowda et al., 2008). Over the years, the significant

contribution of AI and associated applications in various

biomedical fields has grown, demonstrating the application

of ML in disease prediction and diagnosis of multiple

diseases, including cardiovascular disorders, cancer, and

rare genetic diseases.

In 2019, an editorial published in Nature titled “Why the

metabolism field risks missing out on the AI revolution”

expressed concern with the lack of momentum in AI-assisted

applications in the field of metabolic research as opposed to

other areas, such as genetics, for example. The curation of high-

quality datasets, as well as the collective efforts of various institutions

and funding bodies over the past few years, has increased the

number of AI-assisted metabolomics studies. The number of

metabolomic publications with AI and ML-based methods has

been consistently on the rise, with very few publications (~1/

year) in the early 2000s, steadily rising to reach

~150 publications in 2021, and the number of ML-assisted

publications in 2022 promising to surpass this. The most used

MLmethods in metabolomic studies in the past years are RF, SVM,

logistic regression, and, more recently, DL (Figure 2).

The integration of metabolomics with analytical ML

techniques can be used to answer questions that other omics

approaches cannot answer alone (Gowda et al., 2008; Graham

et al., 2018; Turi et al., 2018; Jendoubi 2021). Here, we discuss

major ML approaches for analyzing metabolic profiles, focusing

on biomarker discovery and disease diagnosis.

Types of machine learning algorithms

ML algorithms can be used to analyze ever-increasing

amounts of generated and accumulated data. ML
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algorithms are traditionally divided into supervised,

unsupervised, semi-supervised, and reinforcement

learning (Figure 3). For the purposes of this review,

we focus on ML algorithms used in metabolomic

studies, mainly supervised and unsupervised

algorithms. The algorithms highlighted in the

following sections do not exclusively belong to any of

the mentioned ML categories; rather, the same

algorithms can be used for multiple learning categories

(e.g., k-Nearest Neighbor can be used in supervised and

unsupervised learning).

Machine learning categories

Supervised learning

Supervised learning involves inferring a function from a

labeled dataset input and a specific expected result (output),

i.e., an input-output pair. With data containing continuous

values, linear regression analysis is commonly used for

objectives such as forecasting, prediction, and process

optimization (Biswas, Saran, and Wilson 2021). Logistic

regression is used with the classification into two

categories. Classification for more than two categories can

be performed using Support Vector Machines (SVM),

decision trees, Random Forest (RF), and other methods

(refer to Figure 3).

Unsupervised learning

In unsupervised machine learning, the algorithm learns

patterns from unlabeled data. The algorithm takes a dataset

with only inputs and attempts to find a structure in the data

by grouping or clustering the data points (Dhall, Kaur, and Juneja

2020). Unlike supervised learning, where the algorithm learns

from data that has been labeled, classified, or categorized,

unsupervised algorithms identify trends or commonalities in

the data and respond based on the presence or absence of

these commonalities in the data. This analysis can have

various goals, from identifying hidden data trends to reducing

redundancy, i.e., dimensionality reduction using Uniform

Manifold Approximation and Projection (UMAP) (McInnes,

Healy, and Melville 2018) and t-distributed stochastic

neighbor embedding (t-SNE) (Van Maaten and Hinton 2008),

or grouping together similar data (Dhall, Kaur, and Juneja 2020),

i.e., clustering. Examples of unsupervised algorithms include

k-means clustering, hierarchical clustering, anomaly detection,

neural networks (NN), principal component analysis (PCA),

independent component analysis (ICA), and apriori algorithms.

Semi-supervised learning

Semi-supervised learning falls between unsupervised and

supervised learning. It combines a small amount of labeled

data with a large amount of unlabeled data during the

FIGURE 2
Metabolomic publications using machine learning in data analytics over the past 2 decades. PubMed was searched using the keywords
“metabolomics” and “machine learning” from 2002 to 2022. Results were manually filtered to remove review articles and irrelevant publications. The
counted publications include studies that use any of the mentioned ML algorithms in the context of metabolomic analysis, including classification
problems, biomarker discovery, peak identification, metabolomic data analysis tools, and others. Only ML algorithms employed for disease
model building are considered. (A) The total number of publications per year. (B) The number of publications using MLmethods per year. The y-axis
in (A) and (B) are different because in (B), it indicates only the MLmethods discussed in this review. The total number of publications across panels (A)
and (B) varies because publications often utilize multiple ML algorithms.
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training process and uses context to identify data patterns (Dhall,

Kaur, and Juneja 2020). For example, this method can be used for

classification problems that require a supervised learning

algorithm to achieve the end goal; however, it would not

require extensive labeling. It is faster than supervised learning

because it involves a mixture of labeled and unlabeled data.

Examples include generative models, low-density separation,

Laplacian regularization, and heuristic approaches. This

approach is not commonly used in the field of metabolomics,

with few published applications (Libbrecht and Stafford Noble

2015; Migdadi et al., 2021; Abram and Douglas, 2022; Iqbal et al.,

2022).

Reinforcement learning

This method was adopted to direct unsupervised ML by

rewarding desired behavior and punishing undesired ones.

Positive feedback strengthens the model’s ability to connect

target inputs and outputs (Dhall, Kaur, and Juneja 2020).

FIGURE 3
Machine learning algorithms categories. ML algorithms are divided into four main classes: Supervised, Unsupervised, Semi-supervised, and
Reinforcement learning. The category choice depends on the type and nature of the data under investigation, i.e., labeled or unlabelled data.
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FIGURE 4
Representation of most commonly used ML algorithms with functional categorization accompanied by graphical representations of each
algorithm and some potential applications. The most frequently used algorithms can be grouped into regression (linear and logistic), clustering
(k-means, k-NN, hierarchical clustering, NN), and classification (Naive Bayes, SVM, Decision trees). Created with BioRender.com.
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Examples include Monte Carlo, Q-learning,

State–action–reward–state–action (SARSA), Q-learning

Lambda, SARSA-Lambda, and Deep Q-Learning (DQN), to

name a few. Reinforcement learning is often converged

around fields such as game theory, operations research, and

swarm intelligence, as they are highly dependent on using

robotics.

On the functional level, different ML algorithms are mainly

geared toward solving regression, clustering, or classification

problems. A representation of different ML algorithms with

functional categorization is depicted in Figure 4, and brief

descriptions of the most commonly used ML algorithms are

indicated in Table 1. Supervised ML algorithms are by far the

most commonly used in the field of metabolomics. For this

review, six algorithms centering around supervised learning are

highlighted in the following section, and the application of these

algorithms to metabolomic data will be expanded upon.

Machine learning algorithms

Regression analysis

Regression analysis is a group of statistical procedures

used to estimate the relationship between a dependent variable

(outcome or response) and one or more independent variables

(predictors, covariates, or features). This method of statistical

analysis progressed from the least-squares method to the

regression. It can be used in a variety of fields. In order to

interpret the output in real-world relationships, a number of

assumptions are made, such as that the sample is

representative of the entire population and that no errors

occurred when measuring the independent variables (Vetter

and Schober 2018). Regression analysis is used for two distinct

purposes: inferring causal relations between the variables

under investigation and prediction (Baumgartner, Böhm,

and Baumgartner 2005).

Linear regression

Linear regressionmodels the relationship between dependent

and independent variables by fitting a straight line (linear

equation) to the observed data (Schneider, Hommel, and

Blettner 2010). Predictions based on linear regression are

simple: data trend is observed, then a prediction is made on

the basis of that trend (Casson and Farmer 2014; Vetter and

Schober 2018). While not all data follow a linear trend, linear

regression is often the first attempt used to understand data and

for predictive analyses.

TABLE 1 Key applied machine learning algorithms.

Algorithm Description

Linear regression A linear approach to model a relationship between dependent and independent variables (Schneider, Hommel, and Blettner 2010)

Logistic Regression Models the probability of an event ocuring out of two alternatives by defining the logarithmic odds of the event is a linear
combination of independent variables (Stoltzfus 2011)

k-means clustering Partitions data into groups of similar kinds of items by finding the similarity between the items using euclidean distance.
(MacQueen 1967)

Partial Least Squares (PLS) Reduces the dimensionality of correlated variables to a smaller set of variables that can then be used as predictors. Used when there
is a high number of colinear variables. (Garthwaite 1994)

Linear Discriminant Analysis (LDA) Finds a linear combination of features that can separate two or more object classes. Uses a generalization of Fischer’s linear
discriminant. (Riffenburgh 1957)

Boosting algorithms Involves training a sequence of weak models, where each model compensates for the weakness of its predecessors. Thereby
improving the overall predictive ability of the model. (Kearns and Valiant 1989)

Support Vector Machines (SVMs) Based on finding a hyperplane that best divides a dataset into two classes (Boser, Guyon, and Vapnik 1992; Ben-Hur et al., 2002)

Naïve Bayes Assigns class labels, i.e., feature values to problem instances (Bzdok, Altman, and Krzywinski 2018; Hastie et al., 2009).

k-Nearest Neighbors (k-NN) Finding the distances between a query and all similar examples in the dataset, selecting the specified number of examples (K) closest
to the query, when used for classification, the most frequent labels are counted and when used for regression, the labels are averaged
(Altman 1992)

Decision Trees Uses a tree-like model of decisions and consequences to predict the value of a target variable by learning simple decision rules from
available data features (Shalev-Shwartz and Ben-David 2014)

Random Forest (RF) Builds on the concept of multiple decision trees and takes the majority for classification and the average for regression (Hastie et al.,
2009; Ho 1995)

Principal Component Analysis (PCA) A dimensionality reduction technique that projects data onto a subspace of lower dimension that is able to retain the most variance
among the data points. (Wold, Esbensen, and Geladi 1987; Jolliffe 2005)

Neural Networks (NN) A network of functions where the inputs and outputs are intertwined and interact with each other (Hinton and Salakhutdinov
2006)
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Logistic regression

A statistical model used to predict a binary outcome (one

scenario out of two possible alternatives) based on a set of

independent variables (those that influence the outcome)

using a logarithmic odds scale (Stoltzfus 2011). Typically,

logistic regression analysis is used for classification purposes

and when dealing with binary outcomes i.e., two categories.

Decision trees

A statistical decision support tool that uses a tree-like model

of decisions and possible consequences. Each tree is similar in

structure to that of a flowchart. Each node represents a test, e.g.,

taking a vitamin, each subsequent branch represents the outcome

of the test, i.e., “yes” or “no” for taking the vitamin, and each leaf

node represents a class label (Shalev-Shwartz and Ben-David

2014; Kamiński, Jakubczyk, and Szufel 2018). Decision trees

consist of three types of nodes: decision, chance, and end

nodes (Kamiński, Jakubczyk, and Szufel 2018). Decision trees

are constructed to iteratively identify the feature that most

effectively divides the available data into groups with a high

distinction between the groups in terms of outcome while

maintaining a low within-group variation.

Random forest (RF)

A statistical classification method composed of an assembly

of many decision trees constructed during the training phase.

Generally outperforming decision trees as they correct the

observed overfitting. New objects are classified based on the

attributes of the data. Each tree is classified and gives a vote for

the chosen attribute. When used for classification, the

classification with the most votes is chosen, and when used

for regression purposes, the average votes are used (Hastie et

al., 2009; Dhall, Kaur, and Juneja 2020). RFmodels are among the

most frequently used algorithms for prediction or classification

purposes, with various omics applications from understanding

the human gut microbiome, differentiating between healthy and

disease metabolome, investigating the pregnancy metabolome,

cancer diagnosis to the more recent COVID-19 diagnosis and

classification of COVID-19 severity. Key studies using these ML

algorithms for metabolomic understanding will be highlighted

later.

Support vector machines (SVM)

Proposed in 1992 by Boser, Guyon, and Vapnik, SVMs

(Boser, Guyon, and Vapnik 1992) has been popular

classification tools in many fields, including bioinformatics

and biological data analysis in general (Saeys, Inza, and

Larrañaga 2007). SVMs split training observations into two

classes by constructing a hyperplane, a decision boundary that

separates the data points into two classes. The distance between

the hyperplane and the nearest data points of each class is called

the margin, and the points onto which this margin hits are called

the “support vectors”. The SVM is constructed so that the margin

on either side of the hyperplane is maximized (Figure 5) (Vapnik

2006). In many cases, the data points cannot be fully segregated.

Here, the SVM will try finding a “soft margin” that allows the

misclassification of a few points while minimizing the cost of the

training points that are on the wrong side of the classification

boundary (Cortes and Vapnik 1995).

In the case of data that are not linearly separable, the data

points are mapped into a higher dimensional feature space in

which they become linearly separable (Cortes and Vapnik 1995)

(Figure 6). This is known as the “kernel trick” and gives SVMs

major advantage over other statistical multivariate methods, such

as PCA, Partial Least Squares (PLS), and Orthogonal Projections

to Latent Structures (OPLS), which cannot be applied to

nonlinear cases. A variety of different kernel functions can be

employed to transform the data, including the linear kernel,

polynomial kernel, sigmoid kernel, and Gaussian radial basis

function (RBF) kernel (Powell 1987), (Broomhead and Lowe

1988). A major drawback of SVM is that it is natively restricted to

binary classification problems, i.e., it can only discriminate

between two classes. However, it does not scale well with large

datasets because of its computational complexity.

It is often beneficial to perform feature selection before

training multivariate algorithms, such as SVMs, by only

selecting subsets of features, in the case of metabolites, on

which supervised learning is employed (Guyon 2003).

Reducing the number of variables used for model building

can simplify the interpretability of the data analysis results

and prevent overfitting, which is often caused by non-

informative input features (Liu and Motoda 2012). Feature

selection methods have been reviewed elsewhere (Miao and

Niu 2016). Popular feature selection methods used with SVM

models in metabolomics studies include recursive feature

elimination (RFE) (Guan et al., 2009; R. Shen et al., 2018),

L1 norm SVM (Zhou et al., 2010) (Guan et al., 2009) (Zhou

et al., 2010) and variable importance in projection (VIP) ((Zhang

et al., 2018), (Cheng et al., 2019) (Z. Chen et al., 2021)).

Deep learning (DL)

Deep learning (LeCun, Bengio, and Hinton 2015) has

risen to prominence as the most popular type of machine

learning algorithm recently. It uses artificial neural networks

(ANN) to construct complex relationships relating input

variables to the outcome, advancing classifier performance

beyond typical machine learning techniques, particularly in
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circumstances involving large-scale datasets with high

dimensionality. The potential of deep learning is endless;

however, it is an intensive process that requires considerable

computational power, and its results are often difficult to

interpret. In the case of metabolomics studies, it is difficult to

evaluate from the model, which features affect classification

the most. Deep learning’s recent success has been fueled by an

increase in computing power—particularly the introduction

of graphics processing units, or GPUs —, as well as the

availability of large-scale data sets to use for training the

models.

Although there are applications of unsupervised deep

learning, including autoencoders (Rumelhart, Hinton, and

Williams 1985; Hinton and Salakhutdinov, 2006; Hinton and

Salakhutdinov 2006) and generative adversarial networks

(Goodfellow et al., 2014 (Goodfellow et al., 2014)), in this

review, we focus on supervised deep learning.

An artificial NN is composed of units, termed neurons,

that combine multiple inputs and produce a single output.

The network approximates the functions that link inputs

(e.g., gene expression levels, metabolite concentrations) to

desired outputs (e.g., disease risk). Neurons are organized

into several layers, with an input layer, an output layer, and

intermediate layers, called “hidden layers” (LeCun, Bengio,

and Hinton 2015). The variables from the input layer are

multiplied by specific values called weights and fed into the

neurons of the first hidden layer. Each neuron takes the

input, and applies a nonlinear activation function to it, such

FIGURE 5
Support Vector Machines (SVM) construct a hyperplane to separate data into two classes. Axes represent different features. Green triangles and
blue circles represent different conditions (e.g., disease vs. control). The margin (red dotted line) is the distance between the hyperplane and the
support vectors (the nearest data point of each class).

FIGURE 6
The “kernel trick” - non-linearly separable data points are mapped into a higher dimensional feature space in which they become linearly
separable. Axes represent different features. Green triangles and blue circles represent different conditions (e.g., disease vs. control). The hyperplane,
in this case, becomes a two-dimensional plane.
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as sigmoid (Narayan 1997) or rectified linear unit (ReLU)

(Glorot et al., 2011), and modifies the outcome by adding a

bias to it. The output is then passed on to the next hidden

layer. Finally, the outputs of the hidden layers are linearly

combined in the output layer and often passed through a

classifier function, e.g., a Softmax function, to produce an

output value. During supervised NN training, the tunable

parameters of the network, i.e., the weights and biases, are

optimized so that the distance between the network’s

computed outcome and the experimentally determined

outcome is minimized (Figure 7).

Weights and biases are usually randomly initialized in an

artificial neural network and then gradually optimized with the

aid of a backpropagation algorithm. A cost function (e.g., the

sum of squared errors, cross-entropy) computes the difference

between the network’s output and the desired output. The

derivative of the cost function with respect to the weight can

be used to evaluate how a slight change in a particular weight

affects performance. The parameters of the network are

adjusted in a direction that minimizes the cost. This process

FIGURE 7
Basic neural network architecture. Circles represent neurons. w1, w2, and w3 represent weights by which values calculated inside neurons are
multiplied before being passed on to the next layer. In the hidden layer neurons, values are passed into an activation function (e.g., the ReLU
function), while the output layer neuron applies a classifier function (e.g., the Softmax function) to input values.

FIGURE 8
Gradient descent; initial network parameters (weights and
biases) are adjusted in a direction that travels down the slope of the
cost function (green curve) until the minimum is reached.
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is termed gradient descent because it travels down the slope of

the cost function in steps until, optimally, it reaches its global

minimum (Figure 8). However, cost functions are often

complicated in reality, with many local minima and saddle

points to which gradient descent could converge. Since the

slope in these regions is also zero, it is almost impossible to

escape them. Stochastic gradient descent (Bottou 2010) offers a

more efficient approach, in which only a subset (minibatch) of

the training data is selected at random and used for cost

minimization. Using different mini-batches for each

calculation provides enough stochasticity to avoid getting

stuck in local minima and saddle points, in addition to

drastically reducing computation time and cost.

An artificial NN is considered ‘deep’ when it contains more

than one hidden layer. It has been shown that a single hidden

layer can approximate any function that maps input patterns to

output patterns, given that sufficient neurons are employed

(Cybenko 1989), (Hornik, Stinchcombe, and White 1989).

However, using more hidden layers improves generalization

and leads to more accurate modeling (LeCun, Bengio, and

Hinton 2015). Some commonly used types of artificial NN

include feed-forward NN, recurrent neural networks,

convolutional neural networks (CNN), and deep Boltzmann

machines. For an excellent review of NN types, refer to Min

et al., 2016 (Min, Lee, and Yoon 2016); for potential applications,

refer to (Mendez, Broadhurst, and Reinke 2019; Pomyen et al.,

2020).

DL has only recently been used in the analysis of omics data,

and the application of DL in metabolomics, in specific, is still

emerging and comparatively low compared to other omics.

Metabolomic studies that use DL algorithms are, therefore,

much fewer than those that utuseilize other ML algorithms.

Use of ML approaches in metabolomic
studies

Recently, ML techniques have been used for the analysis of

metabolomics data from numerous diseases. For the purposes of

this review, we are focusing on key studies that used the

aforementioned ML approaches in metabolomic

investigations, categorized according to the conditions being

studied. For examples of metabolomic studies using ML

approaches, refer to Table 2 and Supplementary Table S1.

Cancer

Ovarian cancer

In one of the earliest studies, Yu et al. developed an SVM

classification model that achieved an average sensitivity of

97.38% and an average specificity of 93.30% for distinguishing

cancer from healthy tissue, using a dataset provided by the

National Cancer Institute containing serum metabolomic data

from ovarian cancer and normal tissue (Yu et al., 2005).

The research group of Guan et al. also extensively studied

ovarian cancer metabolites. In 2009, they constructed classifiers

using linear and non-linear SVM to diagnose ovarian cancer

from serum metabolites with over 90% accuracy, significantly

better than a random classifier (Guan et al., 2009).

The same research team published in 2010 (Zhou et al., 2010)

how they evaluated a customized fSVM algorithm (SVM for

functional data classification (Rossi and Villa 2006)) coupled

with ANOVA feature selection for detecting of ovarian cancer

using serum metabolites. One of the tested models achieved

100% accuracy in split validation and 98.9% in leave-one-out

cross-validation.

In a third study published in 2015 (Gaul et al., 2015), the

authors were able to generate a further SVM model capable of

identifying early-stage ovarian cancer with 100% accuracy, this

time using a panel of sixteen serum metabolites selected by RFE.

Eleven of the sixteen metabolites were identified, including

phosphatidylinositol, as well as the lysophospholipids

lysophosphatidylethanolamine and lysophosphatidylinositol.

Metabolomic analysis has also been found to predict ovarian

cancer recurrence. An SVM prediction model was employed by

Zhang et al. with ten significant plasma biomarkers, yielding area

under the curve (AUC) values reaching 0.964 (Zhang et al.,

2018). The results showed a clear clinical advantage over themost

commonly used clinical biomarker, CA125, which by contrast,

produced an AUC value of only 0.6126.

Breast cancer

An interesting metabolomics study on breast cancer by

Henneges et al. focused on modified nucleosides (degradation

products of cellular RNA metabolism) and ribosylated

metabolites in urine samples (Henneges et al., 2009). From a set

of 35 pruned metabolites, 44 pairwise combinations of metabolite

features were employed for SVM-based analysis. The sensitivity and

specificity of this model were 83.5% and 90.6%, respectively.

S-adenosylhomocysteine (SAH) was the most commonly

recurring compound in the metabolite pairs, underlining its

importance for RNA methylation in cancer pathogenesis.

In another study conducted on breast cancer samples,

Alakwaa et al. demonstrated that DL could reliably predict

estrogen receptor status (Alakwaa, Chaudhary, and Garmire

2018). The authors used feed-forward networks with a

sigmoid activation function and a softmax classifier on a

dataset containing 162 metabolites. The predictions were

compared to traditional ML methods like RF, SVM,

prediction analysis for microarrays (PAMs), generalized

boosted models, recursive partitioning and regression trees

(RPART), and linear discriminant analysis, with DL models

Frontiers in Genetics frontiersin.org12

Galal et al. 10.3389/fgene.2022.1017340

149

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org
https://doi.org/10.3389/fgene.2022.1017340


TABLE 2 Examples of metabolomics studies utilizing ML algorithms.

# Author Journal Publication
year

Area
of
investigation

ML
algorithm
used

Brief
description

Findings Doi

1 Shen et al Cell 2020 COVID-19 Random Forest Identification of
severe COVID-19
cases based on
molecular
signatures of
proteins and
metabolites

Severity identification
was conducted on
18 non-severe and
13 severe patients.
Identified
29 important
variables (22 proteins,
7 metabolites) - >
Incorrect
classification of
1 patient

doi: 10.1016/j.cell.
2020.05.032. Epub
2020 May 28. PMID:
32492406; PMCID:
PMC7254001

Model was tested on
an independent
cohort of 10 patients
- > all severe patients
correctly identified
except 1

2 Han et al Nature 2021 Human gut
microbiota

Random Forest Identification of
distinct
metabolites to
differentiate
between different
taxonomic groups

The model revealed
subsets of chemical
features that are
highly conserved and
predictive of
taxonomic
identification

doi: 10.1038/s41586-021-
03707-9. Epub 2021 Jul
14. PMID: 34262212;
PMCID: PMC8939302

e.g., over-
representation of
amino acid
metabolism

3 Liang et al Cell 2020 Human
pregnancy
metabolome

Linear
regression

Untargeted
metabolomic
profiling and
identification of
metabolic changes
in human
pregnancy

Detection of many of
the previously
reported pregnancy-
associated metabolite
profiles

doi: 10.1016/j.cell.
2020.05.002. PMID:
32589958; PMCID:
PMC7327522

>95% of the
pregnancy associated
metabolites are
previously
unreported

4 Hogan et al EBioMedicine 2021 Influenza Gradient
boosted
decision trees
and random
forest

Untargeted
metabolomics
approach for
diagnosis of
influenza infection

Untargeted
metabolomics
identified 3,318 ion
features for further
investigation

doi: 10.1016/j.ebiom.
2021.103546. Epub
2021 Aug 19. PMID:
34419924; PMCID:
PMC8385175

Described LC/Q-TOF
method in
conjunction with
machine learning
model was able to
differentiate between
influenza samples
(pos/neg) with
sensitivity and
specificity over 0.9

(Continued on following page)
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TABLE 2 (Continued) Examples of metabolomics studies utilizing ML algorithms.

# Author Journal Publication
year

Area
of
investigation

ML
algorithm
used

Brief
description

Findings Doi

5 Bifarin et al J
Proteome Res

2021 Renal Cell
Carcinoma

Partial Least
Squares

A 10-metabolite
panel predicted
Renal Cell
Carcinoma within
the test cohort
with 88% accuracy

A total of
7,147 metabolites
were narrowed down
to a series of 10 and
tested with 4 ML
algorithms all of
which were able to
correctly identify
RCC status with high
accuracy in the test
cohort

doi: 10.1021/
acs.jproteome.1c00213.
Epub 2021 Jun 23. PMID:
34161092

Random Forest
Recursive
feature
elimination

K-NN

6 Tiedt et al Ann
Neurology

2020 Ischemic Stroke Random Forest
classification

Identified
4 metabolites
showing high
accuracy in
differentiating
between Ischemic
stroke and Stroke
Mimics

Levels of
41 metabolites
showed significant
association with
Ischemic stroke
compared to controls.
Top 4 metabolites
show high accuracy
in differentiating
between stroke and
mimics

https://doi.org/10.1002/
ana.25859

Linear
discriminant
analysis

logistic
regression

K-NN

naive Bayes

SVM

7 Liu et al Mol
Metabolite

2021 Diabetic kidney
disease

Linear
discriminant
analysis

Serum integrative
omics provide
stable and
accurate
biomarkers for
early warning and
diagnosis of
Diabetic Kidney
Disease

combination of a2-
macroglobulin,
cathepsin D, and
CD324 could serve as
a surrogate protein
biomarker using
4 different ML
methods

doi: 10.1016/j.molmet.
2021.101,367. Epub
2021 Nov 1. PMID:
34737094; PMCID:
PMC8609166

SVM

Random Forest

Logistic
regression

8 Oh et al Cell Metab 2020 Cirrhosis Random Forest Comparison of the
dysregulation
between gut
microbiome in
differentiating
between advanced
fibrosis and
cirrhosis

Identified a core set of
gut microbiome that
could be used as
universal non-
invasive test for
cirrhosis

doi: 10.1016/j.cmet.
2020.06.005. PMID:
32610095; PMCID:
PMC7822714

9 Delafiori et al Anal Chem 2021 COVID-19 ADA tree
boosting

Combine ML with
mass spectrometry
to differentiate
between COVID-
19 in plasma
samples within
minutes

Diagnosis can be
derived from raw data
with diagnosis
specificity 96%,
sensitivity 83%

doi: 10.1021/
acs.analchem.0c04497.
Epub 2021 Jan 20. PMID:
33471512; PMCID:
PMC8023531

Gradient tree
boosting

Random forest

partial least
squares

SVM

10 Jung et al Biomed
Pharmacother

2021 Coronary artery
disease

Logistic
regression

10-year risk
prediction model
based on 5 selected
serum metabolites

provided initial
evidence that blood
xanthine and uric
acid levels play
different roles in the
development of
machine learning
models for primary/
secondary prevention
or diagnosis of CAD.

doi: 10.1016/j.biopha.
2021.111,621. Epub
2021 May 10. PMID:
34243599

(Continued on following page)
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TABLE 2 (Continued) Examples of metabolomics studies utilizing ML algorithms.

# Author Journal Publication
year

Area
of
investigation

ML
algorithm
used

Brief
description

Findings Doi

Purine-related
metabolites in blood
are applicable to
machine learning
model development
for CAD risk
prediction and
diagnosis

11 Wallace et al J Pathol 2020 Cancer Linear
discriminant
analysis

Comparison
between metabolic
profile of tumor
patients and the
predictive ability
of machine
learning algorithm
to interpret
metabolite data

Application of
machine learning
algorithms to
metabolite profiles
improved predictive
ability for hard-to-
interpret cases of
head and neck
paragangliomas
(99.2%)

doi: 10.1002/path.5472.
Epub 2020 Jul 1. PMID:
32462735; PMCID:
PMC7548960

12 Kouznetsova
et al

Metabolomics 2019 Bladder cancer Logistic
regression

Elucidate the
biomarkers
including
metabolites and
corresponding
genes for different
stages of Bladder
cancer, show their
distinguishing and
common features,
and create a
machine-learning
model for
classification of
stages of Bladder
cancer

The best performing
model was able to
predict metabolite
class with an accuracy
of 82.54%. The same
model was applied to
three separate sets of
metabolites obtained
from public sources,
one set of the late-
stage metabolites and
two sets of the early-
stage metabolites.
The model was better
at predicting early-
stage metabolites
with accuracies of
72% (18/25) and 95%
(19/20) on the early
sets, and an accuracy
of 65.45% (36/55) on
the late-stage
metabolite set.

doi: 10.1007/s11306-019-
1,555-9. PMID: 31222577

13 Murata et al Breast Cancer
Res Treat

2019 Breast Cancer Multiple
logistic
regression

Combinations of
salivary
metabolomics and
machine learning
methods show
potential for non-
invasive screening
of breast cancer

Polyamines were
identified to be
significantly elevated
in saliva of breast
cancer patients

doi: 10.1007/s10549-019-
05330-9. Epub 2019 Jul 8.
PMID: 31286302

14 Liu et al BMC
Genomics

2016 Major Depressive
Disorder

SVM Identifying the
metabolomics
signature of major
depressive
disorder subtypes

Random Forest ~80% accuracy in
classification of
melancholic
depression

doi: 10.1186/s12864-
016-2,953-2. PMID:
27549765; PMCID:
PMC4994306
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displaying the highest accuracy (AUC 0.93). This DLmethod also

identified eight unique metabolic pathways that seem to promote

breast cancer. The study’s findings suggest that DL may be used

to deduce the topology of affected biochemical pathways from a

network analysis of a metabolomics data set.

The predictive abilities of five potential urinary biomarkers

for breast cancer were evaluated by Kim et al. (Kim et al., 2010).

Multivariate methods (linear and Gaussian SVM algorithms,

decision trees, and RF) were shown to outperform univariate

methods by about 6.6–12.7%. It is noteworthy, however, that the

linear SVM model scored the lowest in specificity.

Endometrial cancer

Cheng et al. (Cheng et al., 2019) applied 4 ML algorithms-

SVM, Partial Least Square-Discriminant Analysis (PLS-DA), RF,

and LR-to identify metabolomic biomarkers in cervicovaginal

fluid for endometrial cancer detection. The SVM and RF

techniques displayed the greatest accuracy of 78% (75%

sensitivity and 80% specificity) in the testing dataset.

Hepatocellular carcinoma

Xue et al. (Xue et al., 2008) applied stepwise discriminant

analysis (SDA) and SVM algorithms to identify a set of 13 serum

metabolites to distinguish between patients with hepatocellular

carcinoma and healthy controls with 75% accuracy. The

metabolites included carbohydrates, amino acids, fatty acids,

cholesterol, and low molecular weight organic acids.

Lung cancer

A more recent study used SVMs with untargeted

lipidomics to identify features most important for early-

stage lung cancer detection (Wang et al., 2022). Lung

plasma lipidomic profiling was carried out on

311 participants using mass spectrometry. Using SVM

feature selection, nine lipids were chosen for developing a

liquid chromatography-mass spectrometry-based targeted

assay. The authors validated the ability of these nine lipids

to detect early-stage cancer across multiple independent

cohorts, including a hospital-based lung cancer screening

cohort of 1,036 participants and a prospective clinical

cohort containing 109 participants, in which the assay

reached more than 90% sensitivity and 92% specificity. The

selected lipids were also shown to be differentially expressed in

early-stage lung cancer tissues in situ. This assay, which the

authors named “Lung Cancer Artificial Intelligence Detector,”

shows promise for the early detection of lung cancer and large-

scale screening of high-risk populations for cancer prevention.

Squamous cell carcinoma

In their 2019 study, Hsu et al. uncovered potential metabolic

biomarkers for oral cavity squamous cell carcinoma (Hsu et al.,

2019). They constructed a three-marker panel consisting of

putrescine, glycyl-leucine, and phenylalanine, using an SVM

model that can discriminate cancerous from adjacent non-

cancerous tissues with high sensitivity and specificity based on

receiver operating characteristic (ROC) analysis.

RF and SVM also demonstrated favorable results in the

identification of esophageal squamous cell carcinoma tissue

based on differential metabolites (Z. Chen et al., 2021).

Among the three models evaluated, RF had the highest

predictive performance (100%), but required more

computational time (8.99 s), compared to PLS and SVM

models, which showed similar predictive performance (95%)

and similar computational time (1.27 s and 1.11 s). It is of

note, however, that the three models prioritized different

features.

Non-Hodgkin’s lymphoma

Bueno Duarte et al., 2020, identified a panel of 18 urine

metabolites that can differentiate diffuse large B-cell lymphoma

patients from healthy individuals with 99.8% accuracy using an

SVM model (Duarte et al., 2020).

Renal cell carcinoma

In another cancer study, Bifarin et al. (Bifarin et al., 2021),

identified candidate urine metabolic panels for renal cell

carcinoma (RCC) as a noninvasive diagnostic assay.

Information from patients and controls was gathered and

divided into the model and test cohorts. Multiple ML

algorithms were used to test the predictive ability. These

include RF, KNN, linear kernel SVMs, and RBF kernel SVMs.

A total of 7,147 metabolomic features were identified from the

NMR and MS platforms. These were then merged and filtered to

only those that showed a greater than 1-fold change between the

RCC and control samples, and highly positively correlated

features were removed. This hybrid model resulted in a

selection of 10 metabolites for a panel. RCC status was tested

across the used ML models, and all of them were able to predict

RCC status accurately.

Osteosarcoma

An RF classifier demonstrated superiority over an SVM

model, with an accuracy of 85% versus 81% for the

classification of osteosarcoma and benign tumor patients
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using both X-ray image features and serummetabolomic data (R.

Shen et al., 2018).

Non-cancer conditions

Coronavirus disease (COVID-19)

With the onset of the COVID-19 pandemic, research groups

across the globe conducted numerous investigations trying to

understand if there was any biological reasoning behind disease

heterogeneity, in terms of disease severity, presentation, and even

mortality rate. For example, Chen et al. (B. Shen et al., 2020)

combined proteomic and metabolomic profiles of 31 COVID-19

patients (18 non-sever, 13 severe) to create anMLmolecular classifier,

which was eventually able to identify potential blood biomarkers for

severe COVID-19. The devised RF model identified 29 variables of

priority (22 proteins, sevenmetabolites); thismodel had a 0.957 AUC

in the training set. Subsequent testing of the model against an

independent cohort of 10 patients revealed accurate identification

of severe COVID-19 patients for all but one of the cohort. The

incorrectly identified patients had potential confounding factors,

i.e., age, long period of administration of non-traditional medicine,

and several comorbidities. The generated classifier was again tested

against a model with 29 randomly selected molecules. The randomly

generated model exhibited low accuracy when compared with the

classifier.

Type 2 diabetes (T2D)

Shomorony et al. (Shomorony et al., 2020) identified a set of

cardiometabolic biomarkers beyond the standard clinical

biomarkers that can be used to stratify individuals into disease

types and stages. Data features from 1,385 diverse modalities

(microbiome, genetics, metabolome, advanced imaging) were

collected from 1,253 self-assessed healthy individuals. A linear

regression ML algorithm was used to identify whether there

were any associated covariates. This was then validated through

correlation analysis to identify any significant associations between

features. Network analysis was performed to determine whether the

identifiedmodalities had biomarker signatures that corresponded to

underlying biological systems. Finally, using the identified features,

cluster analysis was performed to stratify participants into subsets

consistent with their respective health status. The findings were

validated in an independent cohort of 1,083 females. The authors

highlighted several novel biomarkers in diabetes signature and gut

microbiome health, i.e., 1-stearoyl-2 dihomo-linoleoyl-GPC and

cinnamoyl glycine, respectively.

Nonalcoholic fatty liver disease (NAFLD)

universal gut-microbiome signatures can be used to predict

various diseases. This is true for Oh et al. (Oh et al., 2020) who

used stool microbiome from 163 nonalcoholic fatty liver

(NAFLD) disease patients and applied an RF ML algorithm

with a differential abundance analysis to identify microbial

and metabolomic signatures to detect cirrhosis and the

authors were able to test the generated model and its ability

to differentiate between cirrhosis and fibrosis. The model was

able to correctly distinguish between the various stages of

fibrosis with high accuracy AUC 0.85. The incorporation of

further information into the model, i.e., serum AST levels,

showed marked improvement in model performance with

AUC 0.94.

Perakakis et al. trained models for the non-invasive diagnosis

of non-alcoholic steatohepatitis (NASH) and NAFLD (Perakakis

et al., 2019) from serum samples. SVMmodels including 29 lipids

or combining lipids with glycans and/or hormones were shown

to classify the conditions with 90% accuracy, and a 10-lipid-

model could detect liver fibrosis with 98% accuracy.

Acute myocardial ischemia (AMI)

A multilayer perceptron (MLP) neural network-based model

achieved superior results in detecting acute myocardial ischemia

(AMI) from serum metabolites in a rat model compared to several

other classification algorithms, including SVM, RF, Gradient tree

boosting (GTB), and LR (Cao et al., 2022). The model achieved

accuracy of 96.67% in the rat model and 88.23% in predicting AMI

type II in human autopsy cases of sudden cardiac death.

Chronic kidney disease (CKD)

In an attempt to classify chronic kidney disease patients from

serum metabolites, Guo et al. (Guo et al., 2019) constructed two

NN; a two-layered fully connected multi-layer NN with MLP

with 128 neurons in the hidden layer, and a three-layered CNN

with 16 and 32 neurons in the two hidden layers, respectively.

The MLP achieved accuracy of 90.4%, while the CNN reached

accuracy of 90.6%. Both NNs, as well as an SVM model, were

outperformed by an RF classifier with 100% accuracy. A possible

reason is the rigorous feature reduction steps performed prior to

model application; DL methods specialized in the analysis of

high-dimensional data and in this study, from thousands of

measured metabolites, only five were retained for the final

models.
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Celiac disease

In one of the earliest and highly cited studies, metabolic

signatures of celiac disease, detected by NMR, were used to

construct an SVM model able to differentiate celiac disease

patients from healthy controls with 83.4% accuracy using

serum metabolites and 69.3% using urine metabolites. After a

12-month gluten-free diet, the same model correctly classified all

but one of the patients as healthy (Bertini et al., 2009).

Multiple Sclerosis (MS)

Waddington et al. used ML models including SVM, RF,

k-NN, decision tree, and least absolute shrinkage and selection

operator (LASSO) logistic regression to predict the tendency of

multiple sclerosis patients treated with beta interferons to

develop anti-drug antibodies (Waddington et al., 2020).

Among the five classification models tested for predicting

future immunogenicity from serum metabolomics data, SVMs

were one of the most successful at differentiating between cases

with and without drug resistance.

Major depressive disorder

Metabolomic signatures associated with certain conditions

may still persist after disease remission, as shown in a study by

Hung et al., 2021. Eight plasma metabolites were identified as

significantly differentially-expressed in patients with major

depressive disorder (MDD) with full remission compared with

healthy controls. These were then used to construct an SVM

model capable of differentiating patients with MDD with full

remission from healthy controls with predictive accuracy of

nearly 85% (Hung et al., 2021).

Schizophrenia

Chen et al. uncovered metabolic biomarkers that can

differentiate between schizophrenia patients with violence and

those without violence (X. Chen et al., 2020). RF and SVM

analyses unveiled ten and five plasma metabolites, respectively.

The common metabolites formed a biomarker panel, including

the ratio of L-asparagine to L-aspartic acid, vanillylmandelic acid,

and glutaric acid, yielding an AUC of 0.808.

Autism spectrum disorders

In a study conducted by Chen et al., urine organic acids were

detected in children with autism spectrum disorder (ASD) and

combined with three algorithms, PLS-DA, SVM, and eXtreme

Gradient Boosting (XGBoost), for the diagnosis of autism (Hung

et al., 2021; Q. Chen et al., 2019). The work proved that autism

spectrum disorders present with characteristic metabolic

biomarkers that can be investigated for diagnosis of the

condition as well as for future research on the pathogenesis of

autism and possible interventions.

Gestational age

Another application of ML in metabolomics is the

investigation of the human pregnancy metabolome conducted

by Liang et al. (Liang et al.,. 2020), where the authors were able to

identify a series of compounds (460) and associated metabolic

pathways (34) that were significantly changed during pregnancy.

The authors were able to construct a linear regression model that

correlates certain plasmametabolites with time in gestational age;

this model is in high accordance with the ultrasound. An

additional two to three metabolites were able to identify the

time of labor, e.g., prediction of 2, 4, 6, or 8 weeks to the time of

delivery.

Methodological studies

The right choice of ML algorithm is a crucial factor for the

success of a metabolomics study. Analysis results usually

depend more on the data (type, quantity, quality) than the

applied algorithm. Complex, multivariate approaches may be

suitable for large, multidimensional datasets; however, in the

case of simple, linearly separable data, conventional

statistical approaches often outperform ML. Therefore, a

large number of metabolomic studies make an effort to

compare the predictive ability of different ML algorithms

to each other, as well as to more traditional statistical

methods.

One of the comprehensive comparative studies is the work

by Mendez et al. (Mendez, Reinke, and Broadhurst 2019), in

which the authors compared 8 ML algorithms, partial least

squares regression (PLS), principal component regression

(PCR), principal component logistic regression (PCLR), RF,

linear kernel SVM, non-linear SVM with RBF, linear and non-

linear ANN, for the binary classification of ten clinical

metabolomic datasets. As for the ANNs, the linear network

was composed of two layers, with a small number of linear

neurons in the hidden layer and a single sigmoidal neuron in

the output layer. For the non-linear NN, the activation

function of the hidden layer neurons was changed to a

sigmoidal function. Both networks were implemented using

stochastic gradient descent with a binary cross-entropy loss

function. The authors expected non-linear machine ML

algorithms, especially the DL models, to outperform linear

alternatives. Nevertheless, SVM and ANN only slightly
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surpassed PLS across all datasets, while RF performed poorly.

In conclusion, no single DL or ML algorithm could be

identified as superior.

In another 2019 study, Vu et al. evaluated the performance of

five classification algorithms (PLS, OPLS, Principal component-

Linear Discriminant Analysis (PC-LDA), RF, and SVM) using

TABLE 3 Pros and cons of ML algorithms and applicability within the field of metabolomics.

Algorithm Pros Cons Metabolomic application

Linear Regression - Excellent for linearly separable data - Assumes linear relationship between dependent
and independent variables

- Unknown relationship between dependent and
independent variables

- Easy implementation - Outliers have significant impact - Forecasting tasks

- Prone to overfitting

Logistic Regression - Simple implementation - Easily outperformed by other algorithms - Multiclass classification, i.e., when output class only
has two possible outcomes e.g., cancer detection (yes
or no)

- No Feature scaling needed - Heavily reliant on proper identification of data - Linear relationship between dependent and
independent variables

- No hyper-parameter tuning needed

Naive Bayes - Fast predictions of dataset classes - Assumes all features are independent - Dataset with highly independent features

- Good for datasets with categorical
variables

- For multi-class predictions

Support Vector
Machines (SVMs)

-Works well for data that can be easily
seperated with clear margin of
separation

- Requires more training time for large datasets - Medium sized dataset

- Effective for high dimension data - Does not perform well when dataset has high level
of noise i.e. overlapping target classes

- Large number of features

- Linear relationship between dependent and
independent variables

k-Nearest
Neighbors (k-NN)

- Easy implementation - Slow performance on large datasets - Small datasets with small number of features

- Can solve multi-class problems - Data scaling required - Unknown relationship between dependant and
independent variables

- No data assumption needed - Not for data with high dimensionality i.e. large
number of features

- Useful for targeted metabolomics approaches

- Sensitive to missing values, outliers and imbalance
data

Decision Trees - Scaling or normalization of data not
needed

- Data sensitive - Known to suffer from a high chance of overfitting

- Able to handle missing values - Might need more time to train trees

- Easy to visualize - High chance of overfitting

- Automatic feature selection

Random Forest (RF) - Good performance on imbalanced
or missing data

- Predictions are uncorrelated - Identification of variables with high importance

- Able to handle huge amounts of data - Influence of dependent variable on independent
variable is unknown, i.e., Black box

- Useful for datasets with small sample population

- Feature importance extraction - Data sensitive - Useful for metabolic fingerprinting approaches

- Low chance of overfitting

Neural
Networks (NN)

- Flexible network architecture
i.e., can be used for regression and
classification

- Influence of dependent variable on the
independent variable is unknown, i.e., Black box

- Data with a non-linear relationship between
dependant and independent variables

- Good with nonlinear data - Highly dependant on training data - Large datasets with a stipulation on time and cost

- Can handle large number of inputs - Prone to overfitting and generalization - Can be applied to raw metabolomic data for feature
extraction and multivariate classification combined
into a single model

- Fast predictions once trained - Extremely hardware dependant i.e., the larger the
datasets, the more expensive and time-consuming
the modeling process

- Integration of multi-omics data, i.e., collected over
different times, multiple analytical platforms,
biofluids, or omic platforms

- Useful for metabolic profiling
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simulated and experimental 1D 1H NMR spectral data sets (Vu

et al., 2019). Datasets with clear group separation were classified

equally well by all five models. However, when the data contained

subtle differences between classes, OPLS produced the best

results, as it was able to identify the useful discriminant

features with good classification accuracy. It is noteworthy

that although RF and PC-LDA classified the data more

accurately than the other models, they achieved so using the

wrong discriminant features.

The superiority of SVM and RF classifiers was demonstrated

in an evaluation of seven classification techniques using both

simulated and real metabolomics datasets (Trainor, DeFilippis,

and Rai 2017). In the simulated datasets, the classifiers performed

as follows (from least to greatest error): SVM, RF, Naïve Bayes,

sparse PLS, ANN, PLS, and k-NN, while SVM and RF

consistently outperformed the rest over the real datasets.

Expanding on the gut microbiome, Han et al. (Han et al.,

2021) used RF models to identify sets of metabolites that are

able to provide taxonomic distinction and classify the origin

of microbial supernatants while also providing insights into

highly conserved chemical features that are predictive of

taxonomic identity. Han et al. were able to construct a

chemical standard library-informed metabolomics pipeline

that is both customizable and expandable. This method was

used to construct an atlas of metabolic activity that can

enable functional studies of the gut microbial

communities and was validated using RF ML algorithms.

Concluding remarks

In this work, we provided a review of popular ML techniques

as well as key studies that have applied them for the stratification

of metabolites from various conditions.

RF and SVMhave been among themost widely used algorithms

in metabolomic studies. Although DL is a comparatively new player

in the field, it is undoubtedly paving its way to metabolomics - and

generally to the other omics and integrative multi-omics studies - as

evident by the growing number of reports that use NNs in

metabolomic analyses.

Cancer is by far the most studied condition, with ML

algorithms having been applied to the supervised classification

of cancer versus control sample sets frommetabolic data obtained

from various cancer types, including ovarian, breast,

endometrial, lung and liver cancer, renal carcinoma,

squamous cell carcinomas, osteosarcoma, and lymphomas.

Choosing the appropriate ML algorithm is crucial to the

success of a metabolomics study. It is essential for researchers to

be informed of the benefits of each ML approach and to choose

one that best suits their needs to obtain reliable and interpretable

outcomes. However, after reviewing a number of studies that

compared different ML methods, no specific conclusion can be

drawn regarding the choice of the algorithm. ML methods that

produce good results in some investigations might perform

poorly in others. The dimensionality, quality, and

characteristics of input data and appropriate feature selection

techniques play a significant role in the performance and

behavior of the ML methods and their outcomes.

In addition, the choice of hyper-parameters and how they

are tuned can influence the results remarkably. Accordingly, a

detailed methodology for selecting the most suitable ML

algorithm is a topic that needs further investigation.

However, we can offer some insight into the pros and cons

of each of the popular algorithms discussed in this review, as

well as some suggested recommendations regarding their

applications within the metabolomics field (Table 3) (Kell

2005; Kourou et al., 2015; Libbrecht and Stafford Noble,

2015; Soofi and Awan 2017; Malakar et al., 2018; Shinde

and Shah 2018; Liebal et al., 2020).

Significantly altered metabolites generated by

metabolomic experiments and unveiled by machine

learning approaches can serve as a starting point for a

number of investigations. Biomarker discovery is a definite

main target. Nevertheless, their actual predictive ability needs

to be further experimentally validated. Further investigations

like enrichment studies and pathway analysis can provide new

insights into the roles the identified metabolites play in the

pathophysiology of various conditions. Additionally, the

feasibility of targeting specific metabolites for disease

treatment can be explored.

It is noteworthy that most of the reviewed work was

published within the last 5 years, which aligns with the

obvious rise in popularity ML has gained in recent years,

enabled by an increase in computation power, efficiency and

accessibility of ML tools, familiarity with the field and abundance

of data. As more and large metabolomic data sets become

available, it is expected that ML techniques, especially DL, will

play a bigger role in building informative and predictive models

that can be used to provide high-definition, personalized clinical

diagnosis, and treatment.
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Glossary

ML Machine Learning

AI Artificial Intelligence

DM Diabetes mellitus

CVD Cardiovascular Disease

NMR Nuclear Magnetic Resonance

MS Mass Spectrometry

AUC Area Under the Curve

SVM Support Vector Machine

k-NN K-Nearest Neighbor

NN Neural Networks

RF Random Forests

UMAP Uniform Manifold Approximation and Projection

t-SNE t- stochastic neighbor embedding

PCA Principle Component Analysis

ICA Independent Component Analysis

PLS Partial Least Squares

OPLS Orthogonal Projections to Latent Structures

RBF Radial Basis Function

DL Deep Learning

ANN Artificial Neural Network

CNN Convolutional Neural Networks

PAM Prediction Analysis for Microarrays

RPART Recursive Partitioning And Regression Trees

PLS-DA Partial Least Square-Discriminant Analysis

SDA Stepwise discriminant Analysis

MLP Multilayer perceptron

GTB Gradient tree boosting

CKD Chronic Kidney Disease

MDD Major Depressive Disorders

XGBoost eXtreme Gradient Boosting

PC-LDA Principle component-Linear Discriminant Analysis

LASSO Least Absolute Shrinkage and Selection Operator

PCR Principal component regression

PCLR Principal component logistic regression
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Horizontal gene transfer mediated by conjugation is considered an important

evolutionary mechanism of bacteria. It allows organisms to quickly evolve new

phenotypic properties including antimicrobial resistance (AMR) and virulence.

The frequency of conjugation-mediated cargo gene exchange has not yet been

comprehensively studied within and between bacterial taxa. We developed a

frequency-based network of genus-genus conjugation features and candidate

cargo genes from whole-genome sequence data of over 180,000 bacterial

genomes, representing 1,345 genera. Using our method, which we refer to as

ggMOB, we revealed that over half of the bacterial genomes contained one or

more known conjugation features that matched exactly to at least one other

genome. Moreover, the proportion of genomes containing these conjugation

features varied substantially by genus and conjugation feature. These results

and the genus-level network structure can be viewed interactively in the

ggMOB interface, which allows for user-defined filtering of conjugation

features and candidate cargo genes. Using the network data, we observed

that the ratio of AMR gene representation in conjugative versus non-

conjugative genomes exceeded 5:1, confirming that conjugation is a critical

force for AMR spread across genera. Finally, we demonstrated that clustering

genomes by conjugation profile sometimes correlated well with classical

phylogenetic structuring; but that in some cases the clustering was highly

discordant, suggesting that the importance of the accessory genome in driving

bacterial evolution may be highly variable across both time and taxonomy.

These results can advance scientific understanding of bacterial evolution, and

can be used as a starting point for probing genus-genus gene exchange within

complex microbial communities that include unculturable bacteria. ggMOB is

publicly available under the GNU licence at https://ruiz-hci-lab.github.io/

ggMOB/
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1 Introduction

Several mechanisms of horizontal gene transfer (HGT) allow

bacteria to exchange genetic material. One of these mechanisms,

termed conjugation, occurs when bacterial cells form direct

physical contacts that allow for passage of genetic material

from one bacterium to another. The machinery required to

form these contacts and initiate genetic exchange is often

contained within integrative and conjugative elements (ICE),

plasmids, and other mobile genetic elements (MGEs) (Frost et al.,

2005; Wozniak and Waldor, 2010; Roberts and Mullany, 2011;

Wiedenbeck and Cohan, 2011; Perry and Wright, 2013; Johnson

and Grossman, 2015; Singer et al., 2016). The conditions that

induce excision and conjugation are not fully elucidated, but

DNA damage and subsequent SOS response seem to be an

important trigger (Waldor et al., 2004; Koraimann and

Wagner, 2014). The cost of acquiring and maintaining the

new genetic material also influences the success of transfer

events (Uhlemann et al., 2021).

Genes exchanged between bacteria during conjugation

include functional domains associated with conjugative

machinery (e.g., excisionases, integrases, conjugative transport

proteins) as well as intervening “accessory” genes that are not

necessary for conjugation, often termed “cargo genes” (Johnson

and Grossman, 2015). By pairing conjugative machinery with an

array of diverse cargo genes, bacterial communities can

significantly expand their genetic repertoire, including between

bacteria of diverse taxonomy (Guglielmini et al., 2011; Bellanger

et al., 2014; Neil and Allard, 2021). Functions commonly

associated with conjugative cargo include antimicrobial

resistance (AMR) and virulence (Roberts and Mullany, 2011;

Perry and Wright, 2013; Johnson and Grossman, 2015; Cury

et al., 2017), which can pose a risk to human and animal health if

transferred into pathogens (Partridge et al., 2018). Therefore,

understanding the microbial ecology of conjugative elements and

cargo genes (i.e., their distribution and behavior across bacterial

taxa) is important in assessing the risk posed by various bacterial

communities (Gaston et al., 2021). For example, how often do

different bacterial taxa carry conjugative machinery and AMR

genes; what resistance phenotypes are commonly associated with

the presence of conjugative machinery within the genome; how

often do different commensal bacterial taxa carry out

conjugation to exchange cargo genes with pathogens; and

what conditions foster conjugative exchange of specific cargo

genes between pathogens and non-pathogens? These questions

are fundamental to understanding how bacterial communities

respond to external stimuli, and how these responses increase the

overall risk posed by microbial communities of varying

composition (Martínez et al., 2015; Oh et al., 2018).

However, the process of conjugative HGT is highly stochastic

and therefore, difficult to predict (Lopatkin and Collin, 2020).

One reason for this stochasticity is variability in the conjugation

competency of donor and recipient bacterial cells for a given

conjugative MGE; as well as variability in the capacity of a given

type of conjugative MGE to also transfer unrelated cargo genes.

Recent meta-analyses of conjugation rates for specific bacterial

species and/or MGEs have highlighted these complexities

(Alderliesten et al., 2020; Sheppard et al., 2020). Historically,

the scientific process for estimating conjugative likelihood has

stemmed from highly controlled in vitro experiments between

pairs of bacterial isolates and specific MGEs. Results from such

studies have been crucial for uncovering the behavior of MGEs

and their importance for functions such as AMR. However,

reductive experiments typically do not generalize well to the

complex microbial communities found in situ, including host

and environmental microbiomes. Furthermore, these

experiments are necessarily restricted in their ability to

characterize the full bacterial host range of a given MGE, as

they typically involve only several distinct bacterial taxa. One

major challenge that remains is to generate a conjugation

likelihood for every host-donor-MGE combination observed

across all bacterial taxa and MGE.

Insight into this challenge can be gained through the plethora of

whole genome sequence (WGS) data which is now publicly

available. As an example, the analysis of HGT-associated genes

from just 336 genomes across 16 phyla was sufficient to significantly

improve bacterial phylogenies as compared to those obtained from

conserved marker genes (Abby et al., 2012). An analysis of

1,000 genomes demonstrated that ICE machinery is ubiquitous

across diverse prokaryotes, and likely one of the most common

mechanisms of bacterial evolution (Guglielmini et al., 2011).

Currently, public datasets contain orders of magnitude more

WGS data, which can be used to improve our understanding of

the mechanisms by which critically important genes and pathogens

emerge and persist (Botelho et al., 2020). However, despite the

importance of HGT in bacterial evolution and pathogenicity, there

has not yet been a comprehensive, systematic survey of the

frequency of conjugation and cargo genes within or between

bacterial genera. The objective of this work was to describe intra-

and inter-genus conjugation-cargo dynamics by leveraging the

comprehensive set of WGS data and conjugation sequences

currently available within the Reference Sequence (RefSeq) and

Short Read Archive (SRA) databases at the National Center for

Biotechnology Information (NCBI). In particular, we analyzed

186,887 WGS datasets to identify putative conjugation events

and corresponding candidate cargo genes, as well as to

characterize the frequency of AMR genes with respect to the

frequency of their occurrence with conjugative proteins. We were
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TABLE 1 Conjugative features included in this study. Color label indicates the color used to represent the conjugative feature in Figure 2. Yellow
indicates a conjugative feature defined by a single IPR code and red indicates a family of codes. Genome count indicates the number of genomes
that contain the conjugative feature.

Label Conjugative
feature

Genome
count

Description

ICE6013 93,267 Includes IS30-like DDE transposase. More closely related to ICEBs1 than Tn5801 Smyth and Robinson. (2009)

Tn916 59,718 TetM and other resistance genes Clewell et al. (1995)

IPR025955 49,841 Type-IV secretion system protein TraC
Finn et al. (2016)

ICEEc2 49,543 set of three genes encoding DNA mobility enzymes and type IV pilus Roche et al. (2010)

IPR005094 42,760 Endonuclease relaxase, MobA, VirD2 Finn et al. (2016)

ICEhin1056 42,252 Antibiotic resistance island Mohd-Zain et al. (2004)

IPR011119 28,752 Unchar. domain, putative helicase, relaxase Finn et al. (2016)

IPR014862 26,295 TrwC relaxase Finn et al. (2016)

IPR014059 23,368 Conjugative relaxase, N-terminal Finn et al. (2016)

PAPI-1 22,855 Pathogenicity island PAPI-1 of strain PA14.115 gene cluster includes virulence phenotypes Qiu et al. (2006)

pKLC102 22,460 Hybrid of plasmid and phage origin includes replication, partitioning, conjugation, pili, & integrase genes
Klockgether et al. (2004)

IPR021300 22,284 Integrating conjugative element protein Finn et al. (2016)

IPR022391 21,465 Integrating conjugative element relaxase, PFGI-1 class Finn et al. (2016)

IPR022303 19,664 Conjugative transfer ATPase Finn et al. (2016)

ICEPdaSpa1 19,424 An SXT-related ICE derived; causative agent of fish pasteurellosis Osorio et al. (2008)

IPR014129 18,029 Conjugative transfer relaxase protein TraI Finn et al. (2016)

SXT 17,525 Family of conjugative-transposon-like mobile elements encoding multiple AR genes Beaber et al. (2002); Burrus
et al. (2006)

ICEEc1 10,170 High-pathogenicity island (HPI); evidence for Combinatorial Transfers Paauw et al. (2010)

R391 9,916 Archetype of IncJ; carries AR, DNA repair, & mercury resistance genes Böltner et al. (2002)

ICEKp1 9,117 Resembles functional ICEEc1 Paauw et al. (2010)

ICESde3396 9,088 Carries genes predicted to be involved in virulence and resistance to various metals Smyth et al. (2014)

ICEBs1 8,504 Plasmid mobilization and putative coupling protein Lee et al. (2012)

RD2 8,370 Encodes seven putative secreted extracellular proteins Sitkiewicz et al. (2011)

IPR011952 2,640 Conserved hypothetical protein CHP02256 Finn et al. (2016)

IPR014136 2,050 Ti-type conjugative transfer relaxase TraA Finn et al. (2016)

TnGBS2 1,630 See ICE6013 Everitt et al. (2014)

CTnBST 1,520 Tyrosine recombinase family Song et al. (2007)

ICEclc 1,465 Cargo for ortho-cleavage of chlorocatechols and aminophenol metabolism (amr genes) Obi et al. (2018)

GI3 1,340 Degradation of aromatic compounds and detoxification of heavy metals Lechner et al. (2009)

(Continued on following page)
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able to identify over 95,000 genomes containing conjugative proteins,

and more than 4 billion putative cargo genes between genomes. We

summarize and disseminate this analysis through an open-source

network that describes the genus-genus sharing of conjugation

features and cargo genes, representing genomes from over

1,300 different genera. Our network, which we refer to as ggMOB,

allows users to filter for both conjugation features and putative cargo

genes. Using ggMOB we analyzed the ratio of AMR gene

representation in conjugative versus non-conjugative genomes and

found it to be greater than 5:1, confirming that conjugation is a critical

force for AMR spread across genera. Finally, we demonstrated that

clustering genomes by conjugation profile sometimes correlated well

with taxonomic structuring, but in some cases was highly discordant,

suggesting that the importance of the accessory genome in driving

bacterial evolutionmay be highly variable across genera. These results

demonstrates that ggMOB can be used to further probe potential

genus-genus mobilization dynamics, and thus, provide insight into

conjugative mobilization between unculturable bacteria and complex

interactions involving multiple genera.

2 Results

2.1 Overview of ggMOB

The analyses conducted in this paper were derived from an

existing resource (Seabolt et al., 2020), which was constructed by

curating and annotating 186,887 genomes from NCBI (see

MATERIALS AND METHODS). Using the sequence data and

annotated features obtained from over 166,000 curated and high-

quality WGS datasets, we identified genomes that contained

conjugative features (Table 1), which we term conjugative

genomes (see MATERIALS AND METHODS). By recording

counts of shared features across these conjugative genomes, we

constructed ggMOB (the “genus-genus mobilization” network),

which contains information about features that are shared

between conjugative genus-genus pairs.

2.2 Inter- and intra-genus conjugation
profiles

Of the 106,443 genomes that contained at least one

conjugative feature, 95,781 shared at least one conjugative

feature with at least one other genome in the set, indicating a

common evolutionary history. These 95,781 conjugative

genomes represented close to 47% (631 of the 1,345) of the

genera contained in the relational database (Seabolt et al., 2020).

The lack of conjugative machinery in the other 714 genera may

be a false negative finding (i.e., incomplete list of conjugative

features, lack of representation in the utilized NCBI databases, or

lack of inclusion in genome assemblies), or could indicate

inherent differences in the conjugative ability of genera across

the taxonomic tree. Similarly, one might reasonably expect the

number of observed conjugative genomes to scale with the

number of genomes available for each genus. However, genus

TABLE 1 (Continued) Conjugative features included in this study. Color label indicates the color used to represent the conjugative feature in Figure 2.
Yellow indicates a conjugative feature defined by a single IPR code and red indicates a family of codes. Genome count indicates the number of
genomes that contain the conjugative feature.

Label Conjugative
feature

Genome
count

Description

Tn1549 648 VanB-type resistance to glycopeptides with regions Garnier et al. (2000)

CTn341 389 Encodes tetracycline resistance and its transfer is induced by tetracycline Peed et al. (2010)

IPR020369 119 Mobilisation protein B Finn et al. (2016)

(i) excision-integration process Garnier et al. (2000)

Tn4555 79 Includes cfxA gene encoding

broad-spectrum beta-lactamase Smith and Parker (1993)

ICESt1 26 Integrative and putative transfer functions Burrus et al. (2002); Bellanger et al. (2009)

ICEMISymR7A 16 Rhizobial symbiosis genes Ramsay and Ronson (2015)

ICESt3 14 Integrative and putative transfer functions Bellanger et al. (2009)

(ii) vanB2 operon replaces tet(M) Garnier et al. (2000)

(iii) Conjugative transfer Garnier et al. (2000)

Tn4371 0 Biphenyl and 4-chlorobiphenyl degradation Springael et al. (1993)
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TABLE 2 Proportion of genomes that contained conjugative feature(s), by genus. All genera with over 100 representative genomes are listed, in
descending order by the proportion of conjugative genomes in each genus.

Genus Number of conjugative genomes Number of total genomes Proportion conjugative genomes

Legionella 1,672 1,686 0.99

Shigella 5,423 5,541 0.98

Klebsiella 4,682 5,304 0.88

Elizabethkingia 102 119 0.86

Escherichia 8,140 9,957 0.82

Stenotrophomonas 441 563 0.78

Enterobacter 894 1,210 0.74

Vibrio 2,902 4,017 0.72

Acinetobacter 2,621 3,770 0.70

Pseudomonas 3,222 4,750 0.68

Enterococcus 1,003 1,516 0.66

Citrobacter 131 203 0.65

Salmonella 24,123 38,808 0.62

Clostridioides 1,329 2,183 0.61

Streptococcus 8,244 13,766 0.60

Xanthomonas 201 357 0.56

Staphylococcus 18,034 32,661 0.55

Rhizobium 110 202 0.54

Yersinia 215 437 0.49

Lactococcus 57 117 0.49

Serratia 230 619 0.37

Sinorhizobium 44 121 0.36

Bifidobacterium 137 403 0.34

Moraxella 65 192 0.34

Bacillus 471 1,471 0.32

Campylobacter 5,340 19,501 0.27

Aeromonas 80 312 0.26

Brucella 230 970 0.24

Mesorhizobium 89 385 0.23

Helicobacter 118 529 0.22

Streptomyces 74 333 0.22

Corynebacterium 133 639 0.21

Neisseria 153 781 0.20

Burkholderia 341 2,053 0.17

Haemophilus 65 403 0.16

Lactobacillus 144 962 0.15

Listeria 848 7,716 0.11

Clostridium 40 454 0.09

Mycobacterium 1,120 13,129 0.09

Cutibacterium 10 118 0.08

Bordetella 60 733 0.08

Chlamydia 33 496 0.07

Bartonella 3 124 0.02

Mycoplasma 2 251 0.01

Francisella 0 120 0.00
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representation in NCBI is not uniform across genera, leading to bias

in available genomes per genus. To correct for this imbalance, we

computed the conjugative genome proportion by normalizing the

number of observed conjugative genomes to the total number of

genomes per genus (Table 2). This analysis demonstrated that the

genera with the largest fraction of conjugative genomes were not the

genera with the most genomes in NCBI. For example, although

Salmonella had by far the greatest number of high quality genomes

(N = 39,574), it ranked fifth in terms of the proportion of genomes

that contained a conjugative feature. The top 30 genera listed in

Table 2 all had a conjugative genome frequency greater than 20%,

with genomes from the genus Legionella containing conjugative

proteins over 99% of the time. This high percentage may have been

driven by sampling bias in the available NCBI WGS datasets (for

example, the Legionella pneumophila WGS accessions appear to

have been collected from a single site), or it may represent the

propensity for conjugation-mediated processes to occur within

individual genera.

TABLE 3 Count and proportion of inter- and intra-genus detection of conjugative features.

Conjugative No. Inter-genus Prop. Inter-genus No. of intra-genus Prop. Intra-genus
Feature Matches Matches Matches Matches

IPR014059 122,066 0.02 6,098,286 0.98

IPR014862 123,175 0.02 6,246,342 0.98

IPR005094 415,744 0.11 3,224,556 0.89

IPR014136 43 0.00 83,448 1.00

Tn916 110,710,102 0.61 71,585,305 0.39

GI3 74,775 0.20 304,550 0.80

ICEPdaSpa1 8,356,908 0.37 14,101,581 0.63

ICEclc 75,322 0.20 304,722 0.80

ICEhin1056 128,834,838 0.69 58,590,390 0.31

IPR011119 454,906 0.03 16,981,338 0.97

IPR021300 69,832 0.00 20,685,606 1.00

IPR022303 44,341 0.01 7,859,462 0.99

IPR022391 52,638 0.00 14,265,248 1.00

IPR025955 55,3687 0.02 32,073,159 0.98

SXT 17,427,985 0.58 12,525,984 0.42

CTn341 7,760 0.72 3,036 0.28

ICEEc1 1,107,736 0.18 5,010,865 0.82

ICEEc2 28,902,519 0.33 58,830,977 0.67

ICEKp1 1,629,343 0.20 6,550,799 0.80

IPR011952 50 0.00 3,154,129 1.00

IPR014129 75,786 0.02 4,557,985 0.98

R391 796,084 0.10 7,476,937 0.90

Tn4555 972 0.72 382 0.28

pKLC102 10,135 0.00 5,277,724 1.00

IPR020369 577 0.12 4,406 0.88

Tn1549 866 0.04 23,336 0.96

ICESde3396 7,659 0.00 1,676,016 1.00

CTnBST 337,318 0.63 196,675 0.37

ICEBs1 0 0.00 1,220,869 1.00

ICE6013 46,112 0.00 406,783,868 1.00

ICESt1 31 0.12 237 0.88

ICEMISymR7A 0 0.00 37 1.00

PAPI-1 0 0.00 6,101,539 1.00

ICESt3 0 0.00 97 1.00

RD2 0 0.00 1,547,322 1.00

TnGBS2 0 0.00 56,243 1.00
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Next, we identified a total of 5,956 conjugation proteins

across genus pairs, i.e., triples of the form (genus1, genus2,

protein-name), associated with a total of 23,353,196,048 cargo

protein sequences. These results are visualizable as connected

nodes in the ggMOB network. This count is non-distinct by

protein name as, for instance, Tyrosine recombinase XerD was

found both between Salmonella-Salmonella genomes, as well as

between Oligella-Proteus genomes and other genera pairs. Of

these 5,956 triples, 1,680 contained genome pairs belonging to

the same genus (i.e., intra-genus). Some genera were much more

likely to contain genomes with conjugative features that matched

to genomes from other genera, i.e., inter-genus. For example, we

observed over 30 million instances of matching conjugation

proteins in genomes from the Acinetobacter genus. Of these

instances, 84% were to genomes from other genera (i.e., inter-

genus), versus 16% from genomes within Acinetobacter

(i.e., intra-genus). Members of the Acinetobacter genus are

well-known for genome plasticity (Chan et al., 2015), which

contributes to important phenotypes such as AMR and biofilm

formation.

Genera that shared the highest number of conjugation

proteins with Acinetobacter genomes included Escherichia,

Shigella, Vibrio, Salmonella, Pseudomonas, Klebsiella,

Enterobacter and Citrobacter. While this result was not

unexpected given the list of known pathogens contained

within these genera, our database of intra- and inter-genus

exact-match conjugative features also revealed many

unreported and unexpected associations. For example,

genomes within the genus Nitrosomonas contained

38,034 instances of conjugative proteins, nearly 100% of

which were shared with genomes from the Shigella genus. The

specific conjugative feature involved in the vast majority of these

exact matches was ICEEc2, a relatively recently discovered ICE

MGE that was previously shown to transfer competently between

Salmonella enterica serovar Typhimurium strain and into a

Yersinia pseudotuberculosis strain. Our results suggest that

ICEEc2 has a very broad host-donor range, including many

genera that may not yet be described in the literature in

reference to this particular ICE.

We found that the likelihood of identifying conjugative

features in pairs of genomes within versus across genera was

highly variable. Of the 36 conjugative features analyzed, 13 were

only identified in pairs of genomes belonging to the same genus,

i.e., intra-genus (Table 3). However, six conjugative features were

more likely to be observed across genera than within genera,

i.e., > 50% of the observations were inter-genus (Table 3). For

example, the exact same CTn341 sequence was observed in pairs

of genomes a total of 10,796 times; in 72% of these instances, the

pairs of genomes belonged to different genera, indicating a

history of inter-genus transfer of CTn341. This conjugative

feature belongs to the ICE family of MGEs and plays an

important role in tetracycline resistance, and is typically

associated with the genus Bacteroides, including in most

reports related to its functionality (Bacic et al., 2005).

However, we observed that 17% of the genome pairs

containing exact-match CTn341 sequences belonged to the

Bacteroides and Alistipes genera, suggesting historical transfer

of this important ICE between these genera. Alistipes is an

emerging genus with potential health implications (Parker

et al., 2020), and the epidemiology and ecology of

CTn341 within this genus warrants further investigation.

Furthermore, this finding provides additional insight into the

potential importance of CTn341 in spreading tetracycline

resistance genes across microbial taxa.

2.3 Cargo gene profiles

To characterize the set of genes that are most likely to have

been associated with conjugative HGT events, we identified all

proteins that were contained in at least two conjugative genomes

with 100% sequence identity. Out of 51,362,178 total unique

protein sequences in the source database, 28,042 were identified

as conjugation-associated proteins (i.e., conjugation machinery),

and 11,276,651 were identified as candidate cargo proteins. The

full set of cargo proteins mapped to 20,550 distinct names

(excluding “putative protein(s)” or “hypothetical protein(s)”),

with a wide range of frequencies within and between genera.

Annotation of the conjugative genomes demonstrated that the

vast majority of conjugative and cargo proteins were adjacent

within the genome (Figure 2). Moreover, within each genome,

the conjugative features were more likely to be proximate to

putative cargo protein versus non-cargo proteins, suggesting

again a common evolutionary history.

2.4 Genotypic AMR and association with
conjugation features

A subset of the observed cargo protein names were associated

with a set of confirmed AMR protein names. We identified this

subset by selecting only those names that Prokka assigned to

sequences mapping to a name defined in MEGARes v1.0 (Lakin

et al., 2016), a comprehensive AMR database. The entity relations

in our database ensured a 1:1 mapping between gene and protein

names and their respective sequences. Of the 3,824 distinct

sequences contained in MEGARes, Prokka identified 3,674 as

valid sequences coding for protein. These 3,674 distinct proteins

were assigned 286 distinct names, excluding “putative protein”

and “hypothetical protein”. These unnamed proteins comprised

just 1% of theMEGARes protein set.While this highly curated set

is certainly not a comprehensive list of all proteins contributing

to AMR, it is an initial set to estimate the fraction of AMR

proteins within the larger set of conjugation and cargo proteins.

To further investigate the microbial genomics of AMR in

relation to HGT events, we used plasmid sequences from NCBI
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to identify the set of AMR-specific cargo proteins found in a

plasmid sequence. We then compared the distribution of AMR

proteins in plasmids versus conjugative genomes (Figure 3). The

distribution of AMR genes differed between plasmids and

conjugative genomes, with a high probability that AMR genes

were identified in conjugative (versus non-conjugative) genomes,

and a much lower probability of being identified in plasmids

(Figure 3). While plasmids are often critical to the microbial

ecology of AMR, this analysis suggests that other conjugative

processes may drive the vast majority of AMR gene exchanges

between bacteria. This dynamic has been reported for specific

AMR gene groups, including carbapenem AMR genes (Botelho

et al., 2020), and also supports previous analyses of conjugative

machinery across bacterial genera (Guglielmini et al., 2011).

To analyze the distribution of AMR proteins across genomes,

we calculated the probability that each AMR gene was identified

TABLE 4 Probability of observing AMR proteins in genomes that also contained conjugative features.

AMR protein name Number of
Genomes

Number of Conjugative
Genomes

Proportion Conjugative
Genomes

Rob DNA-binding transcriptional activator 4,559 4,559 1.00

Transposon Tn10 TetD protein 4,559 4,559 1.00

Tetracycline resistance gene Tet(M) 441 441 1.00

Outer membrane protein YedS 288 288 1.00

Regulator of RpoS 288 288 1.00

Beta-lactamase Toho-1 319 318 1.00

AcrAD-TolC permease subunit 1,584 1,576 0.99

Multidrug efflux pump subunit AcrB 1,584 1,576 0.99

DNA topoisomerase subunit A 1,091 1,085 0.99

MATE family multidrug efflux pump protein 1,607 1,596 0.99

Carbapenem-hydrolyzing beta-lactamase KPC 1,914 1,899 0.99

Beta-lactamase OXA-1 1,188 1,175 0.99

Inner membrane protein HsrA 350 346 0.99

Putative transport protein YdhC 342 338 0.99

Aclacinomycin methylesterase RdmC 419 414 0.99

Beta-lactamase OXA-2 199 196 0.98

Chloramphenicol efflux MFS transporter
CmlA1

795 783 0.98

Beta-lactamase OXA-10 521 513 0.98

armA* 994 978 0.98

rRNA large subunit methyltransferase H 4,087 3,989 0.98

Multidrug resistance operon repressor 486 67 0.14

Outer membrane protein OprM 478 65 0.14

Methicillin-resistance regulatory protein MecR1 8,344 1,007 0.12

Phosphoethanolamine-lipid A transferase 8,344 1,007 0.12

HTH-type transcriptional repressor BepR 467 55 0.12

Bifunctional polymyxin resistance protein ArnA 507 53 0.10

Methicillin resistance regulatory protein MecI 6,583 395 0.06

Metallothiol transferase FosB 6,584 395 0.06

Multidrug efflux transporter MdtL 419 9 0.02

Multidrug efflux pump subunit AcrA 420 7 0.02

HTH-type transcriptional regulator SyrM 1 414 3 0.01

RND transporter permease subunit OqxB3 358 2 0.01

Aminoglycoside 2′-N-acetyltransferase 9,723 5 0.00

DNA-binding response regulator MtrA 9,854 2 0.00

Putative acetyltransferase 5,232 1 0.00

Quinolone resistance protein NorB 213 0 0.00

Only AMR proteins that appeared inmore than 100 genomes were considered; and only AMR proteins that occurred in conjugative genomes with a probability ≥ 0.98 or ≤ 0.15 are listed in
this table. Full data available in the Supplementary Table S3. *Full protein name: 16S rRNA (guanine(1405)-N(7))-methyltransferase.
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in conjugative versus non-conjugative genomes (Table 4). From

the complete list of 286 AMR protein names, 220 were found

more often in conjugative genomes; three were found with equal

probability in conjugative and non-conjugative genomes; and

63 were found more often in genomes that did not contain any

conjugation proteins. Given that the proportion of conjugative

genomes in our database was 51%, these results suggest that AMR

genes are disproportionately represented within conjugative

genomes.

The above analysis does not distinguish between different

types of conjugation features, and also treats AMR proteins as

independent features. However, the data in Figure 2 demonstrate

that many of the conjugation features defined in Table 1 often co-

occur in the same genome, as do some of the AMR proteins. To

gain insight into these correlations, and to identify groups of

AMR proteins associated with different conjugation families, we

performed a genomic co-occurrence analysis across all

conjugation features for the 138 AMR proteins found in

conjugative genomes with a frequency of at least 5 times

compared to identification in non-conjugative genomes

(i.e., these AMR proteins were highly represented in

conjugative genomes, Figure 4). The results of this analysis

demonstrated that some conjugation features frequently co-

occurred within genomes with both other conjugation features

as well as multiple AMR proteins. For example, IPR005094 co-

occurred with the highest diversity of AMR protein names (N =

139, see Supplementary Table S2). Many co-occurrence patterns

reflected known biological associations. For example, the

Tn916 conjugation feature co-occurred most frequently with

tetracycline ribosomal protection protein TetM, a genomic

association discovered over 3 decades ago (Su et al., 1992).

While TetM seemed to co-occur with a few select conjugation

features (such as Tn916), other AMR protein names co-occurred

with many conjugation features. For example, many of the AMR

TABLE 5 Associations between phenotypic AMR and representation of conjugative versus non-conjugative genomes.

Antibiotic Number of
Resistant Genomes

Number of Resistant
Conjugative Genomes

Expected Number of Resistant
Conjugative Genomes*

Observed Proportion
Conjugative Genomes

doripenem 215 207 86 ± 7 0.96

cefepime 272 259 108 ± 8 0.95

ampicillin-sulbactam 433 402 173 ± 10 0.93

imipenem 429 396 171 ± 11 0.92

piperacillin-
tazobactam

280 258 112 ± 9 0.92

meropenem 402 367 161 ± 11 0.91

trimethoprim-
sulfamethoxazole

868 775 348 ± 14 0.89

ertapenem 222 197 89 ± 8 0.89

levofloxacin 741 644 297 ± 14 0.87

gentamicin 813 706 325 ± 13 0.87

ciprofloxacin 915 794 367 ± 14 0.87

amoxicillin-clavulanic
acid

277 240 111 ± 8 0.87

ceftriaxone 984 849 394 ± 16 0.86

tetracycline 700 603 281 ± 12 0.86

ceftazidime 852 731 342 ± 14 0.86

cefotaxime 889 758 355 ± 15 0.85

tobramycin 674 574 270 ± 12 0.85

ampicillin 1042 852 418 ± 16 0.82

amikacin 383 313 154 ± 10 0.82

aztreonam 989 805 397 ± 15 0.81

cefazolin 1002 813 402 ± 16 0.81

cefoxitin 757 608 304 ± 15 0.8

nitrofurantoin 713 559 287 ± 12 0.78

cefotetan 124 95 49 ± 6 0.77

*Only drug compounds with 100 or more non-redundant resistant genomemeasurements and >76% representation in conjugative genomes are listed. The expected number of conjugative

genomes was estimated based on a bootstrapped random selection process with 100 trials (null hypothesis), using the number of assays and the actual fraction of genomes with conjugative

features (̃51%).
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names associated with extended-spectrum beta-lactam and

carbapenem resistance (e.g., beta-lactamases Toho-1, OXA-1,

OXa-2, OXA-10, SHV-2, and KPC) co-occured with the majority

of evaluated conjugation features, which may provide partial

explanation for the observed rapid expansion of these important

AMR genes within Enterobacteriaceae (Logan and Weinstein,

2017). Similarly, the recently widely-publicized mcr-1 protein co-

occurred with multiple conjugation features, which both

strengthens and expands upon recent findings that this AMR

gene has been mobilized on numerous plasmid types (Wang

et al., 2018). Co-occurrence data such as those provided in

Figure 4 may represent a new and sustainable (i.e., easily

updated) source of information regarding the potential for

new and emerging AMR genes to expand within and across

bacterial populations via HGT. This information, in turn, could

help to prioritize and focus public health and human clinical

decision-making regarding AMR.

Conversely, 29 AMR proteins occurred at least 5x more

frequently in non-conjugative genomes compared to conjugative

genomes (Supplementary Figure S1). Of note is the observation that

no beta-lactam AMR protein names occur in this list of 29 AMR

names, which contrasts starkly to the preponderance of beta-lactam-

associated AMR names in Figure 4, again suggesting that beta-

lactam resistance is tightly coupled with conjugative machinery, and

that conjugation-mediated exchange is the primary evolutionary

driver of beta-lactam resistance. By comparison, severalmechanisms

of multi-drug resistance (MDR) are contained within the list of

29 AMR proteins observed more frequently in non-conjugative

versus conjugative genomes, i.e., AcrB, AcrE, OqxB7, mdtA, mdtE,

mdtH, and MexB. These mechanisms of MDR tend to be multi-

function, i.e., the proteins confer multiple functional benefits to

bacteria, in addition to AMR. Together, the results of Figure 4 and

Supplementary Figure S1 suggest that proteins with more specific

AMR functions tend to be disproportionately represented amongst

conjugative genomes, while more generalist proteins tend to be

disproportionately represented within non-conjugative genomes.

One hypothesis for this observation is that the fitness cost-benefit

dynamics differ for generalist versus specialist genes, such that

specialized genes are more likely to transiently yet rapidly spread

within bacterial populations via the so-called ‘accessory genome’

(which includes conjugation-mediated exchange), whereas

generalist genes are more likely to be maintained permanently

within bacterial genomes, and thus are less likely to be identified

as conjugation-associated cargo.

2.5 Phenotypic AMR and association with
conjugative genomes

Given our hypothesis that conjugation-mediated spread of

specialized AMR genes may be promoted by more specific

evolutionary pressures such as antimicrobial drug exposures,

we hypothesized that this signature of selective pressure may

also manifest in the phenotypic properties of conjugative versus

non-conjugative genomes. To evaluate this, we queried the NCBI

BioSample assay metadata in our relational database, to identify

isolates that had been subjected to phenotypic antibiotic

susceptibility testing (AST) to known antibiotic compounds.

For the 186,887 highest quality genomes, the NCBI assay

metadata contained 15,286 phenotypically-confirmed resistant

genome-compound AST results, representing 13,076 tests for

conjugative genomes and 2,210 tests for non-conjugative

genomes. Altogether, 1,242 genomes were used in these tests,

of which 1,023 were conjugative genomes and 219 were non-

conjugative genomes. For each antibiotic compound listed in the

AST results, we computed the number of phenotypically resistant

isolates with conjugative-vs. non-conjugative genomes.

The results of this analysis revealed that phenotypic

resistance occurred in conjugative genomes with

probability >80%, regardless of compound being tested

(Table 5 and Supplementary Table S3). As with the

disproportionate representation of AMR proteins within

conjugative genomes, the phenotypic AMR data suggest that

microbial AMR dynamics are driven largely by conjugation-

mediated processes. However, it is also important to note that

NCBI phenotypic assay data is likely biased due to the

motivations for clinicians and researchers to submit isolates

for phenotypic testing. Therefore, to test for SRA sampling

bias with respect to these compounds, we also measured the

phenotypically-resistant fraction expected for randomly selected

genomes, based on the number of genomes tested per

compound in Table 5 and the number of conjugative and

non-conjugative genomes across the entire database. This

null hypothesis was tested by running 100 bootstrapped trials

for each compound (Table 3). The observed average probability

that phenotypic AMR was expressed by an isolate with a

conjugative genome was 0.85 ± 0.05 independent of antibiotic

compound, i.e., weighted by total genomes tested per compound

(Table 5). In a random process, the probability would be

expected to be near 51% given the fraction of all genomes

with conjugation features. These results further support the

importance of conjugation in the microbial ecology and

epidemiology of both genotypic and phenotypic AMR.

2.6 Genome clustering by conjugative
feature profile

The specific proteins transferred between bacteria are known

to vary by conjugation feature, for example as demonstrated by

the co-occurrence patterns of conjugation features and AMR

proteins within genomes (Figure 4 and Supplementary Figure

S1). To demonstrate the structuring of bacterial populations by

conjugation-cargo co-occurrence patterns, we generated the

same co-occurrence matrix for all cargo proteins and all

conjugative features within genomes that contained a high
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frequency of cargo proteins (Figure 5). We then calculated the

genome-genome Euclidean distance for all genomes in the co-

occurrence matrix, using a vector of normalized conjugation

features (see Methods, Supplementary Figure S2). The results

demonstrate clusters of genomes with similar conjugative

features. While these clusters often reflect classical bacterial

taxonomic structure, there are also instances of discordance

between the clustering based on conjugation profile and

traditional grouping based on taxonomy. These results reflect

the evolutionary dynamics of bacterial populations, and suggest

that the relative importance of vertical versus horizontal gene

transfer events is highly variable. Such variability in the

importance of HGT events has been previously reported,

including differences in plasmid versus ICE-mediated

exchange and interactions with bacterial host range (Cury

et al., 2018). This finding has far-reaching and complex

implications for applications that rely on a measure of

phylogenetic relatedness, i.e., outbreak detection and source

attribution. In some cases the use of the core genome may be

sufficient to accurately reflect bacterial phylogenetic relatedness;

while in others, the information in the core genome may

obfuscate the true relationships between bacterial isolates. As

WGS data become more widely used, these complexities must be

considered, and in some cases, incorporated into phylogenetic

analysis workflows.

The relational database underlying this work and the ggMOB

tool is a necessary (yet not sufficient) component of improved

interpretation and use of WGS data. We note that, in principle,

one can use the co-occurrence matrix and vectorization

procedure on genomic properties other than conjugative

features. This provides a flexible and customizable approach

for defining a different set of genomes of interest within the

mobilome, which can then be used to (re)classify organisms not

by name, but by genome-genome distance in a space of

mobilization features. This capability could represent a

powerful tool for improving our understanding of bacterial

evolution while also informing the next generation of applied

WGS computational and statistical pipelines.

3 Discussion

The public availability of large scale genomic data makes it

possible to apply cloud computing technology and big data

techniques to study important phenomena in molecular and

microbiology. Curating these data in a relational database with

biologically structured entity relations (i.e., linking genomes,

genes, proteins, domains, and metadata) provides a powerful

method with which to ask biological questions about the data.

We leveraged this approach in the current study of cargo and

conjugation, which is an essential mechanism by which bacteria

acquire new phenotypes, transmit molecular functions, and

adapt to stress. Furthermore, these events are critical for

understanding bacterial evolution and phylogeny (Guglielmini

et al., 2011; Abby et al., 2012; Bellanger et al., 2014). Our work not

only sheds light on conjugation-mediated cargo transfers

between and within genera, but also demonstrates the ability

of mining and analyzing large datasets in improving our

understanding of bacterial evolutionary dynamics. The

network of putative genus-genus conjugation features and

candidate cargo genes can be dynamically visualized using the

ggMOB tool, which supports hypothesis generation and testing

related to intra- and inter-genus conjugation dynamics.

In our analysis we identified sets of proteins with the

strongest evidence as conjugation and cargo proteins. This

was accomplished by selecting only those proteins that

exhibited both 100% sequence identity and co-occurrence in

pairs of genomes containing identical conjugation-associated

sequences. With this strict selection process, the putative

cargo proteins exhibited a high degree of spatial correlation

within assembled contigs (i.e., they were highly adjacent to

each other, as well as to the conjugation protein itself). Other

proteins in these genomes may also have been transferred (or are

transferable) by bacterial conjugation, but they did not meet our

strict selection criteria. Considering only strictly-selected

candidate cargo proteins, we were able to profile the

frequency of conjugation-mediated protein exchange within

and between genera.

Our results suggest that conjugation-mediated exchange is

not uncommon, affirming prior studies (Guglielmini et al., 2011;

Bellanger et al., 2014). Conjugation-related proteins were

observable in 51% of bacterial genomes and in 631 of

1,345 genera (approximately 47%). Frequency of intra- and

inter-genus conjugation-mediated exchange varied significantly

depending on the taxa involved, suggesting that taxonomy

greatly influences genetic exchange of, e.g., AMR or

pathogenicity proteins (Delavat et al., 2017). By quantifying

this across a large database of high-quality WGS data, we

measured the “exchange likelihood” between different genera.

These likelihoods can be visualized dynamically in the ggMOB

tool, which reveals distinct clusters of genera that share

conjugative features with exact sequence match. This suggests

that the likelihood of protein transfer varies substantially by

genus pair, and that the bacterial composition within a given

environment is an important consideration when attempting to

evaluate mobilization potential within a microbial community

(Lopatkin and Collin, 2020; Neil and Allard, 2021).

While we have conducted this analysis for a specific set of

conjugation features (Table 1), the analytic approach can be

applied to any MGE(s) and cargo protein(s) of interest. As such,

our overall approach represents a method for obtaining a long-

range evolutionary view of transfer likelihood between diverse

bacterial taxa, including pathogens and commensal bacteria

(Guglielmini et al., 2011). These baseline exchange likelihoods

are critical parameters for risk analysis at the microbial

community level, including for applications such as
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personalized microbiome medicine, and microbiome-centric

surveillance.

Bacterial taxon is not the only significant driver of exchange

likelihood; we also observed that putative, successful transfer

events were more likely to involve cargo proteins that infer fitness

advantage to the involved bacterial populations, such as AMR.

While any gene can, in principle, be transmitted as a cargo gene

in conjugative exchange, only a subset of transferred proteins will

increase the fitness of the receiving organism. The likelihood of

observing successful transfer depends on a large number of

factors including the environment, the existing proteins in the

recipient chromosome, the cargo proteins themselves, and the

survival probability of the organism (Cohen et al., 2010).

Conjugation-mediated protein transfer that improves fitness

may increase survival probability. Therefore, chromosomal

arrangements that group fitness-conferring cargo proteins near

the conjugation machinery will be observedmore frequently than

those arrangements that involve neutral or disadvantageous

proteins. Conversely, very common proteins that aid in stress

response may be less likely to be transferred as cargo, since the

relative fitness advantage is diminished for proteins that are

already likely to be present within a bacterium (i.e., proteins that

confer redundant function). The particular stressor—as well as

the specific advantageous proteins of interest—depend on

phenotype of interest. This view is exemplified by the data in

Table 4 which shows that rare AMR proteins are more likely to be

found as cargo in genomes that also contain conjugative proteins,

as compared to genomes that do not. Conversely, common AMR

proteins are less likely to be found in genomes that contain

conjugative machinery. One might hypothesize that, with

chromosomal rearrangement, nature effects a real world

experiment to dynamically optimize cargo protein

collections—thereby spreading rare (but useful) proteins and

gene combinations over time.

The particular cargo proteins shared between chromosomes

varied by conjugation feature, as demonstrated by the AMR

proteins analyzed in Figures 1, 4. Considering all conjugation

features used in this study, our results suggest that conjugation

dynamics are important in structuring genomic content, and

thus driving phylogenetic evolution. Based on Figure 5, it seems

that sometimes these evolutionary conjugation dynamics can

sometimes overpower other taxonomic drivers, such that genus-

level genomes do not always cluster together. To demonstrate

this conjugation-driven phylogeny, we used the data in Figure 5

to generate Figure 2, which represents the distance between all

pairs of genomes based on Euclidean distance between their

representations as normalized conjugation feature vectors. The

resulting hierarchical clustering shows that the dominant

conjugation features are represented in genomes across

different genera and, conversely, that individual genera

include genomes with differing conjugation profiles. This

abrogation of genus-level taxonomy due to conjugation-

related genomic content is an inevitable consequence of the

inter-genus transfers visualized in ggMOB. Given the reality

of conjugative exchange, there is no reason to expect that

taxonomic classification by organism name will always predict

the composition of conjugation-associated cargo proteins.

However, by selecting genomes based on a particular phenotype

of interest, it is possible to classify organisms and genome-genome

distances based on a feature space defined by conjugation (or other

mobilization) proteins, as in Figure 2. Given the ubiquity and

diversity of conjugation and other types of HGT (Guglielmini

et al., 2011), these types of genome clustering techniques may

provide crucial information about bacterial evolution that is not

containedwithin traditional phylogenies. In this regard, the ability to

FIGURE 1
Individual genomes typically contained more than one
conjugative feature (Table 1), and often contained more than one
protein per feature. (A)Histogram (log frequency) of the number of
conjugative features per genome, and (B) Histogram (log
frequency) of the number of conjugative proteins per genome for
all 106,433 genomes containing at least one conjugative feature.
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filter the ggMOB data based on conjugation features of interest may

particularly useful.

4 Materials and methods

4.1 Creation of relational database

Here we briefly describe the process used to create the

relational database that underlies ggMOB; further details can

be found at (Seabolt et al., 2020). First, we downloaded whole

genome sequences from NCBI’s Reference Sequence Database

(RefSeq), which we then filtered to only obtain genomes that

were identified as being of bacterial lineage, and as having an

assembly level of “Complete Genome”. We added to this set of

genomes non-assembled sequence data from NCBI’s Short

Read Archive (SRA) by first downloading all datasets that had

the following criteria: (1) the data consisted of WGS data

generated from bacteria, as defined according to their

taxonomic lineage; (2) the data were Illumina short-read

sequence data from DNA; and (3) the sequence data were

paired-end. Long-read and transcriptomic data were not

considered. We note that we downloadeded all the SRA

data in FASTQ format using the SRA toolkit (Sugawara

and Shumway, 2010), and assembled them into contigs

using SPAdes (Bankevich et al., 2012). We discarded any

genome assemblies that contained more than 150 contigs

(of size >500 bp) or had an N50 of less than 100 kbp. We

note that only 48% of bacterial genomes met the

aforementioned curation thresholds from the original

corpus of SRA datasets. Next, we eliminated any assembled

genomes in which a significant proportion of k-mers

originated from multiple genomes across different genera.

This removed another 13,044 genomes from consideration.

This last step ensured all the genomes used for analysis were

from a pure single bacterial isolate with valid genus-level

classification, hence minimizing the probability of

contamination. We obtained a total of 159,628 genome

assemblies after filtering for all the above criteria, and a

total of 186,887 genomes when including the genome

assemblies from RefSeq.

Next, we annotated all the genomes using Prokka 1.12

(Prokka, 2014), resulting in the collation of the genome, gene,

and protein data entities into CSV files. After annotation, we

determined the protein domains using InterProScan

5.28–67.0 (Quevillon et al., 2005) with all available analyses

provided by InterProScan (16). This resulted in 16 JSON files

that were then parsed to create a set of CSV files. The

annotation process yielded a total of 66,945,714 unique

gene sequences; 51,362,178 unique protein sequences; and

138,327,556 unique protein domains along with related

functional annotations.

Using the curated data, we created a relational database

using IBM’s DB2 system, which contained the following five

different entity types: genomes, genes, proteins, protein

domains, and functional annotations. These entities were

determined by the above data curation, assembly and

annotation steps; each entity in the database was stored

using the MD5 hash of the sequence itself to create a

unique identifier. Thus, we can quickly query for an entity

within the database using the unique identifiers as a key. We

stored the relations between entities as tables in the relational

database, e.g., the genes corresponding to a particular genome

in a table. We note this saves storage because unique

sequences are stored only once in their respective tables

and the tables point to all the parent entities in which they

are found. Thus, while database construction required

1468 CPUs, 6TB RAM, and 160 TB of hard drive space, the

final relational database scales efficiently with the addition of

new sequences (Seabolt et al., 2020).

4.2 Creation of ggMOB

After curation and annotation of the data, we identified all

candidate conjugative and cargo proteins in order to create

ggMOB. In particular, we used both the primary literature

and the InterProScan coding system to generate a list of

conjugative features for ggMOB. This led us to consider the

following 12 InterProScan codes:

1. IPR005094 describes relaxases and mobilisation proteins, as

exemplified by MobA/VirD2 (Pansegrau et al., 1993; Byrd

and Matson, 1997; Quevillon et al., 2005).

2. IPR011119 represents a domain found in Proteobacteria

annotated as helicase, conjugative relaxase or nickase

(Street et al., 2003; Quevillon et al., 2005).

3. IPR014059 codes for a domain in the N-terminal region of

a relaxase-helicase (TrwC) that acts in plasmid

R388 conjugation. It has been associated with both

DNA cleavage and strand transfer activities, and

members of this family are frequently found in

genomic proximity to conjugative proteins thought to

indicate the presence of integrated plasmids when

identified in bacterial chromosomes (Quevillon et al.,

2005; Boer et al., 2006).

4. IPR014129 represents proteins in the relaxosome complex,

exemplified by TraI, which mediates the single-strand

nicking and ATP-dependent unwinding of the plasmid

molecule via two separate domains in the protein

(Matson and Ragonese, 2005; Quevillon et al., 2005).

5. IPR014862 represents a conserved domain found in the

relaxosome complex, as exemplified by TrwC (Quevillon

et al., 2005; Boer et al., 2006).
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6. IPR021300 represents a conserved domain observed in ICE

elements in the protein family PFL_4695, and originally

identified in Pseudomonas fluorescens Pf-5 (Quevillon

et al., 2005; Mavrodi et al., 2009).

7. IPR022303 describes a family of conjugative transfer

ATPases representing predicted ATP-binding proteins

associated with DNA conjugative transfer. They are found

both in plasmids and bacterial chromosomal regions that

appear to derive from integrative elements such as

conjugative transposons.

8. IPR025955 describes a family of TraC-related proteins

observed in Proteobacteria. TraC is a cytoplasmic,

membrane protein encoded by the F transfer region of

conjugative plasmids, and is required for the assembly of

the F pilus structure, which creates and maintains contact

between the donor and recipient cells during conjugation.

The family includes predicted ATPases associated with DNA

conjugative transfer (Schandel et al., 1992; Quevillon et al.,

2005).

9. IPR022391 represents the N-terminal domain of proteins

associated with conjugative relaxases in the PFGI-1 class,

which includes TraI putative relaxases required for ICE

function. While these relaxases are similar in function to

TraI relaxases of the F plasmid, they have no sequence

homology (Quevillon et al., 2005).

10. IPR011952 represents CD-NTase-associated protein 3, a

group of proteins that function as part of CBASS (cyclic

oligonucleotide-based antiphage signaling system), which

provides immunity against bacteriophages (Millman et al.,

2020).

11. IPR014136 encompasses TraA, a Ti-type conjugative

transfer relaxase that likely nicks the OriT site and

unwinds the coiled plasmid prior to conjugative transfer

(similar to TraI(F) in this respect) (Harris et al., 1999).

12. IPR020369 represents mobilization protein B (MobB),

which is thought to play a role in conjugative exchange

by presenting MobA and its covalently-linked plasmid

DNA to the conjugative pore for subsequent export

(Meyer, 2011).

We supplemented the IPR features with additional

conjugative features that provide essential functions in the

conjugation process, including conjugative relaxases, nickases,

helicases, and other mobilisation proteins (Schandel et al.,

1992; Pansegrau et al., 1993; Byrd and Matson, 1997; Boer

et al., 2006) (Table 1). These conjugative features contain

substantial sequence diversity, (Frost et al., 2005; Wozniak

and Waldor, 2010; Perry and Wright, 2013; Johnson and

Grossman, 2015; Singer et al., 2016), but also represent

conserved domains involved in the machinery required for

FIGURE 2
Heatmap showing the relative genomic positions of conjugative features and putative cargo proteins for the 2,000 genomes with the greatest
number of cargo proteins. Conjugative features are represented as color pixels based on the colors shown in Table 1, with yellow representing
proteins assigned specific IPR codes and red representing protein families from the literature. Cargo proteins are shown in grey and other
chromosomal DNA in white. Each genome is bit shifted to the left until the first conjugative feature is centered in the figure. Most genomes
contained more than one conjugative protein (all contain at least one). The inset highlights the genomes at indices 1450–1550 in order to expand a
subset of the data.
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conjugative transfer. Using standard SQL queries, we obtained

a list of the unique identifiers that have one or more of the

features described above, resulting in a list of 28,042 candidate

conjugation proteins. From this list, we removed those that

appeared exactly in only a single genome, which further

reduced the list of potential conjugation proteins to

15,398 across 95,781 genomes. We refer to this resulting set

of genomes as conjugative genomes because they contain

putative conjugation features (Supplementary Table S4). We

note that these genomes represent 51% of all genomes in the

relational database.

Next, we performed SQL queries in order to identify proteins

most likely to be cargo based on evidence of conjugative transfer. To

minimizemisclassification of proteins as cargo, we applied two rules:

(1) the proteins had to be present in at least two genomes with the

same conjugative protein; and (2) they could not be present in any

non-conjugative genome. To accomplish the query, we first queried

the database for all proteins in the 95,781 conjugative genomes,

which produced a list of 387,682,038 distinct < conjugative genome

accession number, protein > tuples. In many cases a unique

sequence was observed in more than one genome, and therefore,

in total there were 21,207,794 distinct protein sequences in the set of

conjugative genomes. Next, we filtered this list in order to identify

the set of proteins that appeared in two or more conjugative

genomes. To further reduce false positive identification of

transfer by conjugation (vs. being vertically transferred), we

discarded any protein that appeared in any of the 99,052 non-

conjugative genomes.With this strict selection process, we identified

11,276,651 distinct sequences that we refer to as cargo proteins,

i.e., proteins with the greatest evidence of conjugative transfer. Lastly,

we tabulated these results to produce a list of triples of the form <
cargo protein, conjugative genome A, conjugative genome B>which

describe genome A and genome B contained at least one identical

conjugative protein sequence, yielding a total of

4,938,737,476 putative transfers. We used this file as input to a

custom python script that identifies all intra- and inter-genera cargo

protein transfers for each protein by comparing all pairs of genomes

in order to identify the intersection of conjugative proteins of each

pair of genomes, and the cargo proteins (if any) in this intersection.

The output of this script was used to create the ggMOB network,

which contains a node for each genus, and an edge between any pair

of nodes in which the value of co-occurrence of <conjugative
protein, cargo protein> is non-empty (see https://github.com/

Ruiz-HCI-Lab/ggMOB for source files and code).

4.3 Additional analyses

4.3.1 Conjugation and cargo gene proximity
To characterize the genomic proximity of conjugative and

cargo genes within the conjugative genome pairs, we used our

compiled list of genera, genomes, conjugative and cargo

proteins, along with Prokka’s accession index, which

indicates the position of a gene or protein sequence within

the assembled sequences. While this approach was limited by

the fact that the order of assembled sequences is unknown,

the Prokka index does indicate position of annotated

sequences within each assembled sequence; this

information was used in a visual display of genomic

distance (Figure 2).

4.3.2 Characterizing AMR genes
We identified all AMR proteins by querying our

relational database with all sequences in the MEGARes

database (Lakin et al., 2016). To obtain consistent

annotations, we annotated the sequences in MEGARes in

the same format as was used to annotate the set of all

proteins in the database. We note that we were able to

maintain high confidence that these annotations represent

AMR proteins because the annotations were derived by exact

sequence matching. Next, we extracted the set of cargo

proteins with (self-consistent) names that matched any

MEGARes AMR protein name. These data were then used

to compute the frequency of observing each AMR gene in

genomes that contained and did not contain conjugative

features.

4.3.3 NCBI antibiotic susceptibility testing
BioSample data

To analyze associations between phenotypic AMR and

genomic conjugation features, we retrieved metadata for each

NCBI accession that contained antimicrobial susceptibility

testing that contained AST data, which include genomic

accession number for each isolate, the antibiotic

compound(s) against which it was tested, the AST type,

and the phenotypic outcome (resistant, susceptible, or

intermediate). We only considered those isolates with a

resistant phenotypic outcome to be resistant. By linking the

BioSample accession with the SRA accessions in our relational

database, we were able to identify genomes for which

corresponding AST data were available. These genomes

were used in our analysis of phenotyic AMR and

conjugative features.

4.3.4 Classification of plasmid and conjugation
proteins

We note that many of the InterPro codes listed in Table 1

contain conjugative machinery found in both plasmids and

ICEs. Since these two groups of MGEs exhibit unique

microbial ecological and epidemiological dynamics

regarding AMR, we attempted to further annotate

conjugative proteins identified within our set of genomes.

To accomplish this, we first queried NCBI for bacterial

plasmids. All of these assembled bacterial plasmids were
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downloaded from NCBI and annotated via our Prokka and

InterProScan pipelines. The annotated plasmid associated

proteins were then placed in a database table. The

MD5 hash was used as the primary key for entries in this

table, as was true for every sequence entity in the FGP

database. Determining whether a protein had been

observed on a plasmid in any of the reference genomes was

then accomplished by querying for the primary (i.e., FGP) key

of each protein within the table of plasmid-associated

proteins. If the primary key existed in both tables, we

considered that protein to be a plasmid-associated protein.

These data were used in the analyses shown in Figure 3.

4.3.5 Tabulation of data
Conjugative genomes were tabulated by genus as shown in

Table 2. Observed conjugative features from Table 1 were

tabulated by genome for the analysis shown in Figures 1, 5.

Similarly, proteins assigned AMR-associated annotations were

tabulated by number of conjugative and non-conjugative

genomes, and the fraction of unique sequences observed in

plasmids was tabulated as well (See Figure 4).

4.3.6 Hierarchical clustering and co-occurrence
Hierarchical clustering was used to characterize the co-

occurrence of proteins or genomes by conjugation feature

(Figures 1, 4, 5. The co-occurrence matrix was generated

using the Seaborn clustermap algorithm, which performs

single linkage clustering to generate heatmaps and

dendrograms (Waskom, 2015). The vector of features

used to generate the heatmap shown in Figure 2 was the

vector of conjugation features for each genome, which in

order to compute the (Euclidean) distance between each

genome. Again, Seaborn clustermap was used for

hierarchical clustering and visualization.

FIGURE 3
AMR Protein Detection in Plasmids versus Conjugative Genomes. 2D histogram showing the probability that AMR proteins were found in
conjugative genomes (x-axis) versus the fraction of AMR proteins observed on plasmids (y-axis). Independent of presence on conjugative genomes,
5%–10% of AMR proteins were observed on plasmids, whereas the majority of AMR proteins were found in conjugative genomes.
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FIGURE 4
Co-occurrence of AMR proteins with conjugative features, for the 138 AMR proteins observed in conjugative genomes with a frequency greater
than 5x the frequency of observation in non-conjugative genomes. Of these AMR proteins, 43 are only observed in conjugative genomes.
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SUPPLEMENTARY FIGURE S1

Co-occurrence of AMR proteins with conjugative features.Co-
occurrence of AMR proteins with conjugative features for the 29 AMR
proteins observed in non-conjugative genomes with a frequency at
least 5x the frequency of observation in conjugative genomes..

SUPPLEMENTARY FIGURE S2

Heatmap of Genome-Genome Distances Based on Conjugation Feature
Profiles. Genome-genome Euclidean distance between vectors of
conjugation features for the 6500 genomes used in 5. For visualization
purposes, 1 in 75 labels were rendered on each axis. The figure shows that
different sets of genomes cluster based on different co-occurring
conjugation features..

FIGURE 5
Genome-IPR Co-Occurence Map. Co-occurrence of
conjugation features by genome, for the 6,000 genomes with the
highest cargo protein fraction and the 500 genomes with the
rarest conjugation features (see text). Co-occurrence of
particular conjugation features does vary by taxonomic group.
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Regularized survival learning and
cross-database analysis enabled
identification of colorectal cancer
prognosis-related immune genes
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1School of Mathematics and Physics, University of Science and Technology Beijing, Beijing, China,
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Colon adenocarcinoma is the most common type of colorectal cancer. The
prognosis of advanced colorectal cancer patients who received treatment is
still very poor. Therefore, identifying new biomarkers for prognosis prediction
has important significance for improving treatment strategies. However, the
power of biomarker analyses was limited by the used sample size of individual
database. In this study, we combined Genotype-Tissue Expression (GTEx) and The
Cancer Genome Atlas (TCGA) databases to expand the number of healthy tissue
samples. We screened differentially expressed genes between the GTEx healthy
samples and TCGA tumor samples. Subsequently, we applied least absolute
shrinkage and selection operator (LASSO) regression and multivariate Cox
analysis to identify nine prognosis-related immune genes: ANGPTL4, IDO1,
NOX1, CXCL3, LTB4R, IL1RL2, CD72, NOS2, and NUDT6. We computed the risk
scores of samples based on the expression levels of these genes and divided
patients into high- and low-risk groups according to this risk score. Survival
analysis results showed a significant difference in survival rate between the two
risk groups. The high-risk group had a significantly lower overall survival rate and
poorer prognosis. We found the receiver operating characteristic based on the risk
score was showed to accurately predict patients’ prognosis. These prognosis-
related immune genes may be potential biomarkers for colorectal cancer
diagnosis and treatment. Our open-source code is freely available from GitHub
at https://github.com/gutmicrobes/Prognosis-model.git.

KEYWORDS

LASSO, multivariate cox analysis, prognosis, immune gene, colorectal cancer

1 Introduction

According to global cancer statistics 2020 data, colorectal cancer ranked third by cancer
incidence and second by cancer mortality rate (Sung et al., 2021). According to predictions,
the number of new colorectal cancers will reach 2.2 million and deaths will reach 1.1 million
in 2030 (Arnold et al., 2017). Colorectal cancer usually occurs in the inner walls of the colon
or rectum (Lao and Grady, 2011). Whenmalignant cells are formed in the colon or rectum, it
will lead to the occurrence of colorectal cancer (Wang et al., 2021). Based on histological
classification, colon adenocarcinoma is the main type of colorectal cancer (Wei et al., 2018).
The main causes of transformation of normal colonic epithelium to colon adenocarcinoma
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are genetic and epigenetic changes (Coppede, 2014). At present, the
main method for treating colon adenocarcinoma is surgery
combined with postoperative chemotherapy (Hashiguchi et al.,
2020; Tarazona et al., 2020). Even with standard treatment, the
outcomes of advanced colon adenocarcinoma patients are still very
poor and varies widely (Andre et al., 2004; Nishihara et al., 2013;
Sadanandam et al., 2013). Therefore, using simple conventional
factors, such as clinicopathology stage, is insufficient for accurate
prognostic prediction of colon adenocarcinoma patients, which calls
for the discovery of new biomarkers to predict the prognosis of
patients and improve treatment outcomes.

Biomarkers improve patients’ prognosis by treating patients
who may benefit from a given treatment (Blangero et al., 2020).
In recent years, the rapid development of bioinformatics tools has
enabled researchers to rapidly identify colorectal cancer biomarkers
based on differentially expressed genes (DEGs). For examples,
Dalerba et al. found that CDX2 is a prognostic biomarker and
that CDX2 deletion is associated with poor prognosis in stage II or
III colorectal cancer patients (Dalerba et al., 2016). Li et al. found
that the immune gene ULBP2 is a prognostic biomarker and that
TMEM37 and GRPmay also be potential prognostic genes for colon
cancer (Li et al., 2018). Wang et al. found thatMXRA5 is aberrantly
expressed in colorectal cancer tissues and is a biomarker for the early
detection of colorectal cancer (Wang et al., 2013). Den Uil et al.
found that KCNQ1 is a prognostic biomarker for predicting
recurrence in stage II and III colon cancer patients (den Uil
et al., 2016). Woischke et al. found that CYB5R1 is intimately
associated with poor prognosis in colorectal cancer (Woischke
et al., 2016). Kandimalla et al. found that methylated AXIN2 and
DKK1 are useful biomarkers for recurrence in stage II colon cancer
patients (Kandimalla et al., 2017).

Compared with a single biomarker, combining multiple
biomarkers in a model can predict patients’ prognosis more
accurately (Qu et al., 2018). For example, Lin et al. proposed a
new prognosis risk score characteristic based on nine long non-
coding RNAs (lncRNAs) associated with colon cancer prognosis
(Lin et al., 2020). This characteristic has important clinical
significance in improving the prediction results of colon cancer
patients, and these lncRNAs as a whole may be biomarkers that
affect prognosis. Zuo et al. carried out univariate and multivariate
Cox analysis to identify six DEGs associated with colorectal cancer
patients prognosis, including EPHA6, TIMPI, IRX6, ART5,
HIST3H2BB, and FOXD1 (Zuo et al., 2019). Their combined is
an independent biomarker for predicting the survival rate.

Currently, immunotherapy has demonstrated huge potential in
improving tumor prognosis, and studies have increasingly shown
that expression of immune-related genes may be related to cancer
patients’ prognosis (Galon et al., 2013; Bedognetti et al., 2015). For
example, Miao et al. identified 12 immune genes (SLC10A2, CXCL3,
NOX4, FABP4, ADIPOQ, IGKV1-33, IGLV6-57, INHBA, UCN, VIP,
NGFR, and TRDC) associated with the prognosis of colon
adenocarcinoma patients (Miao et al., 2020). The associated risk
score proved an independent prognostic factor. Therefore, the
identification of colon adenocarcinoma-related immune genes is
particularly useful to promote the development of tools to carry out
colon adenocarcinoma immunotherapy.

However, the aforementioned studies only used healthy samples
and tumor samples from The Cancer Genome Atlas (TCGA)

database to identify DEGs between healthy samples and tumor
samples. The differences in the number of samples in the TCGA
database are very large. For example, several hundred tumor samples
are available, but only a few dozen healthy samples (Mounir et al.,
2019). This big difference will lead to inaccuracy in the identification
of DEGs.

Therefore, in this study, we collected healthy tissue samples from
the Genotype-Tissue Expression (GTEx) database and tumor tissue
samples from the TCGA database when screening for DEGs. Large
sample size enabled us to sensitively identify biomarkers based on
DEGs. We employed least absolute shrinkage and selection operator
(LASSO) regression andmultivariate Cox analysis to construct a risk
model based on multiple immune genes. This model can accurately
predict patients’ prognosis (AUC of training dataset >0.8), which
has important clinical significance. The immune genes identified in
the model could be used as potential biomarkers.

2 Materials and methods

2.1 Data sources

Healthy colon tissue RNA-seq data of 308 samples in the GTEx
database were downloaded from the UCSC website (https://
xenabrowser.net/, accessed on 25 March 2022), as fragments per
kilobase of exon model per million mapped fragments (FPKM)
values. Gene expression data were extracted from 308 healthy
samples. We removed low-expressing genes that the mean
expression level is less than 0.2. After removing low-expressing
genes, the expression levels of 22,116 genes were retained.

The RNA-seq FPKM data of 391 colon adenocarcinoma samples
were downloaded from the TCGA website (https://portal.gdc.
cancer.gov/, accessed on 21 March 2022). Genes (mean
expression level <0.2 in samples) were removed to obtain the
expression levels of 14,791 genes. The clinical data of 391 colon
adenocarcinoma patients were also downloaded from the TCGA
website. The analysis flow chart is shown in Figure 1.

2.2 Screening of differentially expressed
genes

The list of human immune genes was downloaded from the
Immunology Database and Analysis Portal (IMMPORT) database
(https://www.immport.org/home, accessed on 30 March 2022).
Total 1793 immune genes were included. The GTEx dataset and
TCGA dataset were combined to obtain 14,306 intersection genes.
We used R package “limma” to screen DEGs between healthy
samples and tumor samples through Wilcoxon test (Ritchie et al.,
2015). False discovery rate (fdr) was computed to correct multiple
testing. The screening criteria were fdr< 0.05 and
|log2(fold change)|> 1. After obtaining the list of DEGs, the
intersection with immune genes was obtained as differentially
expressed immune genes.

log2 fold change( ) � log2
mean value ofgene in tumor group

mean value of gene in healthy group

(1)
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2.3 Regularized survival analysis

Univariate Cox analysis is typically used to screen for prognosis-
related genes in patients, and then amultivariatemodel is constructed to
further confirm whether the association between gene and survival is
independent. However, this method does not consider the multiple
collinear effects between genes, and contradiction in hazard ratios (HR)
obtained from univariate Cox regression and multivariate Cox
regression occurs, causing model distortion. However, the
multivariate analysis also suffers from the curse of dimensionality
when the number of genes is greater than the sample size.

The modernized regularized survival analysis approach, such as
LASSO, avoids the high-dimensionality issue by soft-selecting
significant features. We thus employed LASSO Cox regression for
gene screening before multivariate Cox regression model was used
to establish prognostic characteristics. LASSO regularization, which was
proposed by Tibshirani (Tibshirani, 1997), uses L1 norm for the
shrinkage penalty in which the coefficients of not-so-important
genes are compressed to 0, while the coefficients of important genes
are retained at more than 0. This decreases the number of covariates in
the Cox regression (i.e., genes). Genes with a coefficient >0 in LASSO-
Cox regression were selected for further calculation of the risk score
(Kidd et al., 2018). The formula of LASSO is as follows (Emmert-Streib
and Dehmer, 2019):

β̂ � arg min
1
2n

∑n

i�1 yi −∑
j
βjxij( )2

+ λ β
���� ����1{ }

� arg min
1
2n

y −Xβ
���� ����22 + λ β

���� ����1{ } (2)

The survival data of TCGA patients and the expression data of
differentially expressed immune genes were combined. The
391 patient samples were randomized into a training dataset and
a validation dataset. The training dataset accounted for 70%
(273 samples) of the dataset, and the testing dataset accounted
for 30% (118 samples) of the dataset. Data in the training dataset
were used for LASSO regression. We used R package “glmnet” to
conduct LASSO regression analysis. The objective was to minimize
overfitting, i.e., removal of genes that will cause overfitting, and
select differentially expressed immune genes significantly associated
with survival.

2.4 Multivariate Cox analysis

The multivariate Cox regression model, also known as the
proportional hazards model, is a semi-parametric regression
model (Kleinbaum and Klein, 2012). In this model, survival
outcome and survival time were used as dependent variables. The
model can simultaneously analyze the effects of multiple variables
(e.g., genes) on survival. Candidate immune genes related to
prognosis were obtained through LASSO analysis, and then a risk
model was constructed through multivariate Cox analysis.
Multivariate Cox analysis will screen candidate immune genes by
stepwise regression method. Multivariate Cox analysis was
conducted using the R package “survival”.

A multivariate Cox regression model was used to construct a
prognostic characteristic of immune genes and calculate the risk
score of each patient sample. The calculation formula is as follows:

Risk score � ∑n

i�1exp i pcoefi (3)

where n is the number of characteristic genes included in the model,
exp i represents the expression level of gene i, and coefi represents
the coefficient of gene i in the multivariate Cox regression analysis.
We determined the optimal cut-off value of risk score according to
the maximally selected log-rank statistics (Wright et al., 2017).
Patients were divided into two groups based on the optimal cut-
off value. Patients with risk scores greater than the cut-off value were
included in the high-risk group, and patients whose risk scores did
not exceed the cut-off value were included in the low-risk group.

2.5 Survival analysis and ROC curve
computing

The Kaplan-Meier curve is also known as the survival curve and is a
commonly used method in survival analysis. The Kaplan-Meier curve
mainly analyzes the effect of a single factor on survival, and it is used to
estimate the survival rate of patients. Survival time is the x-axis, survival
rate is the y-axis, and a continuous stepped curve is computed to
describe the relationship between survival time and survival rate. The
log-rank test was used to evaluate survival differences between the two
groups. We used the R package “survival” to conduct survival analysis.
Receiver operating characteristic (ROC) curves were computed, and the
area under the ROC curve (AUC) was calculated to assess the accuracy
of the prognosticmodel.We used the R package “time ROC” package to
calculate the AUC at different cutoff times.

2.6 Independence and model validation

Multivariate analysis was carried out for patient samples with
clinical characteristics, and the prognostic value of the risk score was
assessed. Based on multivariate analysis, the characteristics of p< 0.05
can be used as an independent prognostic factor. The entire TCGA
dataset (391 samples) and testing dataset (118 samples) were used for
model validation. The risk score of each sample was calculated based on
the same formula [see Formula (4)], and samples were grouped into
high- and low-risk groups based on the optimal cut-off value. Survival
analysis was performed for these two groups to evaluate the survival
differences between the two groups. A ROC curve was computed, and
the AUC was calculated to assess model accuracy. Data analysis and
visualization were performed using R software (version 4.1.3, https://
www.rstudio.com/, accessed on 18 March 2022).

3 Results

3.1 Screening candidate immune biomarker

The Wilcoxon test was used to screen DEGs between GTEx
healthy samples and TCGA tumor samples, and the screening
criteria were fdr< 0.05 and |log2(fold change)|> 1. By
comparing with the healthy tissue group, 7670 DEGs were
obtained. Among these, 6381 genes were downregulated, and
1289 genes were upregulated. A listing of 1793 immune genes
was downloaded from the IMMPORT database, and the
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FIGURE 1
Flow chart of this study. It is mainly divided into four parts: downloading data, screening immune candidate biomarkers, building risk model, and
model validation. The detailed steps are shown in the figure.

TABLE 1 Summary of the clinical data of The Cancer Genome Atlas (TCGA) colon adenocarcinoma patients.

Clinical parameter Variable n (total = 341) Percentage (%)

Age (years) ≤60 97 28.4

>60 244 71.6

Gender Female 155 45.5

Male 186 54.5

Stage Stage Ⅰ 59 17.3

Stage Ⅱ 138 40.4

Stage Ⅲ 93 27.3

Stage Ⅳ 51 15.0

Tumor T1 8 2.4

T2 57 16.7

T3 236 69.2

T4 40 11.7

Metastasis M0 290 85.0

M1 51 15.0

Lymph Node N0 203 59.5

N1 81 23.8

N2 57 16.7

Survival status Alive 282 82.7

Dead 59 17.3
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intersection with DEGs, which contained 528 differentially
expressed immune genes, was retained. Among these, 383 genes
were downregulated, and 145 genes were upregulated.

Clinical data of 391 colon adenocarcinoma patients were
downloaded from the TCGA database. The clinical information
of 341 samples was retained by deleting some samples with
unknown clinical characteristics. Table 1 shows the detailed
clinical information. We divide the sample into two groups
according to age, one group is no more than 60 years old, and
the other group is over 60 years old (Lin et al., 2019).

TNM staging system is the most commonly used tumor staging
system in the world. T is the first letter of “Tumor”, referring to the
tumor size and local invasion range. T1 refers to the smaller primary
part. T2 refers to the larger primary part. T3 refers to the larger
primary part and/or the infiltration exceeds the edge of the primary
organ. T4 refers to the very large primary part and/or the infiltration
to adjacent organs. N is the first letter of “Node” in the lynch node,
which refers to the involvement of regional lymph nodes. N0 refers
to no lymph node metastasis. N1 refers to local lymph node
metastasis. N2 refers to extensive lymph node metastasis. M is
the first letter of “metastasis”, which refers to remote metastasis.
M0 means no distal metastasis, and the tumor does not spread to
other parts of the body. M1 refers to distal metastasis, and the tumor
spreads to other parts of the body. Stage group determined from
clinical information on the tumor (T), regional node (N) and
metastases (M) and by grouping cases with similar prognosis for
cancer. Stage includes stage Ⅰ, stage Ⅱ, stage Ⅲ and stage Ⅳ. Stage Ⅰ
tumors are usually relatively early tumors with relatively good
prognosis. The higher the stage, the higher the degree of tumor
progression.

Expression and survival data of differentially expressed
immune genes were combined to obtain the expression and
survival data of differentially expressed immune genes of
391 samples. The 391 samples were randomized into the
training dataset and testing dataset. The sample size of the
training dataset accounted for 70% (273 samples) of the total
sample size, and the sample size of the testing dataset accounted
for 30% (118 samples) of the total sample size. To determine
prognosis-related immune genes, training dataset samples were
used for LASSO regression. Among the 528 differentially

expressed immune genes between the healthy and tumor
samples, 14 candidate genes were obtained (Supplementary
Figure S1).

3.2 Predictive model construction through
Multivariate Cox analysis

Multivariate Cox analysis was used for further screening of the
14 candidate biomarker genes, and nine biomarker genes were
finally obtained (Table 2). The expression levels of these nine
immune genes and their corresponding correlation coefficients
were used to calculate risk scores. The calculation formula is as
follows:

Risk score � 0.109pexpression level ofANGPTL4( )
+ 0.005pexpression level of IDO1( )
− 0.006pexpression level ofNOX1( )
− 0.016pexpression level ofCXCL3( )
+ 0.076pexpression level of LTB4R( )
+ 0.133pexpression level of IL1RL2( )
+ 0.304pexpression level ofCD72( )
− 0.018pexpression level ofNOS2( )
− 1.689pexpression level ofNUDT6( ) (4)

The overall importance of the model was tested. The p values of
the three tests were less than 0.05, which were likelihood ratio test
(p � 1e − 10), wald test (p � 1e − 10) and score log rank test
(p< 2e − 16). The optimal cut-off value of risk score is
determined through the surv_cutpoint function of R. The
optimal cut-off value of training dataset is 2.02 (Figure 2A). The
273 colon adenocarcinoma patients in the training dataset were
divided into two groups based on the optimal cut-off value. Patients
with risk scores greater than the cut-off were included in the high-
risk group (n = 73), and patients with risk scores lower than the cut-
off were included in the low-risk group (n = 200). Supplementary
Figure S2 shows the survival distribution of the low- and high-risk
groups. As risk score increased, the number of patient deaths
increased, and the survival time decreased; that is, the number of
deaths in the high-risk group was higher, and the survival rate was
lower.

Supplementary Figure S3 shows the heatmap of nine immune
genes included in the model. The log2(expression value) of genes in
the healthy and tumor groups are also shown. ANGPTL4, LTB4R,
CD72, and NUDT6 were downregulated, as their expression levels
were higher in the healthy group and lower in the tumor
group. IDO1, NOX1, CXCL3, IL1RL2 and NOS2 were
upregulated, as their expression levels were lower in the healthy
group and higher in the tumor group.

3.3 Survival analysis and ROC
characterization of training dataset

The genes were screened by LASSO regression, and the model
was constructed by multifactor cox regression. The survival

TABLE 2 Multivariate Cox analysis results of training dataset.

Gene symbol Coef Hazard ratios (HR) 95% CI of HR

ANGPTL4 0.109 1.115 1.069–1.163

IDO1 0.005 1.005 1.001–1.009

NOX1 −0.006 0.994 0.988–1.000

CXCL3 −0.016 0.984 0.962–1.007

LTB4R 0.076 1.078 1.010–1.152

IL1RL2 0.133 1.142 0.964–1.354

CD72 0.304 1.355 1.037–1.771

NOS2 −0.018 0.982 0.960–1.005

NUDT6 −1.689 0.185 0.031–1.082
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analysis results of the training set, the test set, and the entire data
set are shown in Figures 3A,C,E. After screening the genes
through univariate Cox analysis, the survival analysis results of
the training set, test set and the entire data set are shown in
Figures 3B,D,F. Comparing Figures 3C,D, we can see that the
survival rate of high-risk group and low-risk group is significantly
different without Univariate Cox analysis. Therefore, we
choose not to add single factor cox analysis when building the
model.

After patients were divided into high- and low-risk groups,
Kaplan-Meier survival analysis was used to compare the survival
differences between the two groups. Survival analysis results
showed statistically significant difference in survival rate
between the high- and low-risk groups (p< 0.001; Figure 3A).
The high-risk group had lower overall survival rate and poorer
prognosis. The median survival was more than 10 years and
around 3 years in the low- and high-risk groups, respectively. The
three- and 5-year survival rates of the low-risk group were 88%

and 80%, respectively. The three- and 5-year survival rates of the
high-risk group were 50% and 25%, respectively. The ROC curve
was computed to assess the accuracy of the prognostic model.
The AUC values of the 1-, 3-, and 5-year overall survival rates
were 0.80, 0.81, and 0.82, respectively (Figure 4A), showing that
the prognostic model had good accuracy.

3.4 Independent prognostic analysis of
training dataset

Multivariate analysis was used to evaluate the independent
prediction capacity of the model and the clinical characteristics.
Clinical data of colon adenocarcinoma patients were downloaded
from the TCGA database. Samples with missing clinical data
were deleted to obtain 341 samples and their corresponding
clinical data, including age, gender, stage, T, M, N, and
risk score. Age is used as a numerical variable. Female in

FIGURE 2
The grouping results of training dataset (A), testing dataset (B), and entire TCGA dataset (C). The lower part of the figure is the optimal cut-off value
calculated according to themaximum selection rank statistics. The risk score of the blue dot is lower than the cut-off value, which is a low-risk group. The
risk score of the red dot is higher than the cut-off value, which is a high-risk group. The upper part of the figure is the data distribution histogram and
density distribution curve of risk score. Blue represents low risk group, and red represents high risk group.
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gender is represented by 0 and male by 1. Each stage in the T, M,
N and stage is represented by corresponding Arabic
numerals. Multivariate analysis showed that the p-values of

age, T, and risk score were all less than 0.05 and were
independent prognostic factors (Table 3) that predicted
patients’ prognosis.

FIGURE 3
Survival analysis results of training dataset, testing dataset, and entire TCGA dataset. The genes were screened by LASSO regression, and the model
was constructed by multifactor cox regression. The survival analysis results of the training dataset, the testing dataset, and the entire TCGA dataset are
shown in Figures 3 (A,C,E). After screening the genes through univariate Cox analysis, the survival analysis results of the training dataset, testing dataset
and the entire TCGA dataset are shown in Figures 3 (B,D,F). In the survival analysis chart, the x-coordinate represents the survival time, in years. The
y-coordinate represents the survival probability. The patients were divided into two groups according to the optimal cut-off value. They are low-risk
group and high-risk group. p-value represents the difference in survival between the two groups. At the bottom of the figure is a table. The abscissa is the
survival time in years. The ordinate is the high-risk group and low-risk group, and the value represents the number of patients remaining at each time
point.
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3.5 Predictive model validation

The testing dataset (118 samples) and the entire TCGA dataset
(391 samples) were used as validation sets for the prognostic model
to evaluate model accuracy. The testing dataset included 118 colon
adenocarcinoma patient samples. The risk score of each sample was
calculated based on the same formula (Formula (4). The optimal
cut-off value of risk score is determined through the surv_cutpoint
function of R. The optimal cut-off value of testing dataset is 1.43
(Figure 2B). The optimal cut-off value was used to divide 118 patient
samples into two groups, namely, the high- (n = 46) and low-risk
groups (n = 72). Kaplan-Meier survival analysis was used to
compare survival differences between the two groups. Survival
analysis results showed differences in survival rate between the
two groups (p< 0.05; Figure 3C). Overall survival of the high-
risk group was lower, and the prognosis was worse. Median
survival was more than 6 and 4 years in the low- and high-risk

groups, respectively. The three- and 5-year survival rates of the low-
risk group were 86% and 70%, respectively, while the three- and 5-
year survival rates of the high-risk group were <65% and <40%,
respectively. The reason for the intersection of survival curves at the
endmay have resulted from the low sample size. Figure 4B shows the
ROC curve of the testing dataset. The AUC of the 3-year overall
survival rate was 0.71. As the sample size was too small, fewer
samples had overall survival rates of 1 and 5 years, so the AUC of 1-
year and 5-year were low.

The entire TCGA set included 391 colon adenocarcinoma patient
samples. The risk score of each sample was calculated based on Formula
(4). The optimal cut-off value of risk score is determined through the
surv_cutpoint function of R. The optimal cut-off value of entire TCGA
set is 2.02 (Figure 2C). The optimal cut-off value was used to divide the
391 patient samples into two groups, namely, the high- (n = 104) and
low-risk groups (n = 287). Kaplan-Meier survival analysis was used to
compare the survival differences between the two groups. The survival

FIGURE 4
Time-dependent ROC curve of training dataset (A), testing dataset (B), and entire TCGA dataset (C). X-axis represents false positive rate, y-axis
represents true positive rate. Red, green and blue represent the curves of 1 year, 3 years and 5 years respectively.
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analysis results showed differences in survival rate between the two
groups (p< 0.001; Figure 3E). Overall survival of the high-risk group
was lower, and the prognosis was worse. The median survival was more
than 10 and 3 years in the low- and high-risk groups, respectively. The
three- and 5-year survival rates of the low-risk group were 87% and
78%, respectively. The three- and 5-year survival rates of the high-risk
group were 53% and 25%, respectively. Figure 4C shows ROC curves of
the entire TCGA dataset. AUC values of the 1-, 3-, and 5-year overall
survival rates were 0.76, 0.78, and 0.77, respectively, showing that the
prognostic model had good accuracy.

4 Discussion

In this study, we found nine prognosis-related immune genes
(ANGPTL4, IDO1, NOX1, CXCL3, LTB4R, IL1RL2, CD72, NOS2,
and NUDT6), and we calculated the risk score according to their
gene expression and correlation coefficient. Previous experiments
have shed light on aberration in these immune genes can lead to
tumorigenesis and tumour progression.

Nakayama et al. studied the expression of ANGPTL4 in
colorectal cancer and showed that its expression is associated
with venous and lymphatic invasion and that it promotes distal
metastasis, i.e., ANGPTL4 is one critical factor of colorectal cancer
progression (Nakayama et al., 2011). Huang et al. showed that
ANGPTL4 expression was more frequent in colorectal cancer
tissues than in healthy tissues and that it mediates metastasis
through the cytoskeleton signalling pathway to promote
colorectal cancer invasion and metastasis (Huang et al., 2012).

Bishnupuri et al. found that IDO1 activity in epithelial cells and
kynurenine pathway metabolites activate tumour epithelial PI3K-
Akt signalling, which promotes cell proliferation and anti-apoptosis,
thus promoting colon tumorigenesis (Bishnupuri et al., 2019).
Thaker et al. found that IDO1 directly promotes tumour growth
and tumour epithelial proliferation in a cell-independent manner
through the synthesis of uric acid metabolites and activation of β-
catenin signalling, showing that IDO1 can be a potential therapeutic
target (Thaker et al., 2013).

Wang et al. found that NOX1 regulates colorectal cancer cell
proliferation and invasion through the ADAM17-EGFR-PI3K-Akt
axis to promote colorectal cancer metastasis, showing that NOX1
can also be a potential target in colorectal cancer treatment (Wang

et al., 2016). Ohata et al. studied the biological pathways of cancer
stem cell proliferation and demonstrated that NOX1 induces
mTORC1 activation through lysosomal S100A9 oxidation and
promotes colon cancer proliferation (Ohata et al., 2019).

According to Farquharson et al., insulin and adiponectin can
regulate the expression level of CXCL3 and thereby participate in
colorectal cancer tumorigenesis (Farquharson et al., 2012). Liao et al.
showed that CXCL3 can bind to CXCLR2 on myeloid-derived
suppressor cells to promote its migration to the tumour
microenvironment (Liao et al., 2019).

LTB4R is a receptor of leukotriene B4 and exists in two forms.
One is the high-affinity LTB4 receptor BLT1, which is expressed in
different leukocyte subsets and is responsible for LTB4-dependent
leukocyte migration. The other is the low-affinity LTB4 receptor
BLT2, which is expressed in epidermal keratinocytes and epithelial
cells and has wound healing and epidermal barrier functions
(Yokomizo et al., 2018). Sharma et al. showed that BLT1
expression in CD8+T cells plays an important role in tumour
metastasis (Sharma et al., 2013). Chheda et al. found that BLT1
plays a critical role in regulating the migration of cytotoxic T
lymphocytes to tumours and anti-tumour immunity (Chheda
et al., 2016).

Tomuschat et al. studied the expression of IL1RL2 in patients with
congenital Hirschsprung’s disease (Tomuschat et al., 2017). Their
results showed that IL1RL2 is an important mediator of
inflammatory responses and that a significant reduction in its
expression can increase inflammatory responses and cause changes
in mucosal healing, thereby resulting in susceptibility to Hirschsprung-
associated enterocolitis. In addition, Penha et al. showed that IL1RL2 is
expressed in intestinal T lymphocytes and can induce CD4+ lymphocyte
proliferation, relating to human intestinal diseases (Penha et al., 2016).
CD72 is expressed by various immune, inflammatory and epithelial
cells. CD100-CD72 interaction can regulate the intensity of B cell
receptor signal pathway, enhance cell activation and maintain
immune homeostasis (Wu et al., 2016).

5 Conclusion

We downloaded transcriptome data of colorectal cancer healthy
tissues from GTEx and then downloaded transcriptome data and
clinical data of colorectal adenocarcinoma patients from TCGA.
LASSO regression was carried out on DEGs between healthy
samples and tumor samples to identify prognosis-related immune
genes. Multivariate Cox regression and prognosis-related immune
genes (ANGPTL4, IDO1, NOX1, CXCL3, LTB4R, IL1RL2, CD72,
NOS2 and NUDT6) were used to construct an immune-related
prognosis risk score model for colon adenocarcinoma patients. This
score was used to divide colon adenocarcinoma patients into high- and
low-risk groups. Survival analysis found that the high-risk group had
lower overall survival rate and poorer prognosis.

To validate the prognostic value of the model, we computed
ROC curves. The model AUC values of the 1-, 3-, and 5-year overall
survival rates were 0.76, 0.78, and 0.77, respectively, showing good
prediction results for patients’ prognosis. Further multivariate
analysis demonstrated that the risk score was an independent
prognostic factor. A validation dataset was used to further
demonstrate the accuracy of this score. The model also identified

TABLE 3 Multivariate independent prognosis analysis results of training
dataset.

Variable HR 95% CI of HR p-value

Age 1.043 1.012–1.074 pp

Gender (Female vs. Male) 0.795 0.415–1.523 ns

Stage 1.062 0.370–3.047 ns

T 2.626 1.274–5.414 pp

M 2.155 0.538–8.632 ns

N 1.409 0.717–2.769 ns

Risk score 1.004 1.001–1.007 pp

ppp < 0.01; ns, no significance.
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immune genes as potential prognostic biomarkers and therapeutic
targets in colorectal cancer, however, further validation in clinical
trials is required, the mechanism by which immune genes affect
cancer progress should be further studied.
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