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Editorial on the Research Topic

Artificial intelligence-based computer-aided diagnosis applications for

brain disorders from medical imaging data, volume II

Artificial intelligence/Machine learning (ML) has recently received growing interest used

to study of the etiology andmechanisms of several brain disorders by analyzing neuroimages

and/or neuro signals, such as structural magnetic resonance imaging (MRI), functional

MRI, and positron emission tomography (PET), Electroencephalography (EEG) signals,

etc. Recent research work has achieved remarkable performance improvements to develop

computer-aided diagnosis of many brain disorders. The latter include, autism, multiple

sclerosis (MS), dementia, Alzheimer’s disease (AD), gliomas, Schizophrenia, and Epilepsy.

Generally, manually processing of brain images/data is subjective, often time consuming,

and chances of errors in the interpretation are not irrelevant (Segato et al., 2020). Thus, AI-

based systems are growing fields for brain disorder analysis due to its capability to facilitate

analyzing complex brain medical data to extract meaningful relationships in datasets, and

reliable diagnostic cues for several clinical aims. For example, this can be used to eventually

help physicians for more appropriate and precision medicine treatments.

Literature work utilizes variety of traditional ML or advanced end-to-end DL techniques

to build CAD systems for brain data analysis. Both traditional and DL-based methods

have shown significant performance in many brain applications. One of the limitations of

traditional methods is, however; is that most of the learning techniques are often tailored

to a specific application and usually need a lot of tuning and. On the other hand, CAD
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systems exploiting DL combined with recent progress in

neuroimaging technologies have demonstrated unprecedented

performance. to predict or provide better diagnosis of brain

diseases. However, they require long training time and most of the

techniques are less interpretable, i.e., lack explanation explanations.

This Research Topic is a continuation of the first topic

(Shalaby et al., 2023) focusing on recent scientific findings of

research work utilizing AI/ML/DL methods for neuroimaging-

based brain disorder analysis. The target audience for this topic

includes engineering and medical researchers/professionals with

the purpose to stimulate discussion on the AI system designs for

brain disorders for disease diagnostic and prognostic. The topic

consists of 10 accepted articles that deal with AI/ML algorithms to

investigate different problems. A brief summary of each article is

provided below.

A study by Tan et al. is conducted to investigate the

cognitive impairment relation with type 2 diabetes mellitus

(T2DM) in an effort to assist clinicians analyze and predict

cognitive impairment early. The method used a 3D 11-layer

convolutional neural network (CNN) and documented that he

classifier could identify T2DM-related cognitive decline with a

classification accuracy of 84.85% and achieved an area under

the curve of 92.65%. The study concluded the importance of

the study to objectively analyze and predict patients’ cognitive

impairment, which can provide treatments to the patients in the

early stage. It is important to block or delay the development of

dementia. Despite the demonstrated performance, the study had

a small sample size, which necessitate using larger sample sizes

in the future studies. Also, both functional and structure images

should be used for better diagnosis and strong evidence of the

reported conclusions.

Alzheimer’s disease (AD) is an acute degenerative disease

affecting the elderly population all over the world. Although

the development of AD is irreversible, preventive measures in

the presymptomatic stage of AD can effectively slow down

deterioration. Additionally, the detection of disease at an early

stage crucial to the clinical treatment. Khan et al. introduced

as study that utilized transfer learning (TL) to classify various

stages of AD using MRI images. The architecture is exploited

the pre-trained VGG16 and 19 architectures with addition of a

layer-wise transfer learning. Their model can distinguish between

four groups normal controls and various stages of AD. The

latter is stratified as early mild cognitive impairment (EMCI),

late mild cognitive impairment (LMCI), and AD. Conducted

experimental results demonstrated the superiority of the proposed

approach. Additionally, the comparison with existing methods

demonstrates that the proposed framework is superior in terms

of accuracy and prediction. We achieved an accuracy of 97.89%

for the proposed 4-way classification. The main limitation of

the study is the number of images used for system evaluation

and that the TL-based architecture requires resizing of the

input images, which results in loss of texture information when

scaling down.

Unlike Khan et al. and Duan et al. exploited fluorodeoxyglucose

positron emission tomography (FDG-PET) in an AD study using

ML. The study hypothesized the detection of the metabolism of

glucose in patients’ brains can help to identify changes related

to AD before brain damage occurs. The authors introduced a

broad network-based model to enhance the features of FDG-PET

extracted via 2D CNN for early diagnosis of AD (BLADNet)

through PET brain. BLADNet can search for information over

a broad space through the addition of new BLS blocks without

retraining of the whole network, thus improving the accuracy

of AD classification. Experiments were conducted on a dataset

containing 2,298 FDG-PET images of 1,045 subjects from

the ADNI database and the reported results demonstrate the

superiority of the BLADNet in EMCI and LMCI classification to

those used in previous studies on early diagnosis of AD with FDG-

PET. The reported results are encouraging and the model can

be integrated into the clinical workflow as a powerful auxiliary

diagnosis tool for reading PET imaging of patients with AD.

However, the study has some limitations including the fact that

many patients may have neurological diseases other than AD that

can affect the prediction results. The model could not provide

interpretable information for radiologists of patients gradually

progressing from MCI to AD, despite that t-SNE dimension

reduction documented that. Thus, validation in large cohort and a

more general patient population should be conducted as the actual

clinical prediction is much more complicated.

An ML-based pipeline is introduced by Ricciardi et al.

in a retrospective study using quantitative MRI-derived

features to correlate with multiple sclerosis (MS), severity.

The authors produced a multi-modal set of quantitative MRI

features encompassing relaxometry, microstructure, sodium ion

concentration, and tissue volumetry. In an effort to use them

improve the understanding of the underlying disease by better

delineating its alteration patterns. Classical ML classifier, namely

random forest (RF) was employed to discriminate between HC,

CIS, relapsing remitting (RR) and secondary progressive (SP)

MS patients. Additional evaluation for each classification task

was dedicated to identifying the relative contribution of each

MRI-derived tissue property to the classification task itself. The

reported binary accuracies [99% (HC vs. SP) and 95% (CIS vs.

SP); 82 (HC vs. RR) and 83% (CIS vs. RR); 76% (RR vs. SP),

and 79% (HC vs. CIS)] offered specific insights for different

classification tasks, highlighting the need for more research

emphasizing the role of quantitative MRI in the lesions of early

CIS and MS subjects to score risks of progression. Similar to

Tan et al., the sample sized used in the evaluation is small

(e.g., SP group has only 13 subjects) which also introduce

bias in the classifier. Despite the study showed that different

MRI features appear to be biophysically meaningful when

discriminating CIS and clinically defined MS phenotypes, the

authors emphasized on additional studies with larger sample

size and histological evidence are required to substantiate

these findings.

In as study for acute ischaemic stroke (AIS), Xu et al.

investigated the potential of medical images-derived features to

predict the clinical outcome of patients with AIS. Particularly,

this retrospective study investigated and validate a radiomics

nomogram for predicting AIS prognosis using diffusion-weighted

imaging (DWI) and fluid-attenuated inversion recovery (FLAIR)

images. The study cohort included 257 patients from three

clinical centers. Their framework extracted radiomic features from
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radiologist-defined regions of interest (ROIs) using ITK-SNAP1

software. Then, two feature selection methods, minimum

redundancy and maximum (mRMR) and the least absolute

shrinkage and selection operator algorithm (LASSO) are used

to select the candidate features. Experiments based on extracted

radiomics either DWI or FLAIR, as well as DWI-FLAIR, were

established. A radiomics nomogram with patient characteristics

and radiomics signature was built using a multivariate logistic

regression model. The presented quantitative results showed that

FLAIR-derived radiomics have a similar performance with the

DWI- DWI-FLAIR-derived radiomics–prediction performance

AUCs of 0.922 (95% CI: 0.876–0.968), 0.875 (95% CI: 0.815–

0.935), and 0.895 (95% CI: 0.840–0.950), respectively. The results

document the ability of the non-invasive clinical-FLIAR radiomics

nomogram in predicting ASI prognosis after thrombolysis, as step

that could help clinicians plan rehabilitation for stroke patients.

Despite the study demonstrated good calibration, and decision

curve analysis confirmed the clinical value of this nomogram, the

cohort sample size is relatively small, which may lead to overfitting,

similar to Tan et al. and Ricciardi et al.. This had been compensated

in part by that the study used patient data with different MRI

scanners and other two clinical centers as two external validation

sets. In addition, patients with lacunar infarction and posterior

circulation stroke were excluded from the current study, which was

justified for the need to ensure strict grouping and no bias in the

radiomics results.

In literature, a few studies have explored the differences in

functional connectivity (FC) between the different Schizophrenia

by analyzing gray matter volume (GMV), which is a challenge

research area due to the fact that the characteristics of brain

networks are still unknown. Zhu et al. aimed in their work to

study the alterations of FC between deficient schizophrenia (DS)

and non-deficient schizophrenia (NDS) based on the ROI obtained

by ML algorithms and differential GMV. They investigated and

analyzed the relationships between the alterations and the clinical

symptoms were analyzed. In addition, the thalamic FC imbalance

in the two groups was further explored using resting-state fMRI

scans. Investigation on a cohort of 85 subjects (16 DS, 31 NDS,

and 38 HC) was conducted based on GMV image data and support

vector machine (SVM) to classify DS and NDS. Clinical scales

including the Brief Psychiatric Rating Scale (BPRS), the Scale for

the Assessment of Negative Symptoms (SANS), and the Scale

for the Assessment of Positive Symptoms (SAPS) were also used

for further evaluation. Brain regions with high weight in the

classification were used as seed points in whole-brain FC analysis

and thalamic FC imbalance analysis. Finally, partial correlation

analysis explored the relationships between altered FC and clinical

scale in the two subtypes. The results obtained a relatively high

SVM-based classification accuracies and authors concluded that

the ROI from GMV highlighted the difference in FC between DS

and NDS from the local to the brain network, which provides new

information for exploring the neural physiopathology of the two

subtypes of schizophrenic. The findings of this study corroborate

the previous conclusion of the hypothesis that thalamocortical

imbalance in both of the two subtypes of schizophrenia. In addition,

1 www.itksnap.org

the FC value of THA.R and SMN in the DS group was negatively

correlated with the SANS score, but the FC value of THA.R

and SMN in the NDS group was positively correlated with the

SAPS score, which deepens the understanding of the pathological

mechanism of the two subtypes of schizophrenia. However, all

the reported results utilized only SVM-based ML with a small

imbalanced groups and larger samples in the future are needed

to confirm current findings. Finally, the study only included the

right thalamus in the study of thalamocortical imbalance, which

will make the attribution of thalamic FC imbalance analysis in the

two subtypes of schizophrenia incomplete.

Li et al., proposed deep learning method for objective

assessment of chronic primary pain using the EEG and PLImatrices

and frequency band data of auditory stimulation state. The aim

was to distinguish among chronic primary pain (CPP), depressive

disorder (DD), and HC subjects. The study was conducted on a

cohort 67 subjects (23 healthy subjects, 22 patients with depression,

and 22 patients with CPP) under the auditory oddball paradigm.

The results showed that the CNN classification model of EEG is

better than that of PLI, with the highest accuracy of 85.01% in

Gamma band in former and 79.64% in Theta band in later. The

study concluded that the current approach may be a step toward

an EEG-based auxiliary diagnosis of CPP. Namely, the authors

suggest that the EEG of each frequency band may play a role in

the pathophysiology of CPP. Third, the abnormal pattern of EEG

activity in CPP patients may represent a potential new therapeutic

target, such as intervention through non-invasive brain stimulation

technology or neural feedback methods targeting Theta and

Gamma oscillation and FPN networks. In particular, the emerging

transcranial magnetic stimulation can modulate the oscillation and

synchronization of neurons at specific frequencies, so it may be a

promising method for pain modulation (Polanía et al., 2018). This

study has several limitations that should be considered. Firstly, the

sample size was relatively small with only 67 subjects, limiting the

generalizability of the findings. A larger and more diverse sample

would increase the reliability and applicability of the method.

Secondly, the study focused on a specific experimental condition

and population, using EEG and PLI data collected under the

auditory oddball paradigm. It is important to validate the results

in different conditions and on a broader range of subjects to ensure

the method’s generalizability. Lastly, the choice of specific features,

such as EEG and PLI matrices and frequency band data, may

introduce biases and overlook other relevant information.

A similar study to Li et al. for major depressive disorder

(MDD) was conducted by Zhang et al. to investigate common and

unique patterns of homotopic connectivity and their relationships

with clinical characteristics in patients with MDD. Experiments

were conducted on balanced cohort (42 MDD patients and 42

HCs), where a range of clinical variables were collected for group

comparisons using correlation analysis, SVM, and voxel-mirrored

homotopic connectivity (VMHC). In particular, exploratory eye

movement (EEM), event-related potentials (ERPs) and resting-

state functional magnetic resonance imaging (rs-fMRI) data were

analyzed. The study showed that patients with MDD showed

decreased VMHC in the insula, and increased VMHC in the

cerebellum 8/vermis 8/vermis 9 and superior/middle occipital

gyrus. SVM analysis using VMHC values in the cerebellum

8/vermis 8/vermis 9 and insula, or VMHC values in the
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superior/middle occipital gyrus and insula as inputs can distinguish

HCs and patients with MDD with high accuracy, sensitivity, and

specificity. The study conclusion was that decreased VMHC in

the insula and increased VMHC values in the sensory-motor

networks may be a distinctive neurobiological feature for patients

with MDD, which could potentially serve as imaging markers to

discriminate HCs and patients with MDD. In total, there are still

some limitations in this study. Clearly, this is a small preliminary

report that needs to be replicated. Second, the study focused on

patients who did not take medicine at the time of the first episode,

and patients who had relapsed and did not take medicine for

at least 2 weeks. The dissemination of research findings may be

constrained for patients who experience relapses since the impact

of antidepressant medications and number of episodes on brain

spontaneous activity cannot be entirely ruled out. Also, the patients

were scanned at baseline only and no investigation of neuronal

activity after treatment were done.

An integrative prediction model, constructed based on

radiomics of multiparametric MRI and clinical parameters was

proposed by Wang et al. for predicting Sonic Hedgehog (SHH)

andGroup 4 (G4)molecular subtypes of pediatricmedulloblastoma

(MB). In their study, 7,045 radiomic features were extracted

from T1-weighted (T1), contrast-enhanced T1 (T1c), T2-weighted

imaging (T2), T2 fluid-attenuated inversion recovery imaging

(T2FLAIR), and apparent diffusion coefficient (ADC) maps, using

variance thresholding, SelectKBest, and Least Absolute Shrinkage

and Selection Operator (LASSO) regression algorithms. Then,

features were filtered (17 optimal features) using LASSO regression,

and a logistic regression (LR) algorithm andDelong test was used to

compare the differences between different models. The analysis was

conducted on a retrospective preoperative MRI images and clinical

data of 95 patients with MB, (47 and 48 cases of SHH and G4

subtypes, respectively). The overall testing accuracies based on the

area under curve (AUC) of receiver operator characteristic (ROC)

were 0.751 (95% CI: 0.587–0.915) and 0.849 (95% CI: 0.695–1.000),

with and without clinical parameters, respectively (Delong’s test

with p = 0.0144). Decision curves and nomogram further validate

that the combined model can achieve net benefits in clinical work

and thus can potentially provide a non-invasive clinical approach

to predict SHH and G4 molecular subtypes of MB preoperatively.

Despite the promising results of the combined model, the study

cohort has a small number of cases and the WNT and G3 groups

were not included in the study. Further, the results of this study lack

external validation to better assess the generalizability of the model.

A retrospective study by Bao et al. is conducted to

assess/quantify hemodynamic parameters using CT angiography

(CTA) in spontaneous vertebral artery dissection (sVAD). The

authors investigated that if sVAD might tend to develop in

vertebral artery hypoplasia (VAH) with hemodynamic dysfunction.

The geometries of 14 patients (28 vessels) were reconstructed

using Mimics and Geomagic Studio software from CTA. ANSYS

ICEM and ANSYS FLUENT were utilized for mesh generation,

set boundary conditions, solve governing equations, and perform

numerical simulations. Slices were obtained at the upstream area,

dissection or midstream area and downstream area of each VA.

The blood flow patterns were visualized through instantaneous

streamline and pressure at peak systole and late diastole.

The hemodynamic parameters included pressure, velocity, time-

averaged blood flow, time-averaged wall shear stress (TAWSS),

oscillatory shear index (OSI), endothelial cell action potential

(ECAP), relative residence time (RRT) and time-averaged nitric

oxide production rate (TARNO). The study results showed a

significant focal increased velocity in the dissection area of steno-

occlusive sVAD with VAH compared to other nondissected areas

(0.910 m/s vs. 0.449 vs. 0.566, p < 0.001). Also, focal slow

flow velocity was observed in the dissection area of aneurysmal

dilatative sVAD with VAH according to velocity streamlines.

Based on the rsults, the authors concluded that steno-occlusive

sVAD with VAH patients had abnormal blood flow patterns

of focal increased velocity, low time-averaged blood flow, low

TAWSS, high OSI, high ECAP, high RRT and decreased TARNO.

These results provide a good basis for further investigation

of sVAD hemodynamics and support the applicability of the

CFD method in testing the hemodynamic hypothesis of sVAD.

In summary, this study has several limitations that should be

considered. Firstly, it had a retrospective design, which relies

on existing data and may be subject to bias or incomplete

information. Prospective studies would offer more robust data

collection. Secondly, the study had a small sample size of only 14

patients, which limits the statistical power and generalizability of

the findings. Additionally, the numerical simulations performed

using ANSYS ICEM and ANSYS FLUENT are subject to certain

assumptions and limitations. The accuracy of the results depends

on the accuracy of the models and boundary conditions used in

the simulations.

In total, the collection comprises 10 comprehensive papers that

tackle different but extremely relevant to AI-based CAD systems

for brain disorders. The issue papers focus on development of

better diagnostic tools to analyze medical images/signals from

patients with various brain disorders. We extend our heartfelt

gratitude to all the contributing authors who submitted their

exceptional research work, as their contributions have enriched

the content and breadth of this publication. Furthermore, the

guest editors would also like to acknowledge the contribution

of many experts who have participated in the review process to

select candidate papers for publications by providing helpful and

constructive feedback to the authors to improve the contents and

presentations of their articles. Finally, we would like to extend

our gratitude to the Editor-in-Chief and the publishing team

for their unwavering support throughout the different stages of

this Research Topic. Their valuable input, suggestions, comments,

and feedback have been instrumental in ensuring the success of

this endeavor.

In conclusion, we believe that this Research Topic will

make a notable contribution to the scientific community by

disseminating cutting-edge research and fostering collaboration

among researchers and practitioners in the field of AI-based CAD

systems for brain disorders.
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Purpose: Cognitive impairment is generally found in individuals with type 2 diabetes

mellitus (T2DM). Although they may not have visible symptoms of cognitive impairment

in the early stages of the disorder, they are considered to be at high risk. Therefore,

the classification of these patients is important for preventing the progression of

cognitive impairment.

Methods: In this study, a convolutional neural network was used to construct a model

for classifying 107 T2DM patients with and without cognitive impairment based on T1-

weighted structural MRI. The Montreal cognitive assessment score served as an index

of the cognitive status of the patients.

Results: The classifier could identify T2DM-related cognitive decline with a classification

accuracy of 84.85% and achieved an area under the curve of 92.65%.

Conclusions: The model can help clinicians analyze and predict cognitive impairment

in patients and enable early treatment.

Keywords: type 2 diabetes mellitus, cognitive impairment, classification, convolutional neural networks, MRI

INTRODUCTION

Type 2 diabetes mellitus (T2DM) can disrupt the balance that the human brain constructs for
regulating blood glucose levels, which causes insulin resistance and elevated blood glucose levels.
This may result in an imbalance of energy supply in the brain tissue, which can lead to irreversible
damage over long term. During this process, some patients with T2DM may experience various
cognitive impairments (Srikanth et al., 2020; You et al., 2021), including memory, executive ability,
and affective disorders; T2DM is associated with a higher risk of dementia. Previous studies have
shown that T2DM is one of the main risk factors for Alzheimer’s disease (AD) (Biessels and Despa,
2018). Some patients with T2DM do not present cognitive impairment (T2DM-noCI); however,
they belong to high-risk groups. This stage is the best intervention period to prevent the progression
of cognitive impairment. Therefore, a classification model is important for clinicians to provide
early treatment.

Previous neuroimaging studies established that extensive structural damage occurred in
patients with T2DM. Geijselaers et al. (2015) confirmed that cognitive impairment in T2DM is
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associated with impaired brain structure and is closely related
to the stability of blood glucose levels and insulin resistance.
Espeland et al. (2013) conducted a 3–6-year follow-up study on
patients with T2DM, and they established that the probability
of gray matter volume decreasing gradually increased with time,
and the cortex gradually became thinner. Vergoossen et al. (2020)
demonstrated abnormal changes in the structure of the white
matter in patients with T2DM, and these abnormalities were
correlated with cognitive impairments. Espeland et al. (2016)
established that patients with T2DM had increased white matter
hyperintensities and decreased brain tissue volume. However,
the adverse effects of the brain structure could be reduced after
controlling body weight. Erus et al. (2015) revealed that lower
gray matter volumes are associated with long-term T2DM, and
intensive glycemic treatment could slow down this process. Yao
et al. (2021) established that the gray matter volume decreased in
the limbic system. Lee et al. (2018) proved that the brain volume
of patients with T2DM decreased to different degrees in subjects
with mild cognitive impairment and dementia, which was closely
related to the decrease in cognitive function. Sanjari Moghaddam
et al. (2019) established that the white matter microstructure
of some brain regions, such as the frontal lobe, temporal
lobe, parietal lobe, and cingulate gyrus, was damaged, which
was closely related to the decrease in memory and attention,
information processing ability, as well as executive ability. Based
on the results of previous studies on the structural abnormalities
of the brain in patients with T2DM, we used high-resolution
three-dimensional T1-weighted imaging (3D-T1) to obtain brain
structural images of patients and used them for image recognition
training of the classification model.

In recent years, the use of machine learning methods, such as
support vector machines (SVMs), k-nearest neighbors, random
forests, and other ensemble classifiers, to analyze MRI images
to predict the disease stage of patients has achieved good results
(Segar et al., 2019; Aminian et al., 2020; Gou et al., 2021; Huang
et al., 2021). However, these conventional machine learning
methods have significant limitations (Yamanakkanavar et al.,
2020). Before analyzing the features extracted from the brain
regions and predicting the results of patient status, it is necessary
for the machine learning methods to select the brain regions
with significant abnormalities manually. Artificial extractions
are based on existing clinical or experimental experience, and
they might overlook some useful areas that have not been
found at present. Moreover, when the number of layers of
the neural network is increased, the conventional network
encounters problems such as local optimization, overfitting, and
gradient diffusion.

Deep-learning technology is a branch of machine learning
that imitates the thinking of the human brain. It applies a back-
propagation learning algorithm to learn the parameters of a deep
neural network (Carin and Pencina, 2018) and has the ability
to represent learning and input information filtering layer-by-
layer, which can realize end-to-end supervised and unsupervised
learning. A convolutional neural network (CNN) is a deep neural
network with a convolution structure inspired by the receptive
field mechanism in biology (Qiu et al., 2018, 2020; Wen et al.,
2020). This is a deep learning model for image processing. The

CNN has two advantages over other machine learning methods.
First, in addition to the full connection layer and the output
layer, the neurons in the CNN use partial connections, whereas
those in the conventional neural networks are all connected.
Second, the CNN shares weights among the neurons in the same
layer to reduce the complexity of the network model. These
characteristics make the CNN more suitable for image feature
learning and expression, as compared to other deep learning
methods. To date, this model has been used for every major
breakthrough in the field of image recognition. The CNN and
many models derived from it have been used in classification
tasks of cognitive impairments and they have achieved excellent
results. Therefore, we used the CNN to construct a classification
model for cognitive impairment in patients with T2DM.

RESEARCH DESIGN AND METHODS

Participants
In this study, 107 participants (45 T2DM patients with cognitive
impairment and 62 without) from the Endocrine Department
in the first affiliated hospital of Guangzhou University of
Traditional Chinese Medicine were enrolled. T2DM was defined
according to the latest criteria published by the American
Diabetes Association: HbA1c ≥ 6.5% (48 mmol/mol); fasting
blood glucose ≥ 7.0 mmol/L (126 mg/dL); oral glucose
tolerance test 2 h postprandial blood glucose ≥11.1 mmol/L (200
mg/dL); symptoms of hyperglycemia or hyperglycemic crises;
and random blood glucose≥11.1 mmol/L (200 mg/dL), without
symptoms of hyperglycemia, and the standard of 1 to 3 items
was reviewed. Participants were excluded if they had a history of
psychiatric diseases; stroke; epilepsy; head trauma; brain surgery;
cerebrovascular accidents; obvious cognitive impairment who
find it difficult to cooperate with the cognitive scale test; or had
severe liver, kidney, or heart disease (like coronary heart disease,
heart failure); and rheumatoid- and thyroid-related diseases
(especially hyperthyroidism). A transient ischemia attack in the
past 2 years, alcohol or tobacco abuse, severe hypertension
(systolic pressure ≥ 160 mmHg or systolic pressure ≥ 110
mmHg), and contraindications to MRI were also exclusion
criteria, as were specific brain abnormalities on conventional MR
scans. Moreover, the patients with T2DM were excluded if they
had unstable blood glucose control, acute or chronic metabolic
complications of clinical diabetes and severe hypoglycemia, or a
history of ketoacidosis.

Medical History and Biometric
Measurements
Medical history and medication use were recorded with a
standardized questionnaire, and patients in this study were
mainly treated with insulin and metformin. Systolic and diastolic
blood pressure, biometric examinations, and body mass index
(BMI) were measured. The biometric examinations, including
those of averaged fasting glucose, HbA1c, fasting C-peptide,
total cholesterol, triglycerides, and low density lipoprotein were
measured with standard laboratory testing.
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Data Augmentation
The sample size for the training dataset was 74. To design a
better model and improve the generalization ability of the model,
we used 3D random rotation for data augmentation. The steps
are as follows. First, MR images were normalized via nonlinear
transformation and picture size adjustment. Second, we obtained
the center coordinates of rotation, that is, the center coordinates
of the image. Third, the rotation matrix, rotation box, rotation
landmarks, and image rotation were achieved. Finally, the sample
number was amplified 10 times that of the original data.

Cognitive Assessment
All participants underwent a series of neuropsychological
tests that evaluated general cognitive function, memory,
attention, executive function, and visuospatial skills, including
the Montreal Cognitive Assessment (MoCA, Beijing edition),
the auditory verbal learning test, the trail-making test, Grooved
pegboard test, digit-symbol test, and digital sequence test.
MoCA scores served as an index of the cognitive status, which
divided our T2DM patients into two groups, T2DM patients
with cognitive impairment (T2DM-CI) group and T2DM-noCI
group. Participants whose MoCA score was less than 26 were
considered to have cognitive impairment. The AVLT contains
three parts, including immediate tasks, 5-min tasks, and 20-min
delayed recall tasks, which were used to assess short-term and
delayed memory, and the digital sequence test was used as a
simple method to assess immediate memory. The trail-making
tests were mainly used to evaluate attention and psychomotor
speed. All the tests took approximately 30min to administer.

MRI Dataset Acquisition
MRI 3D-T1 was acquired as the brain structural images to classify
T2DM patients with and without cognitive impairment. Model
training, internal validation, and testing were performed on
the dataset.

MR images were all acquired with a 3T Siemens Prisma
with an 8-channel head coil. Conventional brain axial T1-
weighted, T2-weighted, and FLAIR images were obtained for
every subject to exclude organic disease. Subjects were instructed
to keep their eyes closed but to remain awake and to keep
their heads still during the scan. Head motion was controlled
as much as possible using foam padding, and scanner noise was
reduced using earplugs. Structural images were acquired with the
following parameters: TR = 2,000ms, TE = 2.6ms, inversion
time = 450ms, flip angle = 12◦, matrix = 256×256, field of
view = 250 ×250mm, and 256 continuous sagittal slices with
1-mm thickness. The voxel of 3D-T1 image in this study was 1
×1×1mm.

Brain Extraction
Before extracting the brain tissues, MRI images were first
converted from DICOM format into ANALYZE in a recursive
routine using the Python language. The brain extraction tool
(BET) in the FMRIB Software Library was used to extract
the brain tissue. The BET algorithm is a common brain
tissue extraction method based on a deformable lattice model.
The algorithm has high robustness and accuracy, and is

computationally fast, making it a good method for extracting the
brain tissue. This method first calculated the gray-scale image
of MRI brain images and estimated three values, including the
gray threshold, the maximum value, and the maximum value
for distinguishing the brain and other tissues. Thereafter, the
algorithm estimated the focus of the brain tissue and obtained
the initial brain tissue according to the gray values. Finally, the
initial brain surface was constructed using a 3D triangle facet.
Tangential and smoothing forces were built in every triangle
facet, which caused the initial brain surface to maintain a fixed
distance and smoothness and made the brain surface sufficiently
smooth and stable.

Features Addition
We selected 21 features, including clinical data and
neuropsychological test scores. The clinical data included
HbA1c, fasting blood glucose, fasting insulin, systolic blood
pressure, total cholesterol, triglycerides, low-density lipoprotein,
fasting C-peptide, and BMI. Neuropsychological test scores
included the auditory verbal learning test (immediate, 5 mins,
delay, recall), the trail-making test, Grooved pegboard test, the
Mini-Mental State Exam, digit-symbol test, and digital sequence
test. The features above were then filled with null values and
normalized to 0–1, and then merged with the 3D image as an
additional layer.

CNN Construction and Training
We constructed an 11-layer 3D CNN. The steps for constructing
the network mainly included image input, convolution, rectified
linear unit, pooling, and image classification. The network
structures are listed in Table 1. In the table, the size of the input
layer was 64 × 64 × 11, wherein 64 × 64 refers to the size
of pixels, and 11 refers to the number of channels, which was
obtained by 3D scaling of 256 layer images. Starting from the
second row, the number in the second column represents that
corresponding to the third column. For instance, 11 in the second
row refers to 11 convolution layers. Subsequently, the model was
trained. We input the images and evaluated the network after
each loop, and training was stopped. The network was updated
after 10 iterations with no loss improvement. The samples were
normalized samples with mean 0 and var= 1 before being passed
to the net. Randomized samples were selected from the dataset
during training. We used a fold cross-validation to verify the
stability of the model. In this model, the precision, accuracy,
recall, F1 score, and area under the curve (AUC) were calculated.
The formulae are as follows.

Precision = TP/(TP+ FP)

Recall = TP/(TP+ FN)

Accuracy = (TP+ TN)/(TP+ FP+ TN+ FN)

F1 score = P x R/2(P+ R)

(TP: true positive, FP: false positive, TN:true negative, FN: false
negative, P: precision, R: recall).
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RESULTS

Characteristics of Patients
A total of 107 participants were recruited for this study, included
45 T2DM-CI and 62 T2DM-noCI. The average age of all patients
was 48.78 years, and 59.81% of patients were men (64 of 107).
Moreover, the average MoCA score of the patients was 25.15
(Table 2). Brain structural MRI data of the 107 patients enrolled.

Deep Learning Network Training and
Performance
In this study, 74 samples were the training set and 33 samples
were designed as the test set. The training set and the test set were
randomly assigned. The training set included 42 T2DM patients
with cognitive impairments and 32 without. The test set included
15 T2DM patients with cognitive impairments and 18 without.
Initially, only 3D-T1 images were used to construct the model.
The accuracy of the model was 75.80 % and it achieved an AUC
of 74.27%. After adding 21 clinical features, the accuracy of the
model was 84.85% (Figure 1A) and it achieved an AUC of 92.65%
(Figure 1B). On the other hand, the precision of this model was
86.67%, the recall was 81.25%, and F1 score was 83.87%. Ten-fold
cross validation was done and its AUC was 0.79231.

After the final training, we obtained the training curve
(Figure 2). The loss curves of the training dataset and the test

TABLE 1 | The information on the 11-layer 3D CNN.

Number of layers Layer category

Layer 1 1 input

Layer 2 11 conv

Layer 3 11 batchNorm

Layer 4 17 conv

Layer 5 17 batchNorm

Layer 6 34 conv

Layer 7 34 batchNorm

Layer 8 1,024 fc

Layer 9 2 fc

Layer 10 2 softmax

Layer 11 2 output

The input layer (Layer 1) size was 64 × 64 × 11.

TABLE 2 | Characteristics of included T2DM studies.

Characteristics T2DM patients (n = 107) (mean ± SD)

Age (year) 48.78 ± 9.24

Sex (male/female) 64/43

Education level 10.27 ± 4.09

HbA1c % (mmol/mol) 9.34 ± 2.45

BMI (kg/m2) 24.23 ± 2.80

MoCA 25.15 ± 3.61

SD, standard deviation; HbA1c, glycated hemoglobin; BMI, body mass index; MoCA,

Montreal Cognitive Assessment.

dataset showed a downward trend, and the overall success rate of
learning was on the rise.

DISCUSSION

In this study, we employed a deep learning method for the
classification of T2DM patients with and without cognitive
impairments based on MRI 3D-T1 brain structural images. After
brain extraction, data augmentation, and selection of 21 features
to help neural networks learn, CNN construction, and training,
we constructed a model for classification. After testing the test
set and performing model validation of the training set, the loss
curves showed a downward trend, and the overall success rate
of learning increased, which indicated that the model had good
discrimination ability. The model achieved performance with an
AUC of 0.9265. The accuracy of classification was 84.85%.

The Clinical Significance of the Model
Previous studies have shown that greater cognitive decline
occurs among patients with T2DM, as compared to the general
nondiabetic population of the same age; therefore, T2DM
patients may present cognitive disorders at an earlier age.
However, although the incidence rate of T2DM individuals
affected by cognitive dysfunction has gradually increased,
sufficient clinical attention has not been paid to the development
of cognitive impairments in patients with T2DM. Currently,
some cognitive tests, such as the MoCA scale, are widely
used in the clinical diagnosis of cognitive impairment. Many
previous neuroimaging studies have used the MoCA scale for
grouping. The MoCA scale can achieve relatively good accuracy
for multiple samples. Recognizing its important role, this study
used the MoCA scale for grouping. However, for individuals, it
may produce some bias, which is closely related to the tester’s
test level, test environment, and subject’s cooperation. Our model
aims to use images as amore objectivemethod to diagnose T2DM
cognitive impairment. A scanned image can more objectively
show pathological characteristics and significantly reduce human
bias than manual classification using a scale.

Since the cause of AD is irreversible (Yang et al., 2021)
and there is no cure, the early diagnosis of AD is crucial for
treatments to slow down the development of the disease. Various
studies have confirmed that T2DM is one of the main risk
factors for AD, and patients may experience various cognitive
impairments, such as memory loss, executive ability reduction,
and affective disorder. In contrast to the cognitive impairments
in AD, most of the cognitive dysfunctions in patients with
T2DM are reversible. Specifically, the best stage to implement
preventive measures is when T2DMpatients present no cognitive
impairment. However, in the research of classification and
prediction models of cognitive impairments, most of them focus
on AD, specifically the evolution and prediction of mild cognitive
impairment (MCI) in AD. Few studies have focused on T2DM-
related cognitive disorders. Lin et al. (2018) studied and classified
the features of brain MRI images in patients with MCI and
AD using multi-dimensional MRI information to establish an
AD prediction model. Zhu et al. (2021) proposed a temporally
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FIGURE 1 | The confusion matrix and the ROC curve of the test dataset. (A) The green boxes represent the true negative and positive rates, and the red boxes

represent the false negative and positive rates. The dark gray boxes in the lower right corner represent the accuracy. The accuracy was 84.85%. (B) The ROC curve

to classify cognition, the red line represented the ROC of T2DM-noCI, and the green line represented the ROC of T2DM-CI. The AUC was 92.65%.

structured SVM model to classify MCI and AD to achieve early
detection and diagnosis. Hett et al. (2021) presented a novel
graph-based grading framework to combine the features and a
multiscale approach that enabled the analysis of alterations of
whole-brain structures and classified MCI and AD with an AUC
of 85%. Jin et al. (2020) used a deep learning model (3D attention
network, 3DAN) to classify MCI and AD based on structural
MRI; the model demonstrated good performance in predicting
MCI subjects who will progress to AD with an accuracy of 72%.
Jie et al. (2020) designed a wc-kernel-based CNN framework for
learning the features ofMCI and AD diagnosis using fMRI. These
previous studies on cognitive impairment in AD can provide a
methodological and theoretical basis for this study.

In this study, we combined imaging and clinical objective
information and built a classification model using the CNN,
which achieved performance with an AUC of 0.9265. The
accuracy of classification was 84.85%. These results indicated
that the model has good discrimination ability in classifying
T2DM patients with and without cognitive impairments. It can
help clinicians objectively analyze and predict the cognitive
impairment of patients by combining imaging and clinical data,
not by using neurological test scales alone, which may cause
human error. In addition, according to the classification results,
clinicians can treat patients at an early stage, as it is important to
prevent the development of dementia and improve the quality of
life of patients.

The Superiority of the Model
Before constructing the final model, we attempted to use
3D-T1 images only to construct the model. The accuracy
rate reached 75.80%. As the sample size was not sufficiently

large, the accuracy rate did not attain our expected goal;
therefore, we added 21 clinical features to increase the stability
of the model. Further research will expand the sample size,
increase the accuracy of image diagnosis, and achieve an ideal
classification effect. In day-to-day clinical work, doctors can
make diagnoses using scanned images. The 21 clinical features
included HbA1c, fasting blood glucose, fasting insulin, and
systolic blood pressure. The selection of these clinical features
was based on the degree to which they may affect T2DM
or are closely related to the patient’s cognition. For instance,
the previous literature and our previous studies (Qin et al.,
2019; Tan et al., 2019; Li et al., 2020) have confirmed that
HbA1c is closely related to cognitive impairment in patients
with T2DM. The higher the level of HbA1c, the more serious
is the cognitive impairment of patients. In addition, cholesterol
and triglycerides were confirmed to be related to a reduction
in cognitive levels (Hakala et al., 2021). We did not consider
diabetes duration as a clinical feature. As type 2 diabetes is
a chronic disease with latent onset, we could not determine
the exact onset time of disease in the patients. The onset time
could be the time since the onset of the disease but not the
real illness time. Moreover, the time of onset of type 2 diabetes
can include the early asymptomatic stage. We believe that a
sufficiently accurate estimation of the duration of diabetes cannot
be achieved; therefore, we did not apply this index to the
prediction model.

Few studies have been conducted on the classification of
cognitive impairment in patients with T2DM. Most of these
studies used conventional machine learning methods, such
as the SVM classifier. Liu et al. (2019) marked whole-brain
resting state functional connections (RSFCs) and used SVM
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FIGURE 2 | The accuracy and loss value curves of the classification model. The top curve shows the overall success rate, the increasing success rate proves that its

accuracy is improving. The bottom curve shows the loss curves of the training and test sets, the loss value is decreasing, which proves that the model is converging

and has good stability.

to identify cognitive dysfunction in patients with T2DM. The
SVM is one of the most common machine learning models.
It can effectively distinguish features of different categories by
constructing high-dimensional decision planes in feature space.
It has an excellent performance in the case of small sample
sizes and high dimensions; however, some of its disadvantages
cannot be ignored. The extraction of image features is typically
based on prior assumptions. Abnormal changes caused by T2DM
might be overlooked because they are not considered in the
assumptions, and some brain regions related to T2DM might
not match the defined brain regions, resulting in a decline in
the expression of the extracted regional features. Conversely, the
features extracted by conventional machine learning methods
rely on image preprocessing, such as strict registration and
segmentation, and they need to go through various processing
steps based on image denoising and normalization, which usually
requires the guidance of experts in the field of brain science.

Deep learning is good at mining abstract-distributed feature
representations from the original input data, and these
representations have good generalization ability. Deep neural
networks are the main forms at present, and CNN is one
of the classic and widely used network structures. The CNN
can effectively reduce the complexity of the network; reduce
the number of training parameters; and make the model
invariant to translation, distortion, as well as scaling. Thus, it
has strong robustness as well as fault tolerance. Additionally,
it is easy to train and optimize the network structure. It has
significant advantages over shallow models in terms of feature
extraction and model fitting. In this study, we used a 11-
layer CNN to perform an automatic analysis of the whole-
brain structure of patients with T2DM without extracting the
relevant image features in advance, which reduced the experience
difference. Moreover, we appropriately increased the depth of the
network and added convolution layers, which extracted abstract
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features and improved the accuracy of the classifier. Finally, a
classification model of cognitive impairment in T2DM patients
was constructed, and a good classification effect was achieved.

Our T2DM cognitive impairment classifier was a 3D-
CNN model. 3D-CNN achieves the automatic classification of
diagnostic images by capturing the anatomical shape changes
of MRI on strictly registered MRI data, combining three 3D
convolution layers with a two-layer fully connected network for
global fine-tuning training (Dolz and Desrosiers, 2017). Most
relative classification models used in previous studies were based
on the 2D-CNN method. However, when using 2D images
to study 3D neural images, the information between the 3D
structures in the images is usually ignored. The 3D-CNN is more
accurate in the feature extraction of spatial information, which
means that the network has higher accuracy (Singh, 2020; Singh
et al., 2020). In our CNN model, the features of the voxel model
were extracted using convolution layers; the extracted features
were integrated by pooling layers; and finally, the model was
classified in the full connection layers.

CONCLUSION

In this study, we constructed a 3D 11-layer CNNmodel to classify
T2DM patients with and without cognitive impairments. This
model achieved performance with an AUC of 0.9265 and the
accuracy of classification was 84.85%, which prompted to achieve
a good classification effect. It can help clinicians objectively
analyze and predict patients’ cognitive impairment and provide
treatments to the patients in the early stage. It is important to
block or delay the development of dementia.

LIMITATION

The limitations of this study are as follows. First, the sample size
of the current study may be relatively small, and future studies
with larger sample sizes are required. Second, because our sample
size was small, we could not group different ages, the degree
of cognitive impairments, and drug treatments separately. In
this study, we attempted to select patients with type 2 diabetes
who are below 70 years, and the average age of our patients
in this study was 48.78. However, the small sample size was
unsuitable for further grouping. Further studies with larger
samples can consider age grouping and have stricter control of
drug use, which may make the model more objective. Third,
brain structural images were used to construct a classification
model. However, previous studies have shown that functional

brain changes occur earlier than structural changes. Therefore,
future studies using brain function images or multimodal MRI
images of patients with T2DM to construct a classification model
are necessary.
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Alzheimer’s is an acute degenerative disease a�ecting the elderly population

all over the world. The detection of disease at an early stage in the absence

of a large-scale annotated dataset is crucial to the clinical treatment for the

prevention and early detection of Alzheimer’s disease (AD). In this study, we

propose a transfer learning base approach to classify various stages of AD.

The proposed model can distinguish between normal control (NC), early mild

cognitive impairment (EMCI), late mild cognitive impairment (LMCI), and AD.

In this regard, we apply tissue segmentation to extract the gray matter from

the MRI scans obtained from the Alzheimer’s Disease National Initiative (ADNI)

database. We utilize this gray matter to tune the pre-trained VGG architecture

while freezing the features of the ImageNet database. It is achieved through the

addition of a layer with step-wise freezing of the existing blocks in the network.

It not only assists transfer learning but also contributes to learning new features

e�ciently. Extensive experiments are conducted and results demonstrate the

superiority of the proposed approach.
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1. Introduction

Alzheimer’s is one of the most crucial causes of dementia

all over the world. Several neurological illnesses, including

dementia, afflict a sizable portion of the global population.

Patients with Alzheimer show more clear symptoms after the

age of 60. However, in some cases, as a result of some gene

abnormalities, the symptoms may start to show up at a young

age (30–50). Alzheimer’s gives rise to functional and structural

changes in the brain (Hampel et al., 2021). The progression of

Alzheimer’s disease (AD) from normal control (NC) spans over

a number of years with some intermediate stages ranging from

the development of early mild cognitive impairment (EMCI) to

late mild cognitive impairment (LMCI). These changes can be

observed through MRI images and blood plasma spectroscopy

(Pan et al., 2020; Palmer et al., 2021).

Visualizing theMRI scans can somehow allow the physicians

to detect the contraction of the gray matter. However, it is a

complex process to detect these changes manually. Machine

learning-based techniques for the classifications, such as support

vector machines (SVMs), artificial neural networks (ANNs), and

deep learning-based convolutional neural networks (CNNs),

remained very useful in the detection of these minor tissue-

level changes (Mehmood et al., 2021). It is important to note

that SVM and ANN give local and global optimization-based

solutions. However, deep learning-based CNNs consider the

feature extraction and learning in the model itself and are

considered to be more useful in medical image analysis (Pan

et al., 2020; Cheng et al., 2022). But these methods are data-

hungry and demand large-scale training datasets to learn the

task (i.e., classification in this case) from scratch (Chen et al.,

2022; Khan et al., 2022).

Recent advancements in imaging technology, including

computerized axial tomography (CT), magnetic resonance

images (MRI), and positron emission tomography (PET)

(Masdeu et al., 2005; Han et al., 2022) images, have

revolutionized the detection of Alzheimer’s. Due to ionization

effects and cost and computational complexity, gathering a

large-scale data set for a particular task is very challenging. The

3D MRI images produced through high-dimensional diagnostic

equipment contain several images in a single voxel. These voxels

can help to diagnose Alzheimer’s at an early stage (Zhang et al.,

2019).

A deep Siamese convolution neural network (SCNN) for

the multiclass classification of AD is proposed by Mehmood

et al. (2020). A natural image-based network to represent

neuroimaging data (NIBR-Net) is another significant approach

in the target domain, based on a sparse autoencoder (Gupta

et al., 2013), where the network learns from a set of bases from

natural images with the help of convolution to extract features

from the Alzheimer’s Disease Neuroimaging Initiative (ADNI)

dataset. This method selects the useful features in a single

hierarchy while iteratively filtering the undesirable features.

Considering the multiple classes of Alzheimer a deep learning-

based multiclass classifier is proposed by Farooq et al. (2017).

Apart from this, several computer-aided techniques have been

suggested for diagnosing AD, especially in the case of severe

dementia (Petot and Friedland, 2004; Acharya et al., 2021).

Similarly, the issue of the imbalance of class data is handled by

Murugan et al. (2021) with the help of a deep DEMNET by using

the pre-processed dataset.

Training a neural network with a small-scale dataset (i.e.,

MRIs) with a higher prediction rate and a higher accuracy

is a great challenge. In this study, we propose to utilize the

pre-trained VGG16 and VGG19 models to predict NC, EMCI,

LMCI, and AD.We extract the gray matter (GM) from the brain

MRIs because using entire voxels or raw data directly to train

neural networks also presents data management. We applied

skull striping and tissue segmentation operations to segregate

the full brain MRIs. Considering the data-hungry nature of

the neural networks, we proposed to apply data augmentation

to the extracted GM slices. It also resolves the challenges of

overfitting, which is often aroused due to the unavailability of

large-scale dataset. In addition, we step-wise freeze the blocks

and add layers to transfer the features for accurate predictions

on four classes of the input data, i.e., NC, EMCI, LMCI, and AD.

Thus, we resolve the challenges of prospective fluctuations and

imbalanced data size and class variation problems. The overall

experimental evaluations and comparison with several state-

of-the-art approaches demonstrate that the proposed transfer

learning method outperformed the extant techniques, making it

more suitable for future interactive Alzheimer’s applications.

2. Related work

The fundamental causes of Alzheimer’s are still unknown,

and it is believed to be genetic (Adami et al., 2018). Alzheimer’s

affects a number of social cognitive capacities and results

in several neurological conditions that are memory-related

(Ramzan et al., 2020). According to an estimate, by the year

2050, 131.5 million individuals will be globally affected by

Alzheimer’s disease (AD) (Prince et al., 2015). It will become the

top cause of death for older people as the number of patients

grows daily. High-dimensional data from imaging modalities

like MRI, fMRI, PET, amyloid-PET, diffusion tensor imaging,

and neurological tests are essential parts of the existing strategies

for the diagnosis (Tanveer et al., 2020; Afzal et al., 2021).

However, differentiating between the patterns with radiological

readings is still quite a difficult task due to the complexity of the

minute patterns. As a result, it is difficult to establish an early

diagnosis of Alzheimer’s. Recently, several deep learning and

machine learning-based techniques to enhance picture quality

have been presented (Khan et al., 2019; Alenezi and Santosh,
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2021). Additionally, the feature extraction- and classification-

based approaches can be regularly employed to create prediction

models for applications based on intelligent and expert systems

(Mehmood et al., 2021; Shams et al., 2021; El-Hasnony et al.,

2022).

The progression of Alzheimer’s took several years, ranging

from NC to MCI and AD. The development of MCI is also

considered as early and late MCI (Sperling et al., 2011; Huang

et al., 2018). It is imperative to diagnose the disease at an early

stage, which is only possible through an accurate classification

of various stages of disease (Khan et al., 2022). The recent

developments in machine learning and deep learning-based

methods can significantly contribute to the target domain

(Tanveer et al., 2020). The extraction of the feature and

identification of these features based on these techniques can

ease the burden on the healthcare system (Razzak et al.,

2022). The main objective of the binary class and multi-class

classification is to distinguish the features of normal images

from impaired images to detect the stage of the disease. Support

vector machines (SVM), K-nearest neighbors (KNNs), fuzzy

learning, decision trees, random forests, and dimensionality

reduction algorithms, like principal component analysis, are

readily used methods in traditional machine learning research

(Vecchio et al., 2020). The feature extraction through CNNs

and deployment of CNNs have revolutionized the whole process

(Bi et al., 2020; Liang and Gu, 2021) and can yield acceptable

results for the early detection of AD. CNN-based methods

can adeptly learn the input images’ features to identify a

particular disease stage. Hao et al. (2020) suggested a multi-

modal framework to extract neurological information from the

MRIs in order to classify the various phases of dementia. In order

to classify AD, NC, andMCI, Tong et al. developed amultimodal

classification framework based on MRI, FDG, and PET scans

(Tong et al., 2017). Other recent approaches for the classification

of Alzheimer’s (Tajbakhsh et al., 2016; Jain et al., 2019; Khan

et al., 2019, 2022) can somehow resolve the challenges and some

other tries to introduce some transfer learning based approaches

(Afzal et al., 2021; Mehmood et al., 2021). However, it is still

challenging to extract accurate features to distinguish the images

and diagnose the disease at an early stage.

Considering the MRIs, a multi-modal framework is

proposed to extract neurological features for the classification

of various stages of dementia (Hao et al., 2020). Tong et al.

proposed a multimodal classification for AD based on MRI,

FDG, and PET images to classify AD, NC, and MCI. A multi-

modal learning-based network (Liu et al., 2014) based on

PET, and MRI images, a multi-modal stack-net (Shi et al.,

2017), and a similarity matrix-based method are proposed by

Zhu et al. (2014) based PET, CSF, and MRI biomarkers to

distinguish various stages of AD. Some methods rely on the

extraction of 2D slices, and some others utilize the whole

voxel to distinguish several categories of disease (Payan and

Montana, 2015; Islam and Zhang, 2018). A 3D deeply supervised

adaptable convolutional neural network (CNN-3D) is proposed

by Hosseini-Asl et al. (2018) to predict AD without relying

on skull striping with generic feature learning through bio-

markers. However, the data management challenges are still

complex when handling medical images. In the case of the target

problem gathering, a large-scale dataset is a great challenge as

compared to ordinary computer vision and image processing

tasks as we know that deep learning-based models are data-

hungry and demand a large-scale dataset. Therefore, transfer

learning approaches (Aderghal et al., 2018; Li et al., 2018; Basaia

et al., 2019) are preferred, which utilize the weights from the

pretrained models on the large scale datasets such as ImageNet

(Mehmood et al., 2021).

To categorize the various stages of the disease with transfer

learning, a deep Siamese convolution neural network (SCNN)

for the multiclass classification of AD is proposed by Mehmood

et al. (2020). A natural image-based network to represent

neuroimaging data (NIBR-Net) is another significant approach

in the target domain, based on sparse autoencoder (Gupta et al.,

2013), where the network learns from a set of bases from natural

images with the help of convolution to extract features from

the ADNI dataset. A sparse multi-tasking deep learning-based

method is proposed by Suk et al. (2016) with a feature adaptive

weighting system. This method selects the useful features in

a single hierarchy while iteratively filtering the undesirable

features. Considering the multiple classes of Alzheimer, a deep

learning-based multiclass classifier is proposed by Farooq et al.

(2017). Apart from this, several computer-aided techniques have

been suggested for diagnosing AD, especially in the case of

severe dementia (Petot and Friedland, 2004). These models

can assist the physicians in combination with computer-aided

intelligent and expert systems (Jo et al., 2019) In this article, we

proposed a multi-class classification network by using transfer

learning through VGG architecture. We applied a step-wise

block freezing strategy to the VGG-16 and VGG-19 models

with some additional layers. The proposed method achieves

higher accuracy and is capable of working with a small-scale

dataset. The overall experimental evaluations demonstrate the

superiority of the proposed method as compared to the state-of-

the-art approaches.

3. The proposed methodology

In this study, we proposed a transfer learning-based multi-

class classification for the early diagnosis of AD. The patients’

data in this study was obtained from the ADNI database. We

gathered 315-T1 weighted MRI images of four classes: NC,

EMCI, LMCI, and AD. The processing overview of these images

is shown in Figure 1. We extracted the gray matter through

these 3D voxels and utilize these GM slices to train VGG

architectures, as shown in Figure 2. We utilized the weights
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FIGURE 1

Overview of the proposed framework for processing data and training in the network for classification.

from the pre-trained network on ImageNet and adopted a layer-

wise transfer learning while step-wise freezing the blocks. The

proposed framework successfully classifies various stages of AD

and yields significant results by using only a small-scale dataset.

3.1. Datasets and pre-processing on data

The magnetic resonance imaging technology is continually

being improved and developed by researchers, and it has

revolutionized the way neurological disorders are discovered

and diagnosed. Whereas, the inconsistent intensity scale of

the image makes it difficult to visualize and evaluate the data

manually (Lundervold and Lundervold, 2019). It is essential

to provide the correct information during learning if learning-

based technologies are to produce accurate predictions. Thus,

data preprocessing is a crucial step to manage to increase the

contrast and pixel intensity. We applied several pre-processing

operations on the available MRI scans of several patients

obtained from the ADNI data repository. The specification

of the dataset utilized in this work is shown in Table 1. A

different number of subjects are selected to handle the class

imbalance problem. We mainly exclude the opening and closing

slices of the MRI due to the limited information contained in

these slices. Images (i.e., 3D MRI scans) obtained from ADNI

are available in neuroimaging informatics technology initiative

(NIFTI) format. We pre-process these images by utilizing the

statistical parametric mapping tool (SPM12) for the tissue-wise

segmentation of the input into gray matter, white matter, and

cerebrospinal fluid (CSF). We perform several operations (i.e.,

skull striping, registration, normalization, and segmentation) to

extract the 2D-MRI PNG images from the available MRI scans.

In this study, we focused only on the gray-matter slices

to detect the memory loss changes in early AD detection. We

consider the ICBM space template for affine regularization and

a bias regularization of 1e−3 with a full bias width at half

maximum of 60mm cutoff. Once these prepossessing operations

are complete, we resize all the images to a size of 224× 224.

These images are suitable for training and testing and analogous

to the size of ImageNet. The subjects involved in this dataset
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FIGURE 2

Overview of the proposed framework with step-wise block (B) representation as B-I to B-V. The left side shows VGG 16, and the right side shows

the VGG 19 model with the proposed layer-wise transfer learning in both networks, blocks are frozen from B-I to B-V alternatively.

TABLE 1 Sample size of the dataset with specifications and number of

subjects utilized for each class.

Type Subjects Age MMSE Slices

NC 75 73± 8.5 26.5± 1.4 4637

EMCI 75 74± 7.7 29.5± 1.2 1882

LMCI 80 72± 7.9 28.5± 1.6 4558

AD 85 75± 9.5 24.5± 1.9 3349

are scanned with respect to different durations of visits of the

patients. Every scan is a different subject and contains the

GM, WM, and CSF slices; of which, GM slices are fed to the

network to interpret the usable information extracted through

MRI volumes. In this regard, we split our dataset into training

(70%), testing (15%), and validation data (15%).

4. Neural networks and transfer
learning framework

Convolutional neural networks perform convolutional

operations to extract the features from the input data. These

features are learned during the training process. Later on,

the network’s prediction behavior determines the network’s
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learning quality. In artificial intelligence (AI), CNNs are

distinguished from the other type of networks due to the

superior performance of these networks in the multiple-image

processing and visualization domains. The main type of layers in

these networks are convolutional layers. These are the first layers

that extract the features which are pooled with pooling layers.

Finally, the fully connected layers are applied. Considering the

recent advancements in AI and neural networks for feature

extraction and associated task, we employed VGG 19 and VGG

16 architecture with a transfer learning approach for the target

problem.

Transfer learning is a method for developing a predictive

model for a separate but related problem that can then be

utilized partially or entirely to speed up training and ultimately

enhance the model’s performance for the problem. It involves

applying a previously trained model to new problems. Transfer

learning-based techniques are now very popular in the field

of medical image processing. Considering the advantages of

automatic feature extraction and identification with the help of

a pre-trained model have proved to be very useful in the target

domain. Using a pre-trained model saves the time and effort of

building a new model from scratch. It is also difficult to train

a substantially large-scale network without amassing millions

of annotated images. Therefore, using the pre-trained weights

of a network with precise tuning on fresh data is a distinct

and advantageous approach. Two models adopted in this study

for transfer learning are pre-trained on the ImageNet database

comprising millions of images.

The existing models, for example, Inception-Net with

23.62 million parameters, Xception-Net with 22.85 million,

and ResNet with 23 million parameters, can also be used

for transfer learning. However, considering the importance

of the target problem, we selected VGG architecture with

138 million parameters. Feature transfer can be problematic

in particular circumstances, such as when the datasets are

small or imbalanced. Because transfer learning will not be

effective if the final classification layer’s characteristics are

insufficient to distinguish the classes for a particular problem.

Thus if the datasets are not comparable, the feature will hardly

be transferred. We present transfer learning results in two

categories, i.e., VGG 16 and VGG 19. Thus in each case, we

propose to freeze some of the blocks in the network while

freezing some fully connected layers.

5. VGG model with proposed
transfer learning and experimental
evaluations

The pretrained VGG-16 and VGG-19 models utilized in

this study are trained on the ImageNet database. We consider

freezing the weights and leveraging a pretrained convolutional

base. We also include fully connected classification layers to

transform the network for our multi-class classification task.

The first layer in the model learn feature extraction. The initial

layers learn to extract the generic features, and the final layers

learn the target-oriented features. We added the new fully

connected dense layers and performed several experiments with

the rectified linear unit (ReLU) activation function. The main

objective of the activation function is to induce non-linearity in

the data. It can be expressed for an input value (v) as below.

ReLU(v) = max(0, v) (1)

ReLU(x) =







0, if v <0

x, if v ≥ 0
(2)

The final layers in both of the models (i.e., VGG 16 and

VGG 19) use the Softmax function. The number of neurons is

reduced to 4 due to four classes (i.e., NC, EMCI, LMCI, and AD)

in the target problem. The softmax function is the generalization

of logistic regression, which is utilized in the classification of

mutually exclusive classes. It converts the values to a normalized

probability distribution of input for user display. Therefore, it

is utilized at the final layer of the network and expressed as σ

for input vector vi and standard exponential e followed by a

normalization factor with a summation
∑

at the bottom for the

K number of classes in the multiclass classifier.

σ (v
−→
) i =

evi
∑k

j=1 e
vj

(3)

The loss function utilized in this regard is categorical

cross-entropy loss which exponentially penalizes error in the

probability prediction. The target problem involves predictions

for more than one class, i.e., NC, EMCI, LMCI, and AD,

and involves 4 labels. Therefore, loss function for the network

also varies accordingly, and we consider categorical cross-

entropy loss for these multiple-class classification problems. The

categorical cross-entropy loss with pi probabilities for i
th labels

with truth values ti, for the N number of classes is expressed

as LCrE.

LCrE =

n
∑

N=1

n(size)
∑

i=1

tilog(pi) (4)

Our goal is to reduce the loss as much as possible. In each

case, the cross-entropy for the i number of classes was estimated

for the dementia’s di, where i = 1....5 in this case. The probability

of the output y for each class can be estimated for dementia,

where the cross-entropy for each category NC, EMCI, LMCI,

and AD is CENC , CEEMCI , CELMCI , and CEAD, respectively.
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5.1. Experiments and evaluation metrics

We categorize our experiments based on VGG 16 and VGG

19 models. In each category, we perform several experiments.

The overall performance is measured in terms of confusion

matrices (Deng et al., 2016) where true positives (TP), true

negatives (TN), false positives (FP), and false negatives (FN)

give an overview of the accuracy, specificity, sensitivity, and

precision. We also measure f1-score in addition to accuracy,

specificity, sensitivity, and precision. Each column in the

confusion matrix is a visual tool to understand the predicted

score, where columns and rows show the true and predicted

labels, respectively.

5.2. Evaluation metrics

In order to evaluate the performance of the proposed

framework, the confusion matrix consists of TP, FP, TN,

and FN. Thus, an overview of the confusion matrix gives

a comprehensive overview of the F1-score, specificity (Sp),

sensitivity (Se), accuracy (Ac), and precision (Pr) value because

all of these metrics follow TP, TN, FP, and FN. Witten and

Frank (2002). The mathematical expressions below depict this

relationship explicitly.

5.2.1. Positive predictive value

The positive predictive value is called the precision and

shows the portion of real positive cases.

Pr =
TP

TP + FP
(5)

5.2.2. Sensitivity

Sensitivity is the recall value that shows the actual positive

and the correctly predicted portion of values. This metric reflects

correctly anticipated cases and depicts the coverage of real

positive cases, also termed the true positive rate (TPR).

Se =
TP

TP + FN
(6)

5.2.3. Specificity

Specificity is associated with the likelihood of a negative test

rate in the absence of the condition and is considered a true

negative rate.

Sp =
TN

TN + FP
(7)

5.2.4. Accuracy

Classification accuracy is a statistical measurement that

evaluates the performance of a classification model by dividing

the number of correct predictions by the total number of

predictions.

Ac =
TP + TN

TP + FN + TN + FP
(8)

5.2.5. F1 measurement

The F-Metric is a method for combining accuracy and recall

into a single measure that encompasses both and is widely

utilized in classification tasks.

F1−Measure =
TP

TP +
1
2 (FP + FN)

(9)

In addition, we also present graphical and numeric results in

terms of accuracy for each class.

5.3. Experimental settings and results

Experimental results for precision, accuracy, and F1 score of

VGG 16 and VGG 19 (with and without data augmentation) are

presented in the Table 2. In this table, we show the results for NC,

EMCI, LMCI, and AD, respectively. The overall performance of

the network with and without data augmentation is also shown

in this table. The average accuracy of VGG 16 with and without

data augmentation for all four classes is 96.39%. Similarly,

the average accuracy of the VGG 19 with and without data

augmentation for all four classes is 96.81%. This comparison

demonstrates that VGG 19 performs slightly better than VGG

16. We also demonstrate the fact with the help of box plots

shown in Figure 3. The results are shown for VGG 16 and

VGG 19 with data augmentation (WDA) and without data

augmentation (WODA).

The proposed framework’s overall performance is much

better compared to the existing methods. To demonstrate

the fact we present the comparison of the proposed method

with several state-of-the-art approaches. The results of this

comparison are shown in Table 3. In addition, we also compare

the performance of the proposed framework with other state-

of-the-art models, including DenseNet, Inception ResNet V2,

AlexNet, Inception V3, ResNet101, and ResNet50. The results

for comparison of these methods with the proposed framework

are shown in Table 4. This table shows that the proposed

framework (i.e., VGG19+ALFB, VGG16+ALFB) outperformed

the other models. To demonstrate the performance of our

method with respect to the existing state-of-the-art approaches,

we provide a comprehensive comparison with several methods.

The competitor approaches include a deep sparse multi-task

learning for feature selection in the diagnosis of AD (DSMAD-

Net) (Suk et al., 2016), CNN-expedited (Wang et al., 2017)
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TABLE 2 The comparison of the evaluation metrics in terms of precision, accuracy, and F1 score for VGG16 and VGG19 with and without data

augmentation.

Model VGG16 (Without DA) VGG16 (With DA)

Metrics Precision Accuracy F1 Score Precision Accuracy F1 Score

NC 91.71 99.20 95.30 97.65 99.40 98.51

EMCI 99.60 90.07 93.61 99.22 91.13 95

LMCI 96.06 99.85 97.91 96.46 99.70 96.02

AD 99.38 93.52 96.36 99.56 98.27 98.91

Model VGG16 (Without DA) VGG16 (With DA)

Metrics Precision Accuracy F1 Score Precision Accuracy F1 Score

NC 97.65 97.41 96.82 97.27 99.80 98.51

EMCI 99.22 86.52 92.43 100 99.09 99.54

LMCI 96.46 99.41 97.91 98.41 100 99.19

AD 99.56 97.26 98.39 99.85 97.98 98.90

FIGURE 3

The comparison of the accuracy of the proposed frameworks with data augmentation (WDA) and without data augmentation (WODA).

classification of AD on imaging modalities (CAIM) (Aderghal

et al., 2018), a transfer learning approach for the early diagnosis

of AD on MRI image (TLEDA-Net) (Mehmood et al., 2021),

multi-domain transfer learning (TL), a matrix similarity-based

method (Zhu et al., 2014), multimodal learning (Liu et al., 2014),

multimodal stacked Net (Shi et al., 2017), shape-attributes of

brain structures as biomarkers for AD (SABS-AD) (Glozman

et al., 2017), detecting AD on small dataset (Li et al., 2018),

multimodal neuroimaging feature learning with multimodal

stacked deep polynomial networks for diagnosis of AD

(MMSPN-AD) (Basaia et al., 2019), multimodal classification

of AD diagnosis (MMC-AD) (Tong et al., 2017), predicting

AD with a 3D neural network (3D-CNN-PAD) (Payan and

Montana, 2015), natural image bases to represent neuroimaging

data (NIBR-Net) (Gupta et al., 2013), a differential diagnosis

strategy (Sørensen et al., 2017), a transfer learning bases method

(Naz et al., 2022), a convolutional neural networks-based MRI

image analysis for the AD prediction from MCI (Lin et al.,

2018), and a novel end-to-end hybrid network for AD detection

using 3D CNN and 3D CLSTM (Xia et al., 2020). We performed

several experiments, while the freezing pre-trained base and

step-wise tested the performance for several blocks in VGG 16

and VGG 19. We include additional layers (ADL) and perform

experiments with a block-freezing strategy. We independently

present the results of the effects of the proposed changes on

VGG16 and VGG19.

The results for the training loss and test accuracy with

additional layers and frozen blocks in the VGG16 model

is shown in Figure 4. The resulting confusion matrices to

evaluate the network’s performance in terms of true and

predicted labels are shown in Figure 5. The confusion matrices

are shown for (Figure 5A) without data augmentation and
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TABLE 3 Comparison of the accuracy of the various state-of-the-art approaches with the proposed work.

References Methods Modalities Distinction Data Accuracy (%)

Tong et al. (2017) MMC-AD MRI, FDG-PET AD, NC, MCI ADNI 72.9

Wang et al. (2017) CNN-Expedited MRI NC, MCI OASIS 90.6

Payan and

Montana (2015)

3D-CNN-PAD MRI NC, MCI, AD ADNI 85.3

Gupta et al. (2013) NIBR-Net MRI NC, MCI, AD ADNI 78.2

Cheng et al. (2017) Multi-Domain TL MRI NC, MCI ADNI 94.7

Sørensen et al.

(2017)

Differential Diagnosis sMRI+Volumetry

HS+CT

MCI & AD ADNI & AIBL 62.7

Zhu et al. (2014) Matrix-Similarity MRI+PET, CSF MCI converter, MCI-NC, AD ADNI 72.6

Liu et al. (2014) Multimodal learning MRI+PET AD, NC, MCI ADNI 53.8

Suk et al. (2016) DSMAD-Net MRI+PET NC, MCI, AD ADNI 62.9

Shi et al. (2017) Multimodal Stacked Net MRI+PET AD,NC, cMCI/MCI ADNI 57.0

Glozman et al.

(2017)

SABS-AD, Transfer-Learning

(ImageNet)

MRI AD, MCI, NC ADNI 83.5

Aderghal et al.

(2018)

CAIM, Transfer-Learning MRI AD, MCI, NC (2-way classification) ADNI 72.91

Li et al. (2018) Transfer-Learning MRI AD,NC ADNI 84

Shi et al. (2017) MMSPN-AD, Transfer-Learning MRI AD,NC, MCI ADNI 75.1

Lin et al. (2018) CNN MRI MCI to AD conversion ADNI 88.79

Xia et al. (2020) 3D CLSTM, CNN MRI AD,NC, MCI ADNI 94.19

Mehmood et al.

(2021)

TLEDA-Net MRI AD, MCI, LMCI, NC 2 way

classification

ADNI 83.64

Naz et al. (2022) Transfer learning (Avg on

Vgg-19)

MRI AD, MCI, NC 2 way classification ADNI 98.12

VGG 19+ALFB

(Ours)

Transfer-Learning

(VGG16+ALFB)

MRI NC, EMCI, LMCI, AD (4-way

classification)

ADNI 98.47

VGG 16+ALFB

(Ours)

Transfer-Learning

(VGG16+ALFB)

MRI NC, EMCI, LMCI, AD (4-way

classification)

ADNI 97.12

TABLE 4 Comparison of the proposed architectures with adding layer

and freezing blocks (ALFB) in VGG16 and VGG-19, with the existing

state-of-the-art architectures in terms of accuracy.

Networks Accuracy Networks Accuracy

DenseNet 92.70 Inception V3 88.33

Inception

ResNetV2

85.82 ResNet101 91.56

AlexNet 89.33 ResNet50 93.98

VGG-19+ALFB

(Ours)

98.47 VGG-16+ALFB

(Ours)

97.12

(Figure 5B) with data augmentation. The comparison of the

accuracy is shown in Table 2 for corresponding confusion

matrices, the data augmentation slightly improves the network

performance.

Similarly, for the VGG 19 model, we show the results

for the training loss and testing accuracy in Figure 6, whereas

the corresponding confusion matrices are shown in Figure 7.

The comparison of the confusion matrices and the accuracy

in Table 2 demonstrate that VGG 19 performs slightly better

than VGG 16. Comparing the confusion matrices for both

networks depicts that the data augmentation slightly improves

the overall performance of the networks during transfer

learning. In Table 2 we present the results for the specificity,

sensitivity, and f1-score for VGG-16 and VGG19 with additional

layers and freezing blocks. It depicts the performance and

overall efficiency of the proposed method. To improve the

robustness and fully-fine tune the model, we propose to

increase the data size with data augmentation. It proved

to be useful because gathering a large-scale dataset in the

target domain is a great challenge. In comparison, the

network-based methods are heavily dependent on large-scale

datasets. The data augmentation improves the data’s size

significantly and resolves the challenges of class imbalance

and over-fitting.
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FIGURE 4

(A) Training loss and (B) test accuracy of the VGG 16 model with additional layer and freezing the block.

FIGURE 5

(A) Confusion matrix without augmentation. (B) Confusion matrix with augmentation for the VGG 16.

FIGURE 6

(A) Training loss and (B) validation (val) accuracy of the VGG 19 model with additional layer and freezing the blocks.
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FIGURE 7

(A) Confusion matrix without data augmentation (DA). (B) Confusion matrix with DA for VGG 19.

6. Conclusion

This study presents a transfer learning-based approach

to diagnose various stages of AD. We intend to automate

the detection of various stages of Alzheimer’s to ease the

burden on the healthcare system. We use the pre-trained VGG

architectures, i.e., VGG 16 and VGG 19, and propose a layer-

wise transfer learning while adding layers and step-wise freezing

the blocks in the pre-trained architecture. We leverage the pre-

trained convolutional base, fine-tune the model for our 4-way

classification on MRI images, and obtain state-of-the-art results

in the target domain. The proposed layer-wise transfer learning

significantly improves the framework’s performance, where we

also resolve the challenges of class imbalance and small data

samples. The comparison with existing methods demonstrates

that the proposed framework is superior in terms of accuracy

and prediction. We achieved an accuracy of 97.89% for the

proposed 4-way classification.
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Objective: We explored whether radiomics features extracted from diffusion-

weighted imaging (DWI) and fluid-attenuated inversion recovery (FLAIR) images can

predict the clinical outcome of patients with acute ischaemic stroke. This study was

conducted to investigate and validate a radiomics nomogram for predicting acute

ischaemic stroke prognosis.

Methods: A total of 257 patients with acute ischaemic stroke from three clinical

centres were retrospectively assessed from February 2019 to July 2022. According

to the modified Rankin scale (mRS) at 3 months, the patients were divided into

a favourable outcome group (mRS of 0–2) and an unfavourable outcome group

(mRS of 3−6). The high-throughput features from the regions of interest (ROIs)

within the radiologist-drawn contour by AK software were extracted. We used two

feature selection methods, minimum redundancy and maximum (mRMR) and the

least absolute shrinkage and selection operator algorithm (LASSO), to select the

features. Three radiomics models (DWI, FLAIR, and DWI-FLAIR) were established.

A radiomics nomogram with patient characteristics and radiomics signature was built

using a multivariate logistic regression model. The performance of the nomogram

was evaluated in the test and validation sets. Ultimately, decision curve analysis was

implemented to assess the clinical value of the nomogram.

Results: The FLAIR, DWI, and DWI-FLAIR radiomics model exhibited good

prediction performance, with area under the curve (AUCs) of 0.922 (95% CI:

0.876−0.968), 0.875 (95% CI: 0.815−0.935), and 0.895 (95% CI: 0.840−0.950). The

radiomics nomogram with clinical characteristics including the overall cerebral

small vessel disease (CSVD) burden score, hemorrhagic transformation (HT) and

admission National Institutes of Health Stroke Scale score (NIHSS) score and

the FLAIR Radscore presented good discriminatory potential in the training set

(AUC = 0.94; 95% CI: 0.90−0.98) and test set (AUC = 0.94; 95% CI: 0.87−1),

which was validated in the validation set 1 (AUC = 0.95; 95% CI: 0.88−1) and
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validation set 2 (AUC = 0.90; 95% CI: 0.768−1). In addition, it demonstrated

good calibration, and decision curve analysis confirmed the clinical value

of this nomogram.

Conclusion: This non-invasive clinical-FLIAR radiomics nomogram shows good

performance in predicting ischaemic stroke prognosis after thrombolysis.

KEYWORDS

acute ischaemic stroke, diffusion-weighted imaging, outcome, radiomics, nomogram

1. Introduction

Stroke is the second leading cause of death and disability
worldwide and the leading cause of death in China (GBD 2019
Stroke Collaborators., 2021). Ischaemic stroke (IS) accounts for
60−80% of all strokes and places a great burden on society
due to its high mortality and disability rate (Cao et al., 2021).
Recombinant tissue plasminogen activator alteplase (RT-PA) is the
most effective drug for the treatment of acute ischaemic stroke.
Although the majority of patients experience remission within
the next 24 to 72 h, a significant number of patients continue
to have dysfunction after thrombolytic therapy. Acute ischaemic
stroke has a certain probability of hemorrhagic transformation
(HT). Patients receiving intravenous thrombolytic therapy have an
increased risk of hemorrhagic transformation, which may reduce or
offset the benefit of thrombolytic therapy. Therefore, it is necessary
to evaluate the basic clinical data of patients after they enter the
emergency department to ensure the safety and effectiveness of
intravenous thrombolysis. Cerebral small vessel disease (CSVD)
refers to a series of pathological, imaging and clinical syndromes
caused by various causes of cerebral arterioles, arterioles, venules,
and capillaries (Wardlaw et al., 2013). In China, AIS caused by
CSVD accounts for 25−50% (Huang, 2015). Most CSVD patients
have an insidious onset and varied clinical manifestations. The
presence and severity of symptoms depend on the location, degree
and number of lesions. MRI findings can be used as a means to
identify CSVD, mainly including residual small subcortical infarct
(RSSI), cerebral microbleeds (CMB), white matter hyperintensities
(WMH), perivascular spaces (PVS) and brain atrophy. This study
retrospectively included the general clinical data and MRI findings
of CSVD in patients with acute cerebral infarction undergoing
intravenous thrombolysis who were followed up for 90 days. The
purpose of this study was to analyse the correlation between the
overall CSVD burden and the long-term prognosis of acute ischaemic
stroke patients undergoing intravenous thrombolysis. Radiomics
is a novel developed data analysis technique that can transform
medical images into high-throughput quantitative features, assess
the heterogeneity of diseased tissue, and reflect the physiological
and pathological status and has been applied to the prediction of
clinical outcomes. At present, radiomics has a promising application
prospect in stroke, including the diagnosis of stroke (Peter et al.,
2017),early prediction of clinical outcome (Wen et al., 2020) and
evaluation of medium and long term prognosis (Tang et al., 2020;
Quan et al., 2021; Wang et al., 2021; Zhou et al., 2022). Wen
et al. (2020) developed a model based on radiological features
extracted from computed tomography non-contrast computed

tomography (NCCT) and computed tomography angiography (CTA)
to predict the development of malignant acute middle cerebral Artery
Infarction (mMCAi) in patients with cerebral infarction. Several
recent studies have shown that the clinical-radiomics model extracted
from diffusion-weighted imaging (DWI), fluid attenuated inversion
recovery (FLAIR) or apparent diffusion coefficient (ADC) achieved
satisfactory performance in predicting AIS outcomes (Tang et al.,
2020; Quan et al., 2021; Wang et al., 2021; Zhou et al., 2022).
Most patients with ischaemic stroke receive only routine sequences,
including DWI, ADC and FLAIR. DWI can accurately describe the
tissue spread and reflect the microstructure of the lesions, and the
FLAIR sequence has a higher resolution and can provide more useful
information. However, ADC represents the mean value of infarcts.
Currently, no studies to date have combined radiomics and the CSVD
burden score to predict the prognosis of AIS patients. Therefore, the
purpose of this study was to explore the predictive value of DWI
and FLAIR-based radiomics combined with the CSVD burden score
in ischaemic stroke and to create a method that can be used in the
management strategy of ischaemic stroke. Finally, an independent
external validation set was used to validate the performance of the
radiomics nomogram.

2. Subjects and methods

2.1. Subjects

A total of 257 patients from three clinical centres with acute
infarction diagnosed by DWI after thrombolysis from February
2019 to July 2022 were retrospectively enrolled. Then, 166 patients
from our hospital with a Siemens MR scanner were assigned to
the training and test sets, and 41 patients from our hospital with
a Philips MR scanner were assigned to the external validation set1
and 50 patients from other two clinical centres were assigned to
external validation set 2. Distribution diagram of enrolled subjects
in training set, test set, and external validation sets was showed in
Figure 1. The inclusion criteria were as follows: (1) the time interval
from onset to MR examination was ≤72 h; and (2) the patient
had no old cerebral infarction and could live independently before
the infarction. The exclusion criteria were as follows: (1) previous
intracerebral haemorrhage, brain trauma, previous neurological
disease, and severe artefacts on DWI or FLAIR images. (2) Lacunar
cerebral infarct (≤ 10 mm). (3) Acute infarction of the posterior
circulation. This study was a retrospective study and was approved
by the ethics committee of our hospital. The requirement for
informed consent was waived. Authors confirm that all methods
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FIGURE 1

Distribution diagram of enrolled subjects in training set, test set and external validation sets.

FIGURE 2

Workflow of radiomics analysis of the experiment.

were carried out in accordance with institutional guidelines and
regulations.

2.2. Methods

2.2.1. DWI and FLAIR examination
A total of 166 acute ischaemic stroke patients underwent

MRI examination with a 3.0T MR scanner (Siemens, Verio,

Germany). The MRI protocol included axial FLAIR and DWI.
The imaging protocol parameters were as follows: FLAIR [TR
9000 ms, TE 100 ms, inversion time (TI) 2500 ms], visual field
(FOV) 220 × 220, matrix 256 × 256, DWI (TR 6700 ms,
TE 100 ms), FOV 220 × 220, matrix 192 × 192, B value
1000 s/mm2. Forty-one patients underwent MRI examination with
a 3.0T MR scanner (Philips, Ingenia 3.0cx, Netherlands). The
MRI protocol included the imaging protocol parameters were as
follows: FLAIR (TR 9000 ms, TE 137 ms, TI 2500 ms), visual
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TABLE 1 Patient features in the training sets and test sets.

Variable The training sets The test sets

Level The favourable
outcome group

(n = 73)

The unfavourable
outcome group

(n = 45)

P-value The favourable
outcome group

(n = 30)

The unfavourable
outcome group

(n = 18)

P-value

The overall CSVD
burden score

0 5 (6.8) 0 (0) 0.068 3 (10) 0 (0)

1 31 (42.5) 12 (26.7) 10 (33.3) 3 (16.7)

2 28 (38.4) 23 (51.1) 13 (43.3) 9 (50)

3 9 (12.3) 9 (20.0) 4 (13.3) 5 (27.8)

4 0 (0.0) 1 (2.2) 0 (0) 1 (5.6) 0.200

HT No 67 (91.8) 27 (60.0) <1e−04 27 (90) 13 (72.2)

Yes 6 (8.2) 18 (40.0) 3 (10) 5 (27.8) 0.230

Sex Female 27 (37.0) 13 (28.9) 14 (46.7) 8 (44.4)

Male 46 (63.0) 32 (71.1) 0.482 16 (53.3) 10 (55.6) 1.00

Hypertension No 21 (28.8) 14 (31.1) 0.787 6 (20) 5 (27.8) 0.535

Yes 52 (71.2) 31 (68.9) 24 (80) 13 (72.2)

Diabetes No 56 (76.7) 35 (77.8) 0.894 23 (76.7) 13 (16.2) 0.731

Yes 17 (23.3) 10 (22.2) 7 (23.3) 5 (83.8)

Hyperlipemia No 62 (84.9) 41 (91.1) 0.487 28 (93.3) 17 (94.4) 1.000

Yes 11 (15.1) 4 (8.9) 2 (6.7) 1 (5.6)

Coronary heart disease No 67 (91.8) 41 (91.1) 1.000 27 (90) 17 (94.4) 1.000

Yes 6 (8.2) 4 (8.9) 3 (10) 1 (5.6)

Atrial fibrillation No 56 (76.7) 31 (68.9) 0.348 26 (86.7) 11 (61.1) 0.092

Yes 17 (23.3) 14 (31.1) 4 (13.3) 7 (38.9)

Smoking No 59 (80.8) 36 (80) 0.913 24 (80) 15 (83.3) 1.000

Yes 14 (19.2) 9 (20) 6 (20) 3 (16.7)

Drink No 68 (89) 42 (93.3) 1.000 30 (100) 17 (94.4) 0.375

Yes 5 (11) 3 (6.7) 0 (0) 1 (5.6)

Age, mean (SD) 64.6 (12.6) 66.1 (11.3) 0.529 66.7 (13) 67.5 (14.5) 0.843

DP, mean (SD) 148 (21.6) 147.2 (15.4) 0.847 150 (20.2) 155.1 (19.2) 0.391

SP, mean (SD) 85.2 (13.4) 87 (11.1) 0.431 84 (13.4) 87.4 (12.7) 0.382

Admission NIHSS, mean
(SD)

8.1 (3.7) 15.8 (6) <1e−04 8.2 (3.4) 17.3 (6.4) <1e-04

Radscore, median (IQR) −1.6 (−3.0, −0.7) 0.5 (−0.1, 1.7) <1e−04
−1.9 (−2.6, −0.8) −0.7 (−3.0, 2.0) <1e−04

DP, diastolic blood pressure; SP, systolic pressure; IQR, interquartile range; NIHSS, National Institutes of Health Stroke Scale; HT, hemorrhagic transformation.

field (FOV) 230 × 186 × 125, matrix 328 × 174 × 21, DWI
(TR 2585 ms, TE 81 ms), FOV 220 × 220 × 125, matrix
136 × 110 × 21, B value 1000 s/mm2. Thirty-six patients
underwent MRI examination with a 3.0T MR scanner (Philips,
Achieva Tx3.0, Netherlands). The imaging protocol parameters
were as follows: FLAIR (TR 11000 ms, TE 125 ms, TI 2800 ms),
visual field (FOV) 210 × 210 × 118, matrix 140 × 109, DWI
(TR 2245 ms, TE 90 ms), FOV 220 × 220 × 125, matrix
136 × 110 × 21, B value 1000 s/mm2. Fourteen patients
underwent MRI examination with a 3.0T MR scanner (Philips,
Ingenia 3.0cx, Netherlands). The MRI protocol included FLAIR
axial, DWI axial scans. The imaging protocol parameters were
as follows: FLAIR (TR 9000 ms, TE 120 ms, TI 2600 ms),
visual field (FOV) 230 × 230, matrix 356 × 151, DWI (TR

2501 ms, TE 98 ms), FOV 230 × 230, matrix 152 × 122, B value
1000 s/mm2.

2.2.2. Clinical data
The demographic and clinical data included sex, age, systolic

blood pressure (SP), diastolic blood pressure (DP), MRI CSVD
burden score, HT, baseline NIHSS score on admission and mRS score
at 90 days. The MRI CSVD burden score was performed according
to the scale established by Staals, with a total score of 0–4, and the
brain damage caused by CSVD was greater if the score was higher
(Staals et al., 2014). One point was recorded for each of the following:
(1) any lacune; (2) periventricular WMHs (Fazekas score 2 or 3); (3)
any CMB; and (4) moderate to severe (grade 2–4) PVS in the basal
ganglia. We calculated an overall CSVD burden score ranging from
0 to 4 with the above 4 imaging markers, and all the scores were
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TABLE 2 Population characteristics of patients with AIS in the training and test sets.

Variable Level Training (n = 118) Test (n = 48) P-value

The overall CSVD burden score 0 5 (4.2) 3 (6.2) 0.752

1 43 (36.4) 13 (27.1)

2 51 (43.2) 22 (45.8)

3 18 (15.3) 9 (18.8)

4 1 (0.8) 1 (2.1)

HT No 94 (79.7) 40 (83.3) 0.744

Yes 24 (20.3) 8 (16.7)

Sex Female 40 (33.9) 22 (45.8)

Male 78 (66.1) 26 (54.2) 0.206

Hypertension No 35 (29.7) 11 (22.9) 0.379

Yes 83 (70.3) 37 (77.1)

Diabetes No 91 (77.1) 36 (75) 0.770

Yes 27 (22.9) 12 (25)

Hyperlipemia No 103 (87.2) 45 (93.8) 0.348

Yes 15 (12.8) 3 (6.2)

Coronary heart disease No 108 (91.5) 44 (91.7) 1.000

Yes 10 (8.5) 4 (8.3)

Atrial fibrillation No 87 (73.7) 37 (77.1) 0.652

Yes 31 (26.3) 11 (22.9)

Smoking No 95 (80.5) 39 (81.2) 0.913

Yes 23 (19.5) 9 (18.8)

Drink No 110 (93.2) 47 (97.9) 0.405

Yes 8 (6.8) 1 (2.1)

Age, mean (SD) 65.2 (12.1) 67 (13.4) 0.393

DP, mean (SD) 147.7 (19.4) 151.9 (19.8) 0.203

SP, mean (SD) 85.9 (12.6) 85.2 (13.1) 0.772

Admission NIHSS, mean (SD) 11 (6) 11.6 (6.4) 0.592

Radscore, median (IQR) −0.7 (−2.2, 0.4) −0.9 (−2.2, 0.3) 0.842

DP, diastolic blood pressure; SP, systolic pressure; IQR: interquartile range; NIHSS, National Institutes of Health Stroke Scale; HT, hemorrhagic transformation.

assessed by 2 experienced neuroradiologists. The Fazekas scale was
used to evaluate the sum of perivascular WMHs and deep WMHs,
and the score ranged from 0 to 6. The PVS score was selected from
the basal ganglia and central semioval region, and a 4-point scale was
used to grade the severity of PVS (Wenli et al., 2021).

2.2.3. Image segmentation and data analysis
2.2.3.1. ROI segmentation and high-throughput feature
extraction

Two experienced radiologists (Dr. A, Dr. B) manually segmented
lesions on DWI using ITK-SNAP1 software and then duplicated
the region of interest (ROI) on DWI to the corresponding FLAIR
sequence. Fifty patients were randomly selected and segmented by
doctors with 5 years and 10 years of experience in neuroimaging
diagnosis. The doctors with 5 years of experience segmented the data
twice with an interval of 2 weeks between segmentations. A physician
with 10 years of experience segmented the data once. The correlation

1 www.itksnap.org

coefficient (ICC) was used to test the intraobserver and intergroup
ROI consistency (ICC > 0.75 indicates good agreement). High-
throughput features were extracted according to the ROI of each case,
including first-order features, shape features, and texture features.

2.2.3.2. Establishment and evaluation of the models

In this study, a feature variable dataset was composed of 166
cases segmented by physicians with 5 years of experience, and the
dataset was randomly divided into a training set and a test set at
a ratio of 6:4. The data of the training set were used for feature
screening and constructing the prediction model, and the data of
the test set were used to verify the effect of the model internally.
The area under the curve (AUC), sensitivity, specificity and accuracy
of the receiver operating characteristic (ROC) curve were used to
evaluate the validity and reliability of the prediction model for acute
ischaemic stroke after thrombolysis. Features with good repeatability
and stability were used to establish the Radscore. The Radscore was
calculated by linear fusion of selected features. The calibration curve
was used to evaluate the prediction effect of the model. The decision
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FIGURE 3

Feature coefficients (A) and radiomics scores (B).

TABLE 3 The clinical model of multivariate regression results.

Variable OR CI.95 P-value

The overall CSVD burden
score

1.96 (0.99; 3.86) 0.053

Admission NIHSS 1.37 (1.21; 1.56) <1e−04

HT 2.87 (0.77; 10.72) 0.118

curve was used to evaluate the potential clinical net benefit of the
prediction model.

2.2.4. Statistical methods
SPSS 20.0 was used for statistical analysis, the independent

sample t test was used for the ages of patients in the two groups,
and the χ2 test was used for sex distribution differences. A P
value < 0.05 was considered as a statistically significant difference.

All statistical analyses were performed with R software, version 3.4.0.
The “DescTools” package was used for ICC calculation, and the
“Caret” package was used for data grouping, Spearman correlation
analysis and calibration analysis. The “glmnet” package was used
for LASSO regression analysis and to construct the Radscore. The
“pROC” package was used to plot ROC curves and calculate the
characteristics and sensitivity of the models.

3. Results

3.1. General patient information

The study flowchart included image segmentation, feature
extraction, model establishment, and nomogram (Figure 2). A total
of 166 patients from our hospital with acute ischaemic stroke were
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TABLE 4 The nomogrammodel of multivariate regression results.

Variable OR CI.95 P-value

The overall CSVD burden
score

2.70 (1.11; 6.60) 0.029

Admission NIHSS 1.23 (1.05; 1.44) 0.008

HT 2.24 (0.45; 11.01) 0.322

Radscore 3.13 (1.73; 5.67) 0.000

divided into two groups. The favourable outcome group comprised
103 cases (62 males and 41 females) and 63 cases (42 males and
21 females) in the unfavourable outcome group. The clinical data
(the overall CSVD burden score, HT, age, sex, SP, DP, admission
NIHSS score) and imaging characteristics of the training set and the
test set were analysed by the chi-square test, and logistic regression
analysis was performed with P < 0.1 as the inclusion criterion.
In the training set, the overall CSVD burden score, HT, admission
NIHSS score and Radscore were statistically significant (Table 1),
while in the test set, the NIHSS score and Radscore were significantly
different (P< 0.1), and there was no significant difference in outcome
distribution between the two sets (Table 2).

3.2. Extraction and selection of radiomic
features and establishment of radiomic
signatures

The intraobserver and interobserver ICC values were 0.89 and
0.81, respectively, suggesting good consistency. The segmentation
dataset of all images for subsequent feature extraction and screening
and the model establishment was composed of the data after the first
segmentation by the doctor with 5 years of experience. The AUC
value of the FLAIR radiomics model in evaluating the prognosis of
thrombolysis in acute ischaemic stroke was 0.922 (95% CI: 0.876–
0.968), which was higher than that of the DWI radiomics model

(AUC = 0.875, 95% CI: 0.815–0.935) and DWI-FLAIR radiomics
model (AUC = 0.895, 95% CI: 0.840–0.950), although there was
no significant difference between the three models. Based on the
FLAIR radiomics model, we first performed mRMR to remove
redundant and irrelevant features and retained 30 features and then
performed LASSO dimensionality reduction processing to finally
screen 11 features with non-zero coefficients, including 1 shape
feature and 10 texture features. The parameters and coefficients of
each feature are shown in Figure 3A. Subsequently, the radiomics
label radiomics score (RAD-score) (Figure 3B) was established
to reflect the distribution of the good prognosis group and poor
prognosis group in the training group and the test group.

Figure 3A shows the feature parameters of the FLAIR radiomics
model. Figure 3B shows the Radscore of the FLAIR radiomics
model for the training group and test group. The blue bar below
baseline 0 indicates patients with poor prognosis prediction, while
the yellow bar above baseline 0 indicates patients with good prognosis
prediction. The cross part represents the model prediction error, and
the overall prediction effect is good.

3.3. Development of the radiomics
nomogram

Multivariate logistic regression analysis showed that the overall
CSVD burden score (OR = 1.96, 95% CI: 0.99∼3.86), HT (OR = 1.37,
95% CI: 1.21∼1.56) and NIHSS score (OR = 2.87, 95% CI:
0.77∼10.72) were independent predictors of prognosis in patients
with acute ischaemic stroke after thrombolysis (Table 3). Finally,
the overall CSVD burden score (OR = 2.7, 95% CI: 1.11∼6.60),
HT (OR = 2.24, 95% CI: 0.45∼11.01), NIHSS score (OR = 1.23,
95% CI: 1.05∼1.44) and Radscore (OR = 3.13, 95% CI: 1.73∼5.67)
were selected in the training set to create a radiomics nomogram
(Table 4 and Figure 4). The prognosis of the training and test
sets after thrombolytic therapy for predicting AIS was evaluated
by calibration curves (Figure 5). Hosmer-Lemeshow test showed

FIGURE 4

Radiomics nomogram for predicting the clinical functional outcome of ischaemic stroke.
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FIGURE 5

Calibration curves of the three groups of models in the training set (A), test set (B), validation set 1 (C), and validation set 2 (D).

FIGURE 6

Decision curves.

good calibration in the training data set (P = 0.17) and the test
set (P = 0.62), indicating high accuracy of the prediction model.
Decision curves (Figure 6) were used to evaluate the clinical

utility of the combined clinical-radiomics prediction model. DCA
demonstrated that if the threshold probability was greater than
0.4 in clinical decision making, the nomogram is superior to the
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TABLE 5 The prediction results of the three models in the training and test sets.

Model Accuracy Accuracy
lower

Accuracy upper Sensitivity Specificity Pos. pred. value Neg. pred. value

FLAIR radiomics
(Train)

0.822 0.741 0.886 0.933 0.753 0.700 0.948

FLAIR radiomics
(Test)

0.792 0.650 0.895 0.833 0.767 0.682 0.885

Clinics (Train) 0.847 0.770 0.907 0.733 0.918 0.846 0.848

Clinics (Test) 0.854 0.722 0.939 0.722 0.933 0.867 0.848

Nomogram (Train) 0.839 0.760 0.900 0.889 0.808 0.741 0.922

Nomogram (Test) 0.854 0.722 0.939 0.789 0.897 0.833 0.867

FIGURE 7

Receiver operating characteristic (ROC) curves of the three models in predicting the clinical functional outcomes of ischaemic stroke in the training set
(A), test set (B), validation set 1 (C), and validation set 2 (D).

FLAIR radiomics and the clinical model. The sensitivity, specificity,
accuracy, negative predictive value and positive predictive value of
FLAIR radiomics, clinical features and clinical-FLAIR radiomics in
predicting the prognosis of acute ischaemic stroke after thrombolytic
therapy in the training set and the test set are shown in Table 5.
ROC curves were used to evaluate the efficacy of the three models
(clinical, radiomics, and clinical-radiomics models) in predicting the
prognosis of AIS after thrombolysis in the training set and the test set.
Among them, the clinical-radiomics model (radiomics nomogram)
had the highest prediction efficacy, and the AUCs of the training

set and the test set were 0.94 (95% CI: 0.90–0.98) and 0.94 (95%
CI: 0.87–1), respectively, which was validated in the independent
validation set1 (AUC = 0.95; 95% CI 0.88–1) and validation set 2
(AUC = 0.90; 95% CI 0.768–1) (Figure 7). DeLong test was used
to compare the nomogram ROC curve with clinical model in both
training set (Z = 2.4278, P = 0.01519) and test set (Z = 1.4023,
P = 0.1608).

The overall CSVD burden score, Admission NIHSS, HT and
Radscore are vertically corresponding to the “points” in the first row.
Finally, these “points” are added together to obtain the “total points”

Frontiers in Neuroscience 09 frontiersin.org39

https://doi.org/10.3389/fnins.2023.1063391
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-17-1063391 February 16, 2023 Time: 13:59 # 10

Xu et al. 10.3389/fnins.2023.1063391

in the last row as the poor prognosis risk score, and the probability of
poor prognosis of each stroke patient can be obtained.

Figures 5A–D shows the calibration curves of the three groups of
models in the training set, test set and validation set 1 and validation
set 2, reflecting the potential clinical net benefits of the models.
The horizontal axis shows the nomogram predicting the prognosis
of acute ischaemic stroke, and the vertical axis shows the actual
prognosis of acute ischaemic stroke. The prediction efficacy is better
if the solid line is closer to the grey line.

In Figure 6 decision curves show the decision curves of the
three groups of models in the training set, reflecting the prediction
efficiency of the models. The horizontal axis represents the threshold
probability, the vertical axis represents the net benefit, and the solid
lines represent the benefit curves of the models. DCA demonstrated
that if the threshold probability was greater than 0.4 in clinical
decision making, the nomogram is superior to the FLAIR radiomics
and the clinical model.

Figures 7A–D shows the ROC curves of FLAIR radiomics, the
clinical model, and the nomogram in the training set, test set, and
validation set 1 and validation set 2, reflecting the comprehensive
comparison of sensitivity and specificity among the three models. The
AUC values of the test group were 0.89, 0.89, and 0.94, respectively.

4. Discussion

Stroke is a serious threat to human health worldwide. Early
diagnosis and prognosis assessment are crucial for the management
of AIS. The prognosis of acute ischaemic stroke is different due to
differences in cerebrovascular reserve, collateral circulation and risk
factors (Yang et al., 2013). DWI shows lesions within a short time
(a few hours) after onset (Chalela et al., 2007), which represents
the core of ischaemic stroke. Many studies have shown that the
volume of stroke is correlated with clinical functional outcome (Jiang
et al., 2020). In addition, the boundary between the core area and
the penumbra is clear, which is easy to identify and delineate, and
the consistency is good. FLAIR images have high resolution, long
scanning time, and relatively more image information. Quan G
et al. showed that radiomics features extracted from FLAIR and
ADC can be used as biomarkers for predicting adverse clinical
outcomes of AIS and can also improve the predictive performance
when added to the combined model (Quan et al., 2021). The overall
CSVD burden score is independently related to the severity of
neurological deficits and the clinical outcome of AIS. Liu et al.
(2019) showed that the overall CVSD burden score is a reliable
predictor of poor prognosis of AIS after IV RT-PA treatment. In
this study, ROIs were collected three times for each patient, and
the correlation coefficient (ICC) was used to test the consistency
of ROIs within and between observer groups, which ensured the
reproducibility of extracted radiomics features. Radiomics has been
used to evaluate the prognosis and treatment of ischaemic stroke
(Wang et al., 2020). In this study, 201 patients with acute ischaemic
stroke were enrolled to explore the value of radiomics based on
DWI and FLAIR combined with the overall CSVD burden score in
predicting the prognosis of ischaemic stroke and to create a method
that can be used in the management strategy of ischaemic stroke. Our
study showed that the AUC value of the FLAIR model in estimating
clinical outcomes of acute ischaemic stroke after thrombolysis was
0.922, 95% CI: 0.876–0.968, which was higher than that of the

DWI model (AUC = 0.875, 95% CI: 0.815–0.935) and DWI-FLAIR
model (AUC = 0.895, 95% CI: 0.840–0.950). Tanriverdi et al. (2016)
found that the increase in FLAIR hyperintensity in ischaemic tissue
indicated a good prognosis of patients after intravenous thrombolytic
therapy. Tang et al. (2020) showed that radiomics features could be
used as prognostic biomarkers based on penumbral quantification
and developed a radiomics nomogram to predict the prognosis
of thrombolysis in patients with AIS, the AUC of the radiomics
nomogram predicting favourable clinical outcome reached 0.886
(95% CI 0.809–0.963) on day 7 and 0.777 (95% CI 0.666–0.888) at
3 months. However, their model was constructed from the radiomic
features extracted from PWI and DWI. In clinical practice, most
patients with ischaemic stroke receive only routine test sequences.
Wang et al. (2021) developed a clinical radiomics nomogram
based on DWI, which showed good performance in predicting the
prognosis of ischaemic stroke in the training cohort [AUC = 0.80;
95% confidence interval (CI) 0.75–0.86], which was validated in the
validation cohort (AUC = 0.73; 95% CI 0.63–0.82). However, their
study only included DWI sequences and studied all AIS patients,
while we only collected patients who could receive thrombolytic
therapy. Our model fitted well and the AUC value of FLAIR model
was higher than that of DWI and DWI-FLAIR model, although
there were no significant differences between the three models. We
finally select FLAIR model to establish Normogram to solve the
clinical problem, because radiomics is more dependent on image
resolution and heterogeneity, and FLAIR sequence resolution shows
more information than DWI sequence. However, the combination of
DWI and the FLAIR radiomics model did not improve the evaluation
performance, which may be caused by the mutual interference of the
extracted radiomics features.

In this study, a total of 11 features related to the prognosis
of ischaemic stroke after thrombolysis were screened by a FLAIR
radiomics model, including 1 shape feature and 10 texture features.
The small area low grey level emphasis (SALGLE), zone variance
(ZV), large area high grey level emphasis (LAHGLE), large area
emphasis (LAE), size zone non-uniformity (SZN), small dependence
low grey level emphasis (SDLGLE) and so on are of great significance
for the prognosis of patients with acute ischaemic stroke. SALGLE
measures the proportion of small and dark areas of the image.
LAHGLE measures the proportion of areas with brighter and larger
dimensions. ZV is the change in the measured volume. LAE measures
the distribution of large focal areas, and if the value is larger, the
texture is coarser. SZN measures changes in the volume of the size
region in the image. SDLGLE measures the strong correlation with
the dispersion of the darker parts of the image. Among the 11
features, SALGLE and LAHGLE had the greatest relative weights. All
of these features reflect the heterogeneity of infarcts and if the value
is higher and the prognosis of stroke is poor.

The poor prognosis of stroke patients is related to many
factors, such as age, blood pressure, previous neurological disorder,
admission NIHSS score, collateral circulation, white matter
hyperintensity, cerebral microbleeds and so on. This study showed
that the overall CSVD burden score, HT, and admission NIHSS
score were associated with ischaemic stroke prognosis. CSVD is a
chronic disease of the whole brain, and the imaging findings are
often more severe than the clinical manifestations. CSVD imaging
markers include lacunes, WMHs, CMBs, and PVSs, which often
coexist. Overall, these imaging markers may reflect an overall status
of the distal small artery or arteriole bed, and a moderate-to-severe
overall CSVD burden may represent an overall more vulnerable
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cerebral microcirculation (Arba et al., 2016). Therefore, the overall
CSVD burden score may be more suitable for evaluating the overall
effect of CSVD on the brain. The benefits and risks of intravenous
thrombolysis in patients with CSVD should be individually evaluated
to reduce the incidence of cerebral haemorrhage and poor prognosis
after thrombolysis in ischaemic stroke. Tian et al. (2022) showed
that the status of CSVD and infarction number predicted recurrent
stroke in patients with acute minor stroke and TIA. Chen et al.
(2020) believe that CSVD is associated with more disability and
bleeding events, may represent different vascular lesions, and plays
different roles in the outcome of stroke. Studies have shown that
the overall CVSD score is a reliable predictor of adverse AIS
outcome after IV RT-PA treatment, and CSVD is associated with
endothelial dysfunction and blood−brain barrier leakage, which
may lead to a larger stroke volume and a worse prognosis after
intravenous thrombolytic therapy after stroke (Arba et al., 2019).
As a common imaging marker of CSVD, WMHs can affect the
prognosis of stroke through various mechanisms. In the hyperacute
phase of ischaemic stroke, WMH may affect the infarct volume
and is related to the increase in infarct area, thus affecting the
prognosis (Helenius et al., 2017). The clinical outcome of AIS
after thrombolysis is related not only to vascular recanalisation
and collateral circulation but also to the increase in vascular
bed resistance and the decrease in cerebral blood flow regulation
function after cerebral small vessel disease. In the acute phase
of IS, this regulatory dysfunction leads to further reduction of
cerebral perfusion and collateral circulation dysfunction, resulting
in the expansion of ischaemic penumbra and increased risk of
poor prognosis. Lacunes account for approximately a quarter of
the total number of ischaemic strokes. The overall CSVD burden
score in this study can correct the limitations of individual imaging
biomarkers, and the radiomics nomogram can predict the risk of
poor outcome after RT-PA treatment, especially in patients with
two or more severe CSVD imaging markers, and more accurately
predict the outcome of intravenous thrombolysis in ischaemic
stroke. Our study show the radiomics nomogram presented good
discriminatory potential in the training set (AUC = 0.94; 95%
CI: 0.90–0.98) and test set (AUC = 0.94; 95% CI: 0.87–1), which
was validated in the validation set 1 (AUC = 0.95; 95% CI
0.88–1) and validation set 2 (AUC = 0.90; 95% CI 0.768–1).
DeLong test was used to compare the nomogram ROC curve with
clinical model in both training set (Z = 2.4278, P = 0.01519) and
test set (Z = 1.4023, P = 0.1608), and the difference was not
statistically significant in the test set. However, it demonstrated
good calibration, and decision curve analysis confirmed the clinical
value of this nomogram. DCA demonstrated that if the threshold
probability was greater than 0.4 in clinical decision making, the
nomogram is superior to the FLAIR radiomics and the clinical
model.

There were also some limitations in this study. Firstly, the sample
size is relatively small, which may lead to overfitting. So, our study
also used patient data with different MRI scanners and other two
clinical centres as two external validation sets, and the repeatability
and consistency were good. Secondly, this study is a retrospective
study, therefore our results obtained from the consecutive AIS
patients to reduce the choice of selection bias. Finally, patients with
lacunar infarction and posterior circulation stroke were excluded
from our study. Lacunar infarction has a small lesion and a slight
neurological defect, and the prognosis is generally good. Posterior
circulation stroke accounts for about 20% of ischaemic stroke,

and is generally more serious than anterior circulation stroke,
with higher disability rate and mortality. In order to ensure strict
grouping and no bias in the radiomics results, lacunar infarction and
posterior circulation infarction were excluded from this experiment.
At present, we are following up the patients with posterior circulation
infarction, and we plan to further study them with radiomics.

In conclusion, this study shows that the FLAIR radiomics model
have a similar performance with the DWI radiomics model and
DWI-FLAIR radiomics model. Clinical combination with the FLAIR
radiomics nomogram shows good performance in predicting the
prognosis of ischaemic stroke after thrombolysis, this could help
clinicians plan rehabilitation for stroke patients.
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Objective: Prior researches have identified distinct differences in neuroimaging

characteristics between healthy controls (HCs) and patients with major depressive

disorder (MDD). However, the correlations between homotopic connectivity and

clinical characteristics in patients with MDD have yet to be fully understood. The

present study aimed to investigate common and unique patterns of homotopic

connectivity and their relationships with clinical characteristics in patients with

MDD.

Methods: We recruited 42 patients diagnosed with MDD and 42 HCs. We

collected a range of clinical variables, as well as exploratory eye movement (EEM),

event-related potentials (ERPs) and resting-state functional magnetic resonance

imaging (rs-fMRI) data. The data were analyzed using correlation analysis, support

vector machine (SVM), and voxel-mirrored homotopic connectivity (VMHC).

Results: Compared with HCs, patients with MDD showed decreased VMHC

in the insula, and increased VMHC in the cerebellum 8/vermis 8/vermis

9 and superior/middle occipital gyrus. SVM analysis using VMHC values in

the cerebellum 8/vermis 8/vermis 9 and insula, or VMHC values in the

superior/middle occipital gyrus and insula as inputs can distinguish HCs and

patients with MDD with high accuracy, sensitivity, and specificity.

Conclusion: The study demonstrated that decreased VMHC in the insula and

increased VMHC values in the sensory-motor networks may be a distinctive

neurobiological feature for patients with MDD, which could potentially serve as

imaging markers to discriminate HCs and patients with MDD.
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1. Introduction

Major depressive disorder (MDD), a prevalent mental illness,
is the foremost cause of disability worldwide (CONVERGE
consortium, 2015; Yang et al., 2020). Furthermore, it is a
complicated emotional disorder characterized by abnormal clinical
symptoms, including cognitive disorders (such as feelings of
excessive guilt or worthlessness), autonomic dysfunction (such
as changes in appetite or sleep patterns), abnormal psychomotor
activities (such as excitement or retardation), and elevated risk
of suicide (Lou et al., 2019). Approximately 12% of the global
population is affected by MDD, while the lifetime occurrence of
MDD in the United States surpasses 20% (Hasin et al., 2018; Hayley
et al., 2021; Fries et al., 2022). The incidence of MDD has risen
since the outbreak of COVID-19 (COVID-19 Mental Disorders
Collaborators, 2021). Approximately 25–50% of those with MDD
exhibit deficiencies in one or more cognitive domains, which are
considered key features of the condition (Liu et al., 2022).

Researches have demonstrated that MDD is a heritable and
heterogeneous disorder (Andersson et al., 2019; Kendall et al.,
2021; Nguyen et al., 2022), and its clinical features are associated
with brain regions that exhibit anatomical differences. Multiple
neuroimaging studies have attempted to identify the neurobiology
of MDD and distinguished several neuroimaging characteristics
between healthy controls (HCs) and patients with MDD. Zhang
et al. (2022) found that, in comparison to HCs, patients with
MDD exhibited decreased functional connectivity (FC) between
the emotional subregion of the anterior cingulate cortex (ACC) and
the hippocampus, thalamus, insula, angular gyrus, and posterior
cingulate cortex. On the other hand, other studies reported
increased connectivity between the hippocampus and the ACC and
reduced connectivity between the insula and the ACC in patients
with MDD (Krug et al., 2022). Functional brain imaging studies
revealed significant changes in the FC in the cerebellum-neocortex
and cerebellum-basal ganglia circuits in patients with MDD (Dai
et al., 2022). Additionally, an increased long-range positive FC
(lpFC) in the left inferior parietal lobule was found to distinguish
HCs and patients with MDD (Dziedzic et al., 2022). Given
that the architecture of the connectome affects the effectiveness
and velocity of information transport, including regions such
as anterior and middle cingulate cortex, medial occipital areas,
superior frontal areas, post- and precentral gyrus, parahippocampal
gyrus, and precuneus, the balance of intra-hemispheric and inter-
hemispheric connectivity plays a crucial role in brain function
(Krupnik et al., 2021).

Studies have demonstrated that communication between the
left and right hemispheres of the human brain is a crucial
aspect of both cognitive and emotional processing (Compton
et al., 2005; Toro et al., 2008). Ran et al. (2020) showed that
anatomical abnormalities in the corpus callosum in patients with
MDD may result from caused by imbalanced inter-hemispheric
communication. Concurrently, a magnetic resonance imaging
(MRI) study indicated that the deterioration of inter-hemispheric
FC is related to the severity of clinical depression and treatment
outcomes of patients with MDD (Kozel et al., 2011; Zheng et al.,
2022). Additionally, patients with MDD had notably higher overall
average (static) functional connectivity (sFC), but lower variability
of functional connectivity (vFC) within networks (Demirtas et al.,

2016). As per the research by Liu et al. (2021) inter-hemispheric
homotopic connection in particular regions could be serve as a
potential biomarker to distinguish patients with MDD from HCs.
Reduced inter-hemispheric coordination in the posterior default-
mode network and visual regions was also revealed between HCs
and patients with MDD (Guo et al., 2018).

Voxel-mirrored homotopic connectivity (VMHC) is a
technique used to calculate resting-state FC between voxels in
a hemisphere and their corresponding mirror regions in the
opposite hemisphere (Jia et al., 2020; Fan et al., 2022). VMHC can
be utilized to determine the intensity of functional connections
between brain regions in both hemispheres that are located at the
same position (Zuo et al., 2010; Jin et al., 2021). Several studies
have concluded that the mechanism behind VMHC deficiency
may be linked to extensive abnormalities in white matter integrity,
dysfunction in local gray matter structure, and the mode of
pathway reorganization (Yuan et al., 2012; Ding et al., 2015).
Moreover, this method can be used to evaluate the relationship
between time series dependent on blood oxygen levels, and to
demonstrate how information is exchanged between the two
hemispheres of the brain (Wei et al., 2018). Some clinical studies
have demonstrated altered homotopic FC by measuring VMHC in
patients with MDD (Lai and Wu, 2014; Hou et al., 2016). Support
vector machine (SVM) is a specialized form of supervised machine
learning that multivariable pattern recognition technology that is
applied to predict psychosis based on neuroanatomical indicators
(Shan et al., 2021). SVM can effectively identify a set of information
and features from different brain regions, which can be used
to classify patients and HC using neuroimaging data [such as
functional magnetic resonance imaging (fMRI) data] (Steardo
et al., 2020), making the classification results more convincing.
Numerous studies have employed VMHC and SVM methods to
study brain disorders, providing possible evidence for the discovery
of biological markers in neuroimaging (Chen et al., 2021; Chu
et al., 2022; Wu et al., 2022). However, it is still unclear whether
abnormal VMHC can be used as an underlying brain imaging
symbol to discriminate HCs from MDD using the SVM analysis.

In this study, our objective was to apply the VMHC method to
identify the inter-hemispheric functional interaction during resting
state in individuals with MDD. This study investigated whether
abnormal VMHC might be utilized as a potential marker in patients
with MDD by combining VMHC values with cognitive tests,
exploratory eye movement (EEM), event-related potentials (ERPs),
and other markers. We hypothesized that patients with MDD
would exhibit reduced VMHC, which could serve as a potential
imaging marker to differentiate between HCs and patients with
MDD. In addition, we proposed that aberrant VMHC would be
associated with clinical variables in MDD.

2. Materials and methods

2.1. Participants

Patients with MDD were recruited from Foshan Third People’s
Hospital. This study included 32 first-episode patients and 10
recurrent patients with MDD. Forty-two HCs matched for sex
and years of education were recruited from the community. The
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Diagnostic and Statistical Manual of Mental Disorders-5 (DSM-
5) patient version is used to determine the diagnosis of MDD.
For recurrent patients, the use of antidepressants was suspended
for at least 2 weeks by themselves. The anxiety and depressive
symptoms, social function, personality characteristics, coping style,
social support, and psychological cognitive function of the subjects
were measured by Hamilton Anxiety Scale (HAMA), Hamilton
Depression Scale (HAMD), Social Disability Screening Schedule
(SDSS), Eysenck Personality Questionnaire (EPQ), Simplified
Coping Style Questionnaire (SCSQ), Social Support Scale (SSS),
Wisconsin Card Sorting Test (WCST), and Repeatable Battery
for the Assessment of Neuropsychological Status (RBANS). All
participants were right-handed and ranged in age from 18 to
60 years old. The exclusion standards for all subjects were as
follows: (1) a history of severe physical sickness or alcohol or drug
abuse; (2) significant physical impairment, preventing completion
of the follow-up study; and (3) the presence of mental retardation,
dementia, and severe cognitive impairment in addition to other
serious psychiatric problems.

The study was approved by the Research Ethics Committee
of the Third People’s Hospital of Foshan, and a written informed
consent was obtained from all participants.

2.2. Event-related potentials (ERP) data
acquisition

Event-related potential data were collected using a Japanese
Kohden MEB-9402C myoelectric evoked potentiometer.
Participants were instructed to sit comfortably and make an
effort to concentrate. The electrode placement followed the 10/20
standard by the International Electroencephalogram Association.
The ground was put in the center of the hand FPz. The right ear
M2 point served as the recording electrode. The central Cz point
served as the reference electrode. The electrode impedance was
set to 5K, and the filter was 0.2–20 Hz. The analysis duration was
1000 ms. The stimulation is carried out in the traditional “Oddball”
auditory stimulation mode, with a frequency of 1 times/s, a
duration of 10 ms, and a sensitivity of 5 µV. The detection was
accomplished by triggering and activating two systems, which
were band-pass filtered 200 times with the low-frequency filter
and the high-frequency filters. The settings for the non-target
stimulus were set to 80% probability, 70 dB intensity, and 1000 Hz
frequency, while the parameters for the target stimulus were set to
20% probability, 90 dB intensity, and 2000 Hz frequency. The two
frequencies were randomly interspersed, and each scenario was
repeated twice before the average value was calculated. The subject
was presented with a target stimulus and the non-target stimulus
was not utilized as a response. If a test subject had less than 80%
hits, the test was considered invalid. The latencies of the N100,
P200, N200, and P300 waves were recorded separately.

2.3. Exploratory eye movement (EEM)
data acquisition

The EEM data was collected using a Shanghai-made Dekang
DEM-2000 eye movement detector. The participants were

instructed to sit comfortably in a chair and focus on a small
screen in front of them. The angle of eyes movement from the
left to the right side of the screen was 33◦, and the distance
between their eyes and the screen was 25 cm. The participants
were instructed to pay close attention as the initial S-shaped pattern
(S) was displayed on the screen for 15 s. Within this time, the
device automatically captured the gaze positions and recorded the
number of eye fixations (NEF). After that, the second and third
S-shaped patterns (S2, S3), which were slightly different from the
first image, were displayed on the screen. Every pattern lasted 15 s.
When prompted with the question, “What is the difference between
the two patterns,” the participants were instructed to pay close
attention before responding with, “There is no difference.” The
responsive seeking score was calculated from the gaze points in
seven locations (only one point was considered in each region) for
a period of 5 s (RSS). The device can automatically record the eye
movement’s trajectory, the data are automatically processed by the
computer, and the entire procedure may be replayed for later use.
A gaze point in EEM analysis is defined as an eye’s gaze time that
exceeds 200 ms on specific spot (the eyeball is moving within 2◦).
This is defined as the total number of gaze points in 15 s when
the eye fixes on the S-pattern. The RSS score is broken down into
seven S2 or S3 regions, and the instrument counts the NEF areas
for a total of 5 s. No matter how often, the subject’s attention
on a certain place is worth one point. The maximum RSS score
for each picture is thus 7, and for S2 and S3, the maximum RSS
overall score is 14. NEF 30 and/or RSS 4 were used as the criterion
for abnormality.

2.4. Measures

Hamilton Depression Scale (17 items) was used to assess
depressive severity. A higher score indicates a more severe
level of depressive symptoms (Bagby et al., 2004). The level
of anxiety symptoms was evaluated using the HAMA. This
scale consists of 14 items, each with a score ranging from 0
to 4. A higher score indicates a greater severity of anxiety
symptoms. The SDSS is a 10-item scale that was clinician-
administered to assess the level of functional impairment. A three-
point Likert scale (0–2) was used to rate each item. A higher
score indicates a greater level of functional impairment (Yan
et al., 2022). Factor analysis of the EPQ scale revealed three
orthogonal dimensions, leading to the proposed of four basic
factors to determine personality: Extraversion (E), Neuroticism
(N), Psychoticism (P), and Lie (L). These three dimensions reflect
individuals’ varying tendencies and levels of performance, resulting
in different personality characteristics (Smith and Ellingson,
2002). The SCSQ is developed based on the characteristics of
Chinese population. The questionnaire consists of 20 items,
each rated on a four-point Likert scale with scores ranging
from 0 to 3, and pertains to different coping strategies for
handling everyday events (Cai et al., 2021). The SSS was used
to evaluate social support. A total of 10 components and 3
dimensions made up the scale (i.e., subjective support, objective
support, and support utilization). Scores under 20 indicate poor
social support, between 20 and 30, moderate social support,
and over 30, satisfied social support (Li and Shou, 2021). The
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WCST is a card-matching task commonly used to evaluate
cognitive flexibility and broader aspects of executive function
in both research and clinical settings (Miles et al., 2021). The
RBANS is a brief neurocognitive assessment tool that provides
standardized measures of attention, language, memory, and
visuospatial/constructional abilities (Faust et al., 2017).

2.5. Imaging data acquisition

Images were collected using a GE 3.0 T scanner (GE 3.0 T Signa
Pioneer). The subjects were instructed to remain still, close their
eyes, and stay awake. Soft earplugs and foam pads were employed
to mitigate the effects of scanner noise and head movements during
the imaging process. Scan parameters were repetition time/echo
time = 2000/30 ms, 36 slices, 64 × 64 matrix, flip angle 90◦, field
of view 24 cm, slice thickness 4 mm, no gap, 250 volumes (500 s).

2.6. Data pre-processing

Data Processing Assistant for Resting-State fMRI (DPARSF)
software was used to preprocess resting-state data in MATLAB.
The slice timing and head motion in the images were corrected.
To ensure the quality of the imaging data, the maximum x, y, or
z displacement and angular motion for all subjects should have
no more than 2 and 2◦mm, respectively. The functional images
were then resampled to 3 mm × 3 mm × 3 mm and normalized
(Chao-Gan and Yu-Feng, 2010). An isotropic Gaussian kernel was
used to smooth the processed images (fullwidth at half-maximum:
8 mm). Additionally, a linear trend removal and band-pass filtering
(0.01–0.08 Hz) were processed (Song et al., 2011). Next, linear
regression was used to remove a number of spurious covariates
and their temporal derivatives from the data. These variables
comprised the signal from a ventricular region of interest (ROI),
the signal from a region centered in the white matter, and 24 head
motion parameters determined via rigid body correction (Fox et al.,
2005).

2.7. VMHC analysis

The REST software is used to examine VMHC (Song et al.,
2011). In a brief, VMHC maps were created by computing Pearson
correlations (Fisher z-transformed) between a given voxel and a
mirrored voxel in the opposing hemisphere. The specifics of the
VMHC analysis have been previously described in the literature
(Zuo et al., 2010).

2.8. Statistical analysis

Data analysis in this study was conducted by using SPSS version
25.0. The chi-square test was used to examine the gender differences
between the two groups. Two sample t-tests were employed to
compare continuous variables such as age, years of education, and
clinical scales. The significance level was set at p < 0.05.

The image data was analyzed using the DPARSF software. Two
sample t-tests were conducted on each VMHC map to compare the
groups. Then multiple comparison correction was performed based
on the Gaussian random field (GRF) theory (p < 0.001 for voxel-
level significance and p < 0.05 for cluster-level significance). Age,
gender, education, and mean framewise displacement were used as
covariates to minimize the potential influence of these variables.

For the correlation analyses, the mean VMHC values in
aberrant brain areas with substantial differences between depressed
patients and HCs were retrieved. The correlations between
VMHC levels and clinical factors in patients with MDD were
investigated using Pearson or Spearman correlation analyses. The
significance level was set at p < 0.05 (corrected according to the
Bonferroni’s correction).

2.9. SVM analysis

The SVM analysis was used to determine the ability
of VMHC values extracted from abnormal brain regions to
differentiate between HCs and patients with MDD by utilizing the
LIBSVM software1 in MATLAB. The “leave one-out” method was
used in the study.

3. Results

3.1. Demographic and clinical data

A total of 46 patients with MDD and 44 HCs were included
in this study. However, due to significant head movement, the
data of two HCs and four patients were excluded. As a result,
the final imaging analysis included 42 patients with MDD and
42 HCs. Detailed demographic and medical information about
the individuals can be found in Supplementary Table 1. The age
difference between patients and HCs was significant (p = 0.01),
and there was no significant difference between gender and
years of education. There were significant differences in HAMA
(p < 0.001), HAMD (p < 0.001), Neuroticism (N) (p < 0.001), Lie
(L) (p < 0.001), Extraversion (E) (p = 0.003), SDSS (p < 0.001),
SCSQ subscale scores (p < 0.001, p = 0.001), SSS (p < 0.001),
NEF (p < 0.001), RSS (p = 0.025), N200 (p = 0.038), and P300
(p = 0.012) between the two groups. There was no significant
difference between the two groups in SCSQ total scores, WCST,
RBANS, N100, and P200.

3.2. VMHC analysis in depressed patients
and HCs

Our results showed that in the patients with MDD, the VMHC
values of the superior/middle occipital gyrus and cerebellum
8/vermis 8/vermis 9 increased compared to HCs, while the VMHC
values of the insula decreased. The specific details can be found in
Table 1 and Figure 1.

1 http://www.csie.ntu.edu.tw/∼cjlin/libsvm/
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TABLE 1 Regions with abnormal VMHC values in patients with MDD.

Cluster location Peak (MNI) Number
of voxels

T-value

x y z

Cerebellum 8/Vermis
8/Vermis 9

±6 −57 −30 126 4.3385

Superior/middle
occipital gyrus

±12 −102 12 40 4.5177

Insula ±39 18 −3 44 −2.8516

MDD, major depressive disorder; MNI, Montreal Neurological Institute; VMHC, voxel-
mirrored homotopic connectivity.

3.3. SVM analysis

According to abnormal VMHC values in various brain areas
and the combination of these clusters, Figure 2A illustrates the
effectiveness of differentiating patients with MDD from HCs. The
sensitivity, specificity, and accuracy of the differentiation using the
VMHC values in the cerebellum 8/vermis 8/vermis 9 and insula
were 80.95, 83.33, and 82.14%, respectively (Figure 2B). From
VMHC values in the superior/middle occipital gyrus and insula, the
sensitivity was 78.57%, the specificity was 85.71%, and the accuracy
was 82.14% (Figure 2C). In addition, the receiver operating curve
(ROC) of applying abnormal VMHC to distinguish patients with
MDD from HCs shown in Supplementary Figure 1, and the
accuracy, sensitivity, and specificity of classification with ROC
and SVM shown in Supplementary Table 2. ROC curve can only
analyze a single brain region, while VMHC combined with SVM
can analyze two brain regions. This is also an advantage of SVM,
which takes into account the spatial and temporal distribution of
the brain.

3.4. Correlation analysis result

Pearson/Spearman correlation analyses revealed the following
correlations: (1) the VMHC values in the superior/middle occipital
gyrus and SDSS total score (r = −0.441, p = 0.003, df = 41); (2) the
VMHC values in the superior/middle occipital gyrus and the scores
of Active Coping (r = 0.332, p = 0.032, df = 41); (3) the VMHC
values in the superior/middle occipital gyrus and RSS2 (r = 0.443,
p = 0.018, df = 27); and (4) the VMHC values in the insula and RP
(r = −0.341, p = 0.027, df = 41) (Figure 3).

4. Discussion

In this study, decreased VMHC in the insula and increased
VMHC values in the sensory-motor networks may be distinctive
neurobiological feature for patients with MDD, which could serve
as potential imaging markers to differentiate HCs and patients
with MDD. In addition, we found correlations between abnormal
VMHC values and clinical/cognitive parameters in MDD. The
aberrant VMHC values were further demonstrated to be promising
imaging indicators of MDD by using the SVM analysis.

Event-related potential is a mature method to understand
brain function in cognitive process, which is expected to make

greater contribution to the identification, prediction (Tsai and
Liang, 2021), treatment and prevention of mental disorders (Hajcak
et al., 2019), and P300 is a typical indicator of neurophysiological
ERP (Wada et al., 2019). Our research results show that there are
obvious differences between patients with MDD and HCs on the
cognitive level, which is consistent with a previous study (Wang
et al., 2023). This may be caused by the depression of the patients
and the decrease of attention to external events. The number of
fixations (NEF) and response search score (RSS) in EEM are related
to mental state, active attention and cognitive function (Ross et al.,
2000). The neural basis of EEM has been clearly explained by a
research (Lencer and Trillenberg, 2008). Studies have proved that
compared with the HC group, the eye movements of patients with
MDD are abnormal (Wang Y. et al., 2022). At the same time, the
combination of P300 and eye movement data can improve the
accuracy of auxiliary diagnosis of depression (Diao et al., 2022).
ERP and EEM combined with other psychological scale data, we
can see that there are obvious differences between patients with
MDD and HCs.

The insula, surrounded by cortical gyrus, white matter, and
basal ganglia structures (Dziedzic et al., 2022), is a center
of integration for emotional, visceromotor, autonomic, and
interoceptive information. Its diverse functional roles may be due
to its strong connections to a broad network of cortical and
subcortical regions (Wang R. et al., 2022). Studies have shown that
removal of the insular lobe may disrup autonomic nerve function
and alter an individual’s experience of emotions (Lacuey et al., 2019;
Motomura et al., 2019). Processing input from many functioning
systems involves an essential integration role for the insular cortex
(Starr et al., 2009; Morita et al., 2014; Allen et al., 2016; Berret et al.,
2019; Choi et al., 2022). Guo et al. (2015) found that compared
with HCs, the insula of the front-limbic circuit, hate circuit, and
visual regions of the patients with MDD showed decreased FC. At
the same time, FC between the insula and ACC was also reduced
(Krug et al., 2022). Patients with MDD showed abnormal FC
between the insular subdivisions to the superior temporal sulcus,
inferior prefrontal gyrus, amygdala, and posterior parietal cortex
(Peng et al., 2018). Multiple studies on patients with MDD have
revealed that, in comparison to HCs, their connectivity in insular
lobes was reduced (Veer et al., 2010; Sliz and Hayley, 2012; Avery
et al., 2014; Penner et al., 2016; Yin et al., 2018). The insula
plays a key role in emotional regulation, conscious arousal, and
consciousness. The decrease of insular connectivity may reflect the
important regulation of negative or arousal stimuli. The decreased
connectivity in the insula of patients with MDD may indicate an
alteration in their perception of visceral responses and subjective
sensory states (Critchley et al., 2004). Consistent with these results,
we discovered that VMHC in the insula was significantly lower
in patients with MDD compared to HCs, further supporting the
insular crucial function in the neurological process underlying
MDD. We speculate that the decrease of VMHC in the insula may
be an indicator related to the emotional state of patients with MDD.

The cerebellum, located in the posterior fossa, is commonly
known to control movement. However, recent studies show that it
also plays a significant role in cognition and emotion (Rabellino
et al., 2018; Habas, 2021; Su et al., 2021). In this study, compared
with HCs, VMHC of the cerebellum 8/vermis 8/vermis 9 in patients
with MDD was significantly increased. This increase in FC is
often interpreted as a sign of dedifferentiation or compensatory
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FIGURE 1

Voxel-mirrored homotopic connectivity (VMHC) values of abnormal regions in patients with MDD. MDD, major depressive disorder; VMHC,
voxel-mirrored homotopic connectivity.

redistribution (Cabeza et al., 2002; Grady et al., 2005; Pagen
et al., 2020). Inflammatory cytokines (i.e., tumor necrosis factor
and interleukin 6) can activate astrocytes and show hyperfunction
(increased blood flow and metabolism) (Guo et al., 2013a). Regional
hyperfunction may encourage an increase in FC and regional
activity (Liu et al., 2015; Wang et al., 2016). Studies have shown that
patients with MDD with MDD experience a significant increase in
communication between the cerebellum and the cerebellar-anterior
default mode network (Ding et al., 2022). In comparison to HCs,
our previous study found a marked decrease in the FC between the
cerebellum and cerebral cortex in individuals with both treatment-
sensitive and treatment-resistant depression (Guo et al., 2013b).
Another study showed that the cerebellar-cerebral dynamic FC
of patients with MDD was lower than that of HCs (Zhu et al.,
2020). This is because MDD is a multidimensional disease related
to emotion, cognition, memory, etc., some special default normal
functions of HCs may become dysfunctional in MDD patients,
such as the VMHC of the cerebellum 8/vermis 8/vermis 9 in this
study.

The findings of this study showed a significant increase in the
VMHC value of the superior/medium occipital gyrus. The occipital
lobe, located at the back of the cerebral hemisphere, is primarily
utilized for processing visual information, and communicating with
the cerebral cortex. It plays a crucial role in how facial emotions are
perceived and processed (Teng et al., 2018; Li and Wang, 2021).
Patients with MDD may experience aberrant cognitive processes,
such as attention deficit disorder and motor delay (Yu et al., 2017).
The results of this study provide additional evidence to clarify the
judgment of MDD.

Support vector machine has been widely used for classify
mental illnesses. The FC signal as a potential diagnostic index
requires that the sensitivity or specificity of SVM be higher than
0.6 (Guo et al., 2011; Shan et al., 2021). The previous SVM analysis
showed that using SVM to classify the neuroimaging biomarkers
of MDD resulted in a diagnostic accuracy is 98.96% (Song et al.,
2022). Compared with a study by Song et al. (2022), our study found
that patients with MDD had VMHC abnormalities in extensive
brain regions. At this point, the two studies are consistent. Different
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FIGURE 2

Support vector machine (SVM) results. (A) The accuracy of classification of six SVM analyses. One represents the VMHC values in the cerebellum
8/vermis 8/vermis 9; 2 represents the VMHC values in the superior/middle occipital gyrus; 3 represents the VMHC values in the insula; 4 represents
the combination of the VMHC values in the cerebellum 8/vermis 8/vermis 9 and superior/middle occipital gyrus; 5 represents the combination of
the VMHC values in the cerebellum 8/vermis 8/vermis 9 and insula; and 6 represents the combination of the VMHC values in the superior/middle
occipital gyrus and insula. (B) SVM analysis applied the combination of the VMHC values in the cerebellum 8/vermis 8/vermis 9 and insula.
Sensitivity = 80.95%, specificity = 83.33%, and accuracy = 82.14%. In the left part, the red cross represents patient with MDD, and the green asterisk
represents healthy controls. The blue circle represents support vector. (C) SVM analysis applied the combination of the VMHC values in the
superior/middle occipital gyrus and insula. Sensitivity = 78.57%, specificity = 85.71%, and accuracy = 82.14%. In the left part, the red cross represents
patient with MDD, and the green asterisk represents healthy controls. The blue circle represents support vector. SVM, support vector machines;
VMHC, voxel-mirrored homotopic connectivity; MDD, major depressive disorder.
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FIGURE 3

Pearson/Spearman correlations. Correlations were found as follows: (1) The VMHC values in the superior/middle occipital gyrus and the SDSS total
scores (r = –0.441, p = 0.003, df = 41); (2) the VMHC values in the superior/middle occipital gyrus and the scores of Active Coping (r = 0.332,
p = 0.032, df = 41); (3) the VMHC values in the superior/middle occipital gyrus and RSS2 (r = 0.443, p = 0.018, df = 27); and (4) the VMHC values in
the insula and RP (r = –0.341, p = 0.027, df = 41). VMHC, voxel-mirrored homotopic connectivity; SDSS, social function defect screening scale; RSS2,
responsive search score 2; RP, responses answer.

from Song et al. (2022) research, our research found abnormal
VMHC in the insula and the sensory-motor networks. At the same
time, we verify the difference between patients with MDD and
HCs by measuring clinical data (such as ERP, EEM, and so on),
which makes the study more convincing. The current SVM results
show that the VMHC values of the insula, cerebellum 8/vermis
8/vermis 9 and superior/medium organic gyrus are greater than
0.78 in the sensitivity, accuracy, and specificity of distinguishing
patients with MDD from HCs. Therefore, the VMHC values of
the insula, cerebellum 8/vermis 8/vermis 9 and superior/medium
organic gyrus may be used as potential imaging markers for
MDD.

There are still some limitations in this study. First, the area
under curve (AUC) of this study was impressive. But clearly, this
is a small preliminary report that needs to be replicated. Second, we
recruited patients who did not take medicine at the time of the first
episode, and patients who had relapsed and did not take medicine
for at least 2 weeks. The dissemination of research findings may be
constrained for patients who experience relapses since the impact
of antidepressant medications and number of episodes on brain
spontaneous activity cannot be entirely ruled out. Finally, we only
scanned the patients at baseline, so we did not know the alterations
of spontaneous neuronal activity after treatment.

5. Conclusion

In conclusion, the study’s comparison of VMHC alterations in
HCs and patients with MDD was groundbreaking. Our research
results show that decreased VMHC in the insula and increased
VMHC values in the sensory-motor networks may be a distinctive
neurobiological feature for patients with MDD, which might be
served as potential imaging markers to discriminate HCs and
Patients with MDD.
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Alzheimer’s disease (AD) is a progressive neurodegenerative disease, and

the development of AD is irreversible. However, preventive measures in

the presymptomatic stage of AD can e�ectively slow down deterioration.

Fluorodeoxyglucose positron emission tomography (FDG-PET) can detect the

metabolism of glucose in patients’ brains, which can help to identify changes

related to AD before brain damage occurs. Machine learning is useful for early

diagnosis of patients with AD using FDG-PET, but it requires a su�ciently large

dataset, and it is easy for overfitting to occur in small datasets. Previous studies

using machine learning for early diagnosis with FDG-PET have either involved the

extraction of elaborately handcrafted features or validation on a small dataset,

and few studies have explored the refined classification of early mild cognitive

impairment (EMCI) and late mild cognitive impairment (LMCI). This article presents

a broad network-based model for early diagnosis of AD (BLADNet) through PET

imaging of the brain; this method employs a novel broad neural network to

enhance the features of FDG-PET extracted via 2D CNN. BLADNet can search for

information over a broad space through the addition of new BLS blocks without

retraining of the whole network, thus improving the accuracy of AD classification.

Experiments conducted on a dataset containing 2,298 FDG-PET images of 1,045

subjects from the ADNI database demonstrate that our methods are superior to

those used in previous studies on early diagnosis of ADwith FDG-PET. In particular,

our methods achieved state-of-the-art results in EMCI and LMCI classification

with FDG-PET.

KEYWORDS

Alzheimer’s disease, PET, broad learning system, neural network, computer-aided

diagnosis

1. Introduction

Alzheimer’s disease (AD) cannot be diagnosed until obvious symptoms appear in the

patient, but studies have found that patients with AD show abnormalities in regional

metabolism before brain structure changes occur (Jagust et al., 2006). Fluorine 18 (18F)

fluorodeoxyglucose (FDG) positron emission tomography (PET) is a non-invasive nuclear

medicine imaging technique that can indicate the metabolic activity of tissues and organs

(Marcus et al., 2014; Bouter et al., 2019; Levin et al., 2021). FDG-PET may detect
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the onset of certain diseases earlier than other imaging tests (Brown

et al., 2014). FDG-PET is regarded as an effective biomarker

for earlier diagnosis of AD (Chételat et al., 2020). The onset of

Alzheimer’s disease is insidious and slow, and it can be divided into

three stages: cognitively normal (CN), mild cognitive impairment

(MCI), and Alzheimer’s disease (AD). Patients with AD tend

to show hypometabolism on 18F-FDG-PET scan in the regions

of the posterior cingulate, parietotemporal cortices, and frontal

lobes, while patients with MCI often show posterior cingulate

and parietotemporal hypometabolism with variable frontal lobe

involvement (Mosconi et al., 2008; Kobylecki et al., 2015). However,

the difference between the two stages in FDG-PET is difficult to

distinguish with the naked eye or through pattern recognition-

based decisions made via qualitative readings. Because the disease

involves a wide continuous spectrum, from normal cognition to

MCI to AD, MCI can also be subdivided into early MCI (EMCI)

and late MCI (LMCI) (Jessen et al., 2014).

Machine learning approaches can effectively extract features

that are difficult to find with the naked eye and can outperform

professional clinicians in certain imaging diagnosis problems

(Zhang et al., 2020). A number of studies have already

experimented with unsupervised learning (Suk and Shen, 2013),

adversarial learning (Baydargil et al., 2021), and multi-scale

learning (Lu et al., 2018) techniques in AD-related PET image

analysis. These methods have achieved good results in classification

of CN, MCI, and AD, but few studies have explored the refined

classification of early EMCI and late LMCI.

Currently, deep learning-based approaches have been applied

in early diagnosis of AD (Suk and Shen, 2013; Lu et al., 2018).

Nevertheless, there are still many issues remaining in deep learning,

such as gradient explosion and vanishing gradients, which limit the

depth in terms of number of layers in the network or its fitting

ability; some researchers have proposed residual learning (He et al.,

2016) as a way to alleviate this problem. The broad learning system

(BLS) is one kind of neural network without deep structure. BLS

provides better fitting ability by increasing the number of network

nodes horizontally and obtains solutions via pseudoinverse, with

no need for an iterative backpropagation process. However, BLS

obtains a feature representation of input data through random

projection, which may result in too much redundant information

that could influence the performance of the BLS model. Some

researchers have experimented with variations of BLS that use

other models as feature extractors in the feature mapping layer

(Feng and Chen, 2018; Du et al., 2020; Jara-Maldonado et al.,

2022; Wu and Duan, 2022). In this article, we propose a novel

BLS-based method, in which we use grouped convolution layers

to extract the features from slice groups in the first stage, and

then these features are fed into a broad learning model for further

feature enhancement.

This study proposes a machine learning model based on BLS to

predict the clinical diagnosis in patients using 18F-FDG-PET of the

brain. We attempted to predict patients’ classifications as AD, MCI,

or CN, and (within the category of MCI) as EMCI or LMCI. The

hypothesis was that the broad learning-based model would be able

to detect regional metabolic abnormalities caused by pathology,

which are difficult to observe on clinical review, and improve the

accuracy of individual diagnosis.

2. Materials and methods

2.1. Data acquisition

Data used in the preparation of this article were obtained from

the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database

(adni.loni.usc.edu). ADNI was launched in 2003 as a public–private

partnership, led by Principal Investigator Michael W. Weiner,

MD. The primary goal of ADNI has been to test whether serial

magnetic resonance imaging (MRI), PET, other biological markers,

and clinical and neuropsychological assessment can be combined

to measure the progression of MCI and early AD.

In our study, we analyzed a total of 2,298 FDG-PET imaging

studies of 1,045 patients obtained from ADNI. The datasets

contained images of subjects of different ages. In ADNI 1, the

subjects were grouped into three classes: CN, MCI, and AD.

However, in ADNI 2/GO, the MCI stage was subdivided into

EMCI and LMCI. To be classified as CN, subjects must have no

memory complaints and be non-demented. To be classified as

having MCI, subjects must have a Mini-Mental State Examination

(MMSE) score between 24 and 30; the activities of daily living

must be preserved, and dementia must be absent. Finally, to be

classified as having AD, subjects must be clinically diagnosed as

such, with an MMSE score between 20 and 26 (Jack Jr et al., 2008).

Demographic information on our dataset is presented in Table 1. A

total of 80% of the data (1,851 imaging studies, 598 patients) were

used for model training. The remaining 20% (447 imaging studies;

no repeat studies of the same subjects in the test set) were used

for model testing, from which an additional test set (74 imaging

studies for AD vs. MCI vs. CN classification and 45 imaging studies

for EMCI vs. LMCI classification) was selected for validation by

professional radiologists.

2.2. Data processing

For the purpose of eliminating differences between images

acquired from various systems, FDG-PET images in ADNI have

undergone a series of preprocessing steps, intensity normalization,

and conversion to a uniform isotropic resolution of 8mm full width

at half maximum. We selected the processed images from ADNI;

our method does not require any specific pre-defined ROI or VOI

as traditional machine learning methods do. All 3D images were

resampled to a size of 160 × 160 × 96; we treated the images as

a series of 2D slices and removed slices with all-zero intensity on

both sides, then divided the image into four groups of slices at equal

intervals, with each group containing 23 slices. All processing steps

were conducted in Python (version 3.8) using the packages scipy

(http://www.scipy.org) and numpy (https://numpy.org/). Figure 1

shows a single slice, viewed on three planes.

2.3. Model development

Despite the good learning ability of deep neural networks, they

are easy to overfit on small datasets and their training is also
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TABLE 1 Demographics of datasets.

Average age∗

Clinical diagnosis No. of Patients No. of imaging studies Men Women

AD 297 541 76.47± 7.57

(56–92)

75.11± 7.63

(55–92)

MCI 196 616 77.79± 7.01

(57–92)

74.82± 7.95

(57–96)

CN 242 627 77.12± 5.41

(62–91)

76.93± 6.37

(60–96)

Total 735 1,784 77.18± 6.75

(56–92)

75.76± 7.31

(55–96)

EMCI 152 265 73.89± 6.85

(56–90)

72.40± 8.40

(55–92)

LMCI 158 249 74.70± 7.37

(56–94)

71.80± 7.80

(55–91)

Total 310 514 74.27± 7.10

(56–94)

72.09± 8.11

(55–91)

AD, Alzheimer’s disease; MCI, mild cognitive impairment; CN, cognitively normal.
∗Data in parentheses are the range.

FIGURE 1

Example of FDG-PET imaging from ADNI. Each row represents a PET imaging slice on a three-plane view. The three rows are: a 73-year-old man with

AD, an 81-year-old woman with MCI, and a 71-year-old man without MCI/AD. The di�erence between them is di�cult to identify with the naked eye.

time-consuming. The BLS is a lightweight network with a broad

structure proposed by Chen and Liu (2017). The inspiration for

its design comes from a random vector functional link neural

network (RVFLLNN) (Pao and Takefuji, 1992; Chu et al., 2019;

Gong et al., 2021). It can obtain a globally optimal solution

using a ridge regression algorithm during training. without an
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FIGURE 2

Each 3D image is decomposed into groups of 2D slices at equal intervals. In the first stage, deep convolutional features are extracted from each

group by 2D CNN. In the second stage, all features from each slice group are concatenated to form a compact feature vector, and fed to EBLS for

final prediction. (A) The overall architecture of BLADNet. (B) The detailed structure of EBLS.

iterative backpropagation process, meaning that its training is fast

and efficient. The detailed description of the BLS is illustrated

in the Supplementary material. Based on the BLS, we propose a

broad network-based model for early diagnosis of AD (BLADNet)

through PET imaging of the brain.

Figure 2 illustrates the overall architecture of BLADNet. The

framework consists of two stages. In the first stage, we use a 2D

CNN for automated feature learning from each group of slices

rather than directly using a 3D CNN, which reduces the number

of parameters to be learned. In the second stage, the features

extracted from each group in the previous step are concatenated

to form a compact sequence feature; then, the Extreme Broad

Learning System (EBLS), based on a broad neural network, is

used to enhance the features from 2D CNN and carry out the
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FIGURE 3

Main steps of the experiment. The data set was split into training and test sets at a ratio of 8:2. In the validation step, the radiologists were provided

with demographic information to aid their readings.

final classification. A detailed description of the EBLS is provided

in the Supplementary material1. Our model was developed in

Python using the packages numpy and pytorch (https://pytorch.

org/, version 1.7.1). All experiments were conducted using a

computer with a Linux operating system (Ubuntu 18.04). The

computer was equipped with a CPU (Intel(R) Core (TM) i9-

9980XE, 3.00 GHz), 64 GB of DDR4 SDRAM, and GPU (GeForce

RTX 3080) with CUDA Version 11.2 and cuDNN Version 9.1.85.

2.4. Model evaluation and statistical analysis

We performed the experiments of AD vs. MCI vs. CN

classification as in previous studies on data from ADNI 1, and

also performed additional experiments of refined classification

between EMCI and LMCI on data from ADNI 2/GO. All data were

randomly shuffled before being spli into the training set and test

set. In all experiments, we used 80% of the samples for training

and 20% of the samples for testing. In the experiment, we regard

each category as positive samples respectively, the rest as negative

samples, and then calculate metrics. We used accuracy, sensitivity,

1 The code of EBLS model (https://github.com/YangLiuuuu/Extreme-

Broad-Learning-System).

and specificity as metrics to evaluate classification performance. All

metrics were calculated under a default threshold value of 0.5. We

also plotted the ROC curve of all experiments and calculated the

corresponding AUC.

Two board-certified professional radiologists working in a

department of brain imaging and nuclear medicine (radiologist

1: HLZ, with 8 years of experience in brain imaging reading for

AD diagnosis; radiologist 2: HHW, with 6 years of experience in

brain imaging reading for AD diagnosis) were asked to give their

diagnostic impressions of a dataset that was not used for model

training. For each case, the radiologists were provided with the

patient’s age, gender, and MMSE score as additional information

for validation. To validate the performance of the proposed model

and the professional readings of radiologists, we compared the

performance of our proposed model with that of the radiologists’

interpretations. The main steps of the experiment are shown

in Figure 3.

3. Experimental results

3.1. Results of model training

The prediction results of the broad network-based model are

shown in Table 2. For classification of AD, MCI, and CN samples,
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TABLE 2 Comparison of performance between our model and radiology readers in prediction of AD, MCI, and CN.

Our method on ADNI test set Sensitivity (%)∗ Specificity (%)∗ Precision (%)∗ F1 score (%) No. of imaging
studies

AD 92.16 (94/102) 97.56 (240/246) 94.00 (94/100) 93.06 102

MCI 89.34 (109/122) 95.58 (216/226) 91.60 (109/119) 90.46 122

CN 95.16 (118/124) 95.09 (213/224) 91.47 (118/129) 93.28 124

Radiologist 1

AD 51.85 (14/27) 57.45 (27/47) 41.76 (14/34) 45.9 27

MCI 29.41 (5/17) 80.70 (46/57) 31.25 (5/16) 30.3 17

CN 46.67 (14/30) 77.27 (34/44) 58.33 (14/24) 51.85 30

Radiologist 2

AD 37.04 (10/27) 72.34 (34/47) 43.48 (10/23) 40 27

MCI 35.29 (6/17) 63.16 (36/57) 22.22 (6/27) 27.27 17

CN 46.67 (14/30) 77.27 (34/44) 58.33 (14/24) 51.85 30

AD, Alzheimer’s disease; MCI, mild cognitive impairment; CN, cognitively normal.
∗Data in parentheses are raw data used to calculate the percentage.

FIGURE 4

ROC curve of our method tested on the ADNI data set. The ROC

curve labeled AD represents the model’s performance in

distinguishing AD vs. all other classes, the other curves represent the

equivalent objective. The AUC is larger for CN than for the other

classes, which indicates that our model can distinguish healthy

subjects from patients with AD/MCI more successfully than other

classifications.

sensitivity was 92.16 (94 of 102), 89.34 (109 of 122), and 95.16%

(118 of 124), respectively; specificity was 97.56 (240 of 246), 95.58

(216 of 226), and 95.09% (213 of 224), respectively; and precision

was 94.00 (94 of 100), 91.60 (109 of 119), and 91.47% (118 of 129),

respectively. The ROC curves of our model, trained on 80% of

the ADNI data and tested on the remaining 20%, are shown in

Figure 4. The AUC in prediction of AD, MCI, and CN was 0.97,

0.98, and 0.99, respectively. The AUC for CN was the highest,

indicating that our model can distinguish healthy subjects from

patients with AD/MCI.

The results for EMCI and LMCI prediction are shown in

Table 3. In this experiment, we treated LMCI as the positive class

and EMCI as the negative class. Sensitivity was 81.63% (40 of 49)

and specificity was 85.19% (46 of 54). Similar to the AD vs. MCI

vs. CN experiment, the specificity of the model was much higher

than the sensitivity, indicating that our model was better than

radiologists at identifying healthy subjects.

3.2. Model interpretation: t-SNE plot

We used the t-SNE algorithm to reduce the dimensionality

of the features extracted from the convolutional network and

projected them into a two-dimensional space for visualization. As

shown in Figure 5A, for the AD vs. MCI vs. CN experiment, there

were obvious boundaries between the three categories. Moreover,

only a few samples from other categories were scattered within the

CN category, indicating that themodel has a better screening ability

for healthy cases than for patients. Similarly, as shown in Figure 5B,

for EMCI and LMCI classification, the model divided the samples

very successfully into two clusters. Although a few cases weremixed

in the junction of the two clusters, which indicates that there is a

transition stage from EMCI to LMCI, our model could distinguish

the two stages well.

3.3. Comparison of model predictions with
state-of-the-art methods

Recently, a substantial amount of work has been carried

out exploring the application of machine learning approaches

to AD prediction using brain imaging. Most of these studies

have used structural imaging of the brain, with few studies using

functional imaging, specifically 18F-FDG-PET. Some researchers

have attempted to analyze 18F-FDG-PET for AD predictions, but

these studies have yielded limited success (Liu et al., 2018; Lu et al.,

2018; Pan et al., 2018; Ding et al., 2019; Huang et al., 2019; Hamdi

et al., 2022). Tables 4, 5 summarize state-of-the-art deep learning

methods for prediction of AD using 18F-FDG-PET imaging. Most
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TABLE 3 Comparison of performance between our model and radiology readers in prediction of EMCI and LMCI.

Sensitivity (%)∗ Specificity (%)∗ Precision (%)∗ F1 score (%) No. of imaging studies

Our method on test set 2 81.63 (40/49) 85.19 (46/54) 83.33 (40/48) 82.47 103

Radiologist 1 84.00 (21/25) 25.00 (5/20) 58.33 (21/36) 68.85 45

Radiologist 2 76.00 (19/25) 30.00 (6/20) 58.33 (19/33) 65.52 45

EMCI, early mild cognitive impairment; LMCI, late mild cognitive impairment.
∗Data in parentheses are raw data used to calculate the percentage.

FIGURE 5

Scatter plot of all data after dimension reduction by t-SNE. (A) Visualization of dimension reduction for AD, MCI, and CN. (B) Visualization of

dimension reduction for EMCI and LMCI.

of the methods investigated can only discriminate AD from CN

or MCI from CN, while our method can classify patients at

different stages of AD with higher sensitivity and specificity. In

addition, compared with these methods, we used a larger test set in

our experiments, which demonstrates the superior generalization

ability of our method.

3.4. Comparison of model predictions with
professional radiologists

As shown in Table 2, two radiologists gave their interpretations

of a test set. For radiologist 1, the sensitivity results for MCI, AD,

and CN were 51.85 (14 of 27), 29.41 (5 of 17), and 46.67% (14 of

30), respectively; the specificity results were 57.45 (27 of 47), 80.70

(46 of 57), and 77.27% (34 of 44), respectively; and the precision

results were 41.76 (14 of 34), 34.25 (5 of 16), and 58.33% (14 of 24),

respectively. For radiologist 2, sensitivity for MCI, AD, and CN was

37.04 (10 of 27), 35.29 (6 of 17), and 46.67% (14 of 30), respectively;

specificity was 72.34 (34 of 47), 63.16 (36 of 57), and 77.27% (34

of 44), respectively; and precision was 43.48 (10 of 23), 22.22 (6 of

27), and 58.33% (14 of 24), respectively. It can be observed that the

prediction results of our proposed model were better than those

of the radiologist, which indicates that the model was able to find

lesions that were difficult to observe with the naked eye. It is also

worth noting that although the two radiologists obtained the same

results in their evaluations of healthy cases, patients with MCI and

AD were difficult to evaluate.

Table 3 reports reader performance on prediction of EMCI

vs. LMCI. For radiologist 1, the results in terms of sensitivity,

specificity, and precision were 84.00 (21 of 25), 25.00 (5 of 20), and

58.33% (21 of 36), respectively. For radiologist 2, the results were

76.00 (19 of 25), 30.00 (6 of 20), and 58.33% (19 of 33), respectively.

Although radiologists had higher sensitivity in this scenario, their

specificity was very low; this is because radiologists tend to predict

cases as LMCI. In contrast, our model was able to achieve high

specificity under high sensitivity.

4. Discussion

With the aging of the population, the number of patients with

AD is continuously increasing. However, research on a cure for AD

has been slow, and the focus of research has shifted to the early

diagnosis of AD, so that early prevention measures can delay the

progression of the disease. However, early identification of patients
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TABLE 4 Summary of state-of-the-art methods for prediction of Alzheimer’s disease (AD) using 18F-FDG-PET imaging.

References Summary of method Dataset specifications Sensitivity Specificity AUC∗

Ding et al. (2019) Inception V3 network pre-trained on ImageNet 484 AD, 861 MCI, 764 non-AD/MCI

scans from ADNI

AD 81% 94% 0.92

MCI 54% 68% 0.63

Non-AD/MCI 59% 75% 0.73

Huang et al. (2019) 3D VGG network 647 AD, 731 CN, 767 MCI

18F-FDG-PET scans from ADNI

AD vs. CN 90.24% 87.77% 0.9269

Lu et al. (2018) A multiscale deep neural network 226 AD and 304 18F-FDG-PET scans

from ADNI

AD vs. CN 91.54% 95.06% NA

Liu et al. (2018) A combination of 2D CNN and RNN 93 AD, 146 MCI, 100 CN scans from

ADNI

AD vs. CN 91.4% 91% 0.953

MCI vs. CN 78.1% 80% 0.839

Hamdi et al. (2022) A 2D CNN network 220 AD, 635 CN FDG-PET scans

from ADNI

AD vs. CN 94% 96% 0.95

Pan et al. (2018) SVM 94 AD, 88 MCI, 90 CN subjects from

ADNI

AD vs. CN 92.78% 91.38% 0.9598

MCI vs. CN 84.20% 82.83% 0.8893

Current study A broad learning-based network 541 AD, 616 MCI, 627 FDG-PET

imaging studies from ADNI

AD 92.16% 97.56% 0.97

MCI 89.34% 95.58% 0.98

Non-AD/MCI 95.16% 95.09% 0.99

We report sensitivity, specificity, and area under the curve (AUC) for all these methods.

AD, Alzheimer’s disease; MCI, mild cognitive impairment; CN, cognitively normal.
∗A value of NA indicates that this result is not reported in the literature.

TABLE 5 Comparison of performance between our model and other existing methods in prediction of EMCI and LMCI.

References Sensitivity (%)∗ Specificity (%)∗ F1 score (%)∗ Dataset specifications

Singh et al. (2017) 64.82% NA 0.6844 178 EMCI, 158 LMCI

Nozadi et al. (2018) 72.50% 79.20% NA 164 EMCI, 189 LMCI

Forouzannezhad et al. (2020) 61.50% 64.3% NA 296 EMCI, 193 LMCI

Ours 81.63% 85.19% 82.47% 265 EMCI, 249 LMCI

EMCI, early mild cognitive impairment, LMCI, late mild cognitive impairment.
∗A value of NA indicates that this result is not reported in the literature.

at the prodromal stage of AD is still a challenging problem. The

broad neural network-based model can identify patients with AD

at different stages with high sensitivity and specificity. In addition,

in identifying patients at the EMCI or LMCI stage, the proposed

model is able to achieve high sensitivity under high specificity;

notably, it outperformed professional radiologist readers, achieving

higher sensitivity and specificity.

Previous research has studied the specific pattern of

hypometabolism that can be observed in FDG-PET of patients

with AD. Bilateral temporo-parietal hypometabolism has been

found to be a dominant pattern related to clinically confirmed AD

(Hoffman et al., 2000). Other studies have demonstrated that, as

the disease progresses, FDG uptake is reduced, especially in the

frontal, parietal, and lateral temporal lobes (Ossenkoppele et al.,

2012). However, FDG-PET is not a definitive imaging biomarker

for AD and MCI. Substantial previous efforts have been devoted

to attempts to develop computer-aided methods of diagnosis of

AD via other modalities, but few studies have been conducted

involving attempts to applying machine learning approaches to

classify patients with AD by FDG-PET alone. Previous attempts

to identify MCI have resulted in limited sensitivity (81% for AD,

54% for MCI) and specificity (Ding et al., 2019). In addition to

prediction of AD, our model performs refined classification of

EMCI vs. LMCI, achieving sensitivity of 81.63% and specificity

of 85.19% in doing so. Compared to previous studies, the key

advantages of ourmodel are as follows. First, due to the incremental

learning ability of BLS, our model can be dynamically updated

without retraining from scratch if new imaging studies are added;

our EBLS model can further extend the incremental learning ability

of BLS by adding new BLS blocks dynamically. In addition, our

model exhibits better performance in the identification of the early

stage of AD, which is of great significance for the diagnosis of AD,

because early identification of AD facilitates early intervention in

the progression of the disease. There are also some limitations to

our model in that the training needs to be completed in two stages,

and the process is complicated. In addition, training a convolution

layer from scratch for the first time is still time-consuming work,

and the BLS model in the second stage depends on the quality of

feature extraction in the convolution layer.

Because of deep structure, deep learning models are very good

at capturing abstract and intrinsic features of images. However,

the problems existing in deep learning models, such as gradient

explosion and vanishing gradients, usually limit the possibility

of deepening the networks of deep learning models indefinitely.
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BLS can solve this problem in a different way, providing good

universal approximation ability with a flat structure. The universal

approximation ability of BLS has been proven by Chen et al.

(2018). Our proposed method utilizes a convolution layer as a

feature extractor to provide deep space features for BLS, and our

proposed EBLS model can enhance the features in broad space

before computing the final output. The comparison in the section

above demonstrates that our method achieves better performance

than state-of-the-art deep learning methods, which demonstrates

the role of broad learning in feature enhancement. In addition,

compared to other studies that have only used dozens of images,

our model was trained and validated on a large dataset containing

thousands of images and achieves better performance, which

indicates that our method has better generalizability. However, in

real clinical scenarios, the reasons for hypometabolism observed

in FDG-PET may be more complicated. For instance, other

types of dementia, such as dementia with Lewy bodies (DLB)

or frontotemporal dementia (FTD), may also cause pathological

changes similar to AD. Further studies that verify this method on

more complex data may in future provide more reliable clinical aids

for diagnosis of AD.

Our study also has limitations. First, although the machine

learning method has achieved very good results in the validation

with the ADNI data set, actual clinical prediction is much more

complicated. For instance, many patients may have neurological

diseases other than AD, which will affect the prediction results.

We will continue our investigation and apply our model to a more

general patient population in the future. Second, the algorithm can

learn features that are difficult to see with the naked eye (which

means that its predictions can differ from experts’ interpretations),

and t-SNE dimension reduction also shows the gradual progression

of patients from MCI to AD, but the model cannot provide

interpretable information for radiologists.

5. Conclusion

In conclusion, in our study we have developed a novel broad

network-based model for prediction of AD diagnosis using 18F-

FDG-PET of the brain. The proposed broad learning-based model

was able to achieve high accuracy, sensitivity, and specificity on the

validation set and outperformed professional radiologist readers in

predicting AD based on FDG-PET. Moreover, the proposed model

can be integrated into the clinical workflow as a powerful auxiliary

diagnosis tool for reading PET imaging of patients with AD.
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Introduction: Conventional MRI is routinely used for the characterization

of pathological changes in multiple sclerosis (MS), but due to its lack of

specificity is unable to provide accurate prognoses, explain disease heterogeneity

and reconcile the gap between observed clinical symptoms and radiological

evidence. Quantitative MRI provides measures of physiological abnormalities,

otherwise invisible to conventional MRI, that correlate with MS severity. Analyzing

quantitative MRI measures through machine learning techniques has been shown

to improve the understanding of the underlying disease by better delineating its

alteration patterns.

Methods: In this retrospective study, a cohort of healthy controls (HC) and MS

patients with di�erent subtypes, followed up 15 years from clinically isolated

syndrome (CIS), was analyzed to produce a multi-modal set of quantitative MRI

features encompassing relaxometry, microstructure, sodium ion concentration,

and tissue volumetry. Random forest classifiers were used to train a model able to

discriminate between HC, CIS, relapsing remitting (RR) and secondary progressive

(SP) MS patients based on these features and, for each classification task, to identify

the relative contribution of each MRI-derived tissue property to the classification

task itself.

Results and discussion: Average classification accuracy scores of 99 and

95% were obtained when discriminating HC and CIS vs. SP, respectively;

82 and 83% for HC and CIS vs. RR; 76% for RR vs. SP, and 79% for

HC vs. CIS. Di�erent patterns of alterations were observed for each

classification task, o�ering key insights in the understanding of MS phenotypes
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pathophysiology: atrophy and relaxometry emerged particularly in the

classification of HC and CIS vs. MS, relaxometry within lesions in RR vs. SP,

sodium ion concentration in HC vs. CIS, and microstructural alterations were

involved across all tasks.

KEYWORDS

MRI, multiple sclerosis, quantitative, multi-modal, di�usion, sodium, machine learning,

random forest

1. Introduction

Multiple sclerosis (MS) is an immune-mediated, inflammatory,

neurodegenerative disease of the central nervous system

characterized by inflammatory demyelination and heterogeneous

accrual of physical disability (Lucchinetti et al., 2000). The

onset is determined by the first inflammatory episode suggestive

of MS, referred to as clinically isolated syndrome (CIS), with

CIS being recognized as the first clinical instance in the MS

spectrum (Lublin et al., 2014). Further neurological symptoms may

lead to a clinically defined diagnosis, as determined by the updated

McDonald criteria (Thompson et al., 2018). Based on the clinical

course, patients can be categorized into three types of relapse-onset

MS: CIS, relapsing remitting (RR) and secondary progressive (SP).

RR is characterized by clinically defined focal activity followed

by periods of total or partial remission of neurological deficit,

and the lack of disease progression between attacks; SP may

follow from an initial RR course, with progressive worsening of

neurological symptoms, with or without acute relapses. Primary

progressive MS is associated with a progressive deterioration of

clinical symptoms from onset (Lublin et al., 2014). Understanding

why patients may develop different MS phenotypes over the years,

or why only a small fraction of the diversity of clinical disability in

MS can be explained by radiological evidence (clinico-radiological

paradox) (Barkhof, 1999, 2002), are cause for further research.

Magnetic resonance imaging (MRI) is instrumental in the

diagnosis and prognosis of MS, routinely used in clinical practice

for the acquisition of qualitative images, e.g., proton density-

(PD), T2- and T1-weighted, for lesion assessment. In the research

environment, a much wider spectrum of dedicated, quantitative

MRI techniques are employed for the study and characterization

of MS pathophysiology, investigating the complex relationship

between radiological evidence and clinical disability (Chard and

Trip, 2017; Filippi et al., 2019). In vivo imaging biomarkers

can be sensitive to inflammation, microstructural alterations, and

even sodium ions accumulation, providing a window into the

disease pathophysiology over time. Brain atrophy is a known

indicator of disease progression since the early stages of MS,

with recent studies providing further insight into the hierarchical

recruitment of different brain regions over time (Eshaghi et al.,

2018), although the integration of specifically cortical and sub-

cortical regional volumetric measurements in clinical practice

has yet to reach a consensus (Sastre-Garriga et al., 2020).

Relaxometry and quantitative PD imaging have been shown to

provide good biomarkers for inflammation and demyelination in

normal appearing tissue (Neema et al., 2007; Mezer et al., 2013),

invisible to the standard qualitative imaging. Through sensitivity

to the diffusion of water molecules within the structured axonal

environment of the brain, diffusion weighted imaging (DWI) has

shown microstructural alterations in both lesions and normal

appearing tissues, correlating with physical disability in progressive

MS (Filippi et al., 2001; Collorone et al., 2020); recent studies have

reported abnormalities at the early stages (Tur et al., 2020) and

potential links to cognitive disability as well (Savini et al., 2019).

Sodium (23Na) imaging has been used to access the signal induced

by sodium ions, showing promise in probing axonal function

directly (Gandini Wheeler-Kingshott et al., 2018), with evidence

of increased total sodium concentration (TSC) being reported in

MS, correlating with disability and disease progression (Inglese

et al., 2010; Paling et al., 2013; Maarouf et al., 2014). Whilst

the potential of advanced MRI modalities is evident, they lack a

unified consensus about their implementation, optimization and

interpretation, and require, when compared to standard routine

scans, additional acquisition times, costs and expertise, which make

their application in clinics limited.

In this work, we explored a multi-modal dataset acquired

in a cohort of patients with the same disease duration, where

clinical and MRI assessments were performed 15 years from

CIS, comprehending both routine and advanced MRI metrics

sensitive to inflammation, microstructural alteration and sodium

ions accumulation. Using a machine learning approach, we aimed

to gain further understanding of which modalities are more

likely to carry biophysically meaningful information for different

classification tasks. Machine learning indeed has shown to be a

key tool in the data-driven exploration of MRI datasets for the

identification of patterns and biomarkers of disease, including the

ability to identify discriminating factors of disease phenotypes

against each other and healthy controls (HC) (Wottschel et al.,

2015; Eshaghi et al., 2016). We therefore trained and tested a

random forest algorithm to classify different subtypes of MS vs. HC

and between each other, using a rich array of quantitative imaging

features extracted from both clinical and advanced MRI data.

Feature importance was calculated for each task and used to assess

which metrics mostly contributed to the decision-making process.

This provided us with novel insights into the pathophysiology of

different MS subtypes, while also informing future studies toward

more task-efficient MRI acquisitions.

2. Methods

A retrospective (Brownlee et al., 2019) multi-modal MRI

dataset of HC, CIS, RR, and SP patients with same disease duration
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was analyzed to provide evidence on what MRI features are best

representative for different classification tasks.

2.1. Cohort

The cohort consisted of a total of 123 subjects: 29 HC (10 men,

age: 35±10 years old), 18 CIS (6 men, age: 47±10 years old, EDSS:

0.4±0.5), 63 RR (15men, age: 47±8 years old, EDSS: 2.2±1.1), and

13 SP (4 men, age: 48±8 years old, EDSS: 5.5±1.2). All MS patients

(CIS, RR, SP) attended the MS center for clinical and radiological

follow-up after a mean of 15 years from onset (Brownlee et al.,

2019).

2.2. MRI protocol

Data were acquired on a 3T Philips Achieva MR system. The

acquisition protocol included:

1. PD/T2-w. Dual-echo 2D PD/T2-weighted turbo spin-echo

(resolution: 1 × 1 × 3mm3, echo time TE: 19/85m, repetition

time TR: 3,500ms, turbo factor: 10, echo spacing: 9.4ms, scan

time: 4′2′′).

2. T1-w. 2D T1-weighted spin-echo (resolution: 1 × 1 × 3mm3,

TE: 10ms, TR: 625ms, scan time: 5′43′′).

3. DWI. Cardiac-gated, multi-shell, diffusion-weighted echo-

planar imaging, with {8, 15, 30} isotropically distributed

directions at b-values: {300, 711, 2000} s/mm2 (resolution: 2.3

× 2.3 × 2.3mm3, TE: 82ms, nominal TR (12 heart-beats):

13846ms, scan time:∼ 16′).

4. Sodium. 23Na imaging with 3D-cone sampling trajectory

(resolution: 3 × 3 × 3mm3, TE: 0.22ms, TR: 120ms, scan time:

∼ 18′). Two 4% agar phantoms with sodium concentration of 40

and 80mM were placed near the subject’s head during the image

acquisition for calibration purposes (Riemer et al., 2014).

5. 3DT1. 3D sagittal T1-weighted magnetization-prepared rapid

gradient echo (resolution: 1× 1× 1mm3, TE: 3.1ms, TR: 6.9ms,

inversion delay time: 823ms, flip angle: 8′, scan time: 6′32′′).

All proton scans were acquired using a 32 channel head coil,

whilst sodium imaging was performed using a single channel

transmit-receive volume head coil (Rapid Biomedical, Rimpar,

Germany). Patients were repositioned prior to the sodium imaging

scans to allow for the coil change.

2.3. Image analysis

Lesion masks from Brownlee et al. (2019) studies were used.

Brain tissue segmentation was performed on lesion-filled (Prados

et al., 2016a) 3DT1 using the Geodesic Information Flows (GIF)

tool (Cardoso et al., 2015), obtaining masks of white matter (WM),

deep gray matter (dGM), and cortical gray matter (cGM).

PD/T2-weighted scans were initially acquired for lesion

segmentation only; however, given the availability of T1-weighted

scans with similar readout, they were also used to extract

quantitative estimates of PD, T2, and T1maps by fitting the relevant

Bloch equations, using the MyRelax toolbox (Grussu et al., 2020).

Further details are reported in the Supplementary material.

DWI data were corrected for motion and eddy current

distortion using FSL (Andersson and Sotiropoulos, 2016). The

spherical mean technique (SMT)multi-compartmentmodel (Kaden

et al., 2016) was used to analyse the DWI data, producing maps of

intra-neurite volume fraction, intrinsic diffusivity and orientation

dispersion entropy.

TSCmaps were calculated by calibrating the 23Na images by the

signal intensity within the phantoms (Inglese et al., 2010; Riemer

et al., 2014), which were segmented automatically (Prados et al.,

2016b).

Mean values for quantitative PD, T2, and T1, intra-neurite

volume fraction, intrinsic diffusivity, entropy, and TSC were

calculated in normal appearing white matter (NAWM), dGM,

cGM, and lesions, when present. Details about the calculation of

the summary statistics are reported in the Supplementary material.

The volume for the three tissue classes (WM, dGM, cGM) was

also calculated from the brain segmentation, and divided by the

total intra-cranial volume to take into account variability in head-

sizes. In total, for each of the 123 subjects, 31 regional variables, or

biophysically meaningful features, were therefore calculated.

Due to the HC group being significantly younger than the rest

(average age 12 years lower, p = 1×10−6 fromKruskal–Wallis test),

all features other than lesions-based ones were corrected for age

using the HC as reference. A linear model, with age as independent

variable and {β0,β1} as intercept and slope, respectively, was fitted

feature-wise on the HC data: the features that resulted significantly

(p < 0.05) correlated with age were corrected by subtracting

β1 × age from the original data.

2.4. Classification analysis

After correcting for age, the data was standardized feature-wise

such that the value distribution for each feature had mean of zero

and standard deviation of one. The dataset was used to train and

test a random forest algorithm over different binary classification

tasks: HC vs. MS (that is RR and SP), CIS vs. MS, and all binary

permutations of HC, CIS, RR, and SP. All HC and most CIS had no

lesions, therefore lesion features were included only for the RR vs.

SP classification task.

Classification was implemented using Python

3.7.4 (VanRossum and Drake, 2010) and the scikit-learn

package (Pedregosa et al., 2011). Default parameters for the

ensemble.RandomForestClassifier function were

selected, with the number of trees set to 1,000 based on the

available literature and previous experience on datasets with

similar dimensionality. For each classification task, a 10-fold

stratified cross-validation with 10 repetitions was implemented,

for a total of 100 iterations. The classification performance was

assessed by the average receiver operating characteristic (ROC) area

under the curve (AUC) score on the test set across the 100 train/test

iterations. Variable importance is defined by the improvement

in the split-criterion attributed to each variable (feature) during

training of the random forest. Variable importances were averaged

across iterations, returning the mean feature ranking for the task;
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FIGURE 1

Age-corrected data. Data points for some tissue types have been plotted against di�erent y-axes to better visualize boxplots across di�erent ranges.

PD, proton density; intra, intra-neurite volume fraction; di�, intrinsic di�usivity; entr, orientation dispersion entropy; TSC, total sodium concentration;

vol, tissue volume; WM, white matter; NAWM, normal appearing white matter; cGM, cortical gray matter; dGM, deep gray matter; les, lesions; a.u.,

arbitrary units.

this allowed to identify the features that most contributed to each

classification task, and thus are more likely to be biophysically

meaningful with respect to the groups characterization.

In order to assess the significance of the classification results,

the training and testing process was repeated identically 1,000 times

with randomly permuted labels of the subjects at each repetition.
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TABLE 1 ROC AUC classification results.

Tasks Mean Median [Q1,Q3] p-value

HC - RR 0.82 0.83[0.72, 0.94] < 0.001

HC - SP 0.99 1.00[1.00, 1.00] < 0.001

HC - MS 0.84 0.88[0.76, 0.92] < 0.001

CIS - RR 0.83 0.89[0.75, 1.00] < 0.001

CIS - SP 0.95 1.00[1.00, 1.00] < 0.001

CIS - MS 0.84 0.87[0.71, 1.00] < 0.001

RR - SP 0.76 0.83[0.67, 1.00] < 0.01

HC - CIS 0.79 0.83[0.67, 1.00] < 0.01

p-values calculated through permutation test. HC, healthy controls; CIS, clinically isolated

syndrome; RR, relapsing-remitting MS; SP, secondary progressive MS; MS, RR and SP; Q1,3 ,

1st, 3rd quartile, respectively.

The distribution of the 1,000 mean ROC AUC scores defined the

random classifier performance profile, which was used as reference

to calculate the p-value associated to the classification performances

on the original data.

3. Results

3.1. Age correction

Of the 24 non-lesion features, 5 resulted significantly correlated

with age: quantitative T2 in dGM (β1 = −0.09, p = 0.002),

and cGM (β1 = −0.07, p = 0.02), intrinsic diffusivity in dGM

(β1 = 5 × 10−6, p = 0.02), volume of dGM (β1 = 6.6 × 10−5,

p = 0.006) and cGM (β1 = 4.8 × 10−4, p = 0.009). Fitting

results for all features are reported in the Supplementary material.

Age-corrected feature distributions are shown in Figure 1.

3.2. Classification results

ROC AUC scores for each task are reported in Table 1. In

addition to the mean, the median and interquartile range [Q1,Q3],

with Q1,3 indicating the 25-th and 75-th percentiles respectively,

are also reported to assess dispersion instead of standard deviation,

as the ROC AUC distribution over the 100 iterations was not

symmetric, but skewed toward better-than-chance performance

values. The best classification performances were obtained for the

HC vs. SP and CIS vs. SP tasks, with mean ROC AUC scores of 0.99

and 0.95, respectively. Mean ROC AUC scores for HC vs. RR and

CIS vs. RR were 0.82 and 0.83, and when discriminating HC and

CIS against both the clinically defined MS groups, the performance

scores fell in between. The lowest scores were observed for the

RR vs. SP and HC vs. CIS tasks, with mean ROC AUC scores

of 0.76 and 0.79, respectively. Mean ROC AUC, sensitivity and

specificity scores have been also calculated with an random under-

sampling method to correct for group imbalance, and reported in

the Supplementary material.

FIGURE 2

Permutation test to assess the statistical significance of the

classification results. The orange line indicates the mean ROC AUC

for each classification task; the colored areas delineate the di�erent

ranges of significance. HC, healthy controls; CIS, clinically isolated

syndrome; RR, relapsing-remitting MS; SP, secondary progressive

MS; MS, RR and SP.

3.3. Permutation test

The random classifier performance profiles for the different

tasks are shown in Figure 2. Statistical significance of 0.001 < p <

0.01 was observed for the RR vs. SP and HC vs. CIS classification

tasks, whilst p < 0.001 was recorded for all others.

3.4. Feature importance

Average feature ranking for all classification tasks is shown

in Figures 3, 4. Features have been color-coded to group MRI

modalities from the same biophysical source (e.g., relaxometry

parameters are in orange, diffusion microstructure in blue, sodium

concentrations in green and tissue volume in gray); the top-ranking

features contributing to 50% of the decision process for each

task have been highlighted by a striped block and considered for

interpretation. Overall, tissue volumes were the most meaningful

when discriminating HC and CIS against clinically-defined MS;

relaxometry parameters mainly in lesions had a role when

discriminating the clinically-defined MS subtypes against each

others; diffusion metrics were meaningful across all tasks, although

particularly prominent in differentiating CIS vs. HC; TSC was

mostly relevant when discriminating CIS against HC.

• HC vs. RR. RR patients showed a reduced WM and dGM

volume, as well as reduced orientation dispersion entropy

and increased T2 in NAWM and cGM with respect to HC.

Increased intrinsic diffusivity in cGM also contributed to the

classification task, with reduced intra-neurite volume fraction

in NAWM at the 50% cumulative importance threshold.
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FIGURE 3

Variable importance. The bar-plot is color-coded to group MRI modalities from the same biophysical source. The striped block highlights the

features contributing to 50% of the classification process. The y-axis is shared between columns. PD, proton density; intra, intra-neurite volume

fraction; di�, intrinsic di�usivity; entr, orientation dispersion entropy; TSC, total sodium concentration; vol, tissue volume; WM, white matter; NAWM,

normal appearing white matter; cGM, cortical gray matter; dGM, deep gray matter; les, lesions; HC, healthy controls; CIS, clinically isolated

syndrome; RR, relapsing-remitting MS; SP, secondary progressive MS; MS, RR and SP. Continuing to Figure 4.

• HC vs. SP. The decision task was mostly driven by increased

T2 in cGM, and reduced WM volume and entropy in cGM

of SP compared to HC. Increased TSC and diffusivity in cGM

were also observed in SP at the 50% threshold.

• HC vs. MS. Top-ranking features were distributed similarly to

the HC vs. RR task.

• CIS vs. RR. Reduced dGM and WM volume mostly

characterized RR compared to CIS, together with reduced

intra-neurite volume fraction across all tissues, and increased

T1 in NAWM. Reduced intrinsic diffusivity also emerged in

NAWM in RR.

• CIS vs. SP. The task was driven mostly by reduced volume

of all tissues in SP, and increased T2 in cGM. Reduced

diffusivity and intra-neurite volume fraction in NAWM

was also observed at the 50% threshold in SP compared

to CIS.

• CIS vs. MS. Similar top-ranking features to the CIS vs. RR task

were observed.
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FIGURE 4

Variable importance. Continued from Figure 3.

• RR vs. SP. The task was driven mostly by relaxometry—

increased PD, T2 and T1—and diffusion metrics—reduced

intra-neurite volume fraction, diffusivity—alterations in

lesions in SP compared to RR. Increased T1, T2 and entropy

in cGM were also observed, with increased TSC in NAWM at

the 50% threshold.

• HC vs. CIS. Increased TSC in NAWM and dGM in CIS

compared to HC appeared as top-ranking features, together

with increased intra-neurite volume fraction in dGM and

cGM, reduced entropy in NAWM, and increased diffusivity in

cGM. Reduced T2 and T1 in dGM were also observed in CIS.

4. Discussion

In this work, we used random forest classifiers to study the

interaction between features extracted from both routine scans

and advanced diffusion and sodium weighted imaging for the

purpose of characterizing CIS and clinically-defined MS subtypes.

The results show that a combination of advanced quantitative MRI

and clinical features achieve classification scores between 76% and

99% depending on the task. Moreover, it is apparent that after 15

years from the initial CIS episode, features reflecting inflammation,

microstructure changes and sodium accumulation play a very
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different role in each MS subtype. Whether these alterations are

present from the start or are the result of a 15 years evolution,

it is not possible to say from this dataset, and requires targeted

longitudinal studies.

• Atrophy. Brain atrophy was observed in the MS groups

and emerged as a meaningful feature in all the classification

tasks discriminating MS patients against HC and CIS. No

strong involvement of brain volume features was observed

instead when classifying MS phenotypes against each other,

and in the HC vs. CIS task. Tissue volume loss in

MS showed heterogeneous behavior across the different

tissues, particularly with dGM consistently scoring higher

than cGM, which is in line with previous findings of

progressive recruitment of graymatter structures as part ofMS

neurodegeneration (Eshaghi et al., 2018; Soares et al., 2020).

dGM significant involvement is well-known in the scientific

community, however a consensus for the incorporation of

global gray matter volumetrics into clinical practice has only

recently been reached, and the specific inclusion of dGM

structures (e.g., thalami, basal ganglia) in particular is still

debated (Sastre-Garriga et al., 2020). Further research is

recommended, with this work providing evidence in this

direction.

• Relaxometry. Relaxometry features contributed partially to

most tasks involving the clinically defined MS population,

with prolonged T2 in cGM emerging particularly when

discriminating SP against HC and CIS, a possible biomarker

for the advanced cortical demyelination observed in the

progressive stages of MS (Magliozzi et al., 2018). The

strongest contribution was however observed in the RR

vs. SP classification task across all relaxometry features,

both in cGM and lesions: the involvement of quantitative

parameters measured in lesions in the discrimination of

MS phenotypes is indicative of the heterogeneous nature of

MS pathogenesis and neurodegeneration (Lucchinetti et al.,

2000). This result supports the need for adopting a more

quantitative approach to lesion characterization in clinics than

mere lesion load assessment. Reduced T2 in dGM was also

observed in CIS with respect to HC: this reduction goes

against a possible demyelination effect and could be due

to residual (after age correction) iron deposition (Aquino

et al., 2009). Further studies of iron deposition in MS,

using for example quantitative susceptibility mapping and

magnetic susceptibility source separation approaches, are

recommended (Shin et al., 2021).

• Diffusion imaging. Diffusion imaging metrics were

involved in all classification tasks, which is expected

given that microstructural alterations are at the core of MS

demyelination and neurodegeneration. Despite being the

most ubiquitous set of feature across all tasks, diffusion

metrics from multi-compartment models are also strongly

model-dependent, hence prone to modeling artifacts and

limitations, e.g., the lack of a myelin compartment, and results

should be interpreted with care. Against HC, MS patients

exhibited overall reduced orientation dispersion entropy,

and reduced intra-neurite volume fraction against CIS.

These results are in line with findings of reduced fractional

anisotropy associated to higher fiber dispersion and neurite

loss (Roosendaal et al., 2009). Reduced intrinsic diffusivity

in SP was also observed with respect to CIS and RR, both in

NAWM and lesions, but not in gray matter, which may be

spurious, or an indicator of new lesion formation compatible

with axonal undulation (Grussu et al., 2016). Increased intra-

neurite volume fraction in CIS emerged in the classification

against HC: whilst counter-intuitive in the context of neurite

loss, this may be suggestive of axonal swelling, as further

discussed below.

• Sodium imaging. TSC was particularly meaningful when

discriminating CIS vs. HC, with increased TSC being observed

in CIS in NAWM and dGM. Increased TSC was also

observed in MS patients, albeit with a lower contribution

with respect to other features, and has been reported in

literature from the early stages of the disease (Maarouf

et al., 2017). It has been associated with the over-expression

and redistribution of sodium-potassium channels from the

Ranvier nodes to newly demyelinated membrane: this is an

adaptive response to the disruption of saltuatory conduction

caused by demyelination, apt to preserve action potential

transmission, limit the onset of neurological deficits, and

facilitate recovery. This however also increases the axonal

metabolism, as the proliferation of the sodium-potassium

active pumps comes with higher energy expenditure which, if

not satisfied, causes the accumulation of intra-cellular sodium.

In MS, the impaired trophic support from oligodendrocites

and mitochondrial dysfunction contribute to energy under-

production which, coupled with the increased metabolic need,

can lead to axonal degeneration due to metabolic failure

secondary to chronic energy deprivation (Petracca et al.,

2016). In the case of CIS, the increased TSC might be

explained as a long lasting effect established in the brain

following the initial inflammatory event. It may be speculated

that this might be due to an over-expression of sodium

channels at the onset of CIS to support neuronal function,

which may also explain the increased intra-neurite volume

fraction detected with diffusion imaging: indeed, the intra-

cellular accumulation of sodiummight induce axonal swelling

through osmosis (Armstrong, 2003). To what extent this can

happen before functional derangement accrues, leading to a

more severe MS phenotype, is to be investigated.

Overall, the results of this unique dataset with MS patients

of same disease duration, and a rich multi-modal quantitative

MRI protocol, have shown that atrophy and relaxometry features

contribute significantly to the discrimination of MS patients

from HC and CIS; relaxometry in lesions emerges as particularly

involved in the classification of MS phenotypes, which highlights

the heterogeneity of MS pathophysiology. With both brain

volumetry and relaxometry features being extracted from routine

scans readily available in clinical practice, we have offered evidence

of the hidden potential qualitative MRI data holds beyond lesion

and tissue segmentation. Whilst advanced MRI acquisitions ought

to be preferred when available, they are far from being routinely

introduced in clinics; on the other hand, the use of routine scans
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can pave the way to quantitative studies on large historical datasets

otherwise lacking dedicated quantitative modalities. Advanced

diffusion and sodium imaging have proven particularly sensitive

to the characterization of MS phenotypes against each other, and

CIS against HC, where differences in atrophy or relaxometry

scores in normal appearing tissues were not as important, or

not present at all. In these cases, dedicated quantitative MRI

modalities showed their role in the quantification of subtle tissue

microstructural and physiological alterations, otherwise invisible to

conventional MRI, offering further insights on MS heterogeneous

neurodegeneration. Specifically, CIS presenting subtle alterations

compatible with MS histopathology (sodium ions accumulation

and possible axonal swelling) may mark long lasting subtle

damage accrued as a result of the first episode of neurologic

symptoms. Alternatively, the observed alterations suggest that

neuroprotective mechanisms may be at play in the stable CIS

population, but, unlike with the clinically-definedMS patients, they

do not lead to meaningful atrophy, inflammation, demyelination,

and axonal loss. In other words, the ability to adapt to the

increased metabolic demand without succumbing to energy failure,

or avoiding axonal degeneration by excessive osmotic swelling,

might be compensatory or even protective mechanisms, and as

such key factors in what determines conversion, or lack thereof, to

clinically defined MS.

Interestingly, what differentiates RR from a progressive form

of the disease characterizing SP are changes in relaxometry

parameters in the lesions. The classification task ranked as highest

not microstructure changes or sodium accumulation in normal

appearing tissue, but alterations of relaxometry parameters in the

lesions of SP patients compared to RR. This could give an insight

into the possible source of disease progression, driven not by the

number or volume of the lesions, nor by diffuse damage of tissue,

but by the severity and biophysical nature of lesion alterations. This

therefore calls on monitoring relaxometry, as well as potentially

others quantitative biophysically meaningful features, in the lesions

as potential predictor of risks of progression.

The interpretation of these findings is of course conditional on

this study’s limitations. The statistical significance is hindered by

the small sample size, especially tasks involving the SP group—

only 13 subjects: although spurious results due to the many

features may be expected, we strove to minimize their impact

on the final outcome through careful examination of the data

and corroboration with the published literature. In terms of

classification tasks, the class imbalance between RR and SP likely

caused the RR group to drive the classification results when

discriminating HC or CIS against the whole MS cohort (RR and

SP). Feature selection was performed implicitly by the random

forest based on the relative contribution of each feature to the

classification. No prior feature selection was performed as it

would have reduced the exploratory power of this study. Each

MRI modality came with its own limitations, which also must be

taken into consideration, e.g., the multi-compartment diffusion

model lacking a myelin volume fraction, or the use of surrogate

quantitative PD, T2, and T1 extracted from routine scans not

optimized to the scope. Particularly, theMyRelax algorithm for the

calculation of quantitative T1 diverges in regions of cerebrospinal

fluid, which were not of interest to this work; however, lesions

also exhibit a similar behavior at their core, therefore the summary

statistics for quantitative T1 in lesions is to be intended as

representative more of the peripheral part of lesions, where the

partial volume effect with cerebrospinal fluid is less pronounced,

than the central part. Additional studies with larger sample size and

histological evidence are required to substantiate these findings.

We showed that different MRI features appear to be

biophysically meaningful when discriminating CIS and clinically

defined MS phenotypes, with qualitative and quantitative MRI

modalities offering specific insights for different classification tasks.

Key to our results is highlighting the need for further studies

focused on the role of quantitative MRI in the lesions of early

CIS and MS subjects to score risks of progression. These findings

can help in further understanding MS pathophysiology, as well as

inform future studies toward more efficient acquisition protocols,

better tailored to the scope.
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In 2019, the International Classification of Diseases 11th Revision International

Classification of Diseases (ICD-11) put forward a new concept of “chronic primary

pain” (CPP), a kind of chronic pain characterized by severe functional disability

and emotional distress, which is a medical problem that deserves great attention.

Although CPP is closely related to depressive disorder, its potential neural

characteristics are still unclear. This paper collected EEG data from 67 subjects (23

healthy subjects, 22 patients with depression, and 22 patients with CPP) under the

auditory oddball paradigm, systematically analyzed the brain network connection

matrix and graph theory characteristic indicators, and classified the EEG and PLI

matrices of three groups of people by frequency band based on deep learning.

The results showed significant differences in brain network connectivity between

CPP patients and depressive patients. Specifically, the connectivity within the

frontoparietal network of the Theta band in CPP patients is significantly enhanced.

The CNN classification model of EEG is better than that of PLI, with the highest

accuracy of 85.01% in Gamma band in former and 79.64% in Theta band in later.

We propose hyperexcitability in attentional control in CPP patients and provide a

novel method for objective assessment of chronic primary pain.

KEYWORDS

chronic primary pain (CPP), depressive disorder, EEG, phase lag index (PLI), brain
networks, convolutional neural network (CNN)

1. Introduction

Chronic pain is defined as pain that lasts or recurs for more than 3 months, characterized
by the interaction of biological, psychological, and social factors (Treede et al., 2015).
At present, the etiology and pathogenesis of some chronic pain are not clear. The terms
“somatoform pain disorders” or “functional pain syndromes” are usually used to describe
this kind of pain. Such patients often go to various specialties of the hospital for repeatedly
checking to legitimize their suffering, consuming a lot of medical resources. However, due
to diagnostic uncertainty patients often feel guilty or angry and poorly understood. They
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are dissatisfied with the curative effect, and even have a crisis of
trust in doctors (Serbic et al., 2022). In 2019, the IASP expert
group participated in the revision and release of the International
Classification of Diseases 11th Revision (ICD-11), which proposed
the concept of “chronic primary pain (CPP)” (Nicholas et al., 2019),
advocating that it be incorporated as a disease in its own right
rather than a symptom (Treede et al., 2019). This diagnosis needs
to be considered and targeted when the cause of chronic pain is
not clear but is accompanied by significant emotional abnormalities
and functional impairment.

Although there are still some disputes on the concept of CPP,
more and more studies suggest that CPP may lead to specific
changes in brain plasticity, which could be expected to be an
objective diagnostic indicator of CPP. The recent review found that
the gray matter volume of the cingulate cortex and insula of CPP
patients decrease significantly while the right striatum gray matter
increases (Wang et al., 2022). The duration of pain symptoms is
positively correlated with the right brain volume and negatively
correlated with the volume of the right anterior cingulate cortex
and the right middle frontal gyrus gray atter. At the same time,
CPP induces dysfunction of descending pain modulation, which is
closely related to the serotonin system (Tao et al., 2019).

Clinically, patients with chronic pain have a higher risk
of having depressive symptoms (Yalcin and Barrot, 2014).
This comorbidity may indicate overlapped underlying neural
mechanisms in chronic pain and depressive disorders (DD).
As un particular type of chronic pain characterized by severe
functional disability and emotional distress, CPP may present
closer relationship with DD. However, there is still a lack of
mechanistic studies exploring the similarities and differences
between the two, which could provide the clinician with important
diagnosis and treatment tools (Burke et al., 2015; Harth and
Nielson, 2019).

Compared with other brain imaging technologies, EEG has a
time resolution of milliseconds, which can measure the changes in
brain neurophysiology (Boloukian and Safi-Esfahani, 2020; Yasin
et al., 2021). On one hand, there have been many studies on
depression-related EEG markers. Some researchers mainly use the
degree of prefrontal lateralization of normal people and patients
with depression to achieve classification (Jesulola et al., 2015;
Palmiero and Piccardi, 2017), and propose that EEG characteristics
can predict the heterogeneity of individual antidepressant drug
responses to a certain extent. It is mainly found that the activities
of Theta and Alpha frequency bands in the prefrontal and parietal
lobes are related to depression (Pigoni et al., 2019). The latest
research is based on the resting state EEG model optimized by
computer. It is found that the neural activity of the prefrontal lobe
can predict the treatment response of patients with depression to
antidepressants (Wu et al., 2020). On the other hand, important
efforts have been made in EEG biomarkers for chronic pain,
although there is still disagreement on specificity and replicability
(Mouraux and Iannetti, 2018; Ploner and May, 2018). For example,
resting-state Theta and Gamma synchrony in frontal areas (Ta
Dinh et al., 2019) and greater frontoparietal connectivity of the
alpha oscillations (Ye et al., 2019) have been involved in the
pathophysiology of chronic pain. Using the tonic pain model,
we and other researchers have demonstrated that prefrontal
cortex-related functions (i.e., cognitive task performances) and
brain activities measured by EEG are related to pain tolerance

(Zhou et al., 2015a,b, 2020) and recovery (Rustamov et al., 2021).
Therefore, the extraction of EEG features through machine learning
and other methods can help in individualized diagnosis and
therapeutic monitoring of CPP.

The auditory oddball task can study the characteristics of
attention resource allocation, working memory and information
updating (Isreal et al., 1980; Johnson, 1986; Polich, 1986; Murphy
et al., 2014). The auditory P300 evoked by this paradigm has been
well applied in psychiatric diseases, and is the main candidate
electrophysiological biomarker of psychiatric diseases (Jeon and
Polich, 2003). The functional connectivity of EEG signals, especially
the analysis of complex brain networks, may be more important
for exploring the mechanism of brain activity in a task state. It
has been used to study psychological diseases such as Alzheimer’s
disease and autism (Steinmann et al., 2018; Bosch-Bayard et al.,
2020). For functional brain networks, researchers have proposed
many coupling methods, such as correlation-based method, partial
order correlation-based method, and sparse method (Bullmore
and Sporns, 2012; Sporns, 2013; Li et al., 2015; van den Heuvel
et al., 2018). According to the existing research, the Phase Lag
Index (PLI) is insensitive to the brain volume effect and can
eliminate all indirect causality. Therefore, it is an excellent method
to obtain functional brain network connectivity since the direct
causality among the brain network nodes can be more accurately
evaluated (Stam et al., 2007). Graph theory analysis involves
filtering and transforming the functional connection matrix into a
graph, and can be applied to investigate its topological structure
or connectome of complex brain network (Farahani et al., 2019).
Using this method, a recent systematic review has found significant
group differences between chronic pain patients and healthy
controls on certain overall graphical measures rather than nodal
levels (Lenoir et al., 2021). Convolutional neural network (CNN)
was used in the field of image recognition at the early stage and
achieved very good classification results in the field of biological
signal analysis, as well as good results in the field of auxiliary
diagnosis of mental diseases (Acharya et al., 2018; Yao et al., 2020),
but it has not been applied in the analysis and auxiliary diagnosis of
chronic pain yet.

Therefore, this study will use task-state (i.e., auditory oddball
paradigm) EEG feature extraction, mainly applying CNN as a deep
learning algorithm for classification and complex brain network
analysis to identify the neurophysiological characteristics of CPP
different from DD, and meanwhile to explore its characteristic
neural representation.

2. Materials and methods

2.1. Procedure

In this study, the auditory oddball task EEG data were collected
from healthy subjects (HC) and patients with DD and CPP.
First, using the PLI coupling to construct the brain functional
connectivity network, the connectivity differences between groups
of different brain regions in different frequency bands are
compared and analyzed using graph theory and CNN. Then, the
CNN algorithm is used to classify diseases based on EEG feature
extraction in different frequency bands, providing a new method
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FIGURE 1

Flow chart of research methods. Collect EEG generated by auditory oddball stimulation in three groups of subjects, and then select 23 channels of
interest for brain network analysis and CNN classification.

for objective evaluation of CPP. The processing flow of relevant
data is shown in Figure 1.

2.2. Participates

In this study, twenty-two patients with CPP (13 females,
46 ± 9.62 years), twenty-two patients with DD (11 females,
46 ± 12.33 years), and twenty-three HCs (13 females,
49 ± 10.26 years) were recruited from the Shanghai Changhai
Hospital, Shanghai Hongkou Mental Health Center and University
of Shanghai, respectively, (Shanghai, China). All participants gave
their written informed consent after the experimental procedure
had been carefully explained. The research has been approved by
the local research ethics committee.

Inclusion and exclusion criteria of subjects: chronic primary
pain concerning the diagnostic criteria proposed by ICD-11: pain in
one or more anatomical regions that (1) persists or recurs for longer
than 3 months; (2) associated with significant emotional distress
or functional disability (interference with activities of daily life and
participation in social roles); (3) cannot be better accounted for by
another chronic pain condition (American Psychiatric Association,
2013). Depressive disorder diagnosis was established according to
the Diagnostic and Statistical Manual of Mental Disorders, 5th
edition (DSM-V) criteria, as assessed by the structured clinical
interview for DSM-V and Hamilton Depression Scale (HAMD).
The two categories of patients also need to meet the following
inclusion criteria: (1) Age 18–65 years old; (2) Junior high school
degree or above; (3) Not taking medicine at the initial diagnosis
or more than 6 months after drug withdrawal; (4) Volunteer to
participate in this study and sign the informed consent form.
Exclusion criteria: (1) Serious cognitive impairment or hearing
disability, unable to cooperate in the completion of project-related
assessment tests; (2) Serious physical diseases; (3) Severe psychiatric
symptoms; (4) Abuse of psychoactive substances; (5) Suffering from
diseases that can cause secondary chronic pain.

All subjects were instructed to fill in SDS for self-evaluation of
depression level (Table 1). Two groups of patients were assessed by
the physician with HAMD. The subjective and multidimensional
experience of pain in CPP patients was quantitatively measured
using the Short-Form McGill Pain Questionnaire (Dworkin et al.,
2009). It comprises three subscales: a pain rating index (PRI)
describing the qualities of pain, a 10 cm visual analog scale (VAS)
describing the intensity of averaged daily pain during the past
2 weeks, and a present pain intensity (PPI) index describing the
intensity of current pain.

2.3. Experimental paradigm

Auditory oddball task was applied. The stimulus materials
for the auditory oddball task were composed of 30 target stimuli
(1,200 Hz, 75 dB, 50 ms) and 200 standard stimuli (1,000 Hz,
75 dB, 50 ms). The stimuli were arranged in a pseudo-random order
with an interval of 1,000–1,500 ms between each stimulus. Before
the experiment, there was a training part consisting of 10 tones,
including two target stimuli. Subjects were asked to identify the
tones with a low probability of occurrence, count them in silence,
and then report to the researchers. The experimental program was
written by E-Prime 1.0 software of Psychology Software Tools in
the United States. The presentation mode of the stimulus sequence
is shown in Figure 2.

2.4. Data acquisition and preprocessing

The experimental data acquisition equipment is 32 channels
high-density EEG acquisition equipment made by Brain
Productions Company in Germany. The recording software
is based on the Vision Recorder system developed by the above
company. During the whole experiment, the electrode was within
the range below 30 k �, and the sampling rate was 1,000 Hz. The
EEG cap was set with a 0.1–100 Hz band-pass filter in the default
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TABLE 1 Number of subjects in three categories (N), average age, years
of education, sex ratio, the average score of HAMD, the average score of
SDS, and the average score of McGill Questionnaire.

HC DD CPP

N 23 22 22

Average Age/Year 49± 10.26 46± 12.33 46± 9.62

Education/Year 10± 2.72 10± 4.73 10± 4.37

Male/Female 10/13 11/11 9/13

HAMD scale 5.46± 2.37 19.61± 4.01 20.83± 3.74

SDS scale 47.25± 3.55 69.28± 6.72 70.36± 5.68

McGill Questionnaire

PRI 0.98± 0.87 1.26± 0.65 12.47± 1.59

VAS 1.21± 0.73 1.74± 0.67 6.42± 2.33

PPI 0.20± 0.20 0.25± 0.24 3.73± 0.47

setting of the headset. To reduce the calculation cost during data
processing, the data was down-sampled to 250 Hz. The impedance
of recording electrodes was kept at less than 5 k �. The collected
data were preprocessed using the EEGLAB toolbox (v2019.1) of
MATLAB (R2020a) software: select 23 electrodes were placed on
the scalp based on the international 10–20 electrode placement
system and take Cz as the reference electrode. See Figure 1 for
the selected electrodes and functional area division (Delorme
and Makeig, 2004). Take the target stimulus as 0 times, select
−0.2 s∼0.8 s data as a trial, and remove the components of eye and
muscle electricity through independent component analysis.

2.5. Brain network construction and
coupling

As Figure 3 shows: (1) First, EEG data is collected and
preprocessed; (2) To establish the functional connection, it
is necessary to obtain the time series of brain activities in
different regions; (3) According to these sequences, aggregation
measurement is used to calculate the correlation of these sequences,
so that the brain network is represented as a correlation matrix; (4)
The consistency threshold method is applied to the matrix (30%
of the connections are reserved) to retain the most significant part
of the features so that the connection strength in different brain

regions can be visually expressed; (5) Finally, the graph theory
features are calculated and analyzed.

Before calculating PLI, the analytic signal based on the Hilbert
transform is used to determine the instantaneous phase, to calculate
the phase synchronization. The calculation formula of PLI is (Stam
et al., 2007):

PLIxy
(
f
)
= | < sign(φx(f )− φy(f )) > | (1)

Where<> represents the expected value, ∅x
(
f
)
− ∅y(f )

represents the phase synchronization of x and y channels/brain
region signals at f frequency. The value range of PLI is [0,1], where
1 represents complete phase synchronization and 0 represents no
phase synchronization.

2.6. Graph theory analysis of complex
brain network

Graph theory is a method that can be applied to brain networks.
It can describe the topological structure of complex networks
and the changes in different network metrics in networks. The
diagram is composed of a group of nodes (electrode array) and
their connections (edges). For the quantification of graph topology,
there are many measures. In this study, the following indicators
were selected to conduct in-depth research on the constructed
functional brain network.

2.6.1. Node degree centrality (DC)
DC is the most direct metric to characterize node centrality in

network analysis. The calculation formula for the degree centrality
of a node is as follows (Boccaletti et al., 2006):

DCi =
ki

N − 1
(2)

Where, ki represents the number of existing edges connected
to node i, and N − 1 represents the number of edges connected to
node i and other nodes.

2.6.2. Node betweenness centrality (BC)
The intermediate number can reflect the importance of a node

or edge in the network. It is the number of shortest paths through

FIGURE 2

Diagram of the experimental paradigm in this paper. This experimental paradigm includes two kinds of stimuli: 1,000 Hz majority stimulus and
1,200 Hz target stimulus. The stimuli are arranged in a pseudo-random manner, with an interval of 1,000–1,500 ms between each stimulus.
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FIGURE 3

Typical construction process of functional brain network. From left to right : (1) the electrode of interest; (2) the preprocessed EEG; (3) the
connection matrix calculated by PLI; (4) sparsely processed and mapped to the 3D human brain model; (5) carry out feature analysis on the sparse
brain network.

FIGURE 4

The data partition diagram used to create the model. Divide all data into 10-folds. The number of trials in each fold is the same, and the number of
CPP, DD, and HC are uniform. At the same time, ensure that all data of each subject only exists in onefold. Divide the 10-folds into test set, validation
set and training set according to 1:2:7. The training data is used for the training model, and the validation data is used for the parameter optimization.
After adjusting the model weights for both sets of data together, the test set is used for prediction.

a node or edge in the network (Newman, 2005). It is defined as
follows:

BC (i) =
2
∑

h < j∈V,h6=1,j6=1 ghj(i)

(N − 1)(N − 2)ghj
(3)

Where, ghj is the number of all shortest paths from node h ∈
V to nodej ∈ V , V is the set of all nodes in the network, ghj(i)
represents the number of all shortest paths from node h ∈ V to
node j ∈ V passing through node i.

2.6.3. Clustering coefficient (CC)
CC Of brain region node refers to the ratio of the number of

edges connected by all nodes adjacent to the node to the maximum
possible number of edges connected between these adjacent nodes.
CC is often used to describe the degree of network integration or
node density. The CC of node i represents the ratio of the current
number of edges between all its neighboring nodes to the maximum
number of edges that can exist between all its neighboring nodes.
The larger the CC is, the closer the local connection of the node in
the network is (Freeman, 1978):

CCi =
2ti

ki(ki − 1)
(4)

CCi is the clustering coefficient of node i, ti is the number of
triangles formed by node i, ki is the degree of node i.

2.6.4. Local efficiency (Eloc)
Eloc measures how to efficiently spread information through the

direct adjacent nodes of the node, measuring the local information
transmission capacity of the network. The local efficiency of any
node i is (Stam et al., 2007):

Eloc (i) =
1

NGi(NGi − 1)

∑
j6=k∈Gi

1
lj,k

(5)

Gi refers to the subgraph formed by the neighbors of node i, lj,k
represents the shortest path length between nodes j, k.

2.6.5. Global efficiency (Eglob)
Global Efficiency is used to represent the degree of aggregation

of nodes in the graph, and is defined as follows (Stam et al., 2007):

Eglob =
1
N

N∑
i = 1

Ei =
1
N

N∑
i = 1

∑
j∈N,j6=i d−1

ij

N − 1
(6)

Where Ei represents the efficiency of node i.

2.7. Deep learning algorithm for
classification

This paper uses a compact CNN that can be used for various
EEG signal classification tasks, including event-related potentials
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(ERP) (Prabhu et al., 2020). In addition, this article improves on
the CNN and reduces the first AvgPool2d layer kernel size and
stride by half, enabling CNN to classify the PLI matrix (22 × 22).
Its architecture is shown in Table 2. The input of this model is raw
EEG data, including channel number, and time sample. To limit the
number of trainable parameters, the architecture adopts depth and
separable convolution. The initial combination of 2D convolution
and depth convolution allows each temporal filter to learn spatial
filters (Schirrmeister et al., 2017). At the same time, the number of
spatial filters learned from each feature map is controlled by the
depth parameter. After each convolution, batch normalization is
performed to achieve model stability. In addition, the dropout layer
is used to significantly reduce overfitting (Mukhtar et al., 2021). The
final multi-category classification layer uses the SoftMax function.

2.8. Model training

When using CNN for training, this study uses 10-fold cross-
validation processing method, in which one random fold is used as
the test set, the other twofolds are used as the validation set, and the
rest as the training set. It also ensures that three types of subjects are
evenly distributed in each fold and that the data of each subject only
exists in the same fold. At the same time, each dataset (training set,
validation set, and test set) is disordered before the training stage
(Figure 4).

The network is trained using the backpropagation algorithm
(Hung and Adeli, 1993) with a batch size (the number of training
samples in iteration) of 32. An optimization algorithm, namely
adaptive moment estimation (Adam) (Mukhtar et al., 2021) is
adopted in this work to update the parameter of the proposed
network structure. It was observed it enables the network to
converge at a faster rate thereby improving the efficiency of the
training process.

TABLE 2 The improved CNN network structure that classifies the PLI
matrix, including the layer, the output shape of data, and the
number of parameters.

Layer Output shape Param

Conv2d [32, 8, 22, 22] 1,000

BatchNorm2d [32, 8, 22, 22] 16

Conv2d With Constraint [32, 16, 1,22] 352

BatchNorm2d [32, 16, 1, 22] 32

ELU [32, 16, 1, 22] 0

AvgPool2d [32, 16, 1, 11] 0

Dropout [32, 16, 1, 11] 0

Conv2d [32, 16, 1, 12] 352

Conv2d [32, 16, 1, 12] 256

BatchNorm2d [32, 16, 1, 12] 32

ELU [32, 16, 1, 12] 0

AvgPool2d [32, 16, 1, 1] 0

Dropout [32, 16, 1, 1] 0

Conv2d [32, 3, 1, 1] 51

Log SoftMax [32, 3, 1, 1] 0

The following equation is used to update the 1st-moment
estimate (Kingma and Ba, 2014). All operations on vectors are
element by element.

mt = β1mt−1 + (1− β1)

[
∂c
∂θ

]
t

(7)

TABLE 3 One-Way ANOVA analysis of the mean values of brain networks
in three groups of people (95% confidence interval).

Frequency
band

Sum of
squares

Mean
square

F P

Wide band 0.044 0.22 57.617 < 0.0001

Delta 0.008 0.004 7.670 0.001

Theta 0.027 0.014 74.315 < 0.0001

Alpha 3.984 1.992 195.245 < 0.0001

Beta < 0.0001 < 0.0001 1.560 0.218

Gamma 0.001 < 0.0001 7.662 0.001

TABLE 4 Significant P-Values for post-hoc comparisons based on
Tukey’s method of ANOVA.

Frequency
band

CPP vs. DD CPP vs. HC DD vs. HC

Wide band 0.995 < 0.0001 < 0.0001

Delta 0.025 0.500 0.001

Theta < 0.0001 < 0.0001 < 0.0001

Alpha < 0.0001 0.601 < 0.0001

Gamma 0.079 0.001 0.211

FIGURE 5

The above figure shows θ the functional connection matrix of band
CPP, DD, and HC have a value range of [0, 5], and its electrode
channels from top to bottom are FP1, FP2, F3, F4, F7, F8, FC1, FC2,
FC5, FC6, C3, C4, CP1, CP2, CP5, CP6, Pz, P3, P4, Oz, O1, and O2.
The following figure shows that the matrix values are subtracted
(from left to right are CPP-DD, DD-HC, CPP-HC) and the most
significant difference characteristics are retained by 30%, and its
value range is [–0.2, 0.2].
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Where m, t, c, θt and ∂c
∂θ are defined as the 1st-moment

vector, timestep, cost function, resulting parameters (weights), and
gradient, respectively. The parameters β1 and β2 represent the
exponential decay rates which are chosen to be 0.9 and 0.999,
respectively, (Kingma and Ba, 2014).

The following equation is used to update the 2nd-moment
estimate (Kingma and Ba, 2014).

vt = β2vt−1 + (1− β2)

[
∂c
∂θ

]2

t
(8)

The following equations are used to compute the 1st and 2nd-
moment estimates, respectively, (Kingma and Ba, 2014).

m̂t =
m̂t

1− β t
1

(9)

v̂t =
m̂t

1− β t
2

(10)

In addition, the following equation is used to update the
weights of links connecting the layers (Kingma and Ba, 2014).

θt =

[
1−

αλ(1− β1)
√

υ̂t + ε

]
θt−1 −

αm̂t
√

υ̂t + ε
(11)

Where α and ε denote the learning rate and numerical value
and are set at 1 × 10−4 and10−8, respectively, in this work. The
variable λ, known as the regularization parameter, is also one of the
essential parameters during training to prevent data overfitting. It
is tuned to 0.2 in this work.

To avoid overfitting and improve the generalization, the
dropout (Srivastava et al., 2014) technique is applied to the fully-
connected layers 6 and 12. During training for each mini-batch,
some of the neurons from these layers are selected randomly and
dropped. This forces the model to learn from a subset of input
features and not the entire input features. The value is set to 0.5,
i.e., the probability of a neuron being retained during training is
50% and the probability of a neuron being rejected is 50%.

In this paper, the negative log-likelihood loss function is used
to deal with multi-classification problems (de Boer et al., 2005). The
input is the logarithmic probability value. For the batch data D(x, y)
containing N samples, x is the output of the neural network and is
normalized and logarithm zed. y is the category label corresponding
to the sample, and each sample may be one of C categories.

ln is the loss corresponding to the nth sample, the value range is
[0, C-1]:

ln = − wyn xn,yn (12)

w is used for sample imbalance between multiple categories:

wc = weight[c] · 1{c 6= ignore_index} (13)

The default value of reduction is mean, and the corresponding
l(x, y) is:

1
(
x, y

)
=

N∑
n=1

1∑N
n=1 wyn

ln (14)

2.9. Technology validation

F1 Score is an indicator used to measure the accuracy of the
two-class model in statistics. It can be seen as a weighted average of

the model’s accuracy and recall. Its value range is [0, 1]. The larger
the value is, the better the model is.

F1− score =
2(recall ∗ precision)

recall+ precision
(15)

In multi-classification problems, Macro-F1 is usually used
(Supratak et al., 2017).

macro− F1 =
1
n

n∑
i=1

F1− scorei (16)

Where n is the number of categories and i is the
number of categories.

2.10. Statistical analysis

SPSS software was used for statistical analysis. One-way analysis
of variance analysis (ANOVA) was used for the comparative
analysis of brain networks of three groups, where group category
was used as a factor, and the average value of each channel after
the superposition of the brain network connection matrix was used
as a dependent variable. The Tukey method was used as a post hoc
analysis for testing differences between groups.

3. Results

3.1. Functional connectivity

One-way ANOVA found that the brain networks of the three
groups are statistically different except for the Beta band (Table 3).
Further post hoc analysis based on the Tukey method (Table 4)
shows that in the Gamma band there was difference in network
characteristics between CPP and HC subjects but not between CPP
and DD or DD and HC. In Delta and Alpha bands, a significant
difference was present between CPP and DD, DD and HC, but
not between CPP and HC. In the Theta frequency band only, the
P-values between groups were all less than 0.05, indicating that
different groups possess independent brain network characteristics
in this frequency band.

To further explore the specific differences in brain networks
among the three groups, we carried out a functional connectivity
matrix analysis of CPP, DD, and HC and compared the differences
after subtraction and the consistency threshold method. See
Figure 5 for Theta band results (see Supplementary material
for results in other bands). The results show that in the CPP
group, the Theta frequency band connection between parieto-
occipital electrodes (P3, O2) and prefrontal electrodes (FP1, FP2) is
significantly enhanced (the connection strength of 4–5); in the HC
group, the connections between electrode Cp5 and O2, electrode
FC2 and F4 are slightly enhanced (the connection strength of
3–4); in DD group, the connection strength is the weakest (the
connection strength of 1–3). Further difference comparison shows
that the CPP group has significantly increased connectivity between
the prefrontal area and the posterior parietal area compared with
the DD group, while the difference between CPP and HC groups
is mainly reflected in the stronger connectivity of CP5-O2 and
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FIGURE 6

Statistical comparison chart of overall efficiency of three groups of people in six frequency bands. The error interval takes the value of 95%.
*P < 0.05.

F4-FC2; Compared to HC group, the connectivity strength of
brain network in DD subjects is inhibited, mainly in the form of
weakened connectivity between the parieto-occipital area and the
prefrontal area.

3.2. Complex brain network

We further analyzed and compared the global feature revealed
by Eglob, as shown in Figure 6. The Eglob of DD subjects in Delta
and Alpha bands is higher than the other two groups of subjects,
while it is inhibited in the Theta band. This is also verified by
the classification results of the PLI matrix using CNN (see Section
“3.3. Classification accuracy of different frequency bands”). The
difference between CPP and HC subjects is mainly reflected in the
significant enhancement of the Theta band.

At the node level, DC, BC, Eloc, and CC of the three groups
in the Theta band is also different, as shown in Figure 7. The
DC intensity of CPP subjects is higher in the right frontal and
left parieto-occipital region than in the other two groups. This
result is consistent with the aforementioned trend of brain network
connection intensity in the Theta band. In the distribution of BC,
the intensity in the central area of CPP subjects is lower than that of

the other two groups, and the intensity of BC in the prefrontal and
temporal areas of CPP and DD is lower than that of HC subjects.
Similarly, the Eloc intensity in the central area of CPP subjects
is also lower than that of the other two groups, and the overall
Eloc intensity of DD subjects is lower than that of the other two
groups. In the distribution of CC, the overall distribution of the
three groups is similar, but the left frontal lobe intensity is higher
in the CPP and DD groups.

3.3. Classification accuracy of different
frequency bands

CNN was first used to classify the EEG of three groups of
subjects. Further, this paper used the improved CNN model to
classify the PLI matrix of three groups of subjects to verify the above
brain network analysis results. After 1,000 training epochs, the loss
rate, and verification loss rate of the two classifications began to
converge to 0 and 0.8, respectively, while the training accuracy and
verification accuracy converged to 1 and 0.3, respectively, which
proved that the network structure was stable (Figure 8). Figure 9
shows that both sets of classifications have achieved ideal accuracy
in six frequency bands: in the classification of EEG, the Gamma
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band has the highest accuracy of 85.01%, followed by the Theta
band with 81.37%; in the classification of PLI, the highest frequency
band of Theta is 79.64%, followed by Delta and Gamma with 77.81
and 77.47%. The results of Macro-F1 in Figure 10 show that the
classification model of EEG is better than that of PLI. Except for the
Beta frequency band, the Macro-F1 evaluation of other frequency
bands are above 0.65, and the PLI classification model is also above
0.6 except for the Beta frequency band.

4. Discussion

In this study, the CNN algorithm was used to classify CPP, DD,
and HC through EEG activities evoked by the auditory oddball
paradigm, and the brain network and complex connectivity of the
three groups were investigated. Our main results show that the
deep learning approach of CNN exhibits successful classification
for all the three groups, with the highest classification accuracy in
the Gamma band and the second highest classification accuracy in
the Theta band. Brain network analysis reveals a stronger phase-
based connection within the frontoparietal network in the Theta
band in CPP subjects. The same trend is also reflected in the degree
centrality and global efficiency.

The analysis of the characteristics of CPP brain network
connectivity in this study reveals that the connectivity of the
brain networks in the prefrontal and posterior area of CPP
patients is significantly increased in the Theta band. Graph
theory analysis shows that CPP patients has increased the overall
efficiency and stronger centrality at the node level in the right
frontal regions and left parietal occipital regions. Despite the
limited spatial resolution of the EEG, it has been found that
the area with increased network connectivity in the Theta band
characteristic of CPP is highly overlapped with frontoparietal
network (FPN). This network is also often referred as the
central executive network, whose activity is important for goal-
directed cognitive tasks, including working memory, planning,
judgment, and decision-making (Kelly et al., 2008; Menon,
2011). Important FPN regions are the dorsolateral prefrontal
cortex and the posterior parietal cortex. Previous studies have
shown that the increased functional connectivity in the prefrontal
cortex is crucial for the chronicity of pain (Baliki et al., 2012;
Hashmi et al., 2013; Vachon-Presseau et al., 2016). At the same
time, the function of prefrontal cortex is closely related to the
perception of chronic pain and its related negative emotions,
cognitive changes, and avoidance behaviors (Baliki and Apkarian,
2015; Kragel et al., 2018; May et al., 2019). Theta event-related
synchronization (ERS) observed in prefrontal regions during the
oddball task is thought to primarily reflect activation of neural
networks involved in allocation of attention related to target
stimuli (Missonnier et al., 2006). Migraine patients presented
an enhanced phase-synchronization in the theta frequency range
during auditory attention tasks (Vilà-Balló et al., 2021). Similar
to our results, these findings could indicate the presence of
a hypersensitivity to auditory stimuli and hyperexcitability in
attentional control in CPP patients. Therefore, the neurological
profile of CPP patients may be characterized by impaired
FPN function, resulting in dysfunctional adaptive strategies for
individuals to perceive stimulus (including pain) both cognitively

FIGURE 7

The average distribution of degree centrality, median centrality,
local efficiency, and clustering coefficient of the three groups of
people in Theta band.

(how the individual feels) and behaviorally (what the individual
does).

EEG has been used to classify depression correctly with great
accuracy in many studies (de Aguiar Neto and Rosa, 2019). Many
previous studies analyzed the oscillatory power spectrum at rest.
We first investigate neural response induced by oddball task in
CPP and DD patients. Our deep learning results show that the
classification accuracy of EEG activities in the theta, alpha, beta
and gamma bands can reach more than 80% during the oddball
task for the three groups, with the best classification accuracy in
the gamma band. Furthermore, the classification model of EEG is
better than that of connectivity (i.e., PLI). Neural activity evoked by
deviant stimuli in oddball paradigm has been related to attention
and memory updating for discrete events. A significant increase
in the relative power of theta can be observed in healthy subjects,
while a decrease in the higher frequency bands (Gomez-Pilar et al.,
2016). Theta oscillatory response induced by oddball paradigm
is restricted to the bilateral frontal cortex, particularly in the
dorsolateral, and medial prefrontal areas, while 30–60 Hz bands can
be visualized over the bilateral central region (Ishii et al., 2009).
Theta oscillation is considered to be closely related to cognitive
functions, such as attention and memory processing (Buzsáki, 2002;
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FIGURE 8

(A) Accuracy and loss rate change curve of training set and validation set trained with EEG, (B) accuracy and loss rate change curve of the training
set and validation set trained with PLI matrix.

Wang and Ding, 2011). Gamma oscillation may represent the basic
characteristics of neuron signal and communication, which seems
to be particularly relevant to the local processing and feedforward
communication of current important stimuli (Donner and Siegel,
2011; Fries, 2015; Ploner et al., 2017). Interestingly, resting-state
Gamma in prefrontal cortex, on one hand, has been considered
as a reliable marker for major depression, as this brain region is
heavily implicated in mood and emotional regulation (Fitzgerald
and Watson, 2018). On the other hand, a latest systematic review
reports Gamma oscillations in the prefrontal cortex as a promising
biomarker for tonic and chronic pains (Li et al., 2023). Considering
resting-state activities could impact task-induced activities, the
results we found for optimal classification accuracy in the gamma
band may be interpretable.

Our findings reveal that significant difference in brain network
connectivity (i.e., PLI) is in Theta band, while the second highest
accuracy in EEG classification is achieved in the Theta band, and
the highest classification accuracy is in the Gamma band. This
could be explained by following reasons. First, the classification
accuracy of PLI matrix is generally lower than that of EEG. This
difference is due to the loss of characteristic information such
as the time domain and frequency domains when using PLI to
calculate brain network connection matrix. Second, it has been

observed that there is significant phase synchronization between
frontal and posterior electrodes during auditory oddball task in
the Gamma and Theta bands, which has been interpreted as a
functional connectivity among cortical regions devoted to the task
execution (Choi et al., 2010). Given the vital role of Gamma
activity in the neural communications between different brain
structures and networks (Fries, 2015), our result could be related
to this Theta-Gamma synchronization. Future analysis on Theta-
Gamma synchronization may further explore the underlying neural
mechanisms.

The current deep learning method shows that it is of great
significance to apply CNN to EEG data of auditory stimulation state
to distinguish among CPP, DD, and HC subjects with an accuracy
rate of more than 80%. First, it suggests that the EEG of each
frequency band may play a role in the pathophysiology of CPP.
Second, the current approach may be a step toward an EEG-based
auxiliary diagnosis of CPP. Third, the abnormal pattern of EEG
activity in CPP patients may represent a potential new therapeutic
target, such as intervention through non-invasive brain stimulation
technology or neural feedback methods. In particular, the emerging
transcranial magnetic stimulation can modulate the oscillation and
synchronization of neurons at specific frequencies, so it may be a
promising method for pain modulation (Polanía et al., 2018).
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FIGURE 9

Accuracy distribution of classification of EEG and PLI matrices of three groups of people using CNN in six frequency bands.

FIGURE 10

Use Macro-F1 to evaluate the model obtained from two kinds of data in six frequency bands.

5. Conclusion

In conclusion, our results indicate that there are significant
differences among CPP, DD, and HC subjects in the characteristics
of auditory oddball-induced EEG activities, suggesting that
CPP has its unique neuroelectrophysiological manifestations.
The connectivity of theta band in FPN-related brain regions

is significantly enhanced in CPP patients, thus contributing
to better understanding of the brain mechanism of CPP.
Our research provides a novel approach for the objective
assessment of CPP. The non-invasive brain stimulation
and neural feedback approaches targeting Theta and
Gamma oscillation and FPN networks may be a potential
treatment scheme.
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Objective: Schizophrenia can be divided into deficient schizophrenia (DS) and

non-deficient schizophrenia (NDS) according to the presence of primary and

persistent negative symptoms. So far, there are few studies that have explored

the differences in functional connectivity (FC) between the different subtypes

based on the region of interest (ROI) from GMV (Gray matter volume), especially

since the characteristics of brain networks are still unknown. This study aimed

to investigate the alterations of functional connectivity between DS and NDS

based on the ROI obtained by machine learning algorithms and differential GMV.

Then, the relationships between the alterations and the clinical symptoms were

analyzed. In addition, the thalamic functional connection imbalance in the two

groups was further explored.

Methods: A total of 16 DS, 31 NDS, and 38 health controls (HC) underwent

resting-state fMRI scans, patient group will further be evaluated by clinical scales

including the Brief Psychiatric Rating Scale (BPRS), the Scale for the Assessment

of Negative Symptoms (SANS), and the Scale for the Assessment of Positive

Symptoms (SAPS). Based on GMV image data, a support vector machine (SVM)

is used to classify DS and NDS. Brain regions with high weight in the classification

were used as seed points in whole-brain FC analysis and thalamic FC imbalance

analysis. Finally, partial correlation analysis explored the relationships between

altered FC and clinical scale in the two subtypes.

Results: The relatively high classification accuracy is obtained based on the

SVM. Compared to HC, the FC increased between the right inferior parietal

lobule (IPL.R) bilateral thalamus, and lingual gyrus, and between the right inferior

temporal gyrus (ITG.R) and the Salience Network (SN) in NDS. The FC between

the right thalamus (THA.R) and Visual network (VN), between ITG.R and right

superior occipital gyrus in the DS group was higher than that in HC. Furthermore,

compared with NDS, the FC between the ITG.R and the left superior and

middle frontal gyrus decreased in the DS group. The thalamic FC imbalance,
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which is characterized by frontotemporal-THA.R hypoconnectivity and sensory

motor network (SMN)-THA.R hyperconnectivity was found in both subtypes. The

FC value of THA.R and SMN was negatively correlated with the SANS score in the

DS group but positively correlated with the SAPS score in the NDS group.

Conclusion: Using an SVM classification method and based on an ROI from GMV,

we highlighted the difference in functional connectivity between DS and NDS

from the local to the brain network, which provides new information for exploring

the neural physiopathology of the two subtypes of schizophrenic.

KEYWORDS

deficit schizophrenia, functional connectivity, resting-state fMRI, gray matter volume,
support vector machine

1. Introduction

Due to the absence of objective biological markers,
schizophrenic diagnosis and treatment constitute one of the
most complex clinical challenges of modern psychiatry, and
extreme heterogeneity among patients further hinders the
present research (Kirkpatrick et al., 2019; Goldsmith et al.,
2021). Therefore, researchers try to parse the symptomatology
of schizophrenia into more homogeneous diagnostic categories.
Deficit schizophrenia (DS), proposed by Carpenter et al. (1988),
is a homogeneous subtype characterized by a trait-like feature
of primary and prominent negative symptoms. However, DS
patients have more severe negative symptoms, worse long-term
prognosis, greater cognitive impairment, lower recovery rates, and
a high frequency of family history with schizophrenia (Kirkpatrick
et al., 2001; Strauss et al., 2010; Potvin et al., 2021). Therefore,
differentiating the two subtypes may have important implications
for understanding the psychopathology and improving clinical
interventions in these two subgroups of schizophrenia.

Magnetic resonance imaging (MRI) is widely used in a variety
of mental illness and nervous system disease research, and provided
early promise for the discovery of the neuroanatomical differences
between the two subtypes of schizophrenia (Wang et al., 2015;
Lei et al., 2019). Some studies found excessive DS-specific brain
structural changes in gray matter volume (GMV), white matter
volume, CSF volume, and cortical structure; including frontal,
parietal, and temporal regions (Fischer et al., 2012; Podwalski
et al., 2022). However, previous functional neuroimaging studies
about the functional connectivity differences between these two
subgroups of schizophrenia based on ROI from GMV are scarce.

Several studies have reported different patterns of FC
abnormalities in DS and NDS patients, although the results
remain inconclusive. For example, Ke et al. (2010) suggested
that schizophrenia exhibiting positive symptoms had significantly
increased leftward asymmetry of functional connectivity, but the
negative symptom group exhibited increased rightward asymmetry
of functional connectivity, and the strength of the asymmetry
in these regions was correlated with symptom ratings. Zhou
et al. (2019a) probed numerous abnormal FCs of nerve pathways
between the two patient groups, mainly concentrated in the
frontooccipital, frontotemporal, and insula-visual cortex, as well
as the temporooccipital pathway. In addition, a recent study

demonstrated abnormal patterns of FC in the nucleus accumbens
network between DS and NDS (Zhou et al., 2021). Meanwhile,
using the independent component analysis (ICA) method, further
studies found the modular-level alterations in DS compared with
the NDS and healthy controls, and the distinct and common
disruptions mainly focus on SN, sensory motor network (SMN),
DMN, and VN (Yu et al., 2017; Zhou et al., 2019b; Fan et al., 2022).
Nevertheless, the limitations of these earlier studies about FC of
DS/NDS were that such functional brain connectivity results can be
biased by the selection of seed region or spatial network template.
Alternatively, there has been a paucity of studies mentioning the
thalamocortical imbalance in the two subtypes of schizophrenia
which is characterized by prefrontal-thalamic hypoconnectivity
and sensorimotor-thalamic hyperconnectivity observed in resting-
state fMRI studies, and has been implicated in the pathophysiology
of schizophrenia (Anticevic et al., 2015; Avram et al., 2018; Wu
et al., 2022).

Support vector machine (SVM), which is one of the most
commonly used machine learning (ML) methods in pattern
recognition (Lei et al., 2020), has been widely utilized as a powerful
computational approach to classify schizophrenic patients from
healthy controls and predict outcomes based on neuroimaging data
(Wang et al., 2018; Chang et al., 2021). There are also very few
studies that use SVM to classify and predict DS and NDS. Based
on tryptophan catabolites and Consortium To Establish a Registry
for Alzheimer’s disease features, Kanchanatawan et al. (2018) used
SVM to strongly segregate deficit from non-deficit schizophrenia
and healthy controls. On the other hand, 144 patients were
successfully classified as deficit patients using an SVM classifier
based on severity, persistence over time, and possible secondary
sources (e.g., depression) of negative symptoms in the research of
Fervaha et al. (2016). However, few studies use magnetic resonance
data to classify DS and NDS. Based on effective feature selection
of these image data, SVM can find more objective seed regions for
functional connectivity analysis of schizophrenia. In the present
study, we applied SVM to discriminate DS from NDS using their
GMV data. Then, the high-weight classified brain regions were
used as seed points in whole-brain FC analysis and thalamic FC
imbalance analysis of DS and NDS. Finally, we investigated the
relationship between altered FC and clinical scale. We hypothesized
that (1) Using the SVM classification method, this study can achieve
the classification of two subtypes of schizophrenia and obtain key
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brain regions from analysis of GMV. (2) This study can find the
difference in functional connectivity between DS and NDS from
the local to the brain network, which provides new information
for exploring the neural physiopathology of the two subtypes of
schizophrenic. (3) Observed altered FC between DS, NDS, and HC
will also be correlated with clinical scale.

2. Materials and methods

2.1. Participants

A total of 86 naturally right-handed Han Chinese participants
ranging in age from 20 to 65 years were recruited in this study,
48 schizophrenia patients and 38 matched healthy controls. All
the patients were recruited from the psychiatric rehabilitation unit
of Yangzhou Wutaishan Hospital, Jiangsu Province, China. The
inclusion criteria for the patients are: (1) An explicit diagnosis of
schizophrenia according to the Diagnostic and Statistical Manual
of Mental Disorders, Fifth Edition (DSM-V); (2) Presenting stable
psychiatric symptoms after antipsychotic medication for at least
12 months before participation. The exclusion criteria for the
patients are: (1) Severe neuropsychiatric comorbidities, such as
head trauma or intellectual disability; (2) Alcoholism or substance
abuse; (3) Physical therapy including electroconvulsive therapy; (4)
Contraindications for MRI; (5) Noticeable head motion (>3 mm
in translation or 3◦ in rotation). One patient was excluded because
of large head motion, the remaining 47 patients were enrolled in
the final research. According to the Chinese version of the Schedule
for Deficit Syndrome (SDS) (Wang et al., 2008), patients were
divided into two groups: DS and NDS groups, including 16 DS
patients and 32 NDS patients, respectively. Patients with two of
the following symptoms present at a moderately severe level and
persistent over 12 months were defined as having DS: restricted
affect, diminished emotional range, poverty of speech, curbing
of interests, diminished sense of purpose, and diminished social
drive; all the symptoms required the absence of secondary sources
(e.g., medication side effects, depression, etc.). In total, 38 gender-,
age-, and handedness-matched HC volunteers were recruited from
the communlocal advertisements. Unstructured clinical interviews
were conducted to exclude HCs who had a history of organic
brain disorders, intellectual disability, or severe head trauma as
well as a history of personal or family psychiatric disorder. All
participants gave informed consent to participate in this study,
which was approved by the Institutional Ethical Committee for
clinical research of Zhongda Hospital Affiliated with Southeast
University.

2.2. Assessments of clinical symptoms
and antipsychotic treatment

The severity of the schizophrenic symptoms was evaluated
by the Brief Psychiatric Rating Scale (BPRS), the Scale for
the Assessment of Negative Symptoms (SANS), and the Scale
for the Assessment of Positive Symptoms (SAPS). All patients
received antipsychotic medications according to the case clinician’s
preference for at least 12 months before participation. The details of

treatment were assessed from patients’ or their guardians’ reports
and hospital records. The dosage of antipsychotic medication
of each patient was recorded and converted to chlorpromazine-
equivalent mean daily dosages (MDD) (Woods, 2003). Table 1
illustrates the clinical and demographic data of all participants.

2.3. Multimodal MRI data acquisition

All participants were scanned by a 3T MR system (GE
HDx, Chicago, IL, USA) with an eight-channel phased array
head coil in the Subei Hospital of Jiangsu Province, Yangzhou,
China. T1-weighted images were acquired by three-dimensional
spoiled gradient echo sequence as follows: repetition time
(TR) = 11.94 ms, echo time (TE) = 5.044 ms, flip angle = 15◦,
slice thickness = 1 mm without gap, number of slices = 172,
field of view (FOV) = 240 × 240 mm, matrix size = 256 × 256.
In addition, R-fMRI data were acquired with a gradient recalled
echo echo-planar imaging (GRE-EPI) sequence: repetition time
(TR) = 2,000 ms, echo time (TE) = 25 ms, flip angle = 90◦,
number of slices = 35, field of view (FOV) = 240 × 240 mm,
slice thickness = 4 mm without gap, matrix size = 64 × 64, voxel
size = 4 × 4 × 4 mm3, 240 volumes. All participants were asked
to lie quietly awake in the scanner with their eyes closed, and their
heads were cozily positioned with cushions inside the coil during
the MRI scan to minimize head motion.

2.4. Image preprocessing and VBM
analysis

The Statistical Parametric Mapping 8 (SPM8)1 and Data
Processing & Analysis for Brain Imaging (DPABI)2 were applied
to preprocess the fMRI data in MATLAB.3 The data preprocessing
includes the following steps: (1) discarding of the first 10
volumes to achieve equilibrium and a steady-state; (2) slice
timing correction; (3) realignment: head motion parameters
were computed by estimating the translation in each direction
and the angular rotation on each axis for each volume, we
required the translational or rotational motion parameters less
than 3 mm or 3◦, The frame-wise displacement (FD), which
indexes the volume-to-volume changes in head position was
also calculated; (4) spatially normalized: individual structural
images were firstly co-registered with the mean functional image;
then the transformed structural images were segmented and
normalized to the Montreal Neurological Institute (MNI) space
using a high-level non-linear warping algorithm which use the
exponentiated Lie algebra (DARTEL) technique (Ashburner, 2007)
to acquire the diffeomorphic anatomical registration, Finally, each
functional volume was spatially normalized to MNI space using
the deformation parameters estimated during the above step and
resampled into a 3 mm cubic voxel; (5) Nuisance covariates
regression: six head motion parameters, cerebrospinal fluid signals,

1 http://www.fil.ion.ucl.ac.uk/spm/software/spm8/

2 http://rfmri.org/dpabi

3 http://www.mathworks.com/products/matlab/
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TABLE 1 Demographic and clinical characteristics.

DS (n = 16) NDS (n = 31) HC (n = 38) bT/F/χ2 P-value

Gender
(Male/female)a

9/7 16/15 20/18 0.09 0.954

Age 50.63 ± 9.73 45.13 ± 5.33 45.71 ± 9.63 2.54 0.085

Educational years 8.75 ± 2.05 9.29 ± 1.95 10.74 ± 2.73 5.34 0.007

BPRS-T 32 ± 2.81 27.32 ± 2.15 – 6.36 0.000

SAPS-T 9.06 ± 3.68 10.13 ± 4.51 – –0.82 0.419

SANS-T 55.25 ± 8.06 32.16 ± 5.71 – 11.39 0.000

Antipsychotic (n)c 16 31 – – –

Antipsychotic medicationd ,
day/mg

446.23 ± 259.21 483.82 ± 238.03 – 0.86 0.591

FD value 0.13 ± 0.11 0.12 ± 0.17 0.11 ± 0.24 2.57 0.286

DS, deficit schizophrenia; NDS, non-deficit schizophrenia; HC, healthy control; BPRS, Brief Psychiatric Rating Scale; SAPS, Scale for the Assessment of Positive Symptoms; SANS, Scale for the
Assessment of Negative Symptoms; FD, frame-wise displacement, used to evaluate head motion during scanning.
aData are presented as mean ± standard deviation except gender.
bComparisons were performed with a chi-square test for the variable of gender and independent samples t-tests for other variables. Adjusted age and education were employed as covariates.
Bonferroni correction was used for post-hoc comparisons.
cAll participants were taking atypical antipsychotics.
dChlorpromazine equivalent doses were calculated.

white matter signals, and global mean signals were regressed from
the data as corrected values; (6) spatial smoothing with a Gaussian
kernel of 8 × 8 × 8 mm3.

T1-weighted structural brain images were visually inspected for
motion and artifacts before VBM analysis and for segmentation
errors prior to inclusion in the group analyses. Firstly, the
VBM8 toolbox4 was adopted to preprocess and segment images
that passed quality control into gray matter, white matter,
and cerebrospinal fluid. Then, the images underwent non-linear
normalization to MNI space with the DARTEL algorithm after bias
correction and segmentation. The images were modulated by non-
linear warping only. Finally, the normalized gray matter images
were smoothed with a 6mm kernel and used as characteristic
parameters for the SVM method to determine the ROIs for
functional connectivity.

2.5. Determination of ROI with SVM
method and functional connectivity
analysis

In order to classify the three groups of HCs, DS, and NDS,
and to find the brain regions with GMV differences between
the two subtypes of schizophrenia through imaging data, we
adopted the Pattern Recognition for Neuroimaging Toolbox
(PRoNTo)5 (Schrouff et al., 2013) which we ran on Matlab,
aiming to facilitate the interaction between machine learning and
neuroimaging communities. Based on PRoNTo software, we then
applied linear kernel Support vector machines (SVM) which is
one of the most commonly used machine learning techniques in
neuroimaging to achieve the classification. In the SVM training
phase, Spatiotemporal images of the GMV for each subject from

4 http://dbm.neuro.uni-jena.de/vbm

5 www.mlnl.cs.ucl.ac.uk/pronto

two subtypes are calculated as features, and weights are assigned to
these features for maximal separation between the groups using a
hyperplane, which serves as the decision boundary. Classification
labels are determined by the sign of the total feature weights
multiplied by the test sample. We use the default soft-margin
parameter of C = 1. Meanwhile, a 10-fold cross-validation scheme
we employed to assess the performance of models generated by
these algorithms. Subsequently, we calculated the brain regions
that accounted for the top 1% of classification weights, and the
numerical values obtained from these high classification weight
GMV regions were extracted with the Resting-State fMRI Data
Analysis Toolkit (REST),6 using these brain regions with high
classification weight as masks. Thereafter, GMV values were
converted to Z-values via Fisher Z transformation and used for
the correlation analysis. The study then selected the brain regions
whose GMV values negatively correlated with the SANS score as
seed points to construct the FC analysis.

In the present study, these high-weight classified brain regions
between DS and NDS were used as regions of interest for whole-
brain-based FC analysis. Pearson correlation analysis was carried
out to obtain the correlation coefficient (r-value) of the mean
time series between the seed point and the whole-brain voxel in
each participant. Fisher Z transformation was then performed to
convert the r value to the Z value, which conforms to the normal
distribution. Part of the numerical values resulting from regions of
altered FC was extracted with REST using altered regions as masks
and were later used for correlation analysis.

2.6. Statistical analyses

The statistical descriptive analyses of demographic and clinical
scales were conducted using the SPSS 17.0 software package.

6 http://resting-fmri.sourceforge.net/

Frontiers in Neuroscience 04 frontiersin.org92

https://doi.org/10.3389/fnins.2023.1132607
http://dbm.neuro.uni-jena.de/vbm
http://www.mlnl.cs.ucl.ac.uk/pronto
http://resting-fmri.sourceforge.net/
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-17-1132607 March 21, 2023 Time: 13:17 # 5

Zhu et al. 10.3389/fnins.2023.1132607

These parameters were compared with the chi-squared test,
the two-sample t-tests, and the analysis of variance (ANOVA)
appropriately. ANOVA was performed using the DPABI to
investigate differences in whole-brain FC among DS, NDS, and HC
groups. Age and education were used as covariates. False discovery
rate (FDR) correction was performed for multiple comparisons
at the voxel level. The statistical threshold was set at a corrected
p < 0.05. The associations between the valuable GMV and FC
of brain regions and Clinical scale value in both the DS and
NDS groups were performed with Partial correlation analysis (age,
education, and chlorpromazine equivalent as covariates).

3. Results

3.1. Demographic and clinical
characteristics

Table 1 describes the demographic, clinical scale, and head
motion data of 16 DS patients, 31 NDS patients, and 38 HCs.
There was no significant difference between the three groups in
terms of age, gender, and head motion. Compared with the DS
patients, patients with NDS presented higher scores in SAPS-
T and lower scores in BPRS-T and SANS-T. Both groups of
patients received antipsychotic medications including olanzapine,
risperidone, quetiapine, clozapine, and other commonly used
antipsychotics, and there was no statistical difference in the
chlorpromazine equivalent doses of the two groups (p > 0.05).

3.2. Classification performance and
regions contributing to discrimination
between DS and NDS

The classification performance for the GMV feature is
summarized in Table 2. Total classification accuracy between
DS and NDS was 78.6%, and the illustration of classification
is presented in Figure 1, ROC curve of GMV was also
obtained with the SVM classifier [Figure 1B, Area Under Curve
(AUC) = 0.84]. Regions that contributed to GMV discrimination
and accounted for the top 1% of classification weights included
right inferior parietal lobule, right upper parietal, left upper
parietal, left precentral gyrus, right precentral gyrus, postcentral
gyrus, paracentral lobule, precuneus, right inferior temporal gyrus,
right thalamus, and cerebellum (Supplementary Figure 1). Then,
the GMV values of these 11 high-weight classified brain regions
were extracted with REST and were later used for correlation
analysis. The results of correlation analysis suggest that six brain

regions whose GMV values were negatively correlated with the
SANS scale included the right inferior parietal lobule, right upper
parietal lobule, left precentral gyrus, precuneus, right inferior
temporal gyrus, and right thalamus (shown in Figure 2). But the
GMV values were not significantly correlated with other scales.

3.3. Functional connectivity

Functional connectivity analysis based on three seed points
between patients and HC. As shown in Figures 3, 4, some abnormal
FCs were found among the three groups. Compared to HC, the FC
of IPL.R with bilateral thalamus and lingual gyrus, of ITG.R with
SN was enhanced in NDS. Both DS groups and NDS groups were
found to have an imbalance in thalamic FC which was enhanced
between THA.R and SMN but decreased between THA.R and the
frontotemporal area. In addition, the FC enhanced between the
THA.R and VN, between ITG.R and right superior occipital gyrus
in DS group. The FC decreased between the ITG.R and the left
superior and middle frontal gyrus in the DS group when compared
with NDS.

3.4. Altered FC of THA-R between DS,
NDS, and HCs, and its relationship with
clinical symptoms

The brain regions with altered FC of THA-R were mentioned
in Table 3 and the relationship was mentioned in Figure 5, results
show that compared with HC, the FC enhanced between THA.R
and SMN, but decreased between THA.R and frontotemporal area
both in the DS and NDS groups. In addition, the FC between the
THA.R and VN was also enhanced in the DS group. The FC value
of THA.R and SMN in the DS group was negatively correlated with
the SANS score (P < 0.05). But the FC value of THA.R and SMN
in the NDS group was positively correlated with the SAPS score
(P < 0.05).

4. Discussion

The main findings of the current work are as follows: (1) The
classification accuracy of SVM was 78.60% between DS and NDS,
and 84.63% between DS and HC, six important regions of interest
related to clinical symptoms were obtained from the classification
between DS and NDS; (2) Compared to HC, the FC increased
between IPL.R and bilateral thalamus, and lingual gyrus, between
ITG.R and SN in NDS. Alternatively, the FC enhanced between

TABLE 2 Classification results of deficit schizophrenia (DS)/non-deficit schizophrenia (NDS)/healthy control (HC) using support vector machine (SVM)
classifier based on gray matter volume (GMV).

Groups Total accuracy Balanced accuracy (BA) BA p-value AUC

DS/NDS 78.60% 72.63% 0.003 0.84

DS/HC 84.63% 76.05% 0.001 0.85

HC/NDS 83.26% 75.59% 0.001 0.84

AUC, area under curve.
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FIGURE 1

Classification between DS and NDS based on GMV. (A) Classification plot for training on DS/NDS data and testing on DS/NDS data using GMV.
(B) ROC curve obtained by classifying DS and NDS using an SVM classifier. DS, deficit schizophrenia; NDS, non-deficit schizophrenia; GMV, gray
matter volume; ROC, receiver operating characteristic curve; SVM, support vector machine.

FIGURE 2

Significant correlations between the gray matter volume (GMV) values of brain regions with classification weights in the top 1% and clinical features
in the whole patient group [deficit schizophrenia (DS) group and non-deficit schizophrenia (NDS) group]. The significance threshold was set at
p < 0.05 (uncorrected). Parietal_inf_R, right inferior parietal lobule; Thalamus_R, right thalamus; Precentral_L, left precentral gyrus; Temporal_inf_R,
right inferior temporal gyrus; Parietal_sup_R, right upper parietal lobule.

the THA.R and VN, ITG.R, and right superior occipital gyrus in
the DS group. Compared with NDS, the FC between the ITG.R
and the left superior and middle frontal gyrus decreased in the
DS group; (3) Thalamic FC imbalance analysis suggested that the
FC enhanced between THA.R and SMN, but decreased between
THA.R and frontotemporal area both in DS and NDS groups.
Interestingly, the FC value of THA.R and SMN in the DS group
was negatively correlated with the SANS score, but the FC value

of THA.R and SMN in the NDS group was positively correlated
with the SAPS score. To the best of our knowledge, this is the
first study using machine learning methods to classify the two
subtypes of schizophrenia from normal controls based on GMV
and perform whole-brain functional connectivity analysis based
on ROI with less bias obtained from the classification. This study
further explores the neural physiopathology of the two subtypes
of schizophrenia.
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FIGURE 3

Group comparisons of functional connectivity (FC) in six region of interests (ROIs) among deficit schizophrenia (DS), non-deficient schizophrenia
(NDS), and health controls (HC). (A) Group analyses of the FC in the right inferior parietal lobule between NDS and HC groups. The significance
threshold was set at p < 0.05 after false discovery rate (FDR) was corrected (voxel p < 0.05, cluster size ≥ 146). (B) Group analyses of the FC in the
right thalamus between patients and HC groups. The significance threshold was set at p ≤ 0.05 after FDR was corrected (voxel p < 0.05, cluster
size ≥ 200). (C) Group analyses of the FC in the right inferior temporal gyrus between patients and HC groups. The significance threshold was set at
p < 0.05 after FDR was corrected (voxel p < 0.05, cluster size ≥ 162/100/100). The blue regions indicate the regions where patients had lower FC
compared to HC; the red areas show the regions where patients had greater FC compared to HC, when DS vs. NDS, and the blue regions indicate
the regions where DS had lower FC compared to NDS. IPL.R, right inferior parietal lobule; THA.R, right thalamus; ITG.R, right inferior temporal gyrus;
FC, functional connectivity.

There are few previous studies based on electrophysiological,
neurocognitive testing, oxidative stress toxicity, neuroimmune and
other parameters, using machine learning methods to classify
DS, NDS, and normal controls; correspondingly, the classification
accuracy is in the range of 70–85% (Kanchanatawan et al., 2018;
Maes et al., 2020; Taylor et al., 2020). Unlike these past studies,
the current study extracts features from GMV image maps, uses
the SVM method to classify DS and NDS, the six important brain
regions for distinguishing DS and NDS, and their GMV values
were negatively correlated with the SANS scale, including right
inferior parietal lobule, right upper parietal, left precentral gyrus,
precuneus, right inferior temporal gyrus, and right thalamus.

The results of previous MRI studies of DS and NDS have
shown that the frontal lobe, temporal lobe, and precuneus are the
main areas of gray matter reduction, the degree of reduction was
also negatively correlated with negative symptoms, results of this
research are consistent with these findings. Positive symptoms such
as hallucinations, delusions, and thinking disorders are important
differences between DS and NDS. Meanwhile, the temporal lobe
is related to auditory and language processing and thought,
so it may be the material basis for the difference in positive
symptoms between the two types of patients. The precuneus plays
a major role in higher-order self-processes and the attribution of

emotion to self and others. The precuneus gray matter volume is
significantly different between DS and NDS subtypes, which may
explain why patients with deficient schizophrenia have difficulty in
emotional expression.

Several functional connectivity and local network
abnormalities, involving the thalamus, inferior parietal gyrus,
salience network, sensory motor network, and visual network, were
found in both the DS and NDS groups compared with the HCs.
It has been reported previously that most of these regions have
abnormal functional connectivity in patients with schizophrenia
(Skudlarski et al., 2010; Zalesky et al., 2011). The thalamus is
an important nerve nucleus within the brain and is a secondary
conduction pathway that plays the role of upward conduction
for all sensations except smell. In addition, the thalamus is also
involved in people’s emotional activities, thalamus damage will
lead to emotional disorders, but also cognitive function, speech
function decline, and so on (Avram et al., 2018; Wu et al., 2022). In
the present study, FC between the THA.R and VN was enhanced in
DS group when compared with HC, which represents an abnormal
visual process in order to improve neurocognitive function
in DS patients, thus may indicate a unique neuropathological
mechanism in this schizophrenia subgroup. The present findings
also demonstrated hypo-connectivity between the right ITG and
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FIGURE 4

The circular graph obtained by comparing the functional connections between the three groups based on the three region of interests (ROIs) (IPL.R,
THA.R, ITG.R). IPL.R, right inferior parietal lobule; THA.R, right thalamus; ITG.R, right inferior temporal gyrus.

left superior/middle frontal gyrus in the DS group relative to the
NDS group. Previously published studies have shown that the
right ITG, important for language formulation and face perception
(Schultz et al., 2000; Dien et al., 2013), has been reported to
have volume reduction in DS patients. Furthermore, abnormally
increased activation of the right ITG was found to be related to
deficits in facial recognition and interpersonal communication in
autistic patients (Schultz et al., 2000), which are phenotypically
similar to the negative symptoms of schizophrenia. Part of the
frontoparietal circuitry comprises the mirror neuron system, which
is activated during basic emotion understanding and emotion
experience sharing. Therefore, all these combined factors can be
analyzed to show that the hypo-connectivity between the right ITG
and frontal-parietal circuit in DS patients is likely to be a potential
neural mechanism for the prominence of negative symptoms.

Published data (Anticevic et al., 2015; Li et al., 2017; Avram
et al., 2018) support the hypothesis that thalamocortical imbalance
may be one inherent feature of schizophrenia. The results of this
study are consistent with the hypothesis that the FC enhanced
between THA.R and SMN, but decreased between THA.R and
frontotemporal area both in DS and NDS groups when compared

with HC. In addition, the FC value of THA.R and SMN in
the DS group was negatively correlated with the SANS score,
but the FC value of THA.R and SMN in the NDS group
was positively correlated with the SAPS score. Previous studies
have shown that the SMN mainly regulating sensory and motor
functions, is the core network that is vulnerable to dysfunction in
emotional functions, emotion recognition, and cognitive functions
of psychiatric disorders (Wood et al., 2016; Davis et al., 2017).
The conclusions have also been presented in previous studies,
for instance, Cheng et al. (2015) reported an association between
sensorimotor cortico-thalamic hyperconnectivity and negative
symptoms. Anticevic et al. (2014) reported an association with
general psychopathology. Combining these studies, it can be
speculated that the presence of persistently progressive negative
symptoms in patients with DS further exacerbates sensorimotor
cortico-thalamic hyperconnectivity.

In conclusion, the present study investigates functional
connectivity alterations between DS and NDS from the local to the
whole and their relationships with clinical symptoms based on the
regions of interest obtained by the SVM classifier, and the results
obtained a relatively high classification accuracy. Based on the
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TABLE 3 Altered regions of functional connectivity (FC) analysis based on the region of interest (ROI) of right thalamus (THA-R).

Brain regions Peak MNI coordinate F/t Cluster size

X Y Z

ANCOVA

L-postcentral/L-precentral/L-parietal_inf –51 –21 36 53.13 1,158

R-postcentral/R-precentral 45 –30 60 43.39 943

R-temporal_mid/R-temporal_sup 57 –15 –6 27.23 171

R-occipital_inf/R-occipital_mid 42 –78 –3 27.54 101

R-lingual 18 –45 –12 31.69 250

L-cingulum_ant 0 15 27 27.54 84

DS vs. HC

L-postcentral/L-precentral/L-parietal_inf/
L-paracentral lobule

-51 –21 36 6.68 1,319

R-postcentral/R-precentral 45 –27 60 6.87 1,039

R-lingual/R-calcarine 18 –75 –12 5.20 625

R-temporal_mid/R-temporal_sup 57 –33 3 5.41 246

L-cingulum_ant 0 15 27 –5.07 142

NDS vs. HC

B-postcentral/B-precentral/L-parietal_inf –48 –24 45 9.16 6,210

B-lingual 45 –75 0 6.34 1,976

L-occipital_inf –48 –72 –6 5.28 102

R-frontal_sup/R-frontal_mid 30 57 18 –4.51 95

B-cingulum_ant 6 30 18 –4.62 173

B-augular 57 –48 36 –5.78 441

DS vs. NDS None – – – –

FIGURE 5

The relationships between altered functional connectivity (FC) value of right thalamus (THA-R) with clinical symptoms. (A) The relationships between
the FC value of THA.R and SMN with the Scale for the Assessment of Negative Symptoms (SANS) score in the deficient schizophrenia (DS) group.
(B) The relationships between the FC value of THA.R and SMN with the Scale for the Assessment of Positive Sympt (SAPS) score in the non-deficient
schizophrenia (NDS) group. The significance threshold was set at p < 0.05. SMN, sensory motor network. THA-R_SMN, FC of right thalamus and the
sensory-motor network; DS_SANS, scoring on the SANS in the DS group; NDS_SAPS, scoring on the SAPS in the NDS group.

ROIs, including IPL.R, ITG.R, and THA.R, this study demonstrated
the FC between the THA.R and VN enhanced in the DS group
when compared with HC, FC between the right ITG and left
superior/middle frontal gyrus decreased in DS group relative to
NDS group. The findings of this study corroborate the previous
conclusion of the hypothesis that thalamocortical imbalance in

both of the two subtypes of schizophrenia. In addition, the FC
value of THA.R and SMN in the DS group was negatively correlated
with the SANS score, but the FC value of THA.R and SMN in the
NDS group was positively correlated with the SAPS score, which
deepens the understanding of the pathological mechanism of the
two subtypes of schizophrenia.

Frontiers in Neuroscience 09 frontiersin.org97

https://doi.org/10.3389/fnins.2023.1132607
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-17-1132607 March 21, 2023 Time: 13:17 # 10

Zhu et al. 10.3389/fnins.2023.1132607

5. Limitations

Some limitations of this study should be addressed. First,
our study enrolled a small sample size. Larger samples in the
future are needed to confirm current findings. Second, only one
machine learning method of support vector machine is used for
classification in this study, and the classification accuracy is not
very high. So later research can improve the performance of
the classifier. Third, this study only included the right thalamus
in the study of thalamocortical imbalance, which will make the
attribution of thalamic FC imbalance analysis in the two subtypes
of schizophrenia incomplete.
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Purpose: To construct a machine learning model based on radiomics of

multiparametric magnetic resonance imaging (MRI) combined with clinical

parameters for predicting Sonic Hedgehog (SHH) and Group 4 (G4) molecular

subtypes of pediatric medulloblastoma (MB).

Methods: The preoperative MRI images and clinical data of 95 patients with MB

were retrospectively analyzed, including 47 cases of SHH subtype and 48 cases

of G4 subtype. Radiomic features were extracted from T1-weighted imaging

(T1), contrast-enhanced T1 weighted imaging (T1c), T2-weighted imaging (T2),

T2 fluid-attenuated inversion recovery imaging (T2FLAIR), and apparent diffusion

coefficient (ADC) maps, using variance thresholding, SelectKBest, and Least

Absolute Shrinkage and Selection Operator (LASSO) regression algorithms. The

optimal features were filtered using LASSO regression, and a logistic regression

(LR) algorithm was used to build a machine learning model. The receiver operator

characteristic (ROC) curve was plotted to evaluate the prediction accuracy, and

verified by its calibration, decision and nomogram. The Delong test was used to

compare the differences between different models.

Results: A total of 17 optimal features, with non-redundancy and high correlation,

were selected from 7,045 radiomics features, and used to build an LR model. The

model showed a classification accuracy with an under the curve (AUC) of 0.960

(95% CI: 0.871−1.000) in the training cohort and 0.751 (95% CI: 0.587−0.915) in

the testing cohort, respectively. The location of the tumor, pathological type,

and hydrocephalus status of the two subtypes of patients differed significantly

(p < 0.05). When combining radiomics features and clinical parameters to
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construct the combined prediction model, the AUC improved to 0.965 (95%

CI: 0.898−1.000) in the training cohort and 0.849 (95% CI: 0.695−1.000) in the

testing cohort, respectively. There was a significant difference in the prediction

accuracy, as measured by AUC, between the testing cohorts of the two prediction

models, which was confirmed by Delong’s test (p = 0.0144). Decision curves and

nomogram further validate that the combined model can achieve net benefits

in clinical work.

Conclusion: The combined prediction model, constructed based on radiomics

of multiparametric MRI and clinical parameters can potentially provide a non-

invasive clinical approach to predict SHH and G4 molecular subtypes of

MB preoperatively.

KEYWORDS

medulloblastoma, radiomics, molecular subtypes, machine learning, prediction models

1. Introduction

Medulloblastoma (MB) is one of the most common malignant
brain tumors, and accounts for 15−20% of central nervous system
tumors in children and 40% of tumors in the posterior cranial fossa
(Kumar et al., 2015; Massimino et al., 2016; Northcott et al., 2019).
Prior to the emergence of molecular diagnostics, MB was classified
histologically into subtypes including classic, extensive nodularity,
desmoplastic or nodular, and large cell or anaplastic. However,
recent studies have found that histopathological classification does
not provide better prediction for the prognosis of patients and
guidance of clinical treatment (Louis et al., 2016; Massimino et al.,
2016).

With the development of molecular diagnostic techniques, the
2016 World Health Organization (WHO) classification of central
nervous system tumors classified MB into four molecular subtypes,
including wingless (WNT), sonic hedgehog (SHH, TP53 mutant,
or wild type), Group 3 (G3), and Group 4 (G4) (Louis et al., 2016).
Different molecular subtypes have different molecular mechanisms,
clinical characteristics, and prognosis (Eid and Heabah, 2021;
Fang et al., 2022). The WNT-activated type, which accounts for
approximately 10% of MB, with a 1:1 male and female incidence
ratio, originates in the rhombomere lip and dorsal brainstem
of older children, has the best clinical outcomes, and is usually
accompanied by an exon 3 activating mutation in CTNNB1 and
Chromosome 6 monomers (Ramaswamy et al., 2016; Colafati et al.,
2018). The SHH-activated type, which accounts for approximately
30% of MB, originating from cerebellar granule cells, has a
moderate prognosis, and the common molecular variants are
TP53, PTCH1, SUFU, SMO, and other genes mutations (Colafati
et al., 2018; Waszak et al., 2018; Hovestadt et al., 2019). In
the non-WNT/SHH-activated type (G3 and G4), which accounts
for approximately 25 and 35% of MB, respectively, the main
common molecular variants are frequent MYC, MYCN, and, OTX2
amplification. Patients in the G4 group with i17q or chromosome
11 deletion have a better prognosis compared to G3, but the
prognosis of G4 is significantly worse compared to SHH or WNT-
activated types (Zhao et al., 2016; Archer et al., 2017).

The published methods of molecular classification are invasive,
relying mostly on gene expression and methylation analyses. In

recent years, rapid advances in radiomics and machine learning
techniques have made it possible to preoperatively predict MB
molecular subtypes non-invasively. Radiomics is a quantitative
analysis method of standard medical imaging that extracts a large
number of quantitative features from CT, MRI, and PET images
through advanced image analysis tools combined with statistical
analysis and is now widely used in various clinical fields, such as
increasing precision in diagnosis, predicting prognosis and therapy
response (Hassani et al., 2019; Chu et al., 2021; Liang et al., 2021;
Zhai et al., 2021; Guiot et al., 2022).

Recently, some studies have used a single MRI sequence or
ADC values to construct prediction models for the prediction of
MB molecular subtypes (Iv et al., 2019; Gonçalves et al., 2022;
Saju et al., 2022). However, the results are still unstable, and there
are fewer reports on constructing prediction models based on
multiparametric MRI combined with clinical parameters for the
prediction of MB molecular subtype. It was found that SHH and
G4 were the most common molecular subtypes of MB in children,
and the prognosis differed significantly between these two subtypes
(Taylor et al., 2012). Total resection of the tumor in patients with G4
type has great importance in improving progression-free survival,
especially in the presence of metastatic tumor spread preoperatively
(Packer and Vezina, 2008; Thompson et al., 2016, 2018). Therefore,
early preoperative prediction of molecular subtypes can help tailor
individualized treatment and improve long-term prognosis.

In this study, we retrospectively analyzed MRI images and
clinical data of 95 patients with MB to construct a machine learning
model based on radiomics of multiparametric MRI combined with
clinical parameters for predicting SHH and G4 molecular subtypes
of pediatric MB.

2. Materials and methods

2.1. Patient characteristics

The Institutional Review Committees of our hospital approved
the study. MRI imaging data and clinical data of patients with
MB who were treated and followed up in the Children’s Hospital
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FIGURE 1

Flowchart shows the process of radiomics in this study, including tumor sketching, feature extraction, feature selection, and model analysis.

of Chongqing Medical University and the Children’s Hospital
of Fudan University from October 2015 to October 2022 were
collected. Inclusion criteria were: (1) availability of sufficient image
quality preoperative, including axial T1, T2, T1C, T2FLAIR, and
ADC maps; (2) availability of postoperative pathological and
molecular subtype; (3) availability of complete clinical follow-
up data. Exclusion criteria: molecular subtypes that could not
be modeled due to the small number of cases were excluded.
Exclusion criteria were: molecular subtypes that have fewer cases
failed to build a model. 12 cases of WNT, 17 cases of G3,
and 1 case of not otherwise specified (NOS) were excluded.
Finally, 47 cases of SHH group and 48 cases of G4 group
(90 cases from the Children’s Hospital of Chongqing Medical
University and 5 cases from the Children’s Hospital of Fudan
University) were enrolled.

2.2. Detection methods of molecular
subtypes

The acquisition of molecular subtypes includes transcriptome-
related assays and genome-related assays. Transcriptome assay use

RNAseq methods to detect the expression levels of genes in the
subjects, which can assist in determining the molecular subtype and
prognosis of MB through the assessment of the expression levels of
genes related to molecular typing. Genomic assay cover common
variant types, including point mutations, insertions, deletions,
amplifications, and fusions, in 687 genes related to tumors. This
includes genetic variants highly related to the molecular subtype
of MB molecular typing and other genetic variants related to
molecular typing and drug use.

2.3. MRI acquisition

All patients underwent brain MR imaging at 1.5T or 3.0T
(Signa EXCITE HD, GE Healthcare, Chicago, IL, United States;
Discovery MR750, GE Healthcare, Milwaukee, WI, United States;
Achieva, Philips Healthcare, Best, Netherlands), with scanning
sequences encompassing axial T1, T2, T2FLAIR, T1c, and DWI
(b-value taken as 1,000, with subsequent post-processing for ADC
map generation). Details of the parameters for all the sequence
acquisition are available in Supplementary Table 1.
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TABLE 1 Clinical information of SHH and G4 groups.

Clinical data SHH
(n = 47)

G4
(n = 48)

P-value

Hydrocephalus

Absent 35 45 0.022

Present 12 3

Location

Cerebellum 23 2 0

Midline 24 46

Pathological typing

Classic 11 46 0

Desmoplastic or nodular 32 0

Large cell or anaplastic 2 2

Extensive nodularity 2 0

Age (x ± s, year) 6.75 ± 3.54 7.50 ± 2.97 0.217

Sex

Female 15 18 0.568

Male 32 30

Renal function

Abnormal 1 0 0.495

Normal 46 48

Liver function

Abnormal 2 1 0.985

Normal 45 47

Preoperative metastases

Absent 7 6 0.734

Present 40 42

Intracranial hypertension

Absent 40 45 0.299

Present 7 3

Ataxia

Absent 13 18 0.306

Present 34 30

Follow up recurrence or metastases

Absent 12 9 0.426

Present 35 39

2.4. Image uploading and tumor
sketching

The steps of radiomics analysis are shown in Figure 1.
Five sequence images of each patient were uploaded using the
big data artificial intelligence research cloud platform developed
by Huiying Medical Technology (Beijing) Co. A physician
manually outlined regions of interest (ROI) for each sequence,
layer by layer, for each case, using the platform’s built-
in tools. An automatic computer-generated 3D volume of
interest (VOI) of the lesion was obtained. The tumor boundary
was outlined without peritumoral edema and reviewed by an

TABLE 2 Seventeen optimal radiomic features.

Radiomic feature Radiomic
class

Filter

High gray level zone emphasis
is

glszm MB-ADC_wavelet-HHL

High gray level zone emphasis glszm MB-FLAIR_wavelet-
LHH

Large dependence low gray
level emphasis

gldm MB-T2_wavelet-LLL

Run variance glrlm MB-FLAIR_wavelet-LLH

Busyness ngtdm MB-ADC_wavelet-LLH

Zone entropy glszm MB-FLAIR_wavelet-LLH

Zone variance glszm MB-FLAIR_wavelet-
HHL

Skewness firstorder MB-T1_wavelet-HLL

Kurtosis firstorder MB-ADC_exponential

Dependence variance gldm MB-FLAIR_wavelet-LHL

High gray level zone emphasis glszm MB-T1C_wavelet-HHL

Size zone non-uniformity glszm MB-FLAIR_wavelet-HLL

Variance firstorder MB-T1C_wavelet-LLL

Small area high gray level
emphasis

glszm MB-ADC_wavelet-HHH

Zone entropy glszm MB-FLAIR_original

Zone entropy glszm MB-FLAIR_logarithm

Range firstorder MB-FLAIR_logarithm

experienced pediatric radiologist with 10 years of expertise in
neuroimaging. If the regional variation was more than 5%, the
boundary was decided by a senior physician, and neither of
the two physicians knew the patient’s information during this
procedure.

2.5. Radiomics feature extraction

A total of 7,045 quantitative imaging radiomics features were
extracted from the outlined ROIs using the open source Python
language environment toolkit Pyradiomics based on the Huiying
Big Data research platform, and these features can be classified
into four categories: À Intensity statistics characterization: The
distribution of voxel intensities within MR images is described
quantitatively by commonly used and basic metrics. Á Shape
and size features: These features reflect the shape and size of
the ROI. Â Texture features: Based on the gray level run-length
and gray level co-occurrence texture matrix calculation, we get
the texture features that can quantify the difference of regional
heterogeneity. Ã High-order statistical features, intensity, and
texture features of the transformed image are calculated again
using various filters such as exponential, logarithmic, square, square
root, and wavelet (including wavelet-LHL, wavelet-LHH, wavelet-
HLL, wavelet-LLH, wavelet-HLH, wavelet-HHL, and wavelet-
LLL).
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FIGURE 2

(A,B) ROC curves of the radiomics and combined model on the testing cohort and training cohort, respectively.

2.6. Feature selection

As described above, we extracted quantitative imaging
radiomics features from the five-sequence image ROIs of 95
patients. However, it is unlikely that all of these extracted features
will be useful for a given task. Therefore, using feature downscaling
to filter the specific features that are most relevant to this study for
best performance is a necessary step. To reduce redundant features,
feature selection methods include variance threshold (threshold
value = 0.8), SelectKBest, and the least absolute shrinkage and
selection operator (LASSO). For the variance threshold, the
threshold value is 0.8, so feature values with variances less than
0.8 are removed. The SelectKBest method is a univariate feature
selection method that uses p-values to analyze the relationship
between features and classification results, which will allow
screening all features with p-values less than 0.05. For LASSO
regression, the L1 regularizer is used as the cost function, with
a maximum number of iterations of 1,000. Finally, we obtain 17
optimal feature subsets.

2.7. Machine learning classification

Based on the selected feature subsets, the LR algorithm was
used to construct the radiomics feature model and the combined
model of radiomics features and clinical parameters, respectively,
and the patients were divided into training and testing cohorts

TABLE 3 AUC, 95% CI, sensitivity, and specificity of radiomics model in
training cohort and testing cohort.

Cohort AUC 95% CI Sensitivity Specificity

Training cohort 0.960 0.871−1.000 0.880 0.850

Testing cohort 0.751 0.587−0.915 0.730 0.730

TABLE 4 AUC, 95% CI, sensitivity and specificity of combined model in
training cohort and testing cohort.

Cohort AUC 95% CI Sensitivity Specificity

Training cohort 0.965 0.898−1.000 0.910 0.940

Testing cohort 0.849 0.695−0.915 0.800 0.730

by the random grouping method in the ratio of 7:3 to obtain the
classification prediction results.

2.8. Statistical analysis

Clinical data were statistically analyzed using SPSS 25.0
statistical software. Measurement data that conforms to a normal
distribution were presented as x ± s, and the independent
samples t-test was used to compare the differences between groups.
Categorical data were tested using the χ2 test or Fisher’s exact
test, and differences were considered statistically significant at
P < 0.05. For the machine learning results, ROC curves were
used in the training cohort and testing cohort to compare model
prediction accuracy and calculate AUC, sensitivity, and specificity.
The Delong test was used to compare the AUC differences between
the ROC curves of the two models, and P < 0.05 was considered
statistically significant.

3. Results

3.1. Clinical features

A total of 95 patients with MB were enrolled in this study,
including 47 cases of SHH and 48 cases of G4. The clinical data
such as gender, age, tumor location, clinical symptoms and physical
signs, hydrocephalus status, metastasis or recurrence status, blood
biochemical indexes, and pathological typing were collected. There
were no significant differences in age, gender, renal function,
liver function, intracranial hypertension, ataxia and preoperative
metastases, recurrence or metastases at follow-up between these
two groups (P > 0.05). Pre-dominant pathological typing was
desmoplastic or nodular in SHH and classic in G4. The tumor
location was mainly in the cerebellum (cerebellar hemisphere or
pontine arm) in SHH and in the midline (four ventricles or
cerebellar vermis) in G4. Compared with patients in SHH, those
in G4 had a higher likelihood of developing hydrocephalus. These
differences between groups were statistically significant (P < 0.05),
as shown in Table 1.

Frontiers in Neuroscience 05 frontiersin.org104

https://doi.org/10.3389/fnins.2023.1157858
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-17-1157858 April 5, 2023 Time: 14:34 # 6

Wang et al. 10.3389/fnins.2023.1157858

FIGURE 3

(A,B) Calibration curves of the radiomics and combined model on the testing cohort and training cohort, respectively.

FIGURE 4

(A,B) Decision curves of the radiomics and combined model on the testing cohort and training cohort, respectively.

FIGURE 5

Nomogram based on clinical and radiomics score.
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TABLE 5 Delong test result.

Training cohort
radiomics

model/Combined
model

Testing cohort
radiomics

model/Combined
model

AUC 0.960/0.965 0.751/0.849

P-value 0.4604 0.0144

3.2. Radiomic features

A total of 7,045 quantitative imaging features were extracted
from the five sequence images of 95 patients, and 17 optimal
feature sets, including 13 texture features and 4 intensity features,
were obtained after dimensionality reduction using variance
threshold (threshold = 0.8), SelectKBest, and the LASSO regression
algorithm. The details were shown in Table 2.

3.3. Model performance

In the radiomics feature model, the AUC was 0.960 (95% CI:
0.871−1.000), and the sensitivity and specificity were 0.880 and
0.850, respectively, in the training cohort. In the testing cohort,
the AUC was 0.751 (95% CI: 0.587−0.915), and the sensitivity
and specificity were 0.730 and 0.730, respectively. In the radiomics
features and clinical parameters combined model, the AUC was
0.965 (95% CI: 0.898−1.000), and the sensitivity and specificity
were 0.910 and 0.940, respectively, in the training cohort. In the
testing cohort, the AUC was 0.849 (95% CI: 0.695−1.000), and the
sensitivity and specificity were 0.800 and 0.730, respectively. The
ROC curves for both the training and testing cohorts are shown
in Figures 2A, B and Tables 3, 4. The calibration curves show
the goodness of fit between the predicted molecular subtypes and
actual molecular subtypes in both the training and testing cohort
for the radiomics model and the combined model (Figures 3A, B).
The decision curves show that the combined model outperforms
the radiomics model in terms of net benefit (Figures 4A, B). The
clinical utility of both prediction models is demonstrated by the
nomogram (Figure 5).

Delong test results showed the difference of prediction accuracy
measured by AUC in the testing cohort of the two prediction
models has statistical significance. The results were shown in
Table 5.

4. Discussion

Medulloblastoma is a highly aggressive brain tumor, the
therapeutic strategies and clinical prognosis vary significantly
among molecular subtypes. The published methods of molecular
classification are invasive, relying mostly on gene expression and
methylation analyses. Due to the tumor tissue heterogeneity, the
biopsy tissue specimens cannot fully capture the whole tumor tissue
information. In this study, we extracted radiomics features of the
entire tumor region and combined them with clinical parameters
to build a prediction model for SHH and G4 molecular subtypes
of pediatric MB. The results showed that the combined model had

significant classification efficacy with an AUC > 0.8 in the testing
cohort, potentially providing a non-invasive clinical approach to
preoperatively predict SHH and G4 molecular subtypes of MB.

In this study, we used clinical characteristics, including
hydrocephalus status, tumor location, and pathological type, to
construct a combined model for predicting SHH and G4 molecular
subtypes of MB. In our study, there were no significant differences
in age and gender between the two molecular subtypes, which is not
consistent with the previous studies reported by Taylor et al. (2012)
and Eid and Heabah (2021). We suspect that this may be due to the
small sample size of our cohort. Similar to a recent study by Yan
et al. (2020) that enrolled 122 patients, our study also showed that
the tumor location and hydrocephalus status differed in molecular
subtypes and were combined in the model to improve predictive
efficacy.

In our study, 17 optimal radiomics features were selected,
containing 13 texture features and 4 intensity features.
A multicenter study of 263 patients from 12 children’s hospitals
reported that texture features and first-order intensity features
contributed the most to improving the predictive efficacy of the
model (Zhang et al., 2022). In the study by Yan et al. (2020),
three texture features and eight intensity features were extracted
to construct the model. Also, in the study by Chang et al.
(2021), 38 children from Taipei showed significant differences in
eight textural features among different molecular subtypes. In a
systematic review and meta-analysis on radiomics-based machine
learning for predicting molecular subtypes of MB (Karabacak
et al., 2022), five articles enrolled 420 patients with MB, and the
results showed that the mean AUC of prediction models for all MB
molecular subtypes was >0.8, indicating a greater possibility of
predicting MB molecular subtypes by radiomics studies. Compared
with the above-mentioned studies, our study used comprehensive
image features of five sequences including T1, T2, T1C, T2FLAIR,
and ADC maps, and combined them with clinical parameters to
construct a combined model with improved prediction accuracy.
The AUC was 0.965 in the training cohort and 0.849 in the testing
cohort, respectively, which can be used to facilitate the prediction
of SHH and G4 molecular subtypes of MB preoperatively.

This study had some limitations. First, the number of cases
in the SHH and G4 groups enrolled in this study was relatively
small, and the WNT and G3 groups were not included in the
study because the number of cases did not meet the modeling
requirements. Further expansion of the sample size is needed to
conduct a multicenter, prospective study. Second, the results of this
study lack external validation to better assess the generalizability of
the model, which still needs further investigation.

5. Conclusion

In summary, our study demonstrated that a combined
prediction model based on the radiomics features of
multiparametric MRI and clinical parameters can effectively
predict the SHH and G4 molecular subtypes of MB prior to
surgery. These findings highlight the potential of radiomics
and machine learning techniques for non-invasive preoperative
prediction of MB molecular subtypes.
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Introduction: Spontaneous vertebral artery dissection (sVAD) might tend to 
develop in vertebral artery hypoplasia (VAH) with hemodynamic dysfunction 
and it is crucial to assess hemodynamics in sVAD with VAH to investigate this 
hypothesis. This retrospective study aimed to quantify hemodynamic parameters 
in patients with sVAD with VAH.

Methods: Patients who had suffered ischemic stroke due to an sVAD of VAH 
were enrolled in this retrospective study. The geometries of 14 patients (28 
vessels) were reconstructed using Mimics and Geomagic Studio software from 
CT angiography (CTA). ANSYS ICEM and ANSYS FLUENT were utilized for mesh 
generation, set boundary conditions, solve governing equations, and perform 
numerical simulations. Slices were obtained at the upstream area, dissection or 
midstream area and downstream area of each VA. The blood flow patterns were 
visualized through instantaneous streamline and pressure at peak systole and 
late diastole. The hemodynamic parameters included pressure, velocity, time-
averaged blood flow, time-averaged wall shear stress (TAWSS), oscillatory shear 
index (OSI), endothelial cell action potential (ECAP), relative residence time (RRT) 
and time-averaged nitric oxide production rate (TARNO).

Results: Significant focal increased velocity was present in the dissection area of 
steno-occlusive sVAD with VAH compared to other nondissected areas (0.910 m/s 
vs. 0.449 vs. 0.566, p < 0.001), while focal slow flow velocity was observed in the 
dissection area of aneurysmal dilatative sVAD with VAH according to velocity 
streamlines. Steno-occlusive sVAD with VAH arteries had a lower time-averaged 
blood flow (0.499 cm3/s vs. 2.268, p < 0.001), lower TAWSS (1.115 Pa vs. 2.437, 
p =  0.001), higher OSI (0.248 vs. 0.173, p = 0.006), higher ECAP (0.328 Pa−1 vs. 
0.094, p = 0.002), higher RRT (3.519 Pa−1 vs. 1.044, p = 0.001) and deceased TARNO 
(104.014 nM/s vs. 158.195, p < 0.001) than the contralateral VAs.

Conclusion: Steno-occlusive sVAD with VAH patients had abnormal blood flow 
patterns of focal increased velocity, low time-averaged blood flow, low TAWSS, 
high OSI, high ECAP, high RRT and decreased TARNO. These results provide a 
good basis for further investigation of sVAD hemodynamics and support the 
applicability of the CFD method in testing the hemodynamic hypothesis of 
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sVAD. More detailed hemodynamic conditions with different stages of sVAD are 
warranted in the future.

KEYWORDS

spontaneous vertebral artery dissection, vertebral artery hypoplasia, hemodynamic 
characteristics, blood flow patterns, computational fluid dynamics, nitric oxide 
production rate

Introduction

Spontaneous vertebral artery dissection (sVAD) occurs via a 
non-traumatic tearing of the arterial wall and is the second leading 
cause of stroke in young and middle-aged adults (Schievink, 2001; 
Ferro et  al., 2010). However, the pathogenesis of sVAD remains 
obscure (Schievink, 2001; Debette and Leys, 2009). Accumulating 
evidence suggests that vertebral artery hypoplasia (VAH) is a 
significant independent risk factor for sVAD, as found in our previous 
study (Zhou et  al., 2015; Günther et  al., 2016). Asymmetric 
hemodynamics resulting from VAH make it more likely to cause 
ischemic events (Giannopoulos et al., 2007; Hong et al., 2009). Hence, 
we  hypothesized that sVAD would tend to develop in VAH with 
hemodynamic dysfunction.

However, the complexity of the hemodynamic microenvironment 
in the vertebrobasilar system and the lack of in vivo models of sVAD 
and VAH that evaluate detailed hemodynamics have made it difficult 
to explicitly verify this hypothesis (Wake-Buck et al., 2012). Although 
previous studies used ultrasound and magnetic resonance imaging 
(MRI) to acquire hemodynamic data of sVAD and VAH, the accuracy 
of these measures is controversial (Augst et al., 2003; Giannopoulos 
et al., 2007; Hori et al., 2020). Therefore, it is crucial to realistically 
assess hemodynamic parameters in sVAD with VAH arteries to 
investigate this hypothesis. Computational fluid dynamics (CFD) has 
been widely utilized to analyze in vivo hemodynamics of healthy and 
diseased arteries because this technique allows the observation of flow 
patterns and quantification of hemodynamic parameters via 
simulation of a constructive model of patient-specific imaging data 
(Biasetti et al., 2010; Samady and Jaber, 2022).

To quantify hemodynamic parameters and investigate the 
potential hemodynamic characteristics of sVAD with VAH 
arteries, we  performed CFD to reconstruct three-dimensional 
(3D) models and analyze the numerical simulation of sVAD with 
VAH arteries based on CT angiography (CTA) data. We further 
compared these hemodynamic parameters to contralateral healthy 

VAs, with the aim of providing direct and reliable evidence of 
hemodynamic characteristics in sVAD with VAH arteries and 
establishing a solid foundation for further investigations into 
sVAD hemodynamics.

Methods

Participants

Between October 1, 2014, and July 31, 2019, we retrospectively 
enrolled patients who suffered posterior circulation infarcts due to an 
sVAD of the hypoplastic VA in the Neurology department of West 
China Hospital. The Ethical Review Committee of the West China 
Hospital of Sichuan University approved this research [2020(69)]. 
Since this study is a retrospective study collecting de-identified data, 
the requirement of obtaining informed consent was waived. The 
following inclusion criteria were used for patient selection: (1) 
diagnosis of sVAD and VAH using previously described criteria 
(Maruyama et al., 2012; Zhou et al., 2015); (2) posterior circulation 
infarcts attributed to sVAD diagnosis based on clinical and 
radiological data (Adams et  al., 1993); (3) sVAD on the side of 
hypoplastic VA; and (4) source images of CTA (DICOM format) 
before treatment. The following exclusion criteria were used: (1) the 
presence of multiple dissections in cervical arteries; (2) the presence 
of nondissected aneurysms or nondissected stenosis in cervical 
arteries; (3) history of associated connective tissue or vascular 
disorders; (4) history of head or neck trauma; (5) cervical intracranial 
artery malformation; (6) cervical and intracranial artery 
atherosclerosis; (7) time of sVAD onset to hospitalization was longer 
than 2 months (Schievink, 2001); and (8) incomplete information 
(e.g., poor 3D models because of insufficient quality of CTA imaging). 
We  recorded detailed demographic and clinical characteristics, 
including lesion morphological subtypes. Stroke severity was assessed 
with the National Institutes of Health Stroke Scale (NIHSS) score on 
admission. Clinical outcome was evaluated with the modified Rankin 
Scale (mRS) at 3-month during clinical follow-up by face-to-face 
interview or telephone.

Computational fluid dynamics

Thin-slice CTA images of the sVAD with VAH arteries were 
obtained, and 3D models before treatment were reconstructed based 
on these CTA images (DICOM format) using the commercially 
available software Mimics (version 20.0; Materialise, NV, Belgium) 
and Geomagic Studio software (Geomagic, Research Triangle Park, 

Abbreviations: sVAD, spontaneous vertebral artery dissection; VAH, vertebral artery 

hypoplasia; VAs, vertebral arteries; MRI, magnetic resonance imaging; CFD, 

computational fluid dynamics; 3D, three-dimensional; CTA, CT angiography; NIHSS, 

the National Institutes of Health Stroke Scale; mRS, the modified Rankin Scale; STL, 

stereolithography; WSS, wall shear stress; SST, shear stress transport; PISO, pressure-

implicit splitting of operators; TAWSS, time-averaged wall shear stress; OSI, 

oscillatory shear index; ECAP, endothelial cell action potential; RRT, relative residence 

time; NO, nitric oxide; TARNO, time-averaged nitric oxide production rate; ANOVA, 

analysis of variance; LSD, least significant difference; SDs, standard deviations; IMT, 

intima media thickening; ROS, reactive oxygen species.
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NC, United States). The final reconstructed models covered the aortic 
arch from the initial basilar artery (posterior circulation). The model 
had one inlet (aortic ostium) and six outlets (cross-sections of main 
arteries in the considered region), as suggested previously (Jozwik and 
Obidowski, 2010). The inlet and outlets were cut orthogonally to the 
centerline and extended 10 times the vessel diameter to ensure that 
the boundary condition would not influence the flow field within the 
vessels. As previously described, velocity in the inlet is 1.44 m/s and 
all static pressures in all outlet cross-sections were equal to 13 kPa. The 
portion of the arteries included in the geometrical model was 
determined by the quality of the images. The walls of all vessels were 
assumed to be rigid and nondeformable with changes in the pressure 
of the blood to simulate the flow.

Reconstructed models were imported as a stereolithography (STL) 
format file into ANSYS ICEM (version 19.0; Fluent, Inc., Lebanon, 
NH, United States) for mesh generation. A mesh sensitivity analysis 
that compared pressure, mass flow, and wall shear stress (WSS) at 
coarse, middle and fine mesh was generated to obtain a relationship 
between discretization error and element size and an estimate for the 
required element size (Biasetti et  al., 2010). The mesh sensitivity 
analysis did not yield any significant differences that could influence 
the results of the computations performed (Supplementary Table S1). 
To account for time-consuming transient simulations, a mid-size 
density (2.72 × 106 elements) was used. A mesh file was generated 
and exported.

Similar to a previous study (Jozwik and Obidowski, 2010), a 
constant density of blood equal to 1,055 kg/m3 was assumed. Blood is 
mathematically modeled as an incompressible, laminar and 
nonNewtonian fluid. The modified Power Law model was used to 
express blood viscosity. Detailed calculations of the inlet and outlet 
conditions were performed using the same previously described 
method, which resulted in a stable CFD simulation (Jozwik and 
Obidowski, 2010). Due to the nonstationary nature of blood flow, 
turbulence is expected in many places of the system being modeled. 
To meet the needs of the simulation, a shear stress transport (SST) 
model was used as the turbulence model.

All CFD simulations were performed in ANSYS FLUENT (version 
19.0; Fluent, Inc., Lebanon, NH, United  States) using standard 
numeric techniques. The governing equations of blood flow are the 
continuity and Navier–Stokes equations, which are described as:

 0v∇• =


 (1)
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(2)

where v  and P represent the velocity and pressure vectors, 
respectively, and ρ (1,055 kg/m3) and μ (0.0035 Pa·s) denote the density 
and dynamic viscosity of blood, respectively.

Pressure-implicit splitting of operators (PISO) for the pressure–
velocity coupling and a second-order upwind scheme for the 
momentum spatial discretization were used to calculate the 
hemodynamic parameters. Five cardiac cycles were calculated to 
ensure periodicity and achieve stable solutions, with a time step of 
0.0025 s, and the data obtained for the fifth cardiac cycle were used in 
subsequent analyses.

Moreover, slices at the upstream normal area of sVAD, the area of 
sVAD, and the downstream normal area of sVAD for each patient 
were obtained. For healthy VAs, three slices (upstream area, midstream 
area, and downstream area) corresponding to the contralateral sVAD 
were also acquired (Supplementary Figure S1).

Patterns of blood flow analysis and 
hemodynamic parameters

The patterns of blood flow included the instantaneous streamline 
and the pressure at peak systole (0.2 s) and late diastole (0.7 s). The 
maximum velocity and maximum pressure of different slices at peak 
systole were calculated. To better present a comparison of pulsatile 
and steady-state flows, the time-averaged blood flow for each VA was 
calculated as:

 
∅ = ∅∫a

T

T
dt1

0  
(3)

∅ is the scalar flow at each node of the computational grid.
We also analyzed the WSS-related indices. The average WSS of 

each vessel wall cell over a cardiac cycle was evaluated using the time-
averaged wall shear stress (TAWSS), defined as:

 
TAWSS=

1

0
T
WSS s,t

T
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(4)

where T is the cardiac cycle period, WSS is the instantaneous WSS 
vector, and s is the position on the vessel wall.

The cyclic departure of the WSS vector from its predominant axial 
alignment during the cardiac cycle is introduced by the oscillatory 
shear index (OSI), described as Ku et al. (1985):

 

OSI= 0 5 1
0

0

.

.

.
−

( )

( )



































∫

∫

T

T

WSS s t dt

WSS s t dt

,

,

 

(5)

where T is the cardiac cycle period, WSS is the instantaneous WSS 
vector, and s is the position on the vessel wall.

The degree of “thrombotic susceptibility” at the vessel wall is 
represented by the endothelial cell action potential (ECAP) and 
expressed as Kelsey et al. (2017):

 
ECAP=

OSI
TWASS  

(6)

The relative residence time (RRT) is a hemodynamic indicator of 
the luminal surface areas experiencing low and oscillating WSS and 
defined as Zhang et al. (2015):
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(7)
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Time-averaged nitric oxide (NO) production rate (TARNO) reflects 
the NO production rate of the endothelium and can be calculated as 
Andrews et al. (2010) and Li et al. (2019):

TARNO=
 

1

0
t
R t
t

NO∫ ( )2 13 457 5
1
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0

. .
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+ ×
( )

( ) +








×∫t

WSS c t
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By considering a quantitative analysis, we evaluated the TAWSS, 
OSI, ECAP, RRT and TARNO using the area-averaged mean, as 
suggested previously (Zhang et  al., 2015). All hemodynamic 
parameters were measured at the peak of the systolic phase. More 
details are provided in Supplementary material.

Statistical analysis

All statistical analyses were performed using IBM SPSS Statistics 
software (version 22; IBM Corp, Armonk, NY, United  States). To 
analyze the velocity and pressure of different slices (upstream area, 
dissection area or midstream area, downstream area), two-way 
analysis of variance (ANOVA) [least significant difference (LSD)] 
followed by Bonferroni’s post-hoc test and the Friedman test were 
used. Differences in hemodynamic parameters between the sVAD 
with VAH arteries and the contralateral healthy VAs were compared 
using the paired t-test or the Wilcoxon matched-pairs signed-rank 
test. Continuous variables are expressed as the means ± standard 
deviations (SDs) or medians (interquartile ranges), and categorical 
variables are described using the frequency and percent. For all 
statistical analyses, the significance level was set at p < 0.05.

Results

Study population

Per the inclusion and exclusion criteria, 14 patients with sVAD of 
the hypoplastic VA (12 males, 2 females) were included in this study. 
Their demographic and clinical characteristics are illustrated in 
Table 1. The median age of all patients was 36 years (with a range 
between 21 and 51 years). Of the 14 patients, 10 presented with right 
sVAD with VAH, while 4 presented with left sVAD with VAH. Steno-
occlusive sVAD (12/14) was more frequently observed in the present 
study, and aneurysmal dilatative sVAD was found in only two patients 
(neither of whom had rupture). The most frequent segments of sVAD 
were the V3 and V4 levels, and the most common general clinical 
features was vertigo and dizziness. The ischemic brain regions 
attributed to sVAD included the dorsolateral medullary, dorsal 
medullary and cerebellar hemispheres.

Patterns of blood flow analysis

Two hemodynamic variables (pressure and velocity) that directly 
observed blood flow patterns, were obtained from CFD simulations. 
Figure  1 demonstrated velocity streamlines at peak systole. 
We observed that laminar flow occurred in most healthy VAs at peak 
systole. More disordered flow was observed in the dissection area in 

TABLE 1 Demographic and clinical characteristics of patients who 
diagnosed with sVAD with VAH.

Patients (n = 14) N (%)/median (IQR)

Gender

Female 2 (14%)

Male 12 (86%)

Age (years) 36 (30–37)

Side of sVAD

Right 10 (71%)

Left 4 (29%)

Segments of sVAD

V1 1

V2 2

V3 5

V4 6

Subtypes of sVAD

Steno-occlusion 12

Aneurysmal dilatation 2

Length of dissection (mm) 29.46 (19.09–32.78)

Clinical symptom

Headache 6

Neck pain 2

Vertigo/dizziness 11

Dysarthria 3

Dysphagia 6

Nystagmus 2

Gait ataxia 6

Unilateral limb numbness 5

Unilateral limb paralysis 3

Brain infarct

Dorsolateral medullary 10

Dorsal medullary 1

Cerebellar hemisphere 3

Onset to door time (day) 4 (3–7)

SBP at admission (mmHg) 131 (122–148)

DBP at admission (mmHg) 84 (79–92)

Risk factors

Hypertension 1

Diabetes mellitus 2

Atrial fibrillation 0

Migraine 2

History of ischemic stroke 0

Hyperlipidemia 2

Current smoking 3

History of alcohol 2

Baseline NIHSS 2 (1–4)

mRS at 90 days

0 8

≥1 6

sVAD, spontaneous vertebral artery dissection; VAH, Vertebral Artery Hypoplasia; SBP, 
systolic blood pressure; DBP, diastole blood pressure; NIHSS, National Institutes of Health 
Stroke Scale; mRS, modified Rankin Scale.
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sVAD with VAH arteries (Figure 1). We also observed that normal 
slices of steno-occlusive sVAD with VAH arteries had slower blood 
flow velocity than the opposite slices of contralateral healthy 
(Figures 1A–D). Aneurysmal dilatative sVAD cases manifested slow 
blood flow velocity in the dissection region, but the velocity was not 
visibly different between sVAD with VAH artery and contralateral 
normal VA in those cases (Figures 1E,F). The mean maximum velocity 
values for the VAs with the upstream area, dissection/midstream area, 
and downstream area are listed in Table 2. Friedman test for multiple 
comparisons revealed significant differences in the maximum velocity 
of steno-occlusive sVAD with VAH arteries (χ2 = 19.500, p < 0.001) 
among the upstream normal area (0.449 m/s ± 0.456), dissection area 
(0.910 m/s ± 0.738), and downstream normal area (0.566 m/s ± 0.646), 

whereas maximum velocity between the 3 slices of healthy VAs was 
not statistically significant (F = 0.711, p = 0.502) (Table 2).

Figure 2 presents the pressure distribution superimposed with 
pressure contour map at peak systole and late diastole. As shown in 
Figure 2, pressure was not visibly different between steno-occlusive 
dissection region of sVAD and VAH artery and the midstream of the 
contralateral normal VA. Regarding the aneurysmal dilatation type, 
focal high pressure was observed in the aneurysmal dissection region 
of sVAD with VAH artery according to pressure contour map 
(Figure  2), but we  did not perform statistical analyses due to the 
limited sample size. Moreover, whether for healthy VAs or sVAD with 
VAH arteries, the pressure from inlet to outlet showed a gradually 
dropping trend in healthy VAs and sVAD with VAH arteries. 

FIGURE 1

Velocity streamlines for sVAD with VAH arteries and contralateral normal VAs at peak systole. (A–D) Steno-occlusive sVAD with VAH arteries. (E,F) 
Aneurysmal dilatative sVAD with VAH artery. →: dissected region. sVAD, spontaneous vertebral artery dissection; VAH, vertebral artery hypoplasia; VAs, 
vertebral arteries.

TABLE 2 The upstream area, dissection area or midstream area, and downstream area of hemodynamic parameters in sVAD with VAH and contralateral 
normal VAs.

Slices Steno-occlusive sVAD with VAH Healthy VAs

Velocity (m/s)‡ Pressure (Pa)‡ WSS(Pa)‡ Velocity (m/s)# Pressure (Pa)‡ WSS(Pa)‡

Upstream 0.449 ± 0.456 15273.458 ± 2194.785 4.100 ± 7.148 0.727 ± 0.469 15474.868 ± 2332.914 6.422 ± 5.828

Dissection area/

Midstream
0.910 ± 0.738 14913.067 ± 2117.591 11.667 ± 14.393 0.881 ± 0.578 15252.871 ± 2244.378 10.739 ± 8.699

Downstream 0.566 ± 0.646 14504.092 ± 1844.347 7.397 ± 9.186 0.825 ± 0.642 14859.277 ± 2101.296 12.021 ± 14.912

p value <0.001*** <0.001*** <0.01** 0.502 0.017* 0.472

*p < 0.05; **p < 0.01; ***p < 0.001. #Two-way analysis of variance (ANOVA). ‡Friedman test.
Variables were expressed as x  ± s.
VA, vertebral arteries; sVAD, spontaneous vertebral artery dissection; WSS, wall shear stress.
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Friedman test also showed that the pressure dropping trend in the 
healthy VAs and steno-occlusive sVAD with VAH arteries were 
statistically significant (χ2 = 8.167, p = 0.017 and χ2 = 17.167, p < 0.001, 
respectively) (Table 2).

Hemodynamics characteristics

To assess the hemodynamic characteristics of sVAD with VAH 
arteries, time-averaged blood flow, TWASS, OSI, ECAP, RRT, and 
TARNO of each VA were solved. Figure 3 presents the distribution of 
TAWSS, OSI, ECAP, RRT, and TARNO on the vessel wall. TAWSS 
contour plots are shown in Figures  3A,B. Steno-occlusive sVAD 
patients exhibited local maxima of TAWSS in the dissection area 
(Figure 3A). For the two patients with aneurysmal dilatative sVAD, 
the dissection area manifested low TAWSS (Figure  3B). Other 
non-dissection areas of sVAD with VAH arteries had lower TAWSS 
than the counterparts of the contralateral healthy VAs regardless 
of  the  dissection subtype. The OSI contour plots (Figures  3C,D) 
showed that the local maxima of OSI were distributed in the dissection 
area in the steno-occlusive VAD model (Figure 3C) and aneurysmal 
dilatative VAD model (Figure 3D). Moreover, there was higher OSI on 
the sVAD with VAH artery regardless of dissection subtypes in 
comparison with contralateral healthy VA. Most of the walls of the 
sVAD with VAH artery showed a relatively high ECAP and high RRT 
(Figures 3E–H), and the distributions of high ECAP and high RRT 
were approximately same. As Figure 3I shown, the highest TARNO 
concentration was observed at dissection area in steno-occlusive 

subtype. In contrast, the local minimum TARNO concentration 
occurred at the dissection area in aneurysmal dilatation subtype 
(Figure 3J). In non-dissection area, both of steno-occlusive sVAD and 
aneurysm dilatative sVAD had lower TARNO concentration compared 
with the opposite healthy VAs.

The quantitative results of time-averaged blood flow, TAWSS, OSI, 
ECAP, RRT and TARNO are recorded in Table 3. All steno-occlusive 
sVAD cases showed strong statistically significant differences between 
all hemodynamic parameters between the sVAD artery and non-sVAD 
artery. Compared with contralateral healthy VAs, steno-occlusive 
sVAD with VAH arteries had a lower time-averaged blood flow 
(0.499 cm3/s ± 0.467 vs. 2.268 ± 0.984, t  = −7.381, p  < 0.001), lower 
TAWSS (1.115 Pa ± 0.589 vs. 2.437 ± 0.970, t  = −4.287, p  = 0.001), 
higher OSI (0.248 ± 0.054 vs. 0.173 ± 0.038, t = 3.382, p = 0.006), higher 
ECAP (0.328 Pa−1 ± 0.192 vs. 0.094 ± 0.034, t = 4.143, p = 0.002), higher 
RRT (3.519 Pa−1 ± 1.960 vs. 1.044 ± 0.407, t = 4.216, p = 0.001) and 
deceased TARNO (104.014 nM/s ± 28.308 vs. 158.195 ± 18.082, 
t = −6.021, p < 0.001) according to statistical analyses. More details 
are provided in Supplementary material.

Discussion

The present study used CFD to reconstruct 28 high-quality 3D 
models of VA, display blood flow patterns, and quantify hemodynamic 
parameters of sVAD with VAH arteries, which allowed us to detect the 
occurrence of abnormal blood flow patterns, smaller time-averaged 
blood flow, lower TAWSS, higher OSI, higher ECAP, higher RRT and 

FIGURE 2

Pressure contour map for sVAD with VAH arteries and contralateral normal VAs at peak systole and late diastole. (A,B) Contralateral healthy VAs. (C,D) 
Steno-occlusive sVAD with VAH arteries. (E,F) Aneurysmal dilatative sVAD with VAH artery. →: dissected region. sVAD, spontaneous vertebral artery 
dissection; VAH, vertebral artery hypoplasia; VAs, vertebral arteries.
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decreased TARNO in steno-occlusive sVAD with VAH arteries. These 
results provided direct hemodynamic characteristics in sVAD with 
VAH arteries and supported the applicability of the CFD method in 
testing the hemodynamic hypothesis of sVAD. In contrast to prior 
studies (Giannopoulos et al., 2007; McNally et al., 2018), this study is 
one of the first biomechanical studies of the hemodynamic 
pathogenesis of sVAD to apply the CFD method.

First, we quantified blood flow velocity and pressure, that was 
different from other prior VAD hemodynamics studies (de Bray et al., 
1997; Zhang et al., 2021). We detected that a focal increase in blood 
flow velocity at the dissected area compared to other nondissected 
areas in steno-occlusive sVAD with VAH arteries, which is consistent 

with a previous ultrasound study of stenosis VAD (de Bray et al., 
1997). In contrast, aneurysmal dilatative sVAD with VAH arteries 
showed a decreased blood flow velocity at the dissection area based 
on the velocity streamlines rather than statistical analyses. 
Additionally, there was more pronounced disordered flow in sVAD 
with VAH arteries regardless of the dissection subtype. We  also 
observed a slower blood flow velocity in nondissected areas of steno-
occlusive sVAD with VAH arteries than in the counterparts of 
contralateral healthy VAs. This phenomenon may have occurred 
because hypoplastic VAs have a lower mean flow velocity, which was 
previously found using Transcranial Doppler (TCD) (Min and Lee, 
2007) and sVAD on the same side as hypoplastic VAs in the present 

TABLE 3 Comparisons of hemodynamic parameters between steno-occlusive sVAD with VAH and contralateral normal VAs.

Parameters Steno-occlusive 
sVAD with VAH

Normal VAs t p-value

TWASS(Pa) 1.115 ± 0.589 2.437 ± 0.970 −4.287 0.001**

OSI† 0.248 ± 0.054 0.173 ± 0.038 3.382 0.006**

ECAP(Pa−1) 0.328 ± 0.192 0.094 ± 0.034 4.143 0.002**

RRT(Pa−1) 3.519 ± 1.960 1.044 ± 0.407 4.216 0.001**

TARNO (nM/s) 104.014 ± 28.308 158.195 ± 18.082 −6.021 <0.001***

Time-averaged blood flow 

(cm3/s)
0.499 ± 0.467 2.268 ± 0.984 −7.381 <0.001***

Cross-sectional area (cm2) 5.514 ± 2.465 13.294 ± 3.355 −14.185 <0.001***

**p < 0.01; ***p < 0.001. Variables were expressed as x  ± s.
VA, vertebral arteries; sVAD, spontaneous vertebral artery dissection; VAH, vertebral artery hypoplasia; TWASS, time-averaged wall shear stress; OSI, oscillatory shear index; ECAP, 
endothelial cell action potential; RRT, Relative residence time; TARNO, time-averaged NO production rate.

FIGURE 3

Distribution of TWASS, OSI, ECAP, RRT, and TARNO at peak systole for sVAD with VAH arteries and contralateral normal VAs. (A,B) Distribution of TWASS; 
(C,D) distribution of OSI; (E,F) distribution of ECAP; (G,H) distribution of RRT; (I,J) distribution of TARNO. (A,C,E,G,I) Steno-occlusive sVAD with VAH; 
(B,D,F,H,J) aneurysmal dilatative sVAD with VAH. →: dissected region. TWASS, time-averaged wall shear stress; OSI, oscillatory shear index; ECAP, 
endothelial cell action potential; RRT, relative residence time; TARNO, time-averaged nitric oxide production rate; sVAD, spontaneous vertebral artery 
dissection; VAH, vertebral artery hypoplasia; VAs, vertebral arteries.
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study. We also found that dissected stenosis areas manifested low 
pressure due to a sudden narrowing of the inner diameter, and 
dissected aneurysmal dilation manifested high pressure based on the 
pressure contour map. However, there were no visibly differences in 
pressures between the dissected area of steno-occlusive sVAD with 
VAH arteries and the counterparts of contralateral healthy VAs. The 
small differences in pressure between the two groups were expected 
due to the limited sample size. Consequently, these pressure results of 
sVAD with VAH need further confirmation in a larger sample of 
patients to enable inter-patients comparisons and statistical analyses 
follow-up studies. Overall, our findings suggest that high velocity and 
focal low pressure occurred at the dissected stenosis region, while low 
velocity and focal high pressure occurred at the dissected aneurysm 
region. These results reveal the phenomena that different subtypes of 
sVAD possibly exhibited different blood flow patterns. Moreover, 
these observations also hint at an unstable hemodynamic 
microenvironment in sVAD with VAH arteries, and the unstable 
blood flow patterns may be a risk factor for vascular diseases (Biasetti 
et al., 2010; Sui et al., 2015). Hence, future investigations of sVAD 
hemodynamics should pay more attention to patient-specific blood 
flow patterns with morphologic and regional variation.

Furthermore, we detected a notably lower time-averaged blood 
flow in steno-occlusive sVAD with VAH arteries compared with the 
contralateral healthy VAs. This phenomenon represents the 
insufficient blood supply in steno-occlusive sVAD with VAH arteries, 
which may be due to the following reasons. Firstly, the definition of 
congenital VAH indicates that the diameter of sVAD with VAH 
arteries was smaller than that of the contralateral healthy VAs (Zhou 
et  al., 2015). Secondly, a decreased blood flow velocity at the 
nondissected area in steno-occlusive sVAD with VAH arteries was 
observed. Poiseuille’s fourth-power radius law indicates that liquid 
flow through a vessel is proportional to the fourth power of the radius 
(Wilkin, 1989), which resulted in a lower blood flow was detected in 
these subjects. Importantly, several studies demonstrated a correlation 
between blood flow and artery remodeling. For example, Langille and 
O'Donnell (1986) and Lee and Langille (1991) measured the blood 
flow through the vessel lumen of rabbits and suggested that long-term, 
flow-induced reductions in arterial diameter were due to a structural 
modification of the artery wall rather than just sustained contractive 
smooth muscle. Based on these previous findings, we speculate that 
congenital VAH and long-term blood flow reductions have a 
potentially positive feedback relationship, wherein long-term low 
blood flow may promote VA remodeling. If the inner diameter of 
hypoplastic VAs decreases further, it may affect blood flow, and if 
these regulative changes reach an unbalanced state, it may induce 
hemodynamic dysfunction of VAH triggered by other hemodynamic 
forces or nonhemodynamic risk factors. Although our speculation of 
the potential hemodynamic dysfunction mechanism of VAH needs 
further in-depth research to corroborate, it may explain the prior 
observation that VAH is prone to the development of 
cerebrovascular events.

Especially, our study using CFD analysis has offered new 
perspectives on the precise evaluation of WSS-related indices in 
sVAD with VAH arteries, which is an improvement compared to the 
conventional hemodynamic assessment methods used in prior 
studies (Augst et al., 2003; Giannopoulos et al., 2007; Hori et al., 
2020). Below is an elaborated summary of our findings. Initially, our 

finding indicated that TAWSS decreased in steno-occlusive sVAD 
with VAH arteries. The reduction in blood flow within these steno-
occlusive sVAD with VAH arteries is likely responsible for this 
finding. WSS is considered as a crucial hemodynamic parameter for 
predicting the risk of arterial dissection (Li et al., 2019; Xu et al., 
2020), and its correlation with blood flow has been investigated 
intensively since 1991. Langille and O'Donnell (1986) were the first 
to reported that vascular remodeling of common carotid arteries in 
a rabbit external carotid ligation model reduced the diameter due 
to decreased blood flow, and they suggested that the adaptation of 
flow-induced remodeling restored WSS to control levels. Two cell-
based studies substantially showed that the maintenance of WSS at 
normal physiological levels appeared to involve the development of 
intima media thickening (IMT) and artery remodeling, resulting in 
alterations in blood flow (Korshunov and Berk, 2003; Korshunov 
et al., 2006). More importantly, abnormal WSS has a negative effect 
on endothelial function because low WSS leads to a 
proinflammatory, procoagulant surface via activation of 
proinflammatory and procoagulant transcription factors (Boon and 
Horrevoets, 2009; Meng et al., 2014). Therefore, flow-induced WSS 
plays an important role in artery remodeling and endothelial 
function, both of which are related to vascular diseases (Cibis et al., 
2014; Frösen et  al., 2019). We  hypothesized that prolonged low 
TAWSS may also be a key trigger in the hemodynamic pathogenesis 
hypothesis of sVAD. Although this hypothesis requires stronger 
evidence to support in the future, our study tentatively verified that 
steno-occlusive sVAD with VAH arteries had low TAWSS. Further 
hemodynamic studies of sVAD should pursue more detailed data 
about WSS at different stages and types of arterial dissection to 
explore risk predictors of sVAD.

We also observed a significant increase in OSI, ECAP and RRT 
in the dissection area regardless of sVAD subtypes. And the 
difference in OSI, ECAP and RRT values between steno-occlusive 
sVAD with VAH arteries and contralateral healthy VAs has showed 
significance after statistical analysis. One possible reason for our 
findings was that sVAD with VAH artery had more disturbed flow 
conditions than contralateral healthy VAs. Previous literatures have 
reported that high OSI areas were commonly detected around 
vortex flow, which could induce more reactive oxygen species 
(ROS) production from endothelial cells more than laminar shear 
(Hwang et  al., 2003; Hohri et  al., 2021), thereby contribute to 
vascular diseases, such as artery deformation and atherosclerosis 
(Xu et al., 2020; Chen et al., 2022). Additionally, our results revealed 
that sVAD with VAH arteries might have higher thrombotic 
susceptibility at the hemodynamic level owing to both of high 
ECAP and high RRT were indicators for the risk of thrombogenesis 
as previously described (Zhang et al., 2015; Ong et al., 2019), which 
supporting antithrombosis treatment as the main therapeutic 
intervention in patients with sVAD in clinical practice (Sugiyama 
et  al., 2013; CADISS Trial Investigators et  al., 2015). However, 
whether high ECAP and high RRT help create an unfavorable 
hemodynamic environment and somehow promote sVAD 
progression, or whether this unfavorable hemodynamic 
environment results from sVAD are still unknown.

In addition, decreased TARNO on sVAD with VAH arteries was 
detected in the present study. This finding is consistent with previous 
studies on atherosclerosis stenosis, suggesting that stenotic VAD 
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might have potential effects on inhibiting the NO production of 
endothelium (Liu et al., 2012). TARNO has been seen as an indicator of 
NO transport of endothelium in previous publications (Li et al., 2019). 
NO, as a key endothelium-divided substance, has diverse functions 
such as leucocyte adhesion, endothelial regeneration, and vascular 
relaxation (Busse et al., 1995; de Caterina et al., 1995; Napoli et al., 
2006). Converging evidence has demonstrated that NO produced 
from endothelium is a signal in regulating vascular wall function and 
low NO concentration may contribute to restenosis and thrombosis 
(Knowles and Moncada, 1992; Busse et al., 1995; Liu et al., 2015). The 
finding of TARNO in the present study could offer valuable insight into 
sVAD hemodynamic pathogenesis, and whether such phenomena 
truly exist in vivo remains to be demonstrated in future research.

In brief, the strength of the current study is its demonstration of 
the potential of CFD as a valuable tool for investigating hemodynamic 
parameters in sVAD. Our study provides novel insights into the 
hemodynamics of sVAD with VAH arteries. In contrast to 
conventional hemodynamic assessment tools, CFD offers several 
advantages, including non-invasiveness, patient-specificity, high 
accuracy, and cost-effectiveness (Pontone and Rabbat, 2017). 
Numerous previous studies have utilized CFD to flexibly analyze the 
hemodynamics and construct personalized mathematical models of 
vascular diseases (Deyranlou et  al., 2020; Jiang et  al., 2022). In 
particularly, CFD could provide more precise and detailed information 
on flow patterns, such as WSS, which is often challenging to obtain 
through other imaging techniques. Moreover, with the advancement 
of artificial intelligence, CFD holds promise as a clinical tool for the 
future (Pontone and Rabbat, 2017; Randles et al., 2017).

There are some limitations that must be acknowledged in this 
study. First, the sample size was relatively small. This was due in part 
to the low prevalence of sVAD with VAH (Schievink, 2001), and also 
because the quantity of reconstructed high-quality 3D models was 
susceptible to the patients’ images quality. Therefore, we ultimately 
obtained 28 high-quality 3D models of VA. Inherent selection bias was 
inevitable. Second, while the focus on hemodynamic characteristics 
of sVAD with VAH arteries is a strength of this study, interpretation 
of hemodynamic mechanism of sVAD attributed to VAH is limited by 
lack of data on images prior to sVAD occurs. Interestingly, some 
recent CFD studies used the variance and mean curvature calculation 
method to successfully recover the parent artery back to its 
pre-aneurysm state (Le et al., 2013). If this recovery method is utilized 
in future study, the hemodynamic hypothesis of sVAD attributed to 
VAH could be  certified. Third, owing to only 2 cases exhibited 
aneurysmal dilatation in our study, the hemodynamic characteristics 
of aneurysmal sVAD were observed by contour plots rather than 
stratified analysis in order to assure the sufficient statistical power. The 
generalizability of these observations in aneurysmal dilatative sVAD 
with VAH arteries requires further confirmation.

Despite these limitations, this study suggest that abnormal flow 
patterns are present in the dissection area of sVAD with VAH arteries, 
and these hemodynamic dysfunctions might trigger the arterial wall 
to develop dissection. As far as we know, this study is a prime example 
for the application of CFD for quantification of hemodynamic 
characteristics in sVAD. These results may have implications for the 
importance of considering VAH in the management of sVAD, as well 
as for the understanding of its pathogenesis. Further studies are 
needed to confirm these findings and explore the possibility of 

hemodynamic characteristics as a diagnostic and prognostic 
measurement for sVAD with VAH arteries. In our view, the 
simplification of the relationship between the hemodynamic variables 
and sVAD occurrence may provide a convenient method to predict 
the risk of VAH developing sVAD, and more aggressive hemodynamic 
monitoring should be  utilized in VAH patients if the sVAD 
hemodynamic pathogenesis hypothesis is confirmed in future studies.

Conclusion

In conclusion, this study has novelty at the methodological level 
and provides direct evidence of hemodynamic characteristics in sVAD 
with VAH arteries, thereby enhancing our understanding of the 
hemodynamic pathogenesis of sVAD attributed to VAH. However, 
further validation is needed to confirm the results, and more detailed 
hemodynamic conditions with different stages of sVAD are warranted 
in the future. Furthermore, noninvasive hemodynamic assessment 
might have the potential to serve as a monitoring tool for predicting 
sVAD risk and assist clinicians in formulating intervention strategies 
for VAH patients.
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