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Editorial on the Research Topic
Enhanced biological mechanism study, drug discovery and individualized
medicine with single-cell multiomics data and integrative analysis

Individualizedmedicine, also known as personalized medicine or precisionmedicine, is a
field in which medical decisions concerning disease prevention, diagnosis, and treatment are
tailored to individual patients based on their genetic information (König et al., 2017). The
personal genetic information of patients could be measured by multi-omics technologies,
including single-cell (SC) multi-omics. This Research Topic consists of nine manuscripts,
covering a diverse range of topics from the computational analyses on various bulk and SC
omics data to their applications to uncover underlining disease mechanisms, identify optimal
diagnostic and prognostic biomarkers, and discover therapeutic targets and corresponding
drugs for individual patients.

The review RNA-seq data science: From raw data to effective interpretation (Deshpande
et al.) introduced basic concepts of RNA-seq data and defined discipline-specific jargon.
Various RNA-seq technologies and their advantages as well as limitations were discussed in
this review. Moreover, it described the major steps of computational analysis of RNA-seq
data, beginning from the processing of raw data to the uncovering of biological insights,
which is helpful to explore the mechanism of disease and thus identify related biomarkers at
the molecular level.

Understanding the biomarkers of diseases is vital in identifying cell diversity and
molecular classification, and single-cell RNA-seq (scRNA-seq) data is an effective tool
for this purpose. Zhao et al. analyzed scRNA-seq data from 23 colon cancer patients to
discover biomarker genes for various cancer-associated fibroblast (CAF) subtypes. This
helped classify colon cancer patients into six groups and provided new insights into the
significant role of CAF in cancer treatment. The CAF-related signature genes were also
utilized to develop a prognostic model for colon cancer patients using LASSO Cox
regression. The model surpassed traditional clinical feature-based models in predicting
the prognosis of colon cancer patients. It is worth noting that other researchers have also

OPEN ACCESS

EDITED AND REVIEWED BY

Maxim B. Freidin,
Queen Mary University of London,
United Kingdom

*CORRESPONDENCE

Panwen Wang,
pwwang@pwwang.com

Jing Qin,
qinj29@mail.sysu.edu.cn

RECEIVED 07 June 2023
ACCEPTED 19 June 2023
PUBLISHED 26 June 2023

CITATION

Zhang X, Wang P and Qin J (2023),
Editorial: Enhanced biological
mechanism study, drug discovery and
individualized medicine with single-cell
multiomics data and integrative analysis.
Front. Genet. 14:1236126.
doi: 10.3389/fgene.2023.1236126

COPYRIGHT

© 2023 Zhang, Wang and Qin. This is an
open-access article distributed under the
terms of the Creative Commons
Attribution License (CC BY). The use,
distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication
in this journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Genetics frontiersin.org01

TYPE Editorial
PUBLISHED 26 June 2023
DOI 10.3389/fgene.2023.1236126

4

https://www.frontiersin.org/articles/10.3389/fgene.2023.1236126/full
https://www.frontiersin.org/articles/10.3389/fgene.2023.1236126/full
https://www.frontiersin.org/articles/10.3389/fgene.2023.1236126/full
https://www.frontiersin.org/articles/10.3389/fgene.2023.1236126/full
https://www.frontiersin.org/articles/10.3389/fgene.2023.1236126/full
https://www.frontiersin.org/researchtopic/36218
https://www.frontiersin.org/researchtopic/36218
https://www.frontiersin.org/articles/10.3389/fgene.2023.997383/full
https://www.frontiersin.org/articles/10.3389/fgene.2023.997383/full
https://www.frontiersin.org/articles/10.3389/fgene.2022.908957/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fgene.2023.1236126&domain=pdf&date_stamp=2023-06-26
mailto:pwwang@pwwang.com
mailto:pwwang@pwwang.com
mailto:qinj29@mail.sysu.edu.cn
mailto:qinj29@mail.sysu.edu.cn
https://doi.org/10.3389/fgene.2023.1236126
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org
https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/journals/genetics#editorial-board
https://www.frontiersin.org/journals/genetics#editorial-board
https://doi.org/10.3389/fgene.2023.1236126


developed prognostic models for pancreatic cancer (Tao et al.),
hepatocellular carcinoma (Liu et al.), and acute myeloid leukemia
(Shi et al.) using a similar bioinformatic framework.

Apart from molecular classification and prognostic model
construction, multi-omics analyses were often conducted to
investigate the biological functions of biomarkers or therapeutic
target genes. Zhu et al. studied the complex functions of REV1, a
member of the translesion synthesis DNA polymerase Y family, at
multi-omics levels. The authors combined single nucleotide
polymorphisms (SNPs), gene expression, and drug sensitivity
information to explore the role of REV1 in carcinogenesis and
prognosis as well as predicting drug sensitivities of specific signaling
pathways. The study demonstrated that REV1 had the potential to
be a novel prognostic biomarker for various cancers.

Genes play a vital role in various biological processes, with both
protein-coding (mRNAs) and non-coding (ncRNAs) genes being
integral components. Among the latter, microRNAs (miRNAs) are
short endogenous RNAs consisting of 20–25 nucleotides (Ambros,
2001). They regulate gene expression post-transcription and are
currently being studied for their potential to serve as biomarkers for
premature ovarian failure (POF). Zhang et al. have identified
miRNA-190a-5p as a promising biomarker after conducting
bioinformatics analysis with miRBase and TargetScan, as well as
animal experimental validation. In rats, this miRNA activates
primordial follicles by targeting the expression of PHLPP1 and
key proteins in the AKT-FOXO3a and AKT-LH/LHR pathways.
These findings highlight miRNA-190a-5p’s potential as a
therapeutic target for POF and call for further research in this area.

Screening or designing optimal drugs based on biomarkers and
targets is a significant step in drug discovery. Zhang et al. developed
a deep learning framework that uses convolutional neural networks
(CNNs) and attention mechanisms to predict drug-protein
interactions (DPIs). Attention mechanisms help identify relevant
information features and improve DPI prediction performance.
Guan et al. created a computational model, BNEMDI, to identify
miRNA-drug interactions (MDIs) through drug substructure

fingerprint, miRNA sequence, and MDIs bipartite graph.
BNEMDI is stable and effective, as demonstrated by identifying
miRNAs that potentially interact with 5-fluorouracil (5-FU).
Understanding drug-miRNA relationships is crucial for
investigating drug function mechanisms and developing treatments.

In summary, these manuscripts involved reviews, new
computational pipelines, and new models with multi-omics data,
helping to enhance biological mechanism study, drug discovery, and
individualized medicine. Altogether, they provide a broad overview
of the current status of biological and pharmaceutical integrative
analysis, showing promising advances in multi-omics-based
research through the application of computational approaches.
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Machine Learning Screens Potential
Drugs Targeting a Prognostic Gene
Signature Associated With
Proliferation in Hepatocellular
Carcinoma
Jun Liu1,2†, Jianjun Lu3†, Wenli Li 4, Wenjie Mao5 and Yamin Lu1*

1Department of Clinical Laboratory, Yue Bei People’s Hospital, Shantou University Medical College, Shaoguan, China, 2Medical
Research Center, Yue Bei People’s Hospital, Shantou University Medical College, Shaoguan, China, 3Department of Medical
Affairs, First Affiliated Hospital of Sun Yat-sen University, Guangzhou, China, 4Reproductive Medicine Center, Yue Bei People’s
Hospital, Shantou University Medical College, Shaoguan, China, 5Emergency Department, Yue Bei People’s Hospital, Shantou
University Medical College, Shaoguan, China

Background: This study aimed to screen potential drugs targeting a new prognostic gene
signature associated with proliferation in hepatocellular carcinoma (HCC).

Methods: CRISPR Library and TCGA datasets were used to explore differentially
expressed genes (DEGs) related to the proliferation of HCC cells. Differential gene
expression analysis, univariate COX regression analysis, random forest algorithm and
multiple combinatorial screening were used to construct a prognostic gene signature.
Then the predictive power of the gene signature was validated in the TCGA and ICGC
datasets. Furthermore, potential drugs targeting this gene signature were screened.

Results: A total of 640 DEGs related to HCC proliferation were identified. Using univariate
Cox analysis and random forest algorithm, 10 hub genes were screened. Subsequently,
using multiplex combinatorial screening, five hub genes (FARSB, NOP58, CCT4, DHX37
and YARS) were identified. Taking the median risk score as a cutoff value, HCC patients
were divided into high- and low-risk groups. Kaplan-Meier analysis performed in the
training set showed that the overall survival of the high-risk group was worse than that of
the low-risk group (p < 0.001). The ROC curve showed a good predictive efficiency of the
risk score (AUC > 0.699). The risk score was related to gene mutation, cancer cell
stemness and immune function changes. Prediction of immunotherapy suggetsted the
IC50s of immune checkpoint inhibitors including A-443654, ABT-888, AG-014699, ATRA,
AUY-922, and AZ-628 in the high-risk group were lower than those in the low-risk group,
while the IC50s of AMG-706, A-770041, AICAR, AKT inhibitor VIII, Axitinib, and AZD-0530
in the high-risk group were higher than those in the low-risk group. Drug sensitivity analysis
indicated that FARSB was positively correlated with Hydroxyurea, Vorinostat, Nelarabine,
and Lomustine, while negatively correlated with JNJ-42756493. DHX37 was positively
correlated with Raltitrexed, Cytarabine, Cisplatin, Tiotepa, and Triethylene Melamine.
YARS was positively correlated with Axitinib, Fluphenazine and Megestrol acetate.
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NOP58 was positively correlated with Vorinostat and 6-thioguanine. CCT4 was positively
correlated with Nerabine.

Conclusion: The five-gene signature associated with proliferation can be used for survival
prediction and risk stratification for HCC patients. Potential drugs targeting this gene
signature deserve further attention in the treatment of HCC.

Keywords: hepatocellular carcinoma, proliferation, gene signature, immune checkpoint inhibitors, antitumor drugs

INTRODUCTION

As one of the most common cancers worldwide, hepatocellular
carcinoma (HCC) is currently the third leading cause of
cancer-related death (Cronin et al., 2018). In the past few
decades, the effects of drug resistance and long-term toxicity of
systemic therapy on overall survival (OS) have limited its
application, making systemic therapy only used for
advanced HCC. Before 2017, the anti-angiogenic tyrosine
kinase inhibitor sorafenib was almost the only option for
systemic treatment for advanced HCC patients.
Subsequently, several molecularly targeted therapeutic
agents, including lenvatinib, regorafenib, and ramucirumab,
have broadened the treatment options for advanced HCC. In
recent years, the important role of immune system regulation
in HCC has made immunotherapy the focus of HCC research
efforts.

Immune checkpoint inhibitors (ICIs) are monoclonal
antibodies that block the interaction of checkpoint proteins
with their ligands, thereby preventing T cell inactivation. The
antitumor effects of immunotherapy drugs are based on
immune checkpoint-mediated inhibition of programmed cell
death-1 (PD-1), programmed cell death ligand 1 (PD-L1), and
cytotoxic T lymphocyte-associated protein 4 (CTLA-4).
Previous studies have shown that immune checkpoint
inhibitors, including anti-PD-1, anti-PD-L1, and anti-
CTLA-4 antibodies, have shown potential therapeutic
promise for advanced HCC (Zongyi and Xiaowu, 2020). The
combination of the anti-PDL1 antibody atezolizumab and the
vascular endothelial growth factor-neutralizing antibody
avastin is about to become the standard treatment for HCC.
Compared with sorafenib, the immunotherapy combination
regimen based on atezolizumab and avastin showed a clear
advantage in improving the survival rate of patients with
unresectable HCC. In addition, the anti-PD1 drugs
nivolumab and pembrolizumab began to be used after the
use of anti-angiogenic tyrosine kinase inhibitors. Currently,
the combination of HCC checkpoint immunotherapy with
other systemic or local treatments is considered the most
promising treatment option for HCC. And immunotherapy
is expected to be integrated into early and mid-stage treatment
regimens.

However, on the one hand, the severe toxicity of systemic
drugs has slowed the development of new HCC drugs over the
past decade (Busato et al., 2019). On the other hand, the
predictive power and accuracy of traditional pathological
staging have been shown to be insufficient due to the

marked heterogeneity of HCC. The lack of predictive
biomarkers makes the choice of immunotherapy over kinase
inhibitors an empirical treatment decision that balances
antitumor efficacy and drug toxicity (Fulgenzi et al., 2021).
The identification and validation of predictive biomarkers and
the screening of more effective immunotherapeutic drugs or
drug combinations are urgently needed for HCC
immunotherapy (Sangro et al., 2021).

As we know, HCC cells are characterized by fast growth and
strong invasiveness. Therefore, proliferation-related gene
signatures are potential prognostic biomarkers for HCC.
Previous researches suggest that DEPDC1 can promote the
occurrence and proliferation of HCC (Qu et al., 2019). High
expression of E2F1 can promote cancer cell proliferation by
activating PKC-α phosphorylation in HCC (Lin et al., 2019).
YTHDF2 can inhibit the proliferation of cancer cells by
destroying the stability of EGFR mRNA in HCC (Zhong L.
et al., 2019). In addition, in terms of microRNA, miR-424-5p
can inhibit the proliferation and invasion of HCC cells by
targeting TRIM29 (Du et al., 2019). MiR-125a-5p can inhibit
the growth and metastasis of liver cancer cells by targeting
TRIAP1 and BCL2L2 (Ming et al., 2019). MiR-490-5p inhibits
the proliferation, migration and invasion of cancer cells by
directly regulating ROBO1 in HCC (Chen et al., 2019).
MiRNA-217 can inhibit the proliferation of cancer cells by
regulating KLF5 in HCC (Gao et al., 2019). MiR-664 may
target SIVA1 to promote proliferation, migration and invasion
in HCC (Wang X. et al., 2019). In terms of long non-coding RNAs
(lncRNAs), LncRNAs A1BG-AS1 can inhibit the proliferation
and invasion of HCC cells by targeting miR-216a-5p (Bai et al.,
2019). While LncRNA 01123, LncRNA HAGLROS, LncRNA
MNX1-AS1, LncRNA CRNDE, and LncRNA RNA CCAT2
can promote the proliferation and metastasis of HCC cells (Ji
et al., 2019a; Ji et al., 2019b; Liu et al., 2019; Wei H. et al., 2019;
Xiao et al., 2020). Therefore, the above genes have potential value
as prognostic biomarkers in HCC.

In this study, we used the CRISPR Library and the Cancer
Genome Atlas (TCGA) database to screen for important genes
related to the proliferation of HCC cells. Then, hub genes most
relevant to the prognosis of HCC patients were identified and
used to establish a gene signature for survival prediction.
Subsequently, the prognostic values of the gene signature were
confirmed both in the training set and validation set. Time-
dependent receiver operating characteristic (t-ROC) curve was
used to verify the prediction accuracy of the survival model.
Associations of risk scores with genetic mutations, cancer cell
stemness and immune function were analyzed, respectively.
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Finally, drugs targeting this proliferation-related gene signature
were identified. In conclusion, this study comprehensively
analyzed the prognostic value of a new proliferation-related
gene signature in HCC. This gene signature can not only be
used for prognostic assessment and risk stratification of HCC
patients, but also is expected to be a therapeutic target for HCC.
Furthermore, therapeutic drugs targeting this gene signature may
have potential therapeutic prospects.

MATERIALS AND METHODS

Data Source and Identification of
Proliferation-Related Differentially
Expressed Genes
The RNASeq data and clinical information used to construct the
prognostic gene signature were downloaded from the TCGA
HCC dataset (n = 365). The RNASeq data and clinical
information used to verify the gene signature were
downloaded from the International Cancer Genome
Consortium (ICGC) HCC dataset (n = 232). The limma
package was used to perform differentially expressed gene
analysis between tumor and matched normal tissues.
Candidates with false discovery rate (FDR) <0.05 and multiple
of change >1 were considered to be significantly upregulated in
tumor tissues. The genome-wide CRISPR screening of HCC cells
was downloaded from the DepMap portal (https://depmap.org/
portal/download/). The CERES algorithm was used to calculate
the dependency scores of candidate genes (Meyers et al., 2017).
Candidate genes were defined as proliferation-related genes. The
above three databases are public. Therefore, this study did not
require the approval of the local ethics committee.

Candidate Gene Selection and Gene
Signature Establishment
Random forest is a machine learning algorithm based on decision
tree, which is a nonlinear classifier and can be used for sample
classification or regression tasks. The method of random forest to
evaluate the importance of features is to calculate how much each
feature contributes to different decision trees in random forest,
then take the average value, and compare the contribution of
different features. In this study, using univariate Cox regression
with a p value < 0.01, the candidate genes that are most relevant to
the prognosis of HCC patients were identified. Next, we used
random forest to rank the importance of genes and selected the
top 10 hub genes. Subsequently, we identified a gene signature
with a smaller number of genes and a more significant p value
from multiple combinations of 10 hub genes to construct a
survival model. The single-sample gene set enrichment
analysis (ssGSEA) algorithm was used to quantify the
performance of proliferation-related pathways and
transcription factors. In addition, gene mutations, cancer cell
stemness and immune function changes can affect tumor
proliferation and the prognosis of HCC, so we explored the

correlations between the gene signature and gene mutations/
mRNSsi/immune functions.

Survival Analysis Based on Risk Score
Taking the median risk score as the cut-off value, we divided HCC
patients into high- and low-risk groups. Then the prognosis of the
two groups was compared in the training set and the validation
set, respectively. Kaplan-Meier method was used for survival
analysis. ROC curve was used to evaluate the predictive
accuracy of the risk score. And t-ROC was used to evaluate
the predictive ability (R package “survival-ROC”) (Heagerty et al.,
2000). Cox proportional hazard regression model was used to
evaluate the importance of each parameter to OS. In addition, a
two-factor survival analysis combining risk score and
proliferation-related pathways was also performed to evaluate
the impact of risk score and proliferation-related pathways on the
prognosis of HCC patients.

Establishment and Evaluation of Nomogram
for Predicting OS of HCC Patients
Nomogram is an effective tool for predicting the prognosis of
cancer patients by simplifying complex statistical prediction
models into maps that assess the probability of individual
patients’ OS (Park, 2018). In this study, we constructed a
nomogram based on the five-gene signature to evaluate the
probability of OS in HCC patients at 1-, 3-, and 5-year.
Meanwhile, the predicted probability of the nomogram was
compared with the measured probability by the calibration
curve to verify the accuracy of the nomogram. In addition,
t-ROC curve was used to evaluate the survival prediction
ability of the nomogram. Decision curve analysis (DCA) curve
was used to evaluate the clinical benefit of the nomogram.

Drug Discovery Based on Risk Score
In order to find candidate drugs that show potential efficacy in the
high-risk group, we used the half-maximum inhibitory
concentration (IC50) of each HCC patient to evaluate their
treatment response on Genomics of Drug Sensitivity in Cancer
(GDSC) (https://www.cancerrxgene.org/) (Geeleher et al., 2014).

Drug Sensitivity Analysis of Five Hub Genes
The drug sensitivity data was downloaded from the CellMiner™
database (version: 2020.3, database: 2.4.2, https://discover.nci.nih.
gov/cellminer/home.do) (Reinhold et al., 2012). The R packages
“impute,” “limma,” “ggplot2,” and “ggpubr” were used for data
processing and visualization.

Bioinformatics and Statistical Analysis
IBM SPSS Statistics 20 (IBM Corp., Armonk, NY, United States)
and R software (version 3.5.2, https://www.r-project.org) were
used to analyze data and draw graphs. Z-score were used to
normalize the ssGSEA score. Principal component analysis was
conducted by using the Rtsne R package. The log-rank test was
used to assess the differences. The “wilcox.test” function was used
to compare the risk scores between groups.
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RESULTS

Schematic Diagram of Research Design
Figure 1 shows the entire workflow of this research. Firstly,
using the CRISPR Library and TCGA HCC dataset,
differentially expressed genes (DEGs) related to HCC
proliferation were screened out. Then, univariate Cox
regression analysis was used to screen promising candidates.
Next, the random forest algorithm and multiple combinatorial
screening methods were used to establish a prognostic gene
signature. Specifically, we screened genes associated with
overall survival in HCC by univariate COX regression, and
then used random forests to rank the importance of these
survival-related genes and listed the top 10 genes. We then
randomly combined these 10 genes and constructed a risk
model by multivariate COX regression. Subsequently, we
calculated and ranked the p-values for each model by K-M
survival analysis. Furthermore, we screened out the risk model
with the smallest p value and the relatively small number of
genes. Finally, the prognostic values of the gene signature were
evaluated in the training set and validation set, respectively.

Establishment of Proliferation-Related
Prognostic Gene Signature
A total of 640 DEGs in HCC were identified, with |log2FC| > 1 and
FDR < 0.05 as the thresholds. The heat map shows the expression
profiles of someDEGs related to proliferation inHCC (Figure 2A).
As shown in Figures 2B,C, biological processes significantly
enriched by 640 DEGs included ribosomal subunit, U2-type
spliceosomal complex, spliceosomal complex, cytosolic part and
cytosolic ribosome; Significantly enriched cell components
included mRNA splicing, via spliceosome, RNA splicing via
transesterification reactions with bulged adenosine as
nucleophile, RNA splicing, viral transcription, and translational
initiation; Significantly enriched molecular function included
structural constituent of ribosome, catalytic activity acting on
RNA, helicase activity, nucleotidyltransferase activity and rRNA
binding. In addition, significantly enriched pathways included
spliceosome, ribosome, RNA transport, cell cycle and
spinocerebellar ataxia. Using p < 0.01 as the threshold for
univariate Cox regression, candidate genes related to the
prognosis of HCC patients were identified (Figure 2D).
Subsequently, we used random forest ranking to rank candidate

FIGURE 1 |Overall flowchart of this study. HCC, hepatocellular carcinoma; OS, overall survival; ROC, receiver operating characteristic; GSEA, gene set enrichment
analysis; GO, gene ontology; KEGG, kyoto encyclopedia of genes and genomes; mRNAsi, mRNA expression-based stemness index.
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genes and screened out the top ten relatively important genes
(Figure 2E). Next, we selected a gene combination with a smaller
number of genes and a more significant p value from multiple
combinations of ten hub genes to construct a survival prediction
model (Figure 2F). Finally, five hub genes were used to construct a
prognostic model of HCC: risk score = 0.010 * FARSB + 0.07 *
NOP58 + 0.001 * CCT4 − 0.026 * DHX37 + 0.022 * YARS.

Risk Score Based on the Five-Gene
Signature Was an Independent Prognostic
Factor for HCC
The TCGA HCC dataset was used as a training set to evaluate the
prognostic values of this five-gene signature. As shown in Figure 3A,
Kaplan-Meier analysis showed that the prognosis of the high-risk
score group was worse than that of the low-risk score group (p <
0.001). The high- and low-risk score groups were defined by risk
scores based on the five-gene signature. The median risk score
calculated from the risk model was 0.867. Taking the median risk
score of HCC patients as a cutoff value, we divided HCC patients

into high-risk and low-risk groups. Patients with a risk score higher
than 0.867 were classified as high-risk group, while those with a risk
score lower than 0.867 were classified as low-risk group.
Subsequently, in order to evaluate the relationship between the
five-gene signature and the prognosis of HCC patients, we took the
median of the risk scores of 338 HCC patients from the training set
as the cut-off value, divided these patients into high- and low-risk
groups, and compared the survival status and the expressions of the
five hub genes between the two groups. The results showed that the
prognosis of the high-risk group was worse than that of the low-risk
group, and the expression levels of five hub genes in the high-risk
groupwere higher than that of the low-risk group (Figure 3B). Next,
Principal component analysis suggested that risk score could be used
as a new dimension to assess the prognosis of HCC patients
(Figure 3C). The ROC curve showed that the AUCs of the risk
score for predicting 1-year, 3-year, and 5-year survival rates were
0.744, 0.699, and 0.743, respectively, indicating that the risk score
was a good model for predicting the survival rate of HCC patients
(Figure 3D). Univariate and multivariate Cox regression analysis
showed that risk score based on five-gene signature (HR = 2.48, p <

FIGURE2 | Establishment of prognostic genemarkers related to cancer cell proliferation in HCC. (A)Heat map showing significantly DEGs in HCC related to cancer
cell proliferation. Using the RNA sequencing data of the TCGA HCC cohort and the CRISPR Library, 640 DEGs related to proliferation in HCC were screened out (|
log2FC| > 1 and FDR < 0.05). (B,C) GO and KEGG analysis revealed important biological processes, cell components and KEGG pathways enriched by 640 DEGs. (D)
Using univariate Cox analysis, candidates related to prognosis were identified (p < 0.05). (E) Using random forest, the top 10 most characteristic genes are
screened out. (F) A combination with a relatively small number of genes and a relatively significant p value was selected to construct a survival prediction model from a
variety of combinations of 10 genes. DEGs, differentially expressed genes; FDR, false discovery rate; BP, biological processes; CC, cell components; MF, molecular
function.
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0.001) and pathological stage (HR = 1.62, p < 0.001) were
independent risk factors affecting OS in HCC patients
(Figure 3E). Besides, tROC analysis showed that the survival
predictive ability of risk score was significantly higher than other
clinicopathological characteristics (Figure 3F).

Verifying the Prognostic Values of the
Five-Gene Signature in the Validation Set
The ICGC HCC dataset was used as a validation set to verify the
robustness of this five-gene signature. Kaplan-Meier analysis
showed that the prognosis of the high-risk group was worse
than that of the low-risk group (p < 0.001, Figure 4A). Similarly,
taking the median of the risk scores of 232 HCC patients from the
validation set as the cutoff value, we divided these patients into
high- and low-risk groups, and compared the survival status and
the expression levels of five hub genes between the two groups.
The results showed that the prognosis of the high-risk group was
worse than that of the low-risk group, and the expression levels of
the five hub genes in the high-risk group were higher than that of
the low-risk group (Figure 4B). Principal component analysis

also suggested that risk score could be used as a new dimension to
assess the prognosis of HCC (Figure 4C). The ROC curve showed
that the AUCs of the risk score for predicting 1-year, 3-year, and
5-year survival rates were 0.747, 0765, and 0.852, respectively,
which further indicated that the risk score was a good model for
predicting the survival rate of HCC patients (Figure 4D).
Univariate and multivariate Cox regression analysis showed
that risk score (HR = 2.29, p < 0.001) and pathological stage
(HR = 1.57, p < 0.05) were independent risk factors affecting OS
in HCC patients (Figure 4E). In addition, tROC analysis showed
that the survival predictive ability of risk score was significantly
higher than that of other clinicopathological characteristics
(Figure 4F).

Correlations Between Risk Score and
Proliferation-Related Pathways and
Corresponding Two-Factor Survival
Analysis
Using the ssGSEA algorithm, the Z-scores of some proliferation-
related pathways and some proliferation-related transcription

FIGURE 3 | The risk score predicts poor survival in the training set. (A) Kaplan-Meier analysis showed that HCC patients with higher risk scores had a worse overall
survival rate. (B) The risk score distribution, survival profile and heat map of patients in the high- and low-risk groups in the training set. (C) Principal component analysis
suggested that risk score could be used as a new dimension to evaluate the prognosis of HCC patients. (D) The ROC curve showed the prediction efficiency of the risk
score in the training set (AUC > 0.699). (E) Univariate and multivariate Cox regression analysis showed that risk score was an independent risk factor for OS in HCC
patients. (F) The tROC analysis showed that the predictive power of risk score was significantly higher than that of other clinical characters. HR, hazard ratio; OS, overall
survival; tROC, time-dependent receiver operating characteristics.
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factors were calculated. Subsequently, the Z-scores of
proliferation-related pathways and the Z-scores of
proliferation-related transcription factors between the high and
low-risk groups were compared, respectively. As shown in
Figure 5A, the Z-scores of the proliferation-related pathways
in the high-risk group were higher than those in the low-risk
group. Meanwhile, as shown in Figure 5B, the Z-scores of the
proliferation-related transcription factor of the high-risk group
were higher than those of the low-risk group. Subsequently, a
two-factor survival analysis combining risk score and
proliferation-related pathway Z-scores showed that high risk
score and high proliferation-related pathway Z-scores
predicted the worst prognosis (Figures 5C–G).

Differences in Gene Mutations Between
High- and Low-Risk Groups
The gene mutation data of HCC patients in TCGA was
downloaded to compare the gene mutation status between the
high- and the low-risk groups. The results showed that there were

some differences in gene mutation frequency between the two
groups. TP53 gene mutation status between the two groups was
significantly different (Figures 6A,B). The risk score of the TP53
mutant group was higher than that of the TP53 wild group (p <
0.001, Figure 6C). TP53 mutation rate of the high-risk group was
higher than that of the low-risk group (p < 0.001, Figure 6D). In
addition, the mRNAsi of the high-risk group was higher than that
of the low-risk group (p < 0.001, Figure 6E). There were
statistically significant differences between the high- and low-
risk groups in immune function of Type IL IFN Reponse, MHC
class I and Cytolytic activity (p < 0.01, Figure 6F).

Correlations Between Risk Score and
Tumor Progression in HCC Patients
To explore the correlations between the risk score and tumor
progression, the mortality and pathological stage of the high- and
low-risk groups were compared. The results suggested that in the
TCGA dataset, the mortality of the high-risk group was higher
than that of the low-risk group (p = 0.001, Figure 7A).

FIGURE 4 | Validation of the risk score in the ICGC dataset. (A)Kaplan-Meier analysis showed that HCC patients with higher risk scores had aworse overall survival
rate. (B) The risk score distribution, survival profile and heat map of patients in the high- and low-risk groups in the ICGC dataset. (C) Principal component analysis
suggested that the risk score in the ICGC data set was a new dimension for evaluating the prognosis of patients. (D) The ROC curve shows the survival prediction
efficiency of the risk score in the ICGC data set (AUC > 0.74). (E) Univariate and multivariate Cox regression analysis showed that risk score is an independent risk
factor for OS in HCC patients. (F) tROC analysis showed that the predictive power of risk score was significantly higher than other clinical characters. HR, hazard ratio;
OS, overall survival; tROC, time-dependent receiver operating characteristics.
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Meanwhile, the proportions of patients with advanced
pathological stages (or pathological grades) in the high-risk
group were higher than those of the low-risk group (p =
0.001, Figures 7B–D). In the ICGC dataset, the mortality rate
of the high-risk group was also higher than that of the low-risk
group (p = 0.001, Figure 7E). At the same time, the proportions of
patients with advanced pathological stages (or pathological
grades) in the high-risk group were also higher than those of
the low-risk group (p = 0.002, Figure 7F).

Risk Score Was an Indicator of Poor
Prognosis in the Subgroups Divided by
Various Clinicopathological Characteristics
Clinicopathological characteristics including age, gender, grade,
and pathological stage were used to divide multiple subgroups. As
shown in Figures 8A–H, risk scores based on five-gene markers
can distinguish high-risk patients with poor prognosis in these
subgroups (p < 0.001).

Enrichment Analysis Based on the Risk
Score
Taking the median of the risk scores of all HCC patients from the
TCGA dataset as the cut-off value, we divided these samples into
high- and low-risk groups. GSEA analysis was conducted to
identify the significant enrichment pathways of the high and
low risk groups, respectively. Significantly enriched pathways in
the high-risk group included cell cycle, cytokine-cytokine receptor
interaction, DNA replication, ECM receptor interaction, and

hematopoietic cell lineage (Figure 9A). And significantly
enriched pathways in the low-risk group included drug
metabolism cytochrome p450, fatty acid metabolism, glycine
serine and threonine metabolism, metabolism of xenobiotics by
cytochrome p450 and peroxisome (Figure 9B). Subsequently, we
performed GO and KEGG analysis on DEGs between the high and
low risk groups. The results suggested that significantly enriched
BP included chromosome segregation, organelle fission, mitotic
sister chromatid segregation, nuclear division and mitotic nuclear
division; Significantly enriched CC included chromosomal region,
chromosome, centromeric region, spindle, condensed
chromosome, centromeric region, and condensed chromosome
(Figure 9C); Significantly enriched MF includes oxidoreductase
activity, acting on CH or CH2 groups, DNA replication origin
binding, steroid hydroxylase activity, arachidonic acid
monooxygenase activity, and arachidonic acid epoxygenase
activity. Besides, significantly enriched KEGG pathways
included metabolism of xenobiotics by cytochrome P450, ECM-
receptor interaction, central carbon metabolism in cancer, retinol
metabolism, and cell cycle (Figure 9D). These results suggested
that the five-gene signature may play an important role in
tumorigenesis and development.

Prediction of Immunotherapy Based onRisk
Score
In order to select appropriate checkpoint inhibitors for HCC
patients, we performed immunotherapy predictions based on risk
scores. The results showed that the high-risk group had lower
IC50s for six immunotherapy drugs including A-443654, ABT-

FIGURE 5 | Two-factor survival analysis combining proliferation-related pathways and risk scores. (A) The proliferation-related pathways Z-scores in the high-risk
group were significantly higher than those in the low-risk group. (B) The proliferation-related transcription factor Z-scores of high-risk patients were significantly higher
than those of low-risk patients. (C–G) Two-factor survival analysis combining risk score and proliferation-related pathway Z-scores showed that high-risk score and high
proliferation-related pathway Z-Scores predicted the worst prognosis.
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FIGURE 6 |Comparison of gene mutations between the high- and low-risk groups. (A,B)Comparison of gene mutation rate between high- and low-risk group. (C)
Comparison of risk score between TP53 mutation group and TP53 wild group. (D) Comparison of TP53 mutation ratio between high- and low-risk group. (E)
Comparison of mRNAsi between high- and low-risk group. (F) Heat map showed the difference in immune function between the high- and low-risk group. Asterisks
indicate statistical significance at: *: p < 0.05; **: p < 0.01, and ***: p < 0.001.

FIGURE 7 | The correlation between the risk score and mortality (or pathological stage) in the training set and validation set. (A–D) The high-risk group had higher
mortality, more advanced pathological stage, a higher T stage and a higher tumor grade in the training set. (E,F) The high-risk group had higher mortality and more
advanced pathological stage in the validation set.
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888, AG-014699, ATRA, AUY-922, and AZ-628, while had
higher IC50s for six kinds of immunotherapy drugs including
AMG-706, A-770041, AICAR, AKT inhibitor VIII, Axitinib, and
AZD-0530 (Figure 10).

Drug Sensitivity Analysis of Five Hub Genes
To explore the potential correlations between the expressions of
five key genes and drug sensitivity, we conducted drug sensitivity
analysis using the CellMiner™ database. The results showed that
FARSB expression was positively correlated with the drug
sensitivity of Hydroxyurea (Supplementary Figure S1A),
Vorinostat (Supplementary Figure S1E), Nelarabine
(Supplementary Figure S1G), and Lomustine (Supplementary
Figure S1P), while negatively correlated with the drug sensitivity
of JNJ-42756493 (Supplementary Figure S1O). DHX37
expression was positively correlated with the drug sensitivity
of Raltitrexed (Supplementary Figure S1B), Cytarabine
(Supplementary Figure S1D), Cisplatin (Supplementary
Figure S1F), Thiotepa (Supplementary Figure S1H), and
Triethylenemelamine (Supplementary Figure S1N). YARS
expression was positively correlated with the drug sensitivity
of Axitinib (Supplementary Figure S1C), Fluphenazine
(Supplementary Figure S1K), and Megestrol acetate
(Supplementary Figure S1M). NOP58 expression was
positively correlated with the drug sensitivity of Vorinostat
(Supplementary Figure S1I) and 6-Thioguanine
(Supplementary Figure S1J). The expression of CCT4 was
positively correlated with the drug sensitivity of Nelarabine
(Supplementary Figure S1L).

Constructing a Nomogram to Predict OS in
HCC Patients
In order to establish a clinically applicable method for predicting
the OS of HCC patients, we constructed a nomogram combining
risk score and pathological stage (Figure 11A), and then analyzed
the accuracy of the model using a calibration curve. The results
showed that the 1-year, 3-year, and 5-year survival probabilities
predicted by the nomogram were basically consistent with the
observed survival probabilities, confirming the reliability of the
nomogram (Figure 11B). Meanwhile, t-ROC curve suggested
that the nomogram combined with pathological stage and risk
score had the largest AUC. The AUCs of 1-, 3-, and 5-year
survival predictions were above 0.72, which suggested that
compared with the model constructed by a single prognostic
factor, the nomogram combining risk scores and pathological
stages was a better prognostic model for survival prediction in
HCC patients (Figure 11C). In addition, we plotted the calculated
net benefit with the threshold probabilities for HCC patients with
1-year, 3-year, and 5-year survival rates. As shown in Figure 11D,
the net benefit of the nomogram was better than other models.

DISCUSSION

In recent years, immunotherapy has become the focus of HCC
research. Immune checkpoint inhibitors, including anti-PD-1,
anti-PD-L1, and anti-CTLA-4 antibodies, have shown potential
therapeutic value in advanced HCC. At present, the anti-PDL1

FIGURE 8 | The risk score was an important indicator of poor prognosis in each subgroup divided by clinicopathological characteristics. In various subgroups
divided by clinicopathological characteristics including age (A,B), gender (C,D), grade (E,F) and pathological stage (G,H), the prognosis of the high-risk groups was
poorer than that of the low-risk groups. HR, risk ratio.
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antibody Atezolizumab combined with the vascular endothelial
growth factor neutralizing antibody Avastin is expected to
become the standard treatment for HCC. Therefore, HCC
checkpoint immunotherapy combined with other systemic or
local treatments is considered to be the most promising treatment
option for HCC. Currently, there is an urgent need for the
identification and validation of predictive biomarkers and the
screening of more effective immunotherapy drugs for HCC
immunotherapy.

In this study, we focused on constructing a proliferation-
related gene signature for patients with HCC. Firstly, the
CRISPR Library and the TCGA database were used to screen
differentially expressed genes related to the proliferation of HCC
cells. Then, univariate COX regression analysis, random forest

algorithm and multiple combinations were used to construct a
prognostic five-gene signature (FARSB, NOP58, CCT4, DHX37,
and YARS). Next, the prognostic value of the five-gene signature
was confirmed in both the training set and the validation set.
Finally, we combined risk scores and pathological stage to
construct a nomogram for clinical practice. Meanwhile,
calibration curve, ROC curve and decision curve showed that
the nomogram can more accurately predict the ability of OS in
HCC patients. In addition, the roles of this five-gene signature in
gene mutation, cancer cell stemness and immune functions were
explored, respectively. Therefore, this five-gene signature is an
independent prognostic predictor of HCC.

Traditional pathological staging is commonly used method for
evaluating the prognosis of HCC patients. Alpha-fetoprotein

FIGURE 9 | Enrichment analysis based on the risk score. (A,B) GSEA analysis of high- and low-risk groups. (C,D) GO and KEGG analysis of DEGs between high-
and low-risk groups.
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(AFP) is a widely used biomarker to monitor treatment response
and improve prognosis. However, the high heterogeneity of HCC
increases the difficulty of survival prediction. Recently, some new
biomarkers have become effective tools for predicting the

prognosis of HCC. For example, CCL14, CBX3/HP1, APEX1,
and UBE2C are considered to be prognostic biomarkers for HCC
(Wei Z. et al., 2019; Zhong X. et al., 2019; Cao et al., 2020; Gu
et al., 2020). In addition, a four-gene signature including PBK,

FIGURE 10 | The investigation of tumor immunotherapy. The drugs prediction of risk groups.
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FIGURE 11 | A nomogram used for survival prediction. (A) A nomogram combining the five-gene signature and clinical pathological stage. (B) The calibration chart
showed that the predicted 1-, 3-, and 5-year survival probabilities were basically consistent with actual observations. (C) The t-ROC analysis showed that the nomogram
had good survival prediction power. (D) DCA curve visually evaluated the clinical benefit of the nomogram and the scope of application of the clinical benefit obtained by
the model. The calculated net benefit (Y axis) was plotted against the threshold probabilities of patients with 1-, 3-, and 5-year survival on the X axis. The gray dotted
line represents the hypothesis that all patients have 1-year, 3-year, and 5-year survival. The solid black line represents the hypothesis that no patient has a 1-year, 3-year,
or 5-year survival period. t-ROC, time-dependent receiver operating characteristics; DCA, decision curve analysis.
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CBX2, CLSPN, and CPEB3, a four-methylated mRNA signature
including BRCA1, CAD, CDC20, and RBM8A, a 5-gene lncRNA
signature including RP11-325L7.2, DKFZP434L187, RP11-
100L22.4, DLX2-AS1, and RP11-104L21.3, as well as many
other polygenic gene signatures have been shown to have
prognostic value in HCC (Sun et al., 2019; Wang Y. et al.,
2019; Yan et al., 2019).

Based on the important role of HCC cell proliferation in tumor
progression and its impact on patient prognosis, this work
constructed a prognostic gene signature associated with HCC
cell proliferation. The results showed that the five-gene signature
including FARSB, NOP58, CCT4, DHX37, and YARS was with
good prognostic values. Meanwhile, the enrichment analysis
showed that the significant enrichment pathways in the high-
risk group included cell cycle, cytokine-cytokine receptor
interaction, DNA replication, ECM receptor interaction and
hematopoietic cell lineage. These results indicated that the five
hub genes were involved in the molecular mechanism of
proliferation and progression in HCC. Previous studies have
shown that FARSB is involved in amino acid metabolism and
tRNA aminoacylation, and plays a key role in the progression of
gastric cancer (Gao et al., 2021). NOP58 is involved in the
transport of mature mRNA and protein metabolism that do
not depend on SLBP. NOP58 is not only negatively related to
the OS of HCC patients, but may also be closely related to the
recurrence of lung adenocarcinoma (Shen et al., 2021; Wang
et al., 2021). CCT4 is involved in protein metabolism and is
significantly related to HCC cell growth and prognosis (Li F. et al.,
2021; Li W. et al., 2021). In addition, downregulation of CCT4
can significantly inhibit the migration of lung adenocarcinoma
cells (Tano et al., 2010). DHX37 is an RNA helicase, which is
significantly upregulated in 17 kinds of tumors (Huang et al.,
2021). DHX37 could affect the prognosis of patients with HCC or
lung adenocarcinoma by immune infiltration, and can be used as
a prognostic biomarker for HCC and lung adenocarcinoma (Xu
et al., 2020; Chen et al., 2022). Moreover, DHX37 acts as a
function regulator of CD8 T cells (Dong et al., 2019). YARS1
is involved in tRNA aminoacylation and gene expression. There
are no reports on the role of YARS1 in HCC for now.

It is worth mentioning that the gene signatures constructed by
different methods may have different applications. For example, a
four-gene metabolic signature for HCC can reflect the disorder of
the metabolic microenvironment, thereby providing potential
biomarkers for the metabolic treatment and treatment
response prediction of HCC (Liu et al., 2020). A ferroptosis-
related gene signature can be used to predict the prognosis of
HCC patients (Liang et al., 2020). An immune-related lncRNA
signature has the potential to measure the response to ICB
immunotherapy and guide the choice of HCC immunotherapy
(Zhang Y. et al., 2020). An immune-related gene signature can
predict the response of HCC patients to immunotherapy (Dai
et al., 2021). DNA methylation is an important regulator of gene
transcription in the etiology and pathogenesis of HCC. Two HCC

prognostic signatures related to DNA repair have recently been
reported to help explore molecular mechanisms related to DNA
repair (Li N. et al., 2019; Li G. X. et al., 2019). A gene signature
related to glycolysis could help to analyze the role of glycolysis in
HCC (Jiang et al., 2019). In addition, the tumor
microenvironment plays an important role in the progression,
recurrence and metastasis of HCC. A gene signature based on the
HCC microenvironment helps to explore the role of the tumor
microenvironment in HCC (Zhang F.-P. et al., 2020).

This study has some limitations. Although this study used the
method of mutual verification between two independent datasets
to verify the prognostic significance of the five-gene signature.
However, in vitro experiments are still an important step to
further confirm the prognostic value of this gene signature. In
addition, this is a retrospective study, so it is necessary to verify
the robustness of this five-gene signature in a prospective study in
the future.

CONCLUSION

In summary, the study identified a new prognostic gene signature
based on proliferation-related genes (FARSB, NOP58, CCT4,
DHX37, and YARS). Besides, a nomogram based on the five-
gene signature was constructed for clinical practice. The five-gene
signature can be used for survival prediction and risk
stratification for HCC patients. Moreover, potential drugs
targeting this gene signature deserve further attention in the
treatment of HCC.
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Traditionally, cancer-associated fibroblasts (CAFs), an essential component of tumor
microenvironment, were exert a crucial part in colon cancer progression. In this study,
single-cell RNA-sequencing (scRNA-seq) data from 23 and bulk RNA-seq data from
452 colon cancer patients were extracted from the GEO database and TCGA-COAD and
GEO databases, respectively. From single-cell analysis, 825 differentially expressed genes
(DEGs) in CAFs were identified between each pair of six newly defined CAFs, named enCAF,
adCAF, vaCAF, meCAF, erCAF, and cyCAF. Cell communication analysis with the iTALK
package showed communication relationship between CAFs, including cell autocrine, cytokine,
and growth factor subtypes, such as receptor-ligand pairs of TNFSF14-LTBR, IL6-F3, and IL6-
IL6ST. Herein, we demonstrated the presence and prognostic value of adCAF and erCAF in
colon cancer based on CIBERSORTx, combining single-cell marker genes and transcriptomics
data. The prognostic significance of the enCAF and erCAF has been indirectly proved by both
the correlation analysis with macrophages and CAFs, and the quantitative reverse transcription-
polymerase chain reaction (qRT-PCR) experiment based on 20 paired tumor samples. A
prognostic model was constructed with 10 DEGs using the LASSO Cox regression method.
The model was validated using two testing datasets, indicate a significant survival accuracy (p <
0.0025). Correlation analyses between clinical information, such as age, gender, tumor stage
and tumor features (tumor purity and immune score), and risk scores revealed our CAF-related
model’s robustness and excellent performance. Cell infiltration analysis by xCell revealed that the
interaction betweenCAFs andmultiple non-specific immune cells such asmacrophages and the
dendritic cell was a vital factor affecting immune score and prognosis. Finally, we analyzed how
common anti-cancer drugs, including camptothecin, docetaxel and bortezomib, and
immunotherapy, such as anti-PD-1 treatment, could be different in low-risk and high-risk
patients inferred from our CAF-related model. In conclusion, the study utilized refined colon
cancer fibroblast subsets and established the prognostic effects from the interaction with
nonspecific immune cell.
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INTRODUCTION

Colon cancer is the third most common cancer among women
and men and has the second-highest cancer mortality rate
worldwide (Siegel et al., 2020a; Siegel et al., 2020b). Even with
intensive treatments, the 5-year overall survival (OS) rate of colon
cancer is below 60% (Moghimi-Dehkordi and Safaee, 2012).
What’s worse, the number of colon cancer patients under
50 years old has been rising sharply in recent years, and the
mortality of colon cancer in young men is the highest during
2012–2016 (Wolf et al., 2018; Kasi et al., 2019).

Colon cancer is usually caused by continuous malignant gene
mutations and epigenetic changes in the colon and rectum. The
tumor microenvironment (TME) plays a vital role and is one of
the driving factors in many types of cancer (Kalluri, 2016). The
TME is composed of various non-epithelial cells and extracellular
matrices. The non-epithelial cells mainly include tumor-
infiltrating immune cells, fibroblasts, and vascular endothelial
cells. Tumor-infiltrating immune cells, including macrophages,
T cells, B cells, NK cells, dendritic cells (DCs), myeloid-derived
suppressor cells (MDSCs), and regulatory T cells (Tregs), could
affect tumor development and progression through interaction
with tumor cells (Quail and Joyce, 2013; Hui and Chen, 2015).
Cancer-associated fibroblasts (CAFs), a type of permanently
activated fibroblasts, are shown to be important in tumor
development and drug resistance (Pietras and Ostman, 2010;
Kobayashi et al., 2021). However, the expressions of multiple
commonly used fibroblast markers, such as COL3A1 and THY1,
vary greatly in different CAF subgroups (Bu et al., 2019).
Therefore, in order to develop better colon cancer treatment
strategies based on CAFs, new methods are required to better
classify CAFs and identify how different CAFs affect tumor
development differently. Single-cell sequencing can uncover
the cell diversity in tumor tissues in a comprehensive and
unbiased manner. In recent years, single-cell Transcriptome
sequencing technology has been widely adopted in the study
of TME. However, in TME of colon cancer (CC), gene markers
for CAFs have not been well elucidated.

Over the past decades, technological development in omics
and bioinformatics, such as bulk RNA-seq and scRNA-seq, has
dramatically advanced the diagnosis and treatment of many types
of cancer (Gustafson et al., 2010; Wang et al., 2010). Hae-Ock Lee
et al. did scRNA-seq on two colon cancer samples and made their
data publicly available (Lee et al., 2020), providing researchers
with much information on the characteristics and function of
different CAF subgroups. However, due to the high demand for
throughput and budget, it is unrealistic to apply large-scale
scRNA-seq to a large number of tumor samples. Instead,
developing a strategy to explore the valuable information from
these existing scRNA-seq data would be more appealing.
Furthermore, databases such as TCGA provide us with rich
resources, including transcriptomic profiles and clinical
information. Combining bulk RNA-seq and scRNA-seq data

would be a more time- and cost-efficient approach. Thus, in
the current study, we explored the prognosis value of different
CAF subtypes in colon cancer patients using TCGA data
(i.e., bulk RNA-seq data and OS information) and scRNA-seq
data. The CIBERSORTx algorithm was applied to the TCGA bulk
RNA-seq data, and the Seurat package was applied to the scRNA-
seq data. Finally, we established a CAF-related prognostic
signature model that could predict the OS of colon cancer
patients. The reliability and accuracy of our weighted model
was evaluated comprehensively using the TCGA test dataset and
related clinical information. Our model could be well explained
by factors such as immune cell infiltration, immune scores, and
specific tumorigenic pathways. We further carried out various
analyses to make our model accurate for providing suggestion for
clinical treatment (Figure 1).

RESULTS

Classification of CAFs in Colon Cancer
The high dimensional information of scRNA-seq enables the
identification of CAFs out of a pool of heterogeneous cells, the
clustering of CAFs into various subtypes, and the determination
of DEGs in different CAF subtypes. In total, scRNA-seq data were
extracted for 33 samples, including 23 tumor samples and
10 paracancerous tissue samples from the SMC cohort
(GSE132465). After quality control based on the proportion of
cell signatures and mitochondrial and ribosomal gene expression,
all the cells were classified by the dimensionality reduction
algorithms, namely, t-distributed stochastic neighbor
embedding (t-SNE) and uniform manifold approximation and
projection (UMAP) into seven major and 32 more detailed
clusters (Figures 2A,B). According to instructions in the
original research, we successfully repeated the stromal cell
classification results. We further divided the classified stromal
cells into fibroblast and non-fibroblast subgroups. Classification
of different cell groups, including the fibroblast subgroup, was
validated using a combination of specific gene markers. Common
gene markers for CAFs are shown in Figures 2C,D. The CAFs did
not express any other cell markers. Specific gene markers,
including SPARC, COL1A1, COL1A2, LUM, and DCN, and
common gene markers, including COL3A1 and THY1, were
highly expressed in a high proportion of fibroblasts. A low
percentage of stromal cells expressed fibroblast gene markers
at lower levels, but these stromal cells could be excluded by
negative markers of fibroblasts, such as PECAM1. The cell types
and proportions of different clusters, including stromal cells and
fibroblasts, are shown in Figure 2E.

Overall, T cells and epithelial cells (ECs) accounted for a
higher proportion, while stromal cells and B cells accounted for a
lower proportion, within the tumor samples. Immature ECs and
fibroblasts were the dominant cell types in stromal cells. There
were significant clustering differences for fibroblasts in tumor and
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paracancerous tissues (Figure 2E). For instance, there were more
activated fibroblasts in the tumors than predominant stromal sub
I and III cells in the paracancerous tissues.

We used an unsupervised trajectory analysis to establish a
novel classification for the previously classified fibroblast cells. In
this approach, we divided all the fibroblast cells in the tumor
samples into six subgroups, i.e., CAF1-6, according to the result of

an unsupervised trajectory analysis (Figure 3). According to the
characteristics of each subtype, we renamed CAF1-6 to enCAF
(entoderm-related CAF), adCAF (adhesion-related CAF), vaCAF
(vascular-related CAF), meCAF (mesenchyme-related CAF),
erCAF (endoplasmic reticulum-related CAF), and cyCAF (cell
cycle-related CAF), respectively. The top 10 marker genes for
each subgroup are shown in Figure 3E.

FIGURE 1 | Technical roadmap for this study. We combined experiments and database analysis to reveal the characteristics, prognostic mechanisms and
treatment recommendations of CAFs from different perspectives at the gene and cell level.

FIGURE 2 | The cell group in CRC based on scRNA-seq. (A). UMAP plot of all cell from the original article (B). UMAP plot of the cluster based on scRNA-seq; (C).
Bubble chart of maker gene within all cell type; sizes of dots show gene abundance, while shade shows gene expression level. The main difference of fibroblasts and
stromal cells marked with black boxes was the negative selection maker PECAM1. (D). Heatmap of maker gene expression graph for every cell. (E). The proportion
structure of all cells, stromal cells and fibroblasts for each patient with clinical information.
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Cell Communicational Signal Analysis and
Construction of a Ligand-Receptor
Interaction Atlas Among CAFs in Colon
Cancer
To analyze the intercellular communication between CAF
subgroups, we used iTALK, a cell communication signal analysis
tool, to analyze the TCGA colon cancer samples. We explored other
factors, including checkpoints, cytokines, and growth factors, which
revealed mechanistic insights into the CAF subtype interactions
(Figure 3). Many cytokines were identified within the enCAF, acting
as the receptor in the intercellular communication. IL6 was most
abundant in the erCAF, forming IL6-IL6ST and IL6-F3 receptor-
ligand pairs with other CAF subtypes (i.e., erCAF and enCAF). In
terms of immune checkpoint genes, TNFSF14 was highly expressed
in erCAF and interacted with other CAF subgroups through the
TNFSF14-TNFRSF14 and TNFSF14-LTBR receptor-ligand pairs.

Quantitatively, meCAF had more intensive immune checkpoint
interactions with other CAF subtypes. Unexpectedly, erCAF only
express the receptor, while other CAF subtypes, especially cyCAF
and enCAF, could secrete growth factors, such as CTGF, and interact
with other CAF subtypes through the CTGF-ITGA5 and CTGF-
LRP1 ligand-receptor pairs. Overall, these results showed that the
erCAF subtype interacts with the cyCAF subtype via the COL1A1-
ITGB1 and COL1A1-CD44 signaling pathways; cyCAF subtype also
interacts with the other subtypes (i.e., erCAF and enCAF) via the
TIMP1-CD63 signaling pathway.

Functional Enrichment Analysis on Different
CAF Subtypes and Association Between
CAF Subtypes and Prognosis
To explore the CAF profiles and understand how different CAF
subtypes could affect prognosis in colon cancer patients, we

FIGURE 3 | The regroup and cell communication analysis of CAFs in CRC based on scRNA-seq. (A). tSNE plot of the stromal cell from the original article (B). UMAP
plot of the stromal cell from the original article (C). The tSNE of pseudotime trajectory analysis (D). tSNE plot showed the regroup of CAFs in CRC based on the
pseudotime trajectory analysis. (E). Dot plot for top 10 markers of each CAF subgroup; sizes of dots show gene abundance, while shade shows gene expression level.
for the subgroups of CAFs in CRC. The upper parts are the circos plots representing top20 highly expressed ligand-receptor interactions among CAF subgroups;
the lower parts are the network plots showing the number of ligand-receptor interactions among CAF subgroups. (F). cytokines/chemokines (G). immune checkpoint
genes (H). growth factors (I). others.
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applied the CIBERSORTx algorithm to analyze the abundance of
different CAF subtypes and immune cells in colon cancer. We
found that the adCAF subtype was a risk factor (Figure 4A) while
the cyCAF subtype was a protective factor (Figure 4B) regarding
OS of the colon cancer patients. Moreover, we found that the
abundance of the enCAF subtype was negatively associated with

the abundance of the M1-type macrophages (Figure 4C), while
the abundance of the erCAF subtype was negatively related to the
abundance of the M2-type macrophages (Figure 4D). To explore
the specific function of each CAF subtype, we carried out Gene
Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes
(KEGG) enrichment analyses, of which the results are shown in

FIGURE 4 | The identification of prognostic CAF subgroup. (A). The Kaplan–Meier plot of the abundance of adCAF, the red line for high abundance, the aquamarine
line for low abundance (B). The Kaplan–Meier plot of the abundance of cyCAF, red line for high abundance, aquamarine line for low abundance (C). Figure for the
Pearson correlation between enCAF and macrophage M1 (D). The figure for the Pearson correlation between erCAF and macrophage M2 (E). Network diagram for the
GO enrichment of CAFs marker genes (F). Network diagram for the KEGG enrichment of CAFs marker genes.
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Figures 4E,F, and the related -log10 (p-values) are shown in
Supplementary Figure S1.

Of special note, two key marker genes, GREM1, and IGF1,
were significantly differently expressed in 20 pairs of colon
cancer and paracancerous tissues. GREM1 as enCAF maker
gene was highly expressed in colon cancer tissues. On the
contrary, IFG1 as erCAF maker gene was highly expressed in
the paracancerous tissues (Figure 9C).

Construction of a CAF-Related Prognostic
Signature Model
We identified 825 highly expressed ligand or receptor genes in
different CAF subtypes. To further explore how different CAF
subtypes relate to the prognosis of colon cancer patients, we
constructed a CAF-related prognostic signature model based
on these 825 genes. Fifteen genes that were significantly
associated with the prognosis of colon cancer patients were
identified by the univariate Cox regression analysis (p < 0.05)
(Figure 5A). Consistently, expression levels of these 15 genes

were significantly different between colon cancer and
paracancerous tissues (Figure 5C). The OS was significantly
different in the high- and low-expression groups of each of
these 16 genes (Figure 5B).

The TCGA colon cancer patients were divided into the
training and internal testing datasets by an 8:2 ratio. The least
absolute shrinkage and selection operator (LASSO) Cox
regression was used to construct the CAF-related signature
model. Ten genes were recovered from the LASSO regression
analysis under optimal regularization parameters (Figure 5E).
Using our model, the OS of patients with colon cancer group by
different genes could be well distinguished (Figure 5B).
Prognostic genes are weighted by lasso regression, ie the
following formula is a simplified weighted model after
removing expression correlations between genes. Risk score =
(CACNA1C × 0.195) + (COL4A5 × 0.563) + (ADRA2B × 0.734)
+ (EGFR × 0.082) + (LMBR1L × 0.299) + (FZD7 × 0.119) +
(PKM × 0.007) + (IL20RB × 0.384)—(PMCH × 3.74)—(EPHB2 ×
0.055). Each gene here represents the transcript expression of the
gene (hg38 version), and the coefficient of each gene is the

FIGURE 5 | CAF-related gene prognosis model based on TCGA data (A). Forest plot of the 16 genes selected by single factor COX regression (B). The
Kaplan–Meier plot of the 16 genes (C). Box plot showing the different expression levels of 16 genes in tumor and normal tissues. (D). Box plot of survival events under
lasso optimal regression parameters (E). Number of lasso regression variables genes under the best regression parameters.
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weighted value. The positive and negative values represent
tumor-promoting or tumor-suppressing genes, respectively.

Based on the risk model, the patients were divided into high and
low scores groups, respectively. Based on this classification, the K-M
plot showed a significant difference in high- and low-risk groups in
the training dataset (p < 0.0001) and the two testing datasets (p =
0.0025 and p < 0.000, respectively). The area under the curve (AUC)
values for OS prediction at 1-, 3- and 5-years of the training dataset
were 0.79, 0.75, and 0.86, respectively. Consistently, the AUC values
for OS prediction at 1-, 3- and 5-years of the internal and external
testing datasets were 0.69, 0.72, 0.57, and 0.67, 0.65, 0.63, respectively,
indicating that our signature model is robust and of great prognostic
value (Figure 6).

Accuracy and Robustness of Our
Constructed CAF-Related Prognostic
Signature Model
We calculated the risk scores for all patients using our model. The
risk scores were different between different subgroups when
classifying using different clinical features, including old, N
stage, T stage, M stage, and Tumor stage (p < 5e-6), except for
the MSI mutation feature. The distribution of scores was
consistent with clinical characteristics. As shown in
Figure 7D, patient groups with older age, M1 stage (M
staging system), N2 stage (N staging system), stage 4 (tumor
staging system), and T3-4 (tumor grade) had higher risk scores.
The CAF-related prognostic model performed well, not interfered
by multiple clinical factors (Figure 7A). In the multiple Cox
regression analysis combining risk scores and clinical factors such
as MSI mutation type, patient age, tumor grade, and TNM stage,
the prognostic prediction was not affected compared with that
from risk scores alone. However, age could contribute
significantly to the risk model (p = 0.004). Overall, our risk
scores correlated better with OS at 1-, 5- and 10-years compared

with tumor stage and age (Figure 7B). The calibration curve of
the model was very stable, and there were limited variations
between the training and the two testing datasets (Figure 7C).

Possible Molecular Mechanisms Related to
Our Prognostic Signature Model
To better understand the differences in immune cell infiltration
status between different groups classified based on our CAF-
related prognostic model, we used xCell to infer the cell
infiltration ratio in each sample. Using xCell gene signatures,
11 out of 64 cell types were highly infiltrated with a ratio higher
than 5%, including Th1 cells and smooth muscle cells (>25%)
(Figure 8A). Of the top seven cell types, epithelial cells and
mesenchymal stem cells (MSCs) were identified to be risk factors
as these 2 cell types had a high percentage in the high-risk
group. On the contrary, common lymphoid progenitors
(CLPs), smooth muscle cells, classic dendritic cells (cDCs) and
interstitial dendritic cells (iDCs) were identified as protective
factors as these cell types had a low percentage in the low-risk
group. In addition, immune scores were also significantly
different between high- and low-risk groups.

To evaluate how different tumor indicators affect the accuracy of
our model, we used ESTIMATE to calculate parameters, including
ESTIMATE score, tumor purity, immune score, and stromal score
for each of the TCGA-COAD samples and did correlation analyses
between these parameters and risk scores. The analyses showed that
there were significant correlations between immune scores
(R = −0.15, p = 0.0046), ESTIMATE score (R = −0.18, p =
0.00079), tumor purity (R = 0.18, p = 0.00079) and stromal score
(R = −0.17, p = 0.0014), and risk scores.

Checkpoint-related genes, such as CD80, CD86, CD274 and
PDCD1, were all highly expressed in the high-risk scores
(Figure 8D). GO analysis showed many significantly enriched
pathways, such as translational initiation, protein-DNA subunit

FIGURE 6 | The establishment of CAF-related prognostic signature. The upper left parts are distribution plots for the relationship between risk score and survival
status (A); the lower left parts are heatmaps for the expression of 10 genes in the cohort; the upper right parts are ROC curve for the CAF-related signature in the cohort
(B); the lower right parts are survival curves between high-risk and low-risk groups (C). (A). Training set (B). Internal testing set (C). External validation set.
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assembly, and G2/M-related cell cycle (Figure 8E). The
HEDGEHOG pathway, which is closely related to tumor
development, was among the top 10 enriched pathways
(Figure 8B). Our model inferred a significant linear correlation
among these pathways and risk scores. In the high-risk group, six
classical hallmark pathways, including the HEDGEHOG, APICAL,
and NOTCH pathways, were highly activated, while two pathways,
including the MYCV1 and E2F pathways, were inhibited. As shown
in Figure 8B, most of the cancer-promoting pathways showed a
strong autocorrelation in Figure 8B.

From the CGP database, we identified 10 drugs which was
sensitive to colon tumors (Figure 9A). We tested these drugs and
identified a total of seven drugs with relatively insignificant
IC50 values. Three of the seven drugs, cisplatin, dasatinib, and
BMS.536,924, showed poor drug sensitivity, while another 3,
camptothecin, docetaxel, and bortezomib, showed strong drug
sensitivity. For docetaxel and bortezomib, there was a significant
relationship between drug sensitivity and risk scores (Figure 9B),
indicating that docetaxel and bortezomib may be more effective in
treating low-risk colon cancer patients defined using our model. It is
worth noting that the drug sensitivity is more significant in the linear
correlationmodel than in the grouping test. The discrete type of drug
sensitivity data in different samples was more significant without an
obvious clustering effect.

METHODS

Data Source
Bulk RNA-seq data and microarray data were downloaded from
the TCGA-COAD (Network, 2012) and GSE39582 cohorts
(Marisa et al., 2013), respectively. scRNA-seq data (SMC
cohort) from 23 colon cancer and 10 paracancerous tissues
were downloaded from the GSE132465 cohort (Lee et al.,
2020). For bulk RNA-seq data from TCGA, only those with
corresponding detailed clinical information were included. As a
result, 452 patients from the TCGA-COAD cohort and
579 patients from the GES39582 cohort were included in our
study. The TCGA-COAD cohort was used as a training dataset
and an internal testing dataset with 8:2 radio. The
GSE39582 cohort was used as an external testing dataset. This
study followed the guidelines of the TCGA and GEO databases.

scRNA-Seq Data Preprocessing and
Classification of CAF Subtypes
The quality control process was performed using the Seurat R
package (version 4.0.1) (Hao et al., 2021). Low-quality cells,
which were defined as cells with more than 10%
mitochondrion-derived UMI counts, were removed.

FIGURE 7 |Model robustness analysis based on TCGA clinical information. (A). Forest plot of multivariate COX regression combined withmultiple clinical indicators
and risk scoring models. Training set (B). Survival nomogram of risk model, age and stade factors (C). The error fitting graph of the risk model under the training set and
the test machine (D). Box plot of distribution differences of risk factors in all clinical information groups.
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FIGURE 8 | The molecular mechanism of prognostic models based on multiple analyses. (A). Differences in cell infiltration between high and low risk groups based
on xCell (B). Correlation heatmap of 50 classic tumor pathways and risk factors (C). Violin chart of the expression levels of immune checkpoint genes in high-risk and low-
risk groups (D). Correlation scatter plot of risk factors and multiple infiltration scores (E). The top 5 pathways of gseGO enrichment. (F). Bubble chart of all significant
pathways analyzed by gseGO.
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IntegrateData module in the Seurat was used to eliminate the
batch effects among different patients. Here a relatively strict
fibroblast system. 1. Preliminary classification of cells group
according to the classification method in the original study; 2.
Perform final verification according to specific maker and
negative selection maker. 3. Perform preliminary
verification and statistics according to the common maker

of various types of cells (Zhou et al., 2020). The CAF definition
in the current study: 1. From tumor samples; 2. Strict
Fibroblasts. The CAF subtypes were firstly identified
according to the definition in the original article visualized
by 2D uniform manifold approximation and projection
(UMAP) or t-Distributed Stochastic Neighbor Embedding
(tSNE) (Becht et al., 2019).

FIGURE 9 | Drug susceptibility prediction and QPCR experimental verification results. (A). Statistical violin chart of IC50 predictions of 10 drugs in high and low risk
groups (B). Graph of linear correlation between risk factors and three drugs (C). Box plot of differential expression of key maker genes for enCAF (GREM1) and erCAF
(IGF1).
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Pseudotime Trajectory Analysis
To better classify CAFs, we tried pseudotime trajectory analysis by
applying the Monocle 2 R package (Qiu et al., 2017). The “mean
expression” parameter was set as> 0.125; the “num_cells_expressed”
parameter was set as R10; the p-value was set as < 0.01 in the
“differentialGeneTest” function. t-SNE plots were used for
visualization of the pseudotime trajectories. The
2000 hypervariable genes were selected for analysis, and then the
number of principal components (PCs) was set to 20 to obtain cell
cluster clusters, and then these clusters were displayed in the form of
a “tSNE” diagram. The best category was judged from the number of
leaves in the quasi-sequential analysis and the clustering of tSNE.

Identification of Differently Expressed
Genes (DEGs) and Enrichment Analysis
DEGs of the CAF subgroups were identified by the FindMarkers
function of Seurat, with cut-offs set as fold change (FC) > 1.5 and
adj. p-value < 0.01. GO and KEGG enrichment analyses were
carried out based on the DEGs, with an adj. p-value <
0.05 considered significant.

Communication Analysis for CAF Subtypes
The identifying and illustrating alterations in the intercellular
signaling network (iTALK) R package is a novel tool for
intercellular communication analysis based on scRNA-seq (Wang
et al., 2019), which could capture highly abundant downregulated or
upregulated ligand-receptor gene pairs. We applied iTALK to
analyze the ligand-receptor communications among the CAF
subgroups and identified a total of 2,648 known ligand-receptor
gene pairs. For further analysis, we further divided these gene pairs
into four groups, namely, cytokines/chemokines, immune
checkpoint genes, growth factors, and the rest.

Combination of Bulk-Seq and scRNA-Seq
Data
CIBERSORTx, which is also known as “digital cytometry”, could
infer the proportion of cell types by deconvoluting bulk RNA-seq
data (Steen et al., 2020a). We applied CIBERSORTx to estimate
the abundance of each CAF subtype in TCGA-COAD patients.
We used the software X-tile to set the optimum cut-off values.
Patients in each subgroup were divided into CAF-high
abundance and CAF-low abundance groups. Univariate Cox
regression analysis was performed to analyze the prognostic
value of different CAF subtypes in the TCGA-COAD cohort.

Quantitative Reverse
Transcription-Polymerase Chain Reaction
Twenty pairs of fresh colon cancer and paracanceroush tissues from
the Fudan University (Shanghai, China) were collected and snap-
frozen in liquid nitrogen between October 2020 and September
2021. The samples were then stored at −80°C for later qRT-PCR
analysis. In brief, total RNA was extracted using TRIzol reagent
(Takara Biotechnology Co., Ltd., Dalian, China). Primers used for
qRT-PCR were designed using the Primer5 software. cDNA was

prepared using a reverse transcription kit (Takara Biotechnology
Co., Ltd.), and qRT-PCRwas carried out using the TBGreen Premix
ExTaq kit and the Applied Biosystems Step One Plus Real-Time
PCR system. Ct values were calculated based on housekeeping genes,
ACTB and GAPDH. All the primers were purchased from Takara
(Dalian, China) and showed in Supplementary Table S1.

Construction and Validation of a
CAF-Related Prognostic Signature Model
for Colon Cancer
The 825 highly expressed DEGs in CAFs were used to construct a
prognostic signature model. The univariate Cox regression analysis
was performed in the training dataset to identify OS-related genes
with p < 0.05. Then, LASSO regression analysis was used to optimize
themodel to avoid overfitting. According to the calculated coefficients
from the LASSO analysis, risk score was assigned to each colon cancer
patient. Finally, all these colon cancer patients were divided into high-
and low-risk groups based on their risk scores, with the median risk
score as the cutoff. Kaplan-Meier survival curves and scatter plots
were used to visualize OS in the high- and low-risk groups. AUC was
used to evaluate the time-dependent predictive accuracy of our model
in the training, internal and external testing datasets.

Independence and Accuracy Test of the
Prognostic Signature Model
Multiple cox regression analyses of related clinical factors and risk
scores of our prognostic model were based on the “survival” R
package. Survival time and survival status, combined with other
clinical factors, were used to predict the prognosis by drawing a
nomogram established using the “rms” R package, which was
then used to illustrate the calibration curve and evaluate the
prediction accuracy of the model.

Immune Infiltration Analysis
The immune score for each sample was calculated using the
ESTIMATE package (Steen et al., 2020b). The proportion of
different cell types within each tumor sample was calculated using
the xCell package with default parameters (Aran et al., 2017). The
pathway enrichment score for each sample was estimated using the
GSVA package (Hnzelmann et al., 2013). Based on the 50 hallmark
pathway feature gene set fromMsigDB (H collection) (Liberzon et al.,
2015), GO enrichment analysis was carried out by applying the
gseGO function of the GSVA package and the clusterProfiler package
with “c5. all.v7.1. symbols.gmt” geneset used. For analyses using
clusterProfiler, specific parameters were set as follows: ont = “BP”,
nPerm = 1,000, minGSSize = 100, MaxGSSize = 1,000, p-value
cutoff = 0.05. All the significant pathways were shown in the
bubble chart, while only the top five significant pathways were
shown in the enrichment curve.

Prediction of Drug Sensitivity
We selected candidate drugs from the CGP database and then
applied the pRRophetic package (Paul et al., 2014) to the
expression profile of TCGA-COAD samples to predict the drug
sensitivity of these candidate drugs. The drug sensitivity of these
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candidate drugs was further tested in colon cancer cells from the
GDSC database (Geeleher et al., 2014). The drug sensitivity is
indicated by an IC50 value, which represents the drug
concentration when half of the tumor cells die. Low IC50 values
indicate better drug sensitivity for colon cancer in our study. It
should be noted that the IC50 here is a relative estimate of drug
sensitivity. Its value may be less than 0 and does not correspond
exactly to the drug concentration.

Data Visualization and Correlation Analysis
The processing of single-cell data was performed using the Linux
platform. Transcriptome data such as those from the TCGA and
GEO databases were processed using the Windows10 platform. All
the rest analyses were performed using the R 4.0.1 platform. Data
cleaning, deformation, and integration were performed using the
mgsub, reshape and dplyr packages. Factors such as the cell
proportion, risk score, immune infiltration ratio were visualized
using the ggpubr and ggplot2 packages (Wickham et al., 2016). The
color matching was carried out using the RColorBrewer package
(Neuwirth and Neuwirth, 2014). Correlation analysis was
implemented using the cor_test and stat_compare_means
modules in the R package with default parameters.

DISCUSSION

Characterization of CAF Subtypes and
Potential Mechanisms in Colon Cancer at
the Cellular and Molecular Levels
High-dimensional single-cell RNA-seq data are valuable resources for
study at single-cell level. The abundance of fibroblasts is very different
between normal and tumor tissues, indicating their importance in
tumor development. Traditional bulk RNA-seq is unable to
distinguish different CAF subtypes at single-cell level. However, by
combining sc-RNA-seq data and bulk RNA-seq data, we were able to
identify different CAF subtypes from tumor tissues, such as those
from the TCGA database. Using this approach, we successfully
identified six CAF subtypes in CRC, which we named enCAF,
adCAF vaCAF, meCAF, erCAF, and cyCAF, respectively. We
further explored the prognostic significance of these CAF subtypes
and discover that two of them, adCAF and cyCAF, were significantly
associated with prognosis of colon cancer patients, with the adCAF
subtype as a protective factor while the cyCAF subtype as a risk factor.
Another two CAFs (enCAF and erCAF) were functioning
synergistically and showed an indirect link with prognosis in colon
cancer patients. Enrichment analysis revealed that the prognostic
significance of enCAF and erCAF related to macrophages. These two
subtypes were negatively correlated with theM1 andM2macrophage
infiltration, respectively. M1 macrophages can secrete pro-
inflammatory cytokines and chemokines, and present antigens,
thus enhancing immune response and surveillance. On the
contrary, M2 macrophages can secrete inhibitory cytokines, thus
reducing the immune response (Jiawei et al., 2021). Expression
levels of these modulating factors were confirmed by qRT-PCR
and the key genes in the enCAF and erCAF subtypes were
differentially expressed in tumor and paracanceroush tissues.

Representative gene GREM1 was highly expressed in the enCAFs
of tumor tissues, which was a risk factor; Representative genes IFG1
were highly expressed in erCAF of paracanceroush tissues.

To analyze the intercellular communications among the CAF
subgroups, we applied the iTALK R package to the scRNA-seq data.
Regarding immune checkpoint-related genes, the TNF superfamily
member 14 (TNFSF14)-lymphotoxin beta receptor (LTBR) gene pair
was most significantly differentially expressed between the erCAF
and other CAF subtypes. TNFSF14 could contribute to vascular and
tertiary lymphoid structure formation (Skeate et al., 2020).
TNFSF14-LTBR pathway plays a vital role in immune responses
in the TME of many types of cancer, but this pathway has not been
reported in TME of colon cancer, suggesting it might be an
important immunotherapeutic target for CRC treatment.
Regarding cytokine-related genes, the IL6-F3 and IL6-IL6ST gene
pairs were themost widespread (Figure 3). In several types of cancer,
such as breast cancer and hepatocellular carcinoma, CAFs can secret
IL6 to promote tumor progression (Dittmer and Dittmer, 2020; Jia
et al., 2020). IL6 belongs to a class of polypeptides that can bind to
specific, high-affinity cell membrane receptors, regulating multiple
cellular functions. The CTGF-ITGA5 gene pair, both encoding
growth factors, was differentially expressed between different
CAF subgroups. Interestingly, CTGF is a known multifunctional
regulator in TME that can activate CAFs, promote angiogenesis and
inflammation, thus acting as an oncogene in various types of cancer
(Shen et al., 2021). ITGA5 is expressed inCAFs and is responsible for
the tumor-promoting effect of CAFs in colon cancer (Lu et al., 2019).
Therefore, targeting the CTGF-ITGA5 pathway is promising for
colon cancer treatment in patients with a erCAF. Therefore, we have
characterized the prognostic significance and potential mechanisms
of CAFs in colon cancer at the cellular andmolecular levels. Through
the detailed description of specific CAF subgroups, the underlying
mechanism of CAFs function was indicated, which could be
potential therapeutic targets.

In short, we performed deeper bioinformatics analyses,
redefined the CAF subtypes, explored the prognostic
significance of different CAF subtypes, and carried out
experimental validation of key genes in CAFs, to study the
role of CAFs in colon cancer development. Other than indices
such as tumor size and immune cell infiltration ratio, fibroblast
types and ratios may be important prognostic markers for CRC.
Understanding the specific roles of different CAF subtypes would
be critical for the assessment of prognosis and tumor treatment.

A Prognostic Signature Model at the
Genetic Level
Although we have proven that our CAF-related prognostic signature
model is accurate for prognosis assessment and promising for
providing treatment recommendations, bulk RNA-seq data were
impossible to be applied to this model directly. To further investigate
the prognostic value of CAF-related genes, we constructed a CAF-
related signature model based on the TCGA-COAD cohort and
validated this model using the GSE39582 cohort. With univariate
regression analysis, we identified 825 DEGs using scRNA-seq data.
Among these DEGs, 16 genes were differentially expressed in colon
tumor and paracancerous tissues, which showed excellent prognostic
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significance in TCGA-COAD patients. Moreover, through lasso
regression analysis, we further removed 5 genes that were
redundant and thus 10 genes were used as prognostic genes,
namely, CACNA1C, COL4A5, ADRA2B, EGFR, LMBR1L, FZD7,
PKM, IL20RB, PMCH, and EPHB2. A previous study represent that
EGFR is over expressed in activated CAFs, contributing to colon
cancer development (Shin et al., 2019). In addition, some types of
CAF from tumors with epithelial-to-mesenchymal transition can
escape tyrosine kinase inhibitors (TKIs) mediated EGFR inhibition,
suggesting that these types of CAF might relate to EGFR-TKI drug
resistance (Mink et al., 2010). In breast cancer, the CAF-derived
exosome was able to regulate the expression of PKM in cancer cells
(Li et al., 2020). However, the associated autocrine signaling in CAFs
has not been elucidated. Autocrine signaling-related genes, such as
CACNA1C,COL4A5,ADRA2B, FZD7, IL20RB, PMCH, and EPHB2,
were implicated in some types of cancer (Ikeda et al., 2006; Merlos-
Suárez et al., 2011; Kiaii et al., 2013; Phan et al., 2017; Zhang et al.,
2018; Cui et al., 2019; Ye et al., 2019).

Next, we validated the established prognostic signature model
from the aspects of model effect, test set deviation, and clinical
feature comparison. Significant differences were observed
regarding the K-M survival curve between high- and low-risk
groups in the internal and external testing datasets (p≤0.0025). In
machine learning on test and training sets, model bias is very
limited. In the multiple cox regression analysis, risk factors were
significantly correlated with all clinical features (p < 5e-8) except for
the MSI mutation feature. Moreover, the model in the multivariate
regression analysis was the substitute for all factors except age, with
better prediction range in the nomogram.

In short, comprehensive correlation analyses between multiple
prognostic factors and risk scores from our model were performed,
and the molecular mechanisms of our model were elucidated. Instead
of directly acting onT cells, our prognosticmodel indicated that CAFs
were significantly correlated with CLPs, DCs, and MSCs. CLPs are
lymphatic stem cells that can differentiate into T cells, B cells, and NK
cells. As a dominant cell type in the intestinal tract, the high ratio of
MSCs could explain tumor cells’ low proportion and low activity. DCs
are professional antigen-presenting cells (APCs) in the body, where
immature DCs can efficiently ingest, process, and present antigens to
effectively activate naive T cells, a process important for immune
response. MSCs have the tendency to promote tumor development.
For example, cytokines secreted by MSCs can inhibit the function of
T cells. Probably due to the complex intercellular associations, the risk
scores are negatively correlated with the immune scores inferred from
multiple scoring algorithms. In addition, as revealed by ourmodel, the
prognostic effects relate to 10 classical pathways, including the
HEDGEHOG, APICAL, NOTCH, MYCV1, E2F pathways and
the translational initiation, protein-DNA subunit assembly, and
G2/M-related cell cycle pathways.

In summary, this study established a prognostic model for colon
cancer based on CAF-related signature genes, which shows excellent
performance compared with models using traditional clinical
features. The model is based on the development pathway of
cancer and the interaction with various tumor microecological
cells to achieve a unified mechanism with key test indicators
such as immune score and tumor purity. The model could be a
powerful tool for predicting the prognosis of colon cancer patients.

CAFs on Tumor Development and
Treatment
TME is a complex local ecosystem that connects tumors and
other parts of the body (Qian et al., 2020). Different from T cells
or macrophages that kill tumor cells directly, CAFs play roles in
tumor development in an indirect way. Despite the fact that
clinical treatment of colon cancer involves many complicated
factors, our model could provide potential treatment
recommendations based on the transcriptome profile of colon
cancer patients. High expressed checkpoint-related genes indicate
high activity of immunosuppressive pathways in patients of the
high-risk group, who might benefit from treatment of antagonistic
antibodies. Importantly, three drugs out of the 10 potential drugs in
the GCP database, camptothecin, docetaxel, and bortezomib, may be
potential candidates for colon cancer treatment in the low-risk group
inferred from our model and may have a better therapeutic effect. In
conclusion, starting from the identification of the subgroups of CAFs
in colon cancer, by constructing a predictionmodel for the prognosis
of colon cancer patients and prediction of drug sensitivity based on
genomics data, the current research was expected to provide new
directions and ideas for the CAF-related targeted therapy for colon
cancer.
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BNEMDI: A Novel MicroRNA–Drug
Interaction PredictionModel Based on
Multi-Source Information With a
Large-Scale Biological Network
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As a novel target in pharmacy, microRNA (miRNA) can regulate gene expression under
specific disease conditions to produce specific proteins. To date, many researchers
leveraged miRNA to reveal drug efficacy and pathogenesis at the molecular level. As we all
know that conventional wet experiments suffer from many problems, including time-
consuming, labor-intensity, and high cost. Thus, there is an urgent need to develop a novel
computational model to facilitate the identification of miRNA–drug interactions (MDIs). In
this work, we propose a novel bipartite network embedding-based method called
BNEMDI to predict MDIs. First, the Bipartite Network Embedding (BiNE) algorithm is
employed to learn the topological features from the network. Then, the inherent attributes
of drugs and miRNAs are expressed as attribute features by MACCS fingerprints and
k-mers. Finally, we feed these features into deep neural network (DNN) for training the
prediction model. To validate the prediction ability of the BNEMDI model, we apply it to five
different benchmark datasets under five-fold cross-validation, and the proposed model
obtained excellent AUC values of 0.9568, 0.9420, 0.8489, 0.8774, and 0.9005 in ncDR,
RNAInter, SM2miR1, SM2miR2, and SM2miR MDI datasets, respectively. To further verify
the prediction performance of the BNEMDI model, we compare it with some existing
powerful methods. We also compare the BiNE algorithm with several different network
embedding methods. Furthermore, we carry out a case study on a common drug named
5-fluorouracil. Among the top 50miRNAs predicted by the proposedmodel, there were 38
verified by the experimental literature. The comprehensive experiment results
demonstrated that our method is effective and robust for predicting MDIs. In the future
work, we hope that the BNEMDI model can be a reliable supplement method for the
development of pharmacology and miRNA therapeutics.
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INTRODUCTION

As many previous studies have shown, RNA plays a vital role in
encoding, decoding, regulation, and expression of genes (Fu,
2014). Global transcriptional analyses of the human genome
proved that the quantity of non-coding RNAs (ncRNA) is
much larger than protein in human cells and ncRNA is
involved in the regulation of stem cell pluripotency and cell
division (Cawley et al., 2004; Iyer et al., 2015). In the human
genome project, the newly discovered RNA genes are far more
abundant than protein genes (Bentwich et al., 2005). RNA can be
divided into two classes based on the length of the RNA chain,
mainly including long RNA of more than 200 nucleotides and
small RNA of fewer than 200 nucleotides. MicroRNAs (miRNAs)
are a kind of short endogenous non-coding RNAs with 20–25
nucleotides, which may modulate the expression of genes in post-
transcription (Ambros, 2001; Bartel, 2004). MiRNAs will
incompletely bind to the target genes for inhibiting the
transcripts, which may truncate mRNAs but does not affect
the stability of mRNAs (Jiang et al., 2009).

Despite great advances in miRNA therapeutics and the
theoretical knowledge between miRNAs and diseases, most of
the drug targets are proteins. In human cells, less than 15% of
disease-related proteins are targets of drugs (Dixon and
Stockwell, 2009). This means that drug targets, which are
designed through proteins, can only act on a small proportion
of the human genome. In brief, most proteins are not “druggable.”
As a result, ncRNAs are increasingly considered by researchers as
a potential drug target. Among them, miRNA is considered a
valuable drug target because it can play a key role in gene
regulation when the disease occurs. Increasing number of
experiments prove that there is a strong relationship between
the abnormal regulation of miRNA and human diseases. For
example, the expression level of miR-205 and miR-393 are
potential biomarkers of mucinous colorectal cancer and colon
cancers, which will be increased when cancer occurs (Eyking
et al., 2016). Bommer et al. (2007) discovered that the expression
level of miR-34 will be lessened in non-small cell lung cancers
(Bommer et al., 2007). If miRNA can be used as drug targets, it
will be conducive to the development of drug discovery and drug
repositioning (Zhang et al., 2021b).

Therefore, many recent studies focus on the miRNA-based
approach as a therapeutic, one of which is targeting over-
expressed miRNAs (Ishida and Selaru, 2013; Bayraktar et al.,
2018; Zhang et al., 2021). Kota et al. (2009) reported that miR-26a
transported by adeno-associated virus (AAV) inhibits the spread
of cancer cells and activates the apoptosis of cancer cells. In the
previous study, Esquela-Kerscher et al. suggested that the active
expression of let-7 could suppress the proliferation of tumor cells
in the mice model (Fu et al., 2021). Matboli et al. (2017)
demonstrated that caffeic can effectively attenuate diabetic
kidney disease in rats by downregulating the expression level
of miR-133b, miR-342, and miR30a (Matboli et al., 2017).

However, detecting MDI based on the experiment is a labor-
intensive and time-consuming process. In silico, some of the
prediction methods have been proposed to infer the potential
interaction between miRNAs and drugs. For example, Huang

et al. proposed a computational method named GCMDR, which
is based on a graph convolution neural network and explores the
link between miRNA and drug resistance (Ya et al., 2020). In
detail, they constructed a bipartite graph integrating the
fingerprint of drug compounds and miRNA functional
similarity. Moreover, they learned from the idea of auto-
encoder, in which they built a graph convolution-based
encoder to generate the embeddings of nods and a decoder to
complete the prediction task. Lv et al. (2015)constructed two
homogeneous networks of miRNAs and small molecular drugs.
Multiple similarity measurements (i.e., side effect, functional
consistency, indication phenotype, and chemical structure) are
fused to represent the node feature of miRNAs and drugs, and
they implemented the improved random walk restart algorithm
on the heterogeneous network, which is fused by two
homogeneous networks. Thus, this method can infer the
potential MDI without having to resort to the information of
known MDI. But there are too many parameters required to
adjust in this method. Recently, Deepthi and Jereesh, (2021)
developed an ensemble approach of the convolutional neural
network based on deep architecture-based classification for
identifying the association between miRNAs and drugs. They
treated the similarities of miRNAs and drug compounds as the
biological features and reduced the dimensions of features by the
PCA algorithm. Then, they constructed a convolutional deep
neural network for the purpose of feature extraction. Finally, they
employed SVM to predict the potential MDIs. Anyway, the
aforementioned methods rely heavily on side information
calculated by functional similarities such as gene functional
similarity and disease phenotype similarity. Abuse of
functional similarity carries the risk of label leakage. However,
due to the incomplete database, a lot of side information about
miRNA and drugs is missing. Inmost cases, researchers only have
the sequence profile and phenotypic profile of biological
molecules and chemical compound. Therefore, we think that
an MDI prediction method based on the sequence profile rather
than functional similarity should be designed.

The information on how miRNAs affect drug effects in the
literature can also provide rich information (Fleuren and Alkema,
2015). Hence, Xie et al. (2017) proposed a novel text mining
approach named EmDL to infer the MDIs by extracting the
explicit information in the literature. They began by splitting
substantial articles, which were collected from PubMed and
MEDLINE, into individual sentences. For each miRNA–drug
pair, the word distance between miRNA and drug appearing in
the sentence was calculated to extract the representation features.
Last, they leveraged the principal component analysis (PCA)
algorithm to reduce the dimension of representation features
and was carried out using the support vector machine (SVM) to
predict whether the miRNA–drug pair was interactive (Deepthi
and Jereesh, 2021). Moreover, Guo et al. (2020) creatively
introduced natural language processing (NLP) to the field of
biological information. For the purpose of mining the
information from the chemical structure of biological entities,
they regarded the miRNA sequences and drug SMILES sequences
as sentences and implemented the word2vec algorithm for them.
However, implementation of NLP methods required a large
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corpus, and the performance of text mining-based methods will
be affected by different corpora and different semantic
statements.

In this work, we propose a novel computational method, named
BNEMDI, which predicts miRNA–drug interactions using drug
substructure fingerprint, miRNA sequence, and MDIs bipartite
graph. We have collected known MDI from three databases (e.g.,
ncDR, RNAInter, and SM2miR) and split them into five datasets. In
datasets, theMDI pairs were treated as positive samples, and the same
number of unconfirmed miRNA–drug pairs was selected randomly
as negative samples. The knownMDIs in datasets were constructed as
the bipartite graph, and the miRNAs and drug compounds are
regarded as the nodes of the graph. The graph embedding
methods are pervasive to reveal the complex traits of each entity
(Li et al., 2021; Yue and He, 2021). Thus, a graph embedding
technique called BiNE was implemented on the bipartite graph
for learning the topological features of nodes (Gao et al., 2018),
and BNEMDI considers not only the topological information ofMDI
but also the inherent attribute information of the biological entities.
Specifically, the attribute features of drug compounds are denoted by
MACCS substructure fingerprints, and the attribute features of
miRNAs are calculated by k-mers (Kurtz et al., 2008; Cereto-
Massagué et al., 2015). Finally, we constructed a neural network
model based on DNN to fuse two kinds of features mentioned earlier
and infer the potential miRNA–drug interaction pairs. The flowchart
of BNEMDI is shown in Figure 1.

MATERIALS AND METHODS

Dataset
There are several databases about MDIs, for example, the RNA
interaction dataset (RNAInter) (Kang et al., 2021), the database

for non-coding RNAs involved in drug resistance (ncDR) (Dai
et al., 2017), and the database of validated small molecules’ effects
on miRNA expression (SM2miR) (Liu X. et al., 2013).

We downloaded a total of 8,053 different experimentally
verified miRNA–drug interactions from the three databases
mentioned earlier. One thing is to note that the SM2miR
database was created on 10 June 2012 and upgraded twice on
28 August 2013 and 27 April 2015. Thus, the SM2miR database
was divided into three sub-datasets, according to three versions,
named SM2miR1, SM2miR2, and SM2miR3 for convenience,
respectively. Therefore, we obtained a total of five datasets and
pre-processed them, such as de-redundancy and de-duplication.
The details of the three databases are shown in Table 1. We only
collected the miRNA–drug interaction pairs of Homo sapiens in
three databases. The miRNA sequences and drug SMILES are
collected from miRBase (Kozomara et al., 2019) and PubChem
(Kim et al., 2021a). The drug SMILES is a specification that
explicitly describes the molecular structure in ASCII strings
(Weininger and sciences, 1988). The drug SMILES are
transformed into MACCS fingerprints by the RDKit library.

Represent MicroRNA With k-mer
For obtaining genomic information on miRNA, the sequence of
miRNA is represented by k-mer (Liu B. et al., 2013). k-mer is a

FIGURE 1 | Flowchart of the BNEMDI model for predicting potential MDIs.

TABLE 1 | Statistics of miRNAs, drugs, and miRNA–drug interactions in five
datasets.

Dataset ncDR RNAInter SM2miR1 SM2miR2 SM2miR3

Drug 95 281 86 113 142
miRNA 624 1,009 358 536 645
Interaction 4,457 5,739 1,110 1,697 1,940
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feature representation method, which is widely used in the field of
bioinformatics. Yousef et al. (2017) used k-mer to construct
simple sequence-based features to describe miRNAs for
miRNA categorization (Yousef et al., 2017; Erten-Ela et al.,
2018). In addition, Yi et al. (2020) also used k-mer to
represent molecules such as lncRNA, miRNA, and protein in
the molecule association network (Yi et al., 2020; Pan et al., 2022).
k-mer is a substring of biological sequence with a length of k. For
the miRNA sequences, we define the 3-mer of miRNA as the
subsequence, such as “AGG” and “AAA.” Then we sequentially
extract three nucleotides from the first nucleotides, using the
form of a sliding window (step length is one). Since miRNA
consists of four types of bases, there are 64 (43) possible 3-mer
patterns in a sequence. After that, we count the normalized
frequencies of all 3-mer patterns. Finally, we obtained miRNA
representation vectors with a length of 64 and containing miRNA
sequence information. Figure 2 shows the principle of k-mer.

Represent Drug Molecules With MACCS
Fingerprint
In the past research, numerous kinds of descriptors have been
established to portray the chemical structure of pharmaceutical
compounds such as geometrical, topological constitutional, and
quantum chemical properties (Cao et al., 2012). The substructure
keys-based fingerprint is customarily adopted as the descriptor to
represent the chemical structure. Substructure fingerprints
encode molecular structure to a bit-string with a fixed length,
according to the substructure of the drug instead of using 3D
structural information. Plenty of previous research works have
demonstrated that substructure fingerprint is effective and
feasible to represent drugs. Specifically, we incorporated a
dictionary that includes a list of substructure features

represented as SMART strings. SMART is a system to identify
substructures by the expanding rule of SMILES. After the first
step of composing the dictionary, we compare each item of the
dictionary to the given molecular substructures, if the SMART
pattern is included in the given molecular substructure, the
corresponding bit of fingerprint is set to one, and zero
otherwise. An example of the substructure fingerprint
determined by the given molecular substructure is displayed in
Figure 3. Herein, we used MACCS fingerprint to compose the
dictionary, which contained 166 types of general molecular
substructures and covered most of the interesting chemical
structures of drugs. Finally, we represented Boolean vectors of
molecular drug for the length of 166.

Topological Features Extraction Based on
Graph Representation Method
In this study, the graph representation learning method may
encode each node by topological information and embed nodes in
a low-dimension space. It is different from previous studies, in
which it can extract underlying information from the network.

The challenge of MDI prediction may be formulated as a link
prediction problem with a heterogeneous graph. The MDIs
network is employed to construct a heterogeneous graph
G � (D,M, E), and there are two types of nodes, drug D �
{d1, d2, . . . , di} (i is the index of drugs in the dataset) and
miRNA M � {m1, m2, . . . , mj} (j is the index of miRNA in the
dataset). E ⊂ D × M denotes the set of edges between D and M.
The edges represent the known interactions between drugs and
miRNAs. If di and mj have interaction, the weight of the edge is
set to one, and zero otherwise. The matrixW � [wij] denotes the
weight of the edges between drug di and miRNA mj in graph G.
The graph embedding aims to look for a map function

FIGURE 2 | Diagram of k-mer for extracting attribute sequences from miRNA sequences.
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f: D ∪ M → Rt, where t< < |m| ∪|d|. In other words, the low-
dimensional presentation vectors of each node in the graph will
be learned by the graph embedding method, and maintain the
graph topology information and node properties (Cai et al.,
2018). To achieve this aim, we utilized a graph embedding
method called BiNE, which has great performance in
reconstructing the original bipartite network, proposed by Gao
et al. (2018). Previous research on graph embedding has raised
the question of extracting explicit relations between the nodes of
different types and implicit relationships among the nodes of
sample types. BiNE contributed an innovative idea to solve this
problem by constructing a jointly optimizing framework,
consisting of three objection functions and variable weight.
These three objective functions include an explicit relation and
two implicit relations.

To model the explicit relations, we calculated the local
proximity between two different vertices in the bipartite
network, which is based on local proximity in LINE (Tang
et al., 2015). We define the joint probability between two
connected nodes as:

P(i, j) � wij∑eij∈Ewij
(1)

where wij is the weight of the edge between two types of nodes.
Drawing on the principle of word2vec, BiNE estimates the

local proximity between two nodes by inner product (Church,
2017), and the sigmoid function is used to map the interaction
value to the probability space. The joint probability of two
different types of nodes in embedding space is defined as follows:

P
∧ (i, j) � 1

1 + exp(−dTi mj), (2)

where �di ∈ Rt and �mj ∈ Rt are the embedding vectors of drugs di
and miRNAs mj, respectively.

To get the knowledge of observed edges and learn the
embedding vectors, we need to minimize the difference
between empirical distribution and the reconstructed

distribution. KL-divergence is used to measure the difference
between the previously two joint probabilities mentioned. The
first part of the joint optimizing framework can be defined as:

minimize O1 � KL(P∣∣∣∣∣∣∣∣∣∣∣∣P�) � ∑
eij∈E

P(i, j)log⎛⎝P(i, j)
P
�(i, j)⎞⎠. (3)

Studies of recommendation systems demonstrated that
implicit relations are also helpful to discover potential
information in the heterogeneous graph as explicit relations
(Jiang et al., 2016; Yu et al., 2018). This means that nodes of
the same type are not connected in the bipartite network, but still
contain a wealth of information, that is, crucial to model the
implicit relationship between the nodes of the same type. BiNE
constructs two homogeneous networks in accordance with the
interaction profile between two types of nodes and performs the
random walk on two homogeneous networks to encode the high-
order proximity of the origin network.

To reveal the 2nd proximity of the heterogeneous graph, BiNE
utilizes co-HITS (Deng et al., 2009) to generate two weighted
homogeneous networks (drug–drug network and
miRNA–miRNA network). In accordance with co-HITS, the
correlation coefficient between two nodes can be defined as:

wM
ij � ∑

k∈D

wikwjk;w
D
ij � ∑

k∈M

wkiwkj (4)

wherewij is the weight of the edge eij. Intuitively, suppose an i × j
MDI bipartite matrix Gb, the drug–drug network can be denoted
by a i × i matrix GbGT

b , and the miRNA–miRNA network can be
represented by a j × j matrix GT

bGb.
Truncated random walks are employed on two homogeneous

networks previously generated to obtain the corpus of node
sequences. Therefore, the biased and self-adaptive random
walk generator, which may maintain the vertex distribution, is
introduced to produce the corpus of node sequences with true
validity and effectiveness. Its core design can be described as
“richer get richer.” Specifically, the greater centrality of a node,

FIGURE 3 | Diagram of MACCS fingerprint-represented drug substructures.
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the more likely that node will be the starting point for the random
walk to begin. The centrality of nodes in the homogeneous
network is measured by HITS (Kleinberg, 1999). Compared
with other random walk-based measures, a probability is
specified to stop the random walk in each step. Therefore, the
node sequence generated by our method does not have a fixed
length because the variable-length sequences are more simulated
to natural language.

The skip-gram model is carried out to process the samples
of two corpora obtained from truncated random walk. If two
nodes frequently appear in the same context of a node
sequence, the skip-gram model will assign them similar
embedding vectors.

In order to learn the implicit relations, two objection functions
are defined to maintain the high-order proximity by maximizing
the conditional probability. The symbols of CS(di) and CS(mj)
represent the context of node di and mj in a sequence S,
respectively. For the corpus of the drug homogeneous network
PD, the objection function is as follows:

maximize O2 � ∏
di∈S∧PD

∏
dc∈CS(di)

P(dc|di) (5)

Then, the corpus of the miRNA homogeneous network PM is
treated in the same way, and the objection function is
expressed as:

maximize O3 � ∏
mj∈S∧PM

∏
mc∈CS(mj)

P(mc|mi) (6)

Similar to the LINE (Tang et al., 2015), the conditional probability
P(dc|di) and P(mc|mi) are defined using the inter product kernel
and softmax function:

P(dc|di) �
exp( �d

T

i
�θc)

∑|D|
k�1( �d

T

i
�θk), P(mc|mi) �

exp( �mT
j
�ϑc)∑|M|

k�1( �mT
j
�ϑk) (7)

where |D| and |M| represent the number of drug compounds and
miRNAs, respectively. The context vectors corresponding to two
types of nodes are denoted as �θc and �ϑc.

Finally, the three components of the objective function are
combined into the joint optimization framework for learning the
low-dimension embedding vectors of the bipartite network. The
overall jointly optimizing function is defined as follows:

maximize L � α logO2 + β logO3 − γO1 (8)
where α, β, and γ are parameters of explicit relation and implicit
relation.

To improve computational efficiency, a negative sampling
method is adopted to approach the complicated denominator
of the sigmoid function. In particular, nodes are divided into
different buckets by locality-sensitive hashing (LSH) (Wang et al.,
2013) and randomly selected as the negative samples. Finally, the
joint framework is optimized by the stochastic gradient ascent
(SGA) algorithm. The first part of the optimizing framework L1 �
−γO1 is maximized to update embedding vectors �di and �mj, and

the updated rules of embedding vectors �di and �mj are expressed
as follows:

�di � �di + λ{γwij[1 − σ( �d
T

i �mj)] · �mj} (9)

�mj � �mj + λ{γwij[1 − σ( �d
T

i �mj)] · �di} (10)

where λ represents the learning rate, and σ represents the sigmoid
function. Then, the part of α logO2 and β logO3 are also
maximized to update embedding vectors �di and �mj to follow
the rules:

�di � �di + λ
⎧⎪⎨⎪⎩ ∑

z∈{dc}∪Nns
S (di)

α[I(z, di) − σ( �dT

i
�θz)]• �θz}, (11)

�mj � �mj + λ
⎧⎪⎨⎪⎩ ∑

z∈{mc}∪Nns
S (mj)

β[I(z,mj) − σ( �mT
j
�ϑz)]• �ϑz}, (12)

where I(z, di) and I(z,mj) is an indicator function that confirms
whether the node z belongs to the context of di and mj,
respectively. The context of nodes is updated as:

�θz � �θz + λ{α[I(z, di) − σ( �d
T

i
�θz)]• �di} (13)

�ϑz � �ϑz + λ{β[I(z,mj) − σ( �mT
j
�ϑz)]• �mj} (14)

Building Predictor
In this section, we will introduce how to predict whether the
miRNA–drug pairs have underlying interaction. After feature
extraction, the attribute and topological features of miRNAs and
drugs were concatenated and fed into the DNN model for fusing as
unified dimension representation vectors. Finally, a dense layer with
256 neurons is used to complete the classification task. Specifically,
suppose that the nodes miRNA and nodes drug are di and mj, and
the representation features of them are fi and fj, respectively. The
possibility of interaction between di and mj can be defined as:

Pij � σ(fT
i ⊕ fj) (15)

where σ means the sigmoid function and ⊕means the concatenation.
Pij represent the prediction score between di and mj, if the Pij is
greater than 0.5 means, di is to interact withmj, and vice versa. The
binary cross-entropy was used as the loss function, and the “Adam”
algorithm was used to optimize the model.

RESULTS AND DISCUSSION

Evaluation Criteria
As MDI prediction is a binary classification problem for each pair of
miRNA and drugs, we used some evaluation criteria to measure the
performance of the proposed model, including accuracy (Acc.),
sensitivity (Sen), specificity (Spec.), also precision (Prec.), and
Matthews correlation coefficient (MCC). They are defined as:
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Acc. � TN + TP

TN + TP + FN + FP
(16)

Sen. � TP

FP + FN
, (17)

Spec. � TN

TN + FP
, (18)

Prec. � TP

TP + FP
(19)

MCC � TP × TN − FP × FN!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(TP + FP)(TP + FN)(TN + FP)(TN + FN)√ (20)

Here, TP and TN are signs of the number of correct positive
samples and correct negative samples predicted by the model,
respectively. Correspondingly, FP and FN are signs of the number
of false positive samples and false negative samples predicted by
the model, respectively (Pan et al., 2020). Following previous
studies, the receiver-operating characteristic (ROC) and
precision-recall (PR) are implemented to visually display the
result of the experiment, and the area under ROC (AUC) and
PR (AUPR) are used to assess the comprehensive performance of
the proposed model.

Prediction Performance on Different
Datasets
To systematically evaluate the performance of the BNEMDI
model, our proposed model is implemented to predict
potential MDI pairs on five different datasets, and five-fold
cross-validations are implemented for obtaining a more
accurate assessment. In detail, the dataset will be divided into
five parts, each part will serve as the testing set in turn, and the
rest as training sets. Afterward, Table 2 lists various evaluation
values to illustrate the prediction performance of BNEMDI. As
can be seen in Table 2, we get the result of the experiment with
the accuracy of 88.75% (ncDR), 87.23% (RNAInter), 77.24%
(SM2miR1), 79.92% (SM2miR2), and 81.86% (SM2miR3). The
standard deviations of accuracy are 0.1, 0.34, 0.39, 0.21, and
0.65%, respectively. To directly illustrate the prediction
performance of BNEMDI on each dataset, Figure 4 presents
the ROC and PR curves of the result of five-fold cross-validations
on five datasets. The proposed model BNEMDI achieves average
AUCs of 0.9568 (ncDR), 0.9420 (RNAInter), 0.8489 (SM2miR1),
0.8774 (SM2miR2), and 0.9005 (SM2miR3). The standard
deviations of five-fold cross-validations are 0.001, 0.0016,
0.0021, 0.0023, and 0.0026, respectively. It is apparent from
these criteria values that our proposed model BNEMDI is
stable and effective.

Previously, some studies have conducted MDI prediction
experiments on the ncDR dataset (Huang et al., 2018; Huang
et al., 2020). Herein, we compared our proposed model with these
models and some classical methods like collaborative filtering
(CF) and matrix factorization (MF) (Boutsidis and Gallopoulos,
2008; Su and Khoshgoftaar, 2009). The evaluation criteria are
AUC and the results are shown in Table 3. In GCMDR and
HMDPI, the attribute features of miRNAs and drugs were
constructed using miRNA expression profile, drug
substructure fingerprints, gene ontology, and disease ontology.
Huang et al. constructed the GCMDRmodel by combining graph
convolution and auto-encoder to learn deep features. In the
GCMDR model, the dimensional latent factor, units in hidden
layer, maximum Chebyshev polynomial degree, and training
epochs are set to 25, 100, 3, and 200, respectively. In EPLMI,
they implemented a two-way diffusion method on the weighted
network to generate resource vectors which can be defined as:

Rln cRNA � ∑nm

m�1
Aw

a,m · Ap,m∑nl
i�1A

w
i,m

(21)

RmiRNA � ∑nl

l�1
Aw

l,b · Al,p∑nm
i�1A

w
l,i

(22)

where Aw is the weighted adjacency matrixes constructed by
similarity, and A is the adjacency matrixes. Other experimental
parameters are set to default.

In the methods based on CF, the self-similarities of miRNA
and drug are calculated by the Pearson correlation coefficient
(PCC), which is defined as:

Pp(a, b) �
∑N

i�1(fai − fa)(fbi − fb)!!!!!!!!!!!!!!!!!!!!!!!!!!!∑N
i�1(fai − fa)2∑N

i�1(fbi − fb)2
√ , (23)

where fa and fb represent the features of two same types of
elements (miRNA or drug). Based on the PCC, self-similarity
matrixes and adjacency matrixes M for miRNA and drug, the
predicted score matrix of drug-based CF can be defined as:

Mdrug
′ (di, mj) � ∑nd

k�1Pdrug(di, dk) ·Mk,j

nd
(24)

whereM′ is the predicted matrix and nd is the number of drugs in
the dataset.

Correspondingly, the predicted score matrix of miRNA-based
CF can be defined as:

TABLE 2 | Performance of the proposed method on five datasets.

Fold AUC AUPR (%) Acc (%) Sen (%) Spec (%) Prec (%) MCC (%)

ncDR 0.9568 ± 0.0010 95.65 ± 0.13 88.75 ± 0.10 89.13 ± 0.19 88.39 ± 0.13 88.47 ± 0.11 77.51 ± 0.20
RNAInter 0.9420 ± 0.0016 93.88 ± 0.16 87.23 ± 0.34 88.99 ± 1.05 85.47 ± 1.30 85.98 ± 0.94 74.52 ± 0.65
SM2miR1 0.8489 ± 0.0021 84.61 ± 0.25 77.24 ± 0.39 80.82 ± 0.33 73.66 ± 0.68 75.42 ± 0.49 54.62 ± 0.78
SM2miR2 0.8774 ± 0.0023 87.04 ± 0.17 79.92 ± 0.21 81.12 ± 0.33 78.73 ± 0.23 79.22 ± 0.19 59.86 ± 0.42
SM2miR3 0.9005 ± 0.0026 89.34 ± 0.20 81.86 ± 0.65 79.47 ± 1.42 84.24 ± 2.05 83.49 ± 1.62 63.81 ± 1.37
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FIGURE 4 | Prediction performance of BNEMDI based on ROC and PR curves. (A) Five-fold cross-validation ROC and PR curves on the ncDR dataset. (B) Five-
fold cross-validation ROC and PR curves on the RNAInter dataset. (C) Five-fold cross-validation ROC and PR curves on the SM2miR1 dataset. (D) Five-fold cross-
validation ROC and PR curves on the SM2miR2 dataset. (E) Five-fold cross-validation ROC and PR curves on the SM2miR3 dataset.

TABLE 3 | Comparison of the prediction performance based on the ncDR dataset (N/A means not available).

Method ncDR RNAInter SM2miR1 SM2miR2 SM2miR3

GCMDR 0.9359 ± 0.0006 N/A N/A N/A N/A
EPLMI 0.8971 ± 0.0009 N/A N/A N/A N/A
Neighbor-based CF 0.8644 ± 0.0009 0.8532 ± 0.0007 0.6289 ± 0.0017 0.7346 ± 0.0027 0.8654 ± 0.0015
Drug-based CF 0.7313 ± 0.0008 0.7120 ± 0.0010 0.6982 ± 0.0026 0.6993 ± 0.0013 0.7030 ± 0.0016
miRNA-based CF 0.8235 ± 0.0015 0.8364 ± 0.0022 0.6325 ± 0.0019 0.6534 ± 0.0014 0.7644 ± 0.0009
SVD-based MF 0.6007 ± 0.0052 0.6189 ± 0.0044 0.5978 ± 0.0050 0.6039 ± 0.0051 0.6045 ± 0.0045
BNEMDI 0.9568 ± 0.0010 0.9420 ± 0.0016 0.8489 ± 0.0021 0.8774 ± 0.0023 0.9005 ± 0.0026

FIGURE 5 | Prediction performance of different features on different datasets.
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MmiRNA
′ (di, mj) � ∑nm

k�1PmiRNA(mi,mk) ·Mi,k

nm
s (25)

Neighbor-based CF takes into account both drug-based CF
and miRNA-based CF and is defined as:

Mneighbor
′ (di, mj) � Mdrug

′ (di, mj) +MmiRNA
′ (di, mj)

2
(26)

Several studies on drug target interaction prediction or drug
repositioning have used similarity-related information to construct
the prediction models. Although they gain optimistic results on
datasets, it seems difficult for the model to work in real-world
scenarios. However, the similarity itself is related to interactions of
biological entities, and the abuse of similarity will potentially lead to
label leakage. The prediction ability of label leaking models is easily
overestimated when it implements on a known dataset. In this
experiment, after dividing the dataset into training sets and test
sets, only the training set was extracted topological features and used
to construct the prediction model for avoiding label leakage. For
instance, there are 4,457 MDI pairs in the ncDR dataset, of which
only 3,565 MDI pairs will be extracted as features and used to
construct the prediction model. But there are no such issues in the
attribute features.

Ablation Experiment
To better construct representation vectors, we considered
attribute features and topological features of nodes in the
miRNA–drug bipartite network. In this section, we are going
to discuss the impact of different features on the performance of

BNEMDI. We consider three kinds of features: attribute feature,
topological feature, and the combination of them to separately
construct the representation vectors and the corresponding
prediction model. The accuracy is used as the standard to
compare the influence of various features on the model.

Figure 5 shows the prediction performance of models based
on different features. In general, the topological features are more
effective than the attribute features. Therefore, we concluded that
the topological features make a great contribution to the proposed
model. Although attribute features do not perform as well as the
topological feature, the production of attribute features only
requires sequence information like SMILES and miRNA
sequences. Thus, the attribute features are suitable as the
representation vectors for the new samples.

The attribute features are constructed by the sequence profile
information of nodes in the relationship network and contain
chemical structure information of the miRNAs and drugs. The
topological features consider high-order implicit transition
relationships and explicit relations, which provide distinct
similarity information of homologous nodes. This makes it
easier for miRNA and drug relationship pairs with similar
structures to known MDI to be considered interacting, and
vice versa. In principle, the combination of topological features
and attribute features will make the effect more pronounced.

Compare With Other Embedding Methods
and Classifiers
The topological feature extracted by BiNE is important for
building the BNEMDI model. To highlight the advantages of

FIGURE 6 | AUC and AUPR of four network embedding methods in different dimensions.

TABLE 4 | Average performance of the different classifiers on ncDR datasets.

Classifier AUC AUPR (%) Acc (%) Sen (%) Spec (%) Prec (%) MCC (%)

NB 0.9166 ± 0.0035 90.16 ± 0.53 86.49 ± 0.54 81.69 ± 1.22 91.30 ± 0.87 90.38 ± 0.81 73.34 ± 1.05
SVM 0.9415 ± 0.0033 92.93 ± 0.57 86.84 ± 0.63 85.91 ± 0.38 87.77 ± 1.21 87.55 ± 1.08 73.70 ± 1.28
LR 0.9473 ± 0.0029 94.27 ± 0.48 87.56 ± 0.77 86.56 ± 0.32 88.56 ± 1.45 88.34 ± 1.32 75.14 ± 1.56
RF 0.9502 ± 0.0036 94.42 ± 0.56 88.38 ± 0.87 88.18 ± 0.88 88.58 ± 1.79 88.56 ± 1.58 76.77 ± 1.76
BNEMDI 0.9573 ± 0.0009 95.65 ± 0.13 88.75 ± 0.10 89.13 ± 0.19 88.39 ± 0.13 88.47 ± 1.11 77.51 ± 0.20
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BiNE, we compare BiNE to three state-of-the-art graph
representation methods and discuss their performance in
different dimensions. In a similar way to BiNE, several state-
of-the-art network embedding methods (i.e., DeepWalk (Perozzi
et al., 2014), LINE (Tang et al., 2015), and node2vec (Grover and
Leskovec, 2016)) are used to learn the embedding vectors of each
node and compare to BiNE. DeepWalk carries out the random
walk on the graph to generate node sequences, and the node
sequences are regarded as sentences to learn embedding vectors
by word2vec (Church, 2017). LINE combines the first-order and
second-order proximities and optimizes them using the
asynchronous stochastic gradient algorithm (ASGD) (Recht

et al., 2011). Node2vec is an extension of DeepWalk. It
introduces depth-first search (DFS) and breadth-first search
(DFS) to the process of the random walk. BFS may explore
the structural properties of the graph, and DFS may reflect the
homogeneity between similar nodes. Based on the experiment,
the best result may be obtained when hyper-parameters p and q
are set to 0.5 (Gao et al., 2018). Moreover, the parameters of other
embedding methods are set to their default settings except for the
dimension of the node embedding vector.

Here, we analyze the performance of models in different
dimensions of the node embedding vector. We have carried
on the experiment to each embedding method separately in

FIGURE 7 | Comparison of BNEMDI with different classifiers under five-fold cross-validation. (A) ROC curve on the ncDR MDI dataset. (B) PR curve on the ncDR
MDI dataset.

TABLE 5 | Top 30 potential MDIs predicted by BNEMDI.

Drug (CID) miRNA Evidence Drug (CID) miRNA Evidence

60750 hsa-miR-24-3p Unconfirmed 60750 hsa-miR-29c-3p 29807360
60750 hsa-miR-205-5p 31602229 2767 hsa-miR-1236-3p 30805558
2767 hsa-miR-193b-3p 27918099 5310940 hsa-miR-660-5p Unconfirmed
3385 hsa-miR-10a-5p Unconfirmed 60750 hsa-miR-532-5p Unconfirmed
3385 hsa-miR-33b-5p Unconfirmed 31703 hsa-miR-18a-5p Unconfirmed
3385 hsa-miR-376a-3p Unconfirmed 3385 hsa-miR-431-5p Unconfirmed
2520 hsa-miR-126-3p Unconfirmed 5310940 hsa-miR-196a-5p Unconfirmed
60750 hsa-miR-124-3p 35127724 5310940 hsa-miR-101-3p 31934027
3385 hsa-miR-93-5p 30573973 60750 hsa-miR-1908-5p Unconfirmed
31703 hsa-miR-19b-3p 30343695 6857599 hsa-miR-200c-3p 25757925
3385 hsa-miR-32-5p 29530052 36314 hsa-miR-141-3p 26025631
2767 hsa-miR-363-3p 25416050 119307 hsa-miR-181d-5p Unconfirmed
5310940 hsa-miR-373-3p Unconfirmed 3385 hsa-miR-620 Unconfirmed
3385 hsa-miR-576-5p Unconfirmed 3385 hsa-miR-9-3p Unconfirmed
36462 hsa-miR-21-5p 23834154 5310940 hsa-miR-128-3p 30890168
60750 hsa-miR-24-3p Unconfirmed 60750 hsa-miR-29c-3p 29807360
60750 hsa-miR-205-5p 31602229 2767 hsa-miR-1236-3p 30805558
2767 hsa-miR-193b-3p 27918099 5310940 hsa-miR-660-5p Unconfirmed
3385 hsa-miR-10a-5p Unconfirmed 60750 hsa-miR-532-5p Unconfirmed
3385 hsa-miR-33b-5p Unconfirmed 31703 hsa-miR-18a-5p Unconfirmed
3385 hsa-miR-376a-3p Unconfirmed 3385 hsa-miR-431-5p Unconfirmed
2520 hsa-miR-126-3p Unconfirmed 5310940 hsa-miR-196a-5p Unconfirmed

The CID of PubChem is used to indicate knownMDIs in the RNAInter dataset. The first column records the top 1–25MDIs. The second column records the top 26–50MDIs. The evidence
is indicated by the PubMed ID of the experimental literature.
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five different dimensions, 32, 64, 128, 256, and 512. We also
employed these embedding approaches to learn the topological
features from the bipartite network and combine the attribute
features of drug compounds and miRNAs to construct this
prediction model. Figure 6 shows the results of each model
that was applied to the ncDR dataset. The y axis of Figure 6
depicts the AUC and AUPR of each prediction model, and the
x-axis depicts five kinds of node-embedding dimensions.
According to Figure 6, we can draw a conclusion that the
model with the BiNE embedding method gets the best result
among these methods. The main reason for the outstanding
performance of BiNE is that it considers unique information
of drug and miRNA nodes while processing the relations in the
miRNA–drug bipartite network. BiNE calculates the second-
order proximity of nodes in the miRNA–drug bipartite
network to learn the implicit relation between drugs and
miRNAs, which can get more efficient similarity compared
with the similarities based on domain knowledge (Yue and
He, 2021).

When the dimension of embedding vectors is 64, the BiNE
model achieves the lowest AUC and PR values of 0.957 and 0.956,
respectively. To avoid overfitting, the dimension of embedding
vectors generated by the BiNE model was set to 64 in the
subsequent experiments.

We further evaluate the impact of the classifier on the overall
model by comparing it with several popular machine learning
classifiers, including random forest (RF), naive Bayes (NB),
logistics regress (LR), and SVM classifiers (Gui et al., 2015).
The features extracted by the samemethod of the proposedmodel

were used as the input of the aforementioned classifiers for five-
fold cross-validations on the ncDR dataset.

Table 4 exhibits the average performance of the five-fold
cross-validations of each classifier on the ncDR dataset. As
shown in Table 4, NB, SVM, LR, and RF obtained an average
accuracy of 86.49, 86.84, 87.56, and 88.38%, respectively. The
BNEMDI achieved the highest accuracy of 88.75%. We gained an
average AUC score of 0.9167, 0.9416, 0.9473, 0.9505, and 0.9573,
and an average PR score of 94.27, 90.16, 94.40, 92.93, and 95.65%
for NB, LR, RF, and BNEMDI. For a more intuitive comparison,
Figure 7 depicts the corresponding ROC and PR curves. The
proposed model leads in most evaluation metrics with the highest
AUC of 0.9573 and the highest AURR of 0.9565 and has a
relatively low standard deviation. Synthetically, BNEMDI not
only has an excellent performance in various evaluation criteria
but also is more stable than other classifiers.

CASE STUDY

In this subsection, we carried out a case study on the RNAInter
dataset. All of the known MDIs were used to construct
representation vectors to predict all candidate miRNA–drug
pairs in the dataset. Then, we ranked these candidate
miRNA–drug pairs according to the predicted scores in the
descending order. The top 30 predicted relationships are
shown in Table 5. Among the top 10, 20, and 30 predicted
relationships, 7, 12, and 18 relationships are verified by the
previous literature in PubMed, respectively.

TABLE 6 | Top 50 associated miRNA of drug 5-FU predicted by BNEMDI.

Drug (CID) miRNA Evidence Drug (CID) miRNA Evidence

3385 hsa-miR-21-5p 31918721 3385 hsa-miR-181b-5p Unconfirmed
3385 hsa-miR-221-3p 27726102 3385 hsa-miR-26b-5p 30662808
3385 hsa-miR-126-3p Unconfirmed 3385 hsa-miR-194-5p 30451820
3385 hsa-miR-200c-3p 28411308 3385 hsa-miR-103a-3p 27247088
3385 hsa-miR-222-3p 19956872 3385 hsa-miR-208a-3p Unconfirmed
3385 hsa-let-7c-5p 33051247 3385 hsa-miR-18a-5p 32884453
3385 hsa-miR-214-3p Unconfirmed 3385 hsa-miR-20b-5p 27878272
3385 hsa-miR-155-5p 30741544 3385 hsa-miR-663a confirmed
3385 hsa-miR-93-5p 32426273 3385 hsa-miR-145-5p 32801865
3385 hsa-miR-18b-5p 25990502 3385 hsa-miR-24-3p 31646794
3385 hsa-miR-143-3p 19843160 3385 hsa-miR-19a-3p 24460313
3385 hsa-miR-181a-3p 29795190 3385 hsa-let-7a-5p 35071455
3385 hsa-miR-16-5p 18449891 3385 hsa-miR-4661-3p Unconfirmed
3385 hsa-miR-27b-3p 24401318 3385 hsa-miR-27a-3p 24401318
3385 hsa-miR-107 26636340 3385 hsa-miR-200b-3p 32714549
3385 hsa-miR-34c-5p Unconfirmed 3385 hsa-miR-9-5p Unconfirmed
3385 hsa-miR-17-5p 32426273 3385 hsa-miR-101-3p 34086111
3385 hsa-miR-34a-5p 31802650 3385 hsa-miR-196a-5p Unconfirmed
3385 hsa-miR-125b-5p 28176874 3385 hsa-miR-200a-3p 28496200
3385 hsa-miR-497-5p 26673620 3385 hsa-miR-802 Unconfirmed
3385 hsa-miR-29b-3p 34155879 3385 hsa-miR-197-3p 26055341
3385 hsa-miR-20a-5p 31760170 3385 hsa-miR-30b-5p miR-30b
3385 hsa-miR-1915-3p Unconfirmed 3385 hsa-miR-181b-2-3p Unconfirmed
3385 hsa-miR-210-3p 31468617 3385 hsa-miR-100-5p Unconfirmed
3385 hsa-miR-25-3p 35014676 3385 hsa-miR-153-3p Unconfirmed

The CID of PubChem is used to indicate knownMDIs in the RNAInter dataset. The first column records the top 1–25MDIs. The second column records the top 26–50MDIs. The evidence
is indicated by the PubMed ID of the experimental literature.
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Furthermore, to demonstrate the prediction ability for new
drugs, we selected 5-fluorouracil (5-FU, CID:3385) as the
investigated drug of the case study, which is a chemotherapy
drug widely used in digestive system cancer and breast cancer
(Wigmore et al., 2010). The MDIs related to 5-FU were removed
from the dataset and the rest of MDIs were used to train the
prediction model. Then we implemented the BNEMDI model to
identify potential miRNAs that may interact with 5-FU. The top
50 predicted miRNAs are shown in Table 6. Among the top 10,
20, and 50 predicted miRNAs, there were 9, 17, and 37 miRNAs,
which confirmed that they may interact with 5-FU by the
previous literature.

For instance, Valeri et al. discovered that miRNA-21-5p,
which ranks first in the top 50 predicted miRNAs can
downregulate the expression level of human DNA MutS
homolog 2 leading to 5-FU resistance in colon cancer
patients (Liang et al., 2020). Moreover, the study proposed
by Zhao et al. (2016) confirmed the overexpression of hsa-
miR-221-3p will reduce the sensitivity of 5-FU and proved it
can be a potential drug target for pancreatic cancer (Zhao
et al., 2016). Moreover, through functional analysis, Jilek et al.
(2020) demonstrated that has-let-7c-5p can elevate the
exposure of 5-FU. They suggested that has-let-7c-5p and 5-
FU can attenuate thymidylate synthase, which indicates that
5-FU can cooperate with has-let-7c-5p against hepatocellular
carcinoma (Jilek et al., 2020). As stated before, this case study
shows that BNEMDI can effectively find out the miRNAs
interacting with given drugs.

CONCLUSION

MDI prediction plays an important role in new drug target research.
In this article, we proposed a novel computational model to predict
unknownMDIs, namely, BNEMDI.We adopted a bipartite network
embedding method BiNE to extract the topological feature from the
MDI network. The chemical structure of drugs and the base
sequence information of miRNAs are represented as the attribute
feature byMACCS fingerprints and k-mer.When performed on five
datasets (ncDR, RNAInter, SM2miR1, SM2miR2, and SM2miR3),
BNEMDI gained average AUC values of 88.75, 87.23, 77.24, 79.92,
and 81.86% under five-fold cross-validation, respectively. In
addition, we experimented with other popular network
embedding methods in different dimensions. Moreover, the case
study on a common drug for cancer and all of the candidate

miRNA–drug pairs demonstrated that the proposed model could
be an effective tool for predicting MDI in real scenarios. The
comprehensive results indicated that BNEMDI is a reliable and
stable MDI predictor, economizing time and labor for drug target
studies. Even so, the BNEMDI model possesses drawbacks. For new
drugs and miRNAs, they are independent nodes in the bipartite
network. The network embedding methods cannot learn any
information from these independent nodes. Only attribute
features can represent these nodes, and then the new interaction
network can be updated according to thewet experimental results. In
the future, we expect to seek more efficient network embedding
methods and feature descriptors formining the relationship between
drugs and miRNAs.
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Pancreatic cancer is one of the most lethal tumors owing to its unspecific

symptoms during the early stage andmultiple treatment resistances. Pyroptosis,

a newly discovered gasdermin-mediated cell death, facilitates anti- or pro-

tumor effects in a variety of cancers, whereas the impact of pyroptosis in

pancreatic cancer remains unclear. Therefore, we downloaded RNA expression

and clinic data from the TCGA-PAAD cohort and were surprised to find that

most pyroptosis-related genes (PRGs) are not only overexpressed in tumor

tissue but also strongly associated with overall survival. For their remarkable

prognostic value, cox regression analysis and lasso regression were used to

establish a five-gene signature. All patients were divided into low- and high-risk

groups based on the media value of the risk score, and we discovered that low-

risk patients had better outcomes in both the testing and validation cohorts

using time receiver operating characteristic (ROC), nomograms, survival, and

decision analysis. More importantly, a higher somatic mutation burden and less

immune cell infiltration were found in the high-risk group. Following that, we

predicted tumor response to chemotherapy and immunotherapy in both low-

and high-risk groups, which suggests patients with low risk were more likely to

respond to both immunotherapy and chemotherapy. To summarize, our study

established an effective model that can help clinicians better predict patients’

drug responses and outcomes, and we also present basic evidence for future

pyroptosis related studies in pancreatic cancer.

KEYWORDS

pyroptosis, pancreatic cancer, immune microenvironment, prognostic model,
therapeutic response prediction

Introduction

Pancreatic cancer (PAAD), which is primarily composed of pancreatic ductal

adenocarcinoma, is one of the most fatal malignancies in the United States, with a

survival rate of about 10% (Siegel et al., 2021). The poor prognosis and stable incidence

rates of PAAD cases were not only associated with increased exposure to risk factors such
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as obesity, diabetes, tobacco use, and alcohol consumption, but

also with nonspecific symptoms at the early stage (Stolzenberg-

Solomon et al., 2013; Rebours et al., 2015; Walter et al., 2016).

Worse still, only modest progress has been achieved in reducing

the mortality rate of PAAD. Though immunotherapy has proved

to be a promising treatment in many other malignancies, few

PAAD patients benefited from ICIs (Torphy et al., 2018; Galluzzi

et al., 2020). The “cold” tumor microenvironment is one of the

primary reasons for its immunotherapy resistance (O’Donnell

et al., 2019). The tumor microenvironment of PAAD is mainly

composed of immunosuppressive cells, such as tumor-associated

macrophages, myeloid-derived suppressor cells, and regular

T-cells (Clark et al., 2007). Additionally, it is believed that an

unusually intense desmoplastic reaction surrounding PAAD

contributes to the formation of a barrier that prevents

immune infiltration and chemotherapy exposure (Provenzano

et al., 2012; Ho et al., 2020). Therefore, it is critical to investigate

the molecular pathways related to PAAD microenvironment.

Pyroptosis is defined as the caspase (CASP) family-driven

programmed necrotic cell death mediated by gasdermin (GSDM)

(Shi et al., 2015). When triggered by bacterial, viral, toxin, or

chemotherapy, pyroptosis can release pro-inflammatory

cytokines and immunogenic material, promoting the

activation and infiltration of immune cells (Loveless et al.,

2021; Yu et al., 2021). Pyroptotic cell death is characterized by

cellular swelling and bubble-like protrusions forming on the cell

membrane surface, as well as the release of IL1 and IL18 (Loveless

et al., 2021; Yu et al., 2021). Cancers of all forms are closely

related to pyroptosis (Yu et al., 2021). On one hand, inducing

pyroptosis was originally considered a promising therapeutic

strategy for increasing anti-tumor immune response. On the

other hand, the activation of multiple signaling pathways and the

release of cytokines can lead to tumorigenesis and drug resistance

(Xia et al., 2019). The connection between PAAD and pyroptosis

is still unclear. Recent work demonstrated that STE20-like kinase

1 slowed PAAD progression by triggering ROS-mediated

pyroptosis, implying that pyroptosis may be a potential

therapeutic target for PAAD (Cui et al., 2019).

One possible reason for the depressing outcomes of

immunotherapy is that PAAD cells can avoid cell death

induction (Chen et al., 2021). Thus, we sought to advance our

understanding of the pyroptotic pathway in PAAD and construct

a pyroptosis-related gene (PRG) prognostic signature. Our study

provided an effective prognostic model as well as basic evidence

for subsequent pyroptosis-related studies in PAAD.

Materials and methods

Data extraction

The workflow of our study is revealed in Figure 1. The UCSC

Xena (Goldman et al., 2020) (Xean, http://xena.ucsc.edu/) was

used to obtain the RNA sequencing profile and clinical following

data of the TCGA-PAAD cohort and GTEx cohort. Xena was also

implemented to integrate normalized counts from TCGA-PAAD

and GTex cohort due to limited matched controls in the TCGA-

PAAD cohort. All PAAD patients without survival following were

excluded in this study. In this cohort, there are 177 PAAD patients

and 167 normal pancreatic tissue. The GISTIC copy number

dataset and DNA methylation data for all selected patients were

obtained from cBioportal (https://www.cbioportal.org/), while the

somatic mutation data of patients was downloaded from TCGA

(https://portal.gdc.cancer.gov/). Additionally, we downloaded two

extra GEO datasets (GSE28735 and GSE62452, https://www.ncbi.

nlm.nih.gov/geo/) and ICGC sequencing profiles from ICGC

(https://daco.icgc.org/) as independent validation cohorts

(Zhang et al., 2012; Yang et al., 2016).

Identify differential expressed genes and
perform functional analysis

The 33 PRGs were selected from a previously published study

and are listed in Supplementary Table S1 (Ye et al., 2021). The

FIGURE 1
The workflow of our study.
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“DESeq2” package was used to identify differentially expressed

genes (DEGs) (Love et al., 2014). Additionally, we conducted

correlation analyses of gene expression and methylation using

the cBioportal (http://cbioportal.org) (Cerami et al., 2012). The

Mann-Whitney or unpaired t-test was used to investigate gene

expression differences across distinct copy number variations

(CNV). The function of DEGs was analyzed using KEGG

enrichment analysis and gene set enrichment analysis (GSEA)

via the “clusterProfiler” R package (Yu et al., 2012). p-values < 0.

05 were defined as statistically significant.

The construction of prognostic prediction
models

To begin, univariate cox regressions were utilized to examine

the relationships between individual 33 PRGs and overall survival

(OS) in the TCGA cohort. p-value< 0.05was set as the threshold to

identify prognostic-related PRGs. LASSO regression analysis was

then used to select significant PRGs andminimize the likelihood of

overfitting. Based on these selected PRGs, the prognostic model

was constructed using multivariate cox regression analysis. The

risk score for OS was constructed as the following formula:

risk score � ∑5
i

Xipβi

Where X represents the gene expression level and β represents

the regression coefficient calculated by multivariate Cox

regression. All patients were separated into high- and low-risk

groups based on the media value of the risk score.

Validation of the prognostic prediction
model

To evaluate the accuracy of the predictionmodel, time receiver

operating characteristic (ROC) curve, nomograms, Kaplan-Meier

survival curve, and decision curve were established in the TCGA

cohort and validation ICGC cohort. The ROC curves at 1-, 3-, and

5- years were generated using the R package “timeROC” (Blanche

et al., 2013). The Kaplan-Meier survival curve was generated by

using the R package “survival” (Grambsch, 2000). The decision

curve and the following clinic impact curve were finished by the R

package “rmda” (Brown, 2018). And the R package “regplot”

(Marshall, 2020) was used to perform the nomogram analysis.

Molecular variation analysis and tumor
mutation burden between subgroups

After combining the copy number dataset with the somatic

mutation dataset of TCGA, we visualized the top 15 genes with the

highestmutational frequencies and compared their somaticmutation

status across subgroups using the R package “maftool” (Mayakonda

et al., 2018). The TMB value of each patient was also calculated

through “maftool”, and the Mann-Whitney or unpaired t-test was

used to compare TMB values across subgroups (Mayakonda et al.,

2018). p-values < 0.05 were considered statistically significant.

Comprehensive immune characteristics
analysis between subgroups

By relating gene expression data to cell purity data, the

“ESITMATE” R package was utilized to determine the

activities of tumor cells, immune cells, and stromal cells inside

the tumor environment (Yoshihara et al., 2013). We next used

single-sample GSEA through the “GSVA” R package to

determine the relative proportions of 28 different types of

tumor-infiltrating immune cells (Hanzelmann et al., 2013).

Supplementary Table S2 contains all the gene sets for targeted

immune cells. Apart from that, the relative expression levels of

the ICIs-targeted genes were determined using FPKM values and

compared using Mann-Whitney or unpaired t-test.

Immunotherapy and chemotherapeutic
response prediction

The TIDE (Tumor Immune Dysfunction and Exclusion) web

tool (http://tide.dfci.harvard.edu/) was used to predict

immunotherapy responses (Jiang et al., 2018). Patients with a

lower TIDE score were considered to have a better response to

immunotherapy. Besides, based on the GDSC (Genomics of

Drug Sensitivity in Cancer) database, the R package

“oncoPredict” was used to perform ridge regression analysis

on each sample to predict IC50 values for targeted drugs

(Maeser et al., 2021). A Mann-Whitney or unpaired t-test was

used to compare TIDE scores and IC50 values across subgroups.

p-values<0.05 were considered statistically significant.

Results

Alterations of pyroptosis-related genes
RNA expression in pancreatic cancer

To begin, we identified differentially expressed PRGs

between PAAD tissue and normal pancreatic tissue from the

TCGA-GTEx integrated cohort. The heatmap of PRGs revealed

that nearly all PRGs are significantly overexpressed within PAAD

tissue (Figure 2A). More specifically, the expression of AIM2,

CASP1, CASP3, CASP5, GSDMA, GSDMC, IL1B, IL6, IL18,

NLRP1, NLRP2, NLRP3, NLRP7, NOD2, TNF, GPX4, and

PYCARD increased more than twofold, whereas

CASP9 expression decreased (Figure 2B). Following that, we
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analyzed two additional GEO datasets (GSE28735 and

GSE62452) to see whether this differential expression is

widespread, which showed a significantly less trend of

increase (Supplementary Figures S1A,B) (Zhang et al., 2012;

Yang et al., 2016). Considering that the samples of

GSE28735 and GSE62452 were taken from tumor and paired

adjacent normal tissue, while control samples for the TCGA

cohort were derived from healthy pancreas samples from a

different cohort, the batch effects may partially account for

the difference. Nevertheless, all three cohorts revealed

unequivocally that PRGs were activated in PAAD and 18 of

these PRGs were overexpressed in all of the datasets when setting

p < 0.05 as threshold. We next enriched these 18 PRGs into

pyroptosis signaling pathways and discovered that caspase-1, 3,

and 8-dependent pyroptosis, as well as gasdmin B-mediated

pyroptosis, were all closely related with pancreatic cancer

(Supplementary Figure S1C). In general, multiple pyroptosis

mechanisms are commonly activated in pancreatic cancer.

Then, principal component analysis was processed to

identify PRGs expression characteristics between normal

pancreatic tissue and PAAD, which revealed a clear

distinction among samples (Figure 2C). To achieve a better

understanding of the relationship among PRGs, the

correlation matrix was constructed by calculating the Pearson

correlation coefficient between each two genes within either

normal samples from the GTEx cohort or PAAD samples

from the TCGA cohort. In normal pancreatic tissue, the

majority of PRGs were found to be remarkably positively

linked with each others while only five genes were shown to

be adversely connected to other PRGs, including NLRP2,

GSDMA, CASP5, NLRP1, and NOD2 (Figure 2D). Among

the PAAD samples, the expression of PRGs was likewise

FIGURE 2
Identify differentially expressed PRGs between PAAD and normal pancreatic tissue. Genes with |log2 fold change (log2FC) | > 1 and adjusted p
value < 0.05 were considered as differentially expressed genes. (A)A heatmap to show PRGs expression within normal tissue (FPKM data from GTEx
cohort) and PAAD tissue (FPKM data from TCGA cohort). (B) The Volcano plot created using the “Enhanced Volcano” R package to show differently
expressed PRGs. (C) Principal component analysis was processed to identify PRGs expression characters between the normal pancreatic tissue
and the PAAD tissue. (D) A heatmap of correlation matrix of the PRGs within normal tissue from GTEx cohort. (E) A heatmap of correlation matrix of
the PRGs within PAAD tissue from TCGA cohort.
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positively correlated, which suggested that the co-interaction of

PRGs may have a role in PAAD development (Figure 2E).

DNA methylation and copy number
variation affect the pyroptosis-related
genes expression

To elucidate possible explanations for the increased expression of

PRGs in the TCGA cohort, we analyzed DNAmethylation and CNV.

Both DNA methylation and CNV have been implicated in the

regulation of gene expression in a variety of cancers (Stranger et al.,

2007; Daniel et al., 2011). To ascertain if CNV influences PRGs

expression, we divided the TCGA cohort into five or fewer groups

based on their copy number for each gene, which included deletion,

shallow deletion, diploid, gain, and amplification. We discovered that

copy number is positively correlatedwith gene expression inmore than

half of the PRGs, suggesting a significant role for CNV in gene

regulation. Besides that, copy number is negatively correlated with

gene expression in 10% of PRGs and has no correlation in the

FIGURE 3
DNAmethylation, CNV, and gene expression correlation analysis. (A) Correlations between CNV and PRGs expression. Positive correlation was
defined as certain PRGs expression increased while copy number augmented. Negative correlation was defined as certain PRGs expression
decreased while copy number augmented. Uncertain was defined as both expression increasement and decrement can be observed while copy
number augmented. Unknown was defined as no significant differences between different CNV groups. (B) Pearson correlative value between
methylation (HM450) versusmRNA expression z-scores relative to all samples of each PRGs. (C)Violin plots of example positive correlated PRGs. The
rest PRGs are presented in Supplementary Figure S2. Significance was determined using the Mann-Whitney or unpaired t-test. Data shown are
means ± SD, *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.
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remaining PRGs. (Figures 3A,C; Supplementary Figure S2). Since the

CNV alone could not fully account for the increased PRGs expression,

we performed a correlation analysis between DNA methylation and

PRGs expression, revealing that the expression of 28/33 PRGs is

negatively correlated with DNA methylation (Figure 3B). This

indicates both DNA demethylation and copy number increasement

contribute to the overexpression of PRGs in PAAD.

Construction of a prognostic gene
signature

The ROC curves for each PRGs revealed that the majority of

PRGs had a high predictive value for diagnosis, implying that they

may contribute to PAAD tumorigenesis (Figure 4A). To further

assess their prognostic potential, we performed a univariate cox

analysis between each PRG and OS, and 22 genes were screened

out (with p < 0.05) (Figure 4B). Lasso regression analysis was then

used to identify the most prognostic genes, and 5 genes were

chosen by the vertical grey line in Figure 4D (Figures 4C,D).

Finally, the model was determined by multivariate cox regression

within selected PRGs. Among them, GSDMC, IL18, and

NLRP2 are all associated with an increased risk, while the other

two confer a protective effect (Figure 4E). The formula of the risk

score was: risk score = (GSDMC*0.2302) -(ELANE*0.4664)+

(IL18*0.3341)—(NLRP1*0.4324)+ (NLRP2*0.1297). Taking the

median risk score as the cut-off value, we classified all TCGA

patients into low- and high-risk groups. Detailed clinical

FIGURE 4
Construction of a prognostic prediction model. (A)Heatmap to show AUC values for each PRGs. Three example ROC curves are displayed on
the left. (B)Hazard ratios analyzed via univariate cox regression to evaluate the prognostic ability for each PRGs. (C) LASSO coefficient profile of PRGs.
(D) Ten times cross-validation for parameter selections in the LASSO cox regression. (E)The nomogram incorporating 5 selected PRGs. *p < 0.05,
**p < 0.01, ***p < 0.001, ****p < 0.0001.
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information is presented in Table 1 Regardless of histologic stage,

disease type or OS, the majority of clinicopathological

characteristics are evenly distributed among two groups. An

increased risk score, on the other hand, may indicate a higher

histological grade and a greater likelihood of ductal and lobular

origins.

Prognostic value of pyroptosis-related
genes signature in TCGA and validation
cohort

To assess the prognostic efficacy of this signature, we

calculated the probability of 3-years OS in the TCGA cohort

(Figure 5A) and a validation cohort, ICGC (Supplementary

Figure S3A). The results indicated that the model had a high

predictive capacity in both cohorts. Additionally, time dependent

ROC analysis was used to assess the sensitivity and specificity of

this model. As for the TCGA cohort, beside 1-year, both 3-years

and 5-years corresponding areas under the curve (AUC) are over

0.75 (Figure 5B), whereas the ICGC cohort’s accuracy is lower,

with a 1-year AUC of 0.661 and a 3-years AUC of 0.528

(Supplementary Figure S3B). However, its poor performance

for predicting longer time survival status may be explained by the

fact that only 10% of patients in the ICGC cohort survive till the

third year. Following that, similar to the TCGA cohort, all

89 patients in the ICGC cohort were equally divided into low-

and high-risk groups based on their risk score, and we observed

TABLE 1 Clinical characteristics between risk score related subgroups.

Total (n = 177) Risk level p-value

low (n = 88) High (n = 89)

Age(year) 0.8259

<65 81 (45.76%) 41 (46.59%) 40 (44.94%)

≥65 96 (54.24%) 47 (53.41%) 49 (55.06%)

Gender 0.4021

Male 97 (54.80%) 51 (57.95%) 46 (51.69%)

Female 80 (45.20%) 37 (42.05%) 43 (48.31%)

TNM stage 0.2225

Stage I 21 (11.86%) 14 (15.91%) 7 (7.87%)

Stage II 145 (81.92) 70 (79.55.22) 75 (84.27%)

Stage III-IV 8 (4.52%) 3 (3.41%) 5 (5.62%)

Unknown 3 (1.69%) 1 (1.14%) 2 (2.25%)

Histologic grade 0.0085

G1-G2 125 (70.62%) 70 (79.55%) 55 (61.80%)

G3-G4 50 (28.25%) 17 (19.32%) 33 (37.08%)

unknown 2 (1.13%) 1 (1.14%) 1 (1.12%)

Disease type 0.0553

Adenomas and adenocarcinomas 30 (16.95%) 21 (23.86%) 9 (10.11%)

Cystic, mucinous, and serous neoplasms 5 (2.82%) 3 (3.41%) 2 (2.25%)

Ductal and lobular neoplasms 141 (79.66%) 63 (71.59%) 78 (87.64%)

Epithelial neoplasms, NOS 1 (0.56%) 1 (1.14%) 0

Family history of cancer 0.5449

YES 62 (35.03%) 32 (36.36%) 30 (33.71%)

NO 47 (26.55%) 27 (30.68%) 20 (22.47%)

Unknown 68 (38.42%) 29 (32.95%) 39 (43.82%)

Family history of pancreatitis 0.7299

Yes 13 (7.34%) 6 (6.82%) 7 (7.87%)

No 127 (71.75) 65 (73.86%) 62 (69.66%)

Unknown 37 (20.90%) 17 (19.32%) 20 (22.47%)

Overall survive <0.0001
Alive 85 (48.02%) 59 (67.05%) 26 (29.21%)

Dead 92 (51.98%) 29 (32.95%) 63 (70.79%)
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an obvious difference in OS between the two groups. Higher risk

patients were associated with more deaths and tended to have

shorter survival time in both cohorts (Figures 5C,D;

Supplementary Figures S3C,D).

pyroptosis-related genes model
outperforms clinical characteristics in
prognosis

Following that, we compare the predictive accuracy of our

model to that of clinicopathological characteristics. Both

univariate and multivariate analyses indicated that risk score

is an independent predictor, moreover, age and disease type also

demonstrated their independent predictive ability with p < 0.1 as

the threshold value (Table 2). After combining these three

variables, a nomogram model was built to evaluate its clinical

utility (Figure 6A). Then, we processed decision curve and ROC

analysis to compare the clinical benefit of the composite

nomogram to that of a risk score or clinical characteristics

alone. While the composite model performed better than the

basic clinical factors in terms of prognosis accuracy, it

demonstrated limited clinical net benefit compared to the risk

score (Figure 6B). Additionally, the time-related AUCs of the risk

FIGURE 5
The prognostic analysis of PRGs signature. (A) Calibration plots of the nomogram for predicting OS within 3 years basing on PRGs signature in
the TCGA cohorts. (B) Time dependent ROC analysis in the TCGA cohort. (C–D) The plots of risk score and alive status(C) as well as Kaplan-Meier
survival analysis (D) in the TCGA cohorts.
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score model were consistently greater than those of the composed

model at each time point, suggesting that the risk score possessed

the greatest clinical utility (Figure 6C).

Bioinformation analysis based on the
pyroptosis-related genes model

We identified 365 genes with increased expression and

1,514 genes with decreased expression in the high-risk group

as compared to the low-risk group (Figures 7A,B). These DEGs

were then used to conduct KEGG enrichment and GSEA analysis

to further investigate the biological pathway correlated with risk

score. Interestingly, DEGs were predominantly enriched in

organismal systems such as endocrine, nervous, and

circulatory systems (Figure 7C). Meanwhile, the GSEA results

demonstrate that several pathways, including calcium signaling,

cAMP signaling, cGMP-PKG signaling pathways and so on, are

down-regulated in the high-risk group (Figure 7D). Apart from

functional analysis, we then looked at the somatic mutation

status of TCGA patients. As expected, high-risk individuals

have a considerably higher somatic mutation burden, typically

for the genes KARS and TP53, which are known to be the

primary drivers of PAAD (Kleeff et al., 2016) (Figure 7E;

Supplementary Figure S4A). Consistently, the tumor mutation

burden (TMB) was also found to be considerably greater in the

high-risk group than in the low-risk group (Supplementary

Figure S4B).

Given that KRAS and TP54 have been linked to other cell

death processes such apoptosis and ferroptosis, we attempted to

identity the specific correlation between oncogenes and

pyroptosis by comparing the expression of PRGs between

KRAS or TP53 mutated and unmutated individuals (Chen

et al., 2021). Despite the fact that GSDMC, NOD2, and

TABLE 2 Univariate and multivariate cox regression analysis for prognostic model and clinical characteristics.

Variable Univariate analysiss Multivariate analysiss

Hazard
ratio (95% Cl)

p-value Hazard
ratio (95% Cl)

p-value

Risk score 2.72 (1.88–3.93) <0.0001 2.52 (1.69–3.76) <0.0001
Age 1.03 (1.01–1.05) 0.0076 1.02 (1.00–1.04) 0.0559

Gender

Female References

Male 0.81 (0.54–1.22) 0.3111

Tumor stage

Stage I References

Stage II 2.33 (1.07–5.09) 0.0334

Stage III 1.25 (0.15–10.28) 0.8323

Stage IV 1.56 (0.32–7.61) 0.5824

Histology grade

G1 References

G2 1.95 (1.00–3.79) 0.0487

G3 2.62 (1.30–5.27) 0.0071

G4 1.65 (0.21–12.85) 0.6346

Disease type

AAa References References

CMSa 4.80 (1.27–18.21) 0.0210 3.24 (0.82–12.86) 0.0948

DLa 3.16 (1.52–6.57) 0.0020 1.52 (0.71–3.25) 0.2786

History of chronic pancreatitis

No References

Yes 1.18 (0.56–2.47) 0.6649

Family history of cancers

No References

Yes 1.12 (0.65–1.92) 0.6858

aAA, is short for Adenomas and Adenocarcinomas.

CMS, is short for Cystic, Mucinous and Serous Neoplasms.

DL, is short for Ductal and Lobular Neoplasms.
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IL18 were modestly elevated while NLRP1 and NLRP6 were

lowered, the majority of PRGs between the mutant and non-

mutant groups were not significantly different (data not shown).

The link between pyroptosis and gene mutation is not evident

based on the existing findings, and more research is needed to

understand the particular interaction between the two.

Immunity features underlying the
pyroptosis-related genes model

We further characterize their immune environment

heterogeneity by elucidating the association between risk

score and immune state. The ESTIMATE web tool was first

used to determine cell distribution, and it revealed that high-

risk group had significantly less stromal cell and immune cell

infiltration. Meanwhile, the testing group ICGC cohort

presented a similar trend, though without a statistically

significant difference (Figure 8A; Supplementary Figure

S4C). Additionally, the compositions of specific cell types

were determined through ssGSEA, showing that the

infiltration of a considerable number of immune cell types

were reduced in high risk group, including effector memory

CD4+T-cells, effector memory CD8+T-cells, and type I helper

cells, which are known to have anti-tumor effects. Apart from

these, eosinophils, macrophages, mast cells, monocytes,

myeloid derived suppressor cells, and plasmacytoid dendritic

cells were found to be adversely associated with risk score

(Figures 8B,C).

Therapy response features underlying the
pyroptosis-related gene model

We suspected that a higher risk score would be correlated

with a weaker response to immunotherapy and other bio-

agents, given that patients in the high-risk group exhibited

reduced immune cell infiltration. Then, the TIDE analysis

corroborated our hypothesis, demonstrating that individuals

at low-risk are more likely to respond to ICI treatment but

without statistical significance (Figure 9A). Moreover,

patients in the high-risk group have higher exclusion score

but a lower dysfunction score, suggesting that immunological

exclusion was the primary cause of their poor outcomes

(Figure 9A). Notably, while both increased and decreased

expression of the ICI target gene can be observed, the link

FIGURE 6
Validation prognostic efficiency of PRGs signature. (A)Nomogram predicted 1- ,3-, and 5-years OS based on prognostic model combined with
clinical characteristic in the TCGA cohort. CMS: Cystic, Mucinous and Serous Neoplasms; DL: Ductal and Lobular Neoplasms; AA: Adenomas and
Adenocarcinomas. (B) The decision curve of the risk score, clinical characteristic and their combination. (C) time-dependent ROC curves for the risk
score, clinical characteristic, or their combination.
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between specific ICI and risk score requires further

investigation (Supplementary Figure S4D). Apart from that,

we used onco predict to predict the IC50 values for FDA-

approved drugs in high- and low- risk patients. Among the six

most commonly used drugs, the low-risk group had

considerably lower projected IC50 values for olaparib,

irirntecan, and gemcitabine, implying that lower risk is

associated with better outcomes from these

chemotherapeutic drugs (Figure 9B). Overall, patients in

the high-risk group were less sensitive to both

immunotherapy and chemotherapy in general, which may

have contributed to their poor prognosis.

Discussion

PAAD is always diagnosed at an advanced stage because of

the lack of identifiable symptoms, and only a minority of patients

can benefit from conventional surgical treatment or cytotoxic

chemotherapy (Von Hoff et al., 2013; Walter et al., 2016). As a

result, PAAD is currently one of the top 10 most lethal tumors

(Rahib et al., 2014). The immunosuppressive and desmoplastic

milieu of PAAD is a substantial impediment to optimizing

therapeutic efficacy, including difficulties in drug transport

and limited responses to ICI-based immunotherapy (Li et al.,

2020). Stimulating the immunogenic cell death of tumor cells is

FIGURE 7
Comparison of the subgroups of TCGA cohort. (A) Principal component analysis of the TCGA cohort grouped by high and low risk. (B) A volcano
plot represented DEGs between the high- and low-risk groups of TCGA cohort. (C) Function enrichment analysis of DEGs based on the KEGG
signaling pathway. (D)GSEA result of DEGs based upon KEGG signaling pathway. (E) Distribution of frequently mutated genes in different TCGA
subgroups.
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regarded to be an efficient method of converting the “cool” tumor

microenvironment to a “hot” environment (Kroemer et al.,

2013). Given that tumor cells show intrinsic resistance to

apoptosis, targeting pyroptosis might be a more efficient

strategy for boosting immunotherapy (Huang et al., 2018).

Our study investigated the combined effects of various PRGs

in PAAD and developed a prognostic model capable of reliably

predicting patient survival status and response to prospective

targeted therapy.

In this study, we were surprised to find that the majority of

PRGs expressed significantly differently between normal

pancreatic tissue and PAAD, reflecting a fundamental change

in pyroptosis activity. Gene overexpression can occur for a

variety of reasons, including gene amplification, activating

mutation, or epigenetic modification (Stranger et al., 2007;

Daniel et al., 2011). In our case, most of these upregulations

occur in part as a result of increased copy number or

demethylation. Additionally, the majority of overexpressed

PRGs are strongly associated with poor prognosis, indicating

that they may contribute to survival state prediction. Thus, using

univariate cox and lasso regression to avoid overfitting, five

prognostic PRGs were chosen. Following that, we generated a

signature comprised of five PRGs (ELANE, GSDMC, IL18,

NLRP1, and NLRP2) by multivariate cox, which named risk

FIGURE 8
Associations between risk score and tumor microenvironment. (A) Comparison of stromal scores, immune scores, and ESTIMATE scores
between the high- and low-risk groups of TCGA cohorts. (B) Heatmap of ssGSEA enrichment scores of 28 immune cell types in the TCGA cohort.
Notably, the cells are grouped according to their widely accepted role in cancer, including anti-tumor, pro-tumor, and others. (C) Comparison of
ssGSEA enrichment scores of 28 types of immune cells between the high- and low-risk groups in the TCGA cohort. Data are presented as
means ± SD. Significant was determined using Mann-Whitney or unpaired t-test. *p < 0.05 **p < 0.005, and ****p < 0.00005.
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score, and validated its accuracy in both the training and

validation cohorts. Among these core genes, higher ELANE

and NLRP1 expression suggested a favorable prognosis for the

patients. Consistently, Cui et al. (2021) recently demonstrated

that neutrophil-derived active neutrophil elastase (ELANE) not

only kills numerous types of cancer cells while sparing proximal

non-cancer cells by liberating the CD95 death domain that

interacts with histone H1 isoforms, but also inhibits

metastasis via CD8+T mediated abscopal effect. Furthermore,

it has been discovered that NLRP1 downregulation promotes

tumorigenesis, including lung adenocarcinoma and colorectal

cancer (Chen et al., 2015; Shen et al., 2021). On the other hand,

overexpression of GSDMC, IL18, and NLRP2 were associated

with a poor prognosis in patients with PAAD. Hou et al. (2020)

showed GSDMC mediated non-canonical pyroptosis upon

caspase-8 activation and that high GSDMC expression

correlated with poor survival. It is difficult to thoroughly

elucidate the role of IL18 in cancer. A high level of IL18 in

pancreatic tumor tissue was associated with a shorter survival

time, increased invasion, and metastasis, whereas a high

IL18 level in plasma was correlated with a longer survival

time (Guo et al., 2016). By combining our signature with

previous studies, we were able to confirm and truly illustrate

the predictive usefulness of these core PRGs.

Additionally, the singnature revealed differences in several

pathways between the two groups. Due to the fact that the

number of downregulated genes was much more than the

number of upregulated genes, the majority of pathways, such

as GABAergic synapase and insulin secretion, were enriched by

downregulated genes, and these pathways may have a correlation

with PAAD progression and prognosis. For example, gaba

suppresses PAAD by inhibiting the β-adrenergic cascade and

FIGURE 9
Therapy response features underlying the PRGs model. (A) Comparison of TIDE score, T-cell dysfunction (“Dysfunction”) score, and T-cell
exclusion (“Exclusion”) scores between the high- and low-risk groups of the TCGA cohort. (B) Predicted IC50 for olaparib, irinotecan, gemcitabine,
fluorouracil, erlotinib, and paclitaxel for low-risk and high-risk groups. Data shown are means ± SD. Symbols represent the individual patients.
Significant was determined using the Mann-Whitney or unpaired t-test. *p < 0.05 **p < 0.005, ***p < 0.0005, and ****p < 0.00005.
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nicotine-induced cell proliferation (Al-Wadei et al., 2011; Al-

Wadei et al., 2013; Al-Wadei et al., 2016). cAMP has both pro-

and anti-tumor effects in malignancies (Tagliaferri et al., 1988;

Ligumsky et al., 2012; Almahariq et al., 2015); To our surprise,

the calcium signaling pathway and the neuroactive ligand-

receptor interaction pathway, both of which are associated

with a poor prognosis (Bettaieb et al., 2021; Qian et al., 2021),

were downregulated in the high-risk group. However, the link

between pyroptosis and these pathways is currently unknown

and needs further investigation.

The pro- or anti- tumor effects of proptosis are somehow

determined by the surrounding microenvironment (Hou et al.,

2021). Several investigators reported the pyroptosis of tumor cells

can induce inflammatory response in microenvironment and

attracting CD4+ and CD8+T-cell populations (Wang et al., 2020).

In our case, though multiple PRGs are robustly overexpressed

within PAAD, it is evident pancreatic tumor microenvironment

exhibits an immunosuppressive condition (Zhu et al., 2014; Jiang

et al., 2016; Kumar et al., 2022). One possible explanation for this

is that, unlike acute pyroptosis induction, chronic induction of

pyroptosis in some tumors can result chronic inflammation,

which leads to a tumor-promoting microenvironment

(Tsuchiya, 2021). Besides, extracellular ATP released from

pyroptotic cells can be rapidly broken down into adenosine,

an immunosuppressive substance, the gradual release of modest

amounts of ATP from pyroptotic tumor cells may impact

antitumor immunity (Vultaggio-Poma et al., 2020; Tsuchiya,

2021). Apart from that, the pytoptosis that happened in the

center region of the tumor could result in chronic tumor necrosis,

which suppressed the anti-tumor immunity and accelerated

tumor progression (Hou et al., 2020). In our model, patients

with lower risk scores were infiltrated with more immune cells,

including several anti-tumor immune cells. So that if therapy-

induced pyroptosis is expected to improve the pancreatic tumor

microenvironment it may be important to determine the

appropriate extent of pyroptosis induction, which should be

neither too strong nor too weak (Tsuchiya, 2021).

Apart from the immune cell landscape, this signature also

showed a significant correlation with somatic mutation status and

therapeutic response. The patients with higher risk scores carried

more mutation burden, with more mutations in KARS, TP53,

ADAMTS12, SMAD4 FAT4, DCHS1, and CDKN2A mutations.

Among these genes, KARS, CDKN2A, TP53, and SMAD4 are four

major genes involved in the progression of PAAD (Kleeff et al.,

2016). However, it is unclear whether these oncogenes are involved

in pyroptosis. Moreover, TIDE analysis revealed that PAAD

patients with lower risk scores had a higher likelihood of

achieving durable benefits from immunotherapy. PAAD is also

characterized by a remarkable tolerance to chemotherapy (Kleeff

et al., 2016). Thus, to test the PRGs signature’s predictive utility in

clinical practice, we next predicted the sensitivity to FDA-proved

PAAD chemotherapeutic drugs based on gene expression profiles.

Similar to immunotherapy, a low-risk score was associated with a

better response to olaparib, irinotecan, and gemcitabine. In

general, our findings demonstrated that patients with low-risk

scores were more likely to be have a reduced mutation burden and

benefit from both immunotherapy and chemotherapy.

In this study, we created a valuable PRGs signature and

thoroughly explored its correlations with prognosis, immune

infiltration, somatic gene mutation, and treatment response.

Our model performs well in predicting patient prognosis and

treatment response. Moreover, we laid the groundwork for a more

complete understanding of pyroptosis’s role in PAAD. However,

our work is still in its early stage and the limitations of this study

are clear. Further clinical trials need to be conducted to fully verify

the accuracy of this model. The true involvement of pyroptosis in

cancer remains a mystery, and additional researches are required.
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The coronavirus disease 2019 (COVID-19) pandemic has so far damaged the health

ofmillions andhasmade the treatment of cancer patientsmore complicated, and so

did acutemyeloid leukemia (AML). The current problem is the lack of understanding

of their interactions and suggestions of evidence-based guidelines or historical

experience for the treatment of such patients. Here, we first identified the COVID-

19-related differentially expressed genes (C-DEGs) in AML patients by analyzing

RNA-seq from public databases and explored their enrichment pathways and

candidate drugs. A total of 76 C-DEGs associated with the progress of AML and

COVID-19 infectionwere ultimately identified, and the functional analysis suggested

that there are some shared links between them. Their protein–protein interactions

(PPIs) and protein–drug interactions were then recognized by multiple

bioinformatics algorithms. Moreover, a COVID-19 gene-associated prognostic

model (C-GPM) with riskScore was constructed, patients with a high riskScore

had poor survival and apparently immune-activated phenotypes, such as stronger

monocyte andneutrophil cell infiltrations andhigher immunosuppressants targeting

expressions, meaning which may be one of the common denominators between

COVID-19 and AML and the reason what complicates the treatment of the latter.

Among the study’s drawbacks is that these results relied heavily on publicly available

datasets rather than being clinically confirmed. Yet, these findings visualized those

C-DEGs’ enrichment pathways and inner associations, and the C-GPM based on

them could accurately predict survival outcomes in AML patients, which will be

helpful for further optimizing therapies for AML patients with COVID-19 infections.
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acute myeloid leukemia, COVID-19, differentially expressed genes, prognosis, drug
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Introduction

Acute myeloid leukemia (AML) is a common malignancy in

adults and is characterized by abnormal proliferation of primitive

and naive myeloid cells in the bone marrow and peripheral blood,

which has the lowest 5-year survival rate in all leukemia types

(Döhner et al., 2015;Westermann and Bullinger 2021). Coronavirus

disease 2019 (COVID-19) is an infectious disease caused by the

SARS-CoV-2 virus and is mainly manifested by fever, dry cough,

fatigue, etc. (Cui et al., 2019; V’Kovski et al., 2021). AML patients

have a high risk of getting infected by SARS-CoV-2 owing to their

poor resistance and immunity, and the difficulty of treating is

undoubtedly greatly increased when AML patients are infected

by SARS-CoV-2. Reports on improving the treatment and care

of AML patients infected with COVID-19 are also being published

(Ferrara et al., 2020; Khan et al., 2020). Farah et al. (2020) established

minimal residual disease monitoring in the treatment of NPM1-

mutant AML for someone who used updated chemotherapy that

had fewer myelosuppressive regimens. Patel et al. (2021)

demonstrated that AML patients could activate the immune

responses to SARS-CoV-2 even facing immune suppression by

chemotherapy. In addition, many studies have previously found

that certain gene sets (such as autophagy and immunity) are

important in the progression of AML, while the role of COVID-

19-related genes in its process is still unknown (Yan et al., 2019; Fu

et al., 2021). Thus, identifying the regulatory molecules between

them may facilitate providing novel and effective therapeutics for

AML patients with COVID-19. In this study, we attempt to identify

COVID-19-related differentially expressed genes (C-DEGs), explore

their interactions with one another, and discover their candidate

drug molecules by multiple bioinformatics. Another prognostic

model was constructed through those identified DEGs, and the

prognosis performancewas validated in theGSE37642 database, and

its relationship to the immune microenvironment was also

subsequently assessed (Figure 1).

Materials and methods

Download and processing of the AML
dataset

First, we have comprehensively analyzed the RNA-seq datasets

of AML subjects, which were downloaded from The Cancer

Genome Atlas (TCGA, https://portal.gdc.cancer.gov/), Genotype-

Tissue Expression (GTEx, https://gtexportal.org/home/), and Gene

Expression Omnibus (GEO, https://www.ncbi.nlm.nih.gov/geo/)

databases. A total of 176 patients with AML in TCGA,

FIGURE 1
Flow diagram exhibiting the process analysis of the study.
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70 normal samples in GTEx, and 194 AML patients and 20 healthy

subjects in GSE114868 were used to identify differentially expressed

genes. Limma packages with normalizeBetweenArrays function

were utilized to merge and emend the data from TCGA and

GTEx databases. Additionally, we extracted samples from the

clinic in TCGA, according to the following criteria: (a) removing

duplicated subjects referred to as formalin-fixed and paraffin-

embedded; (b) dislodging subjects with insufficient clinical data;

and (c) taking the average of duplicated genes or the same ensemble

ID. In total, 152 patients in TCGA and 553 patients in

GSE37642 were ultimately incorporated into our study to

construct a prognosis model and evaluate its predictive

performance (Table 1).

Identification of COVID-19-related
differentially expressed genes and
functional enrichment analysis

The COVID-19-related gene sets comprising 3,804 genes were

downloaded from the Gene Set Enrichment Analysis (GSEA, http://

www.gsea-msigdb.org/gsea/index.jsp) database. The Limma

package (http://bioconductor.org/packages/release/bioc/html/

limma.html) with Benjamini–Hochberg correction and the

DESEq2 package (http://bioconductor.org/packages/release/bioc/

html/DESeq2.html) were applied to identify differentially

expressed genes using Padj <0.001 as all screening criteria.

C-DEGs were identified by Venn analysis, and their annotations

and functional enrichment analysis on Gene Ontology (GO) and

Kyoto Encyclopedia of Genes and Genomes (KEGG) were executed

by “clusterProfiler” and “enrichplot” packages, respectively. A

p-value < 0.05 was deemed as a threshold.

Protein–protein interaction network
analysis and hub genes’ identification

The protein–protein interaction network is composed of

proteins that interact with each other to participate in all

aspects of biological processes such as signal transmission,

gene expression regulation, energy and material metabolism,

and cell cycle regulation. Information about the roles of

multiple proteins in cells can be integrated into databases

and visualized through protein network diagrams.

GeneMANIA (http://genemania.org/) (Franz et al., 2018)

and STRING (version 11.5, https://string-db.org/)

(Szklarczyk et al., 2021) were utilized to explore the PPI

networks and hub genes of those identified C-DEGs for

further understanding of the physical and functional

interactions between AML and COVID-19. All results were

visualized by Cytoscape (v.3.7.1, https://cytoscape.org/)

(Shannon et al., 2003), which is an open-source network

visualization tool to produce an improved performance for

different interactions.

Exploration of candidate drugs

In addition, we also explored the protein–drug interactions

or candidate drugmolecules based on these identified C-DEGs by

TABLE 1 Basic information on datasets in the study.

Series
accession
number

Platform
used

No.
of
normal
samples

No.
of tumorous
samples

FAB morphology
code
(%)

Gender
(%)

Mean
age
[min,
max]

Vital
status
(%)

Survive
time
(�x± s)

Merge (GTEx
and TCGA-
LAML)

Illumina RNAseq 70 179 (153 samples
with complete
clinical data)

M0: 13 (8.5); M1: 34
(22.2); M2: 35 (22.9)

Female:
73 (47.8)

54.2 [18,
88]

Alive:
59 (38.6)

620.8 ±
585.2

M3: 14 (9.2); M4: 34
(22.2); M5: 17 (11.1); M6:
2 (1.3); M7: 3 (2.0)

Male:
80 (52.2)

Dead:
94 (61.4)

Unknown: 1 (0.7)

GSE114868 Affymetrix Human
Transcriptome Array 2.0
(GPL17586)

20 194 NA NA NA NA NA

GSE37642 Affymetrix Human Genome
U133A Array (GPL96) and
Affymetrix Human Genome
U133 Plus 2.0 Array (GPL570)

0 553 M0: 22 (4.0); M1: 113
(20.4); M2: 164 (29.7)

NA 54.9 [18,
85]

Alive:
147 (26.6)

997.0 ±
1,292.5

M3: 26 (4.7); M4: 121
(21.9); M5: 66 (11.9); M6:
22 (4.0); M7: 3 (0.5)

Dead:
406 (73.4)

Unknown: 16 (2.9)

Abbreviation: FAB, French American British.
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the Drug Signatures Database (DSigDB) via Enrichr (https://

maayanlab.cloud/Enrichr/), and the latter is a web-based

comprehensive gene set enrichment analysis tool and can

utilize the DSigDB resource to explore related drugs and small

molecules.

Construction of the risk model and
analysis of its effect on tumor-infiltrating
immune cells and expression of common
or emerging immune checkpoints

Samples with completed clinical data in TCGA and

GSE37642 databases were applied to construct and validate

a prognosis model related to C-DEGs, respectively.

Univariate Cox and LASSO regression analyses identified

the potential prognosis-associated C-DEGs, and then,

multivariate Cox regression analysis was executed to build

COVID-19 gene-related prognostic models (C-GPMs) and to

assure it was not overfitted. The risk score (riskScore) of each

individual was estimated by the following formula:

riskScore = [Coefficient 1] p [Expression1] + [Coefficient

2] p [Expression 2] + [Coefficient 3] p [Expression 3] +

[Coefficient n] p [Expression n], and the coefficient of

each factor was calculated by the LASSO-Cox model. The

Kaplan–Meier curve and the receiver operating characteristic

curves (ROCs) were utilized to measure the discriminative

ability of the C-GPM. In addition, to explore the relationship

of this model on the immune microenvironment, the ssGSEA

and ESTIMATE algorithms were utilized to calculate the

abundance of tumor-infiltrating immune cells (TIICs) and

the scores of the tumor microenvironment in each sample,

and their correlation and differentiation were separately

analyzed by Spearman analysis and Wilcoxon signed-

rank test, as they were common or emerging immune

checkpoints.

Cell culture and treatment

The AML cell line KG-1 was provided by Shanghai Yihe

Applied Biotechnology Co., Ltd. and was cultured in RPMI-1640

(Gibco, Life Technologies, Carlsbad, CA, USA) that contained

10% fetal bovine serum and 1% penicillin/streptomycin. Cells

were grown in a humidified atmosphere with 5% CO2 at 37°C.

KG-1 cells were seeded in complete RPMI-1640 medium at

appropriate cell numbers and then incubated in the presence

of ATRA or RAD001 for the indicated times. RAD001

(everolimus) and all-trans retinoic acid (ATRA) were

purchased from APExBIO (Houston, USA) and Sigma

Chemical Co. Ltd. (St. Louis, MO), respectively. RNA

isolation and real-time PCR were performed based on the

corresponding kit instructions.

Cell counting Kit-8

The CCK8 assay was conducted in accordance with the

manufacturer’s instructions (GK10001, GLPBIO). For the

assay, 2000 cells/well in 96-well plates containing 100 μL of

the culture medium were seeded. A measure of 10 μL of the

CCK8 reagent was added to each well at the indicated time, and

the plates were given shock for 20 s and then incubated at 37 °C

for 2 h. Lastly, we measured the OD value of each hole at 450 nm.

These experiments were performed with three replicates, and five

parallel samples were measured each time.

Statistical analysis

Statistical analyses were performed by R software (version:

3.5.2) with multiple packages (including Limma, ggplot2, glmnet,

rms, preprocessCore, survminer, and ConsensusClusterPlus) and

GraphPad Prism (version 8.4.3, La Jolla, CA, United States)

software. Student’s t-test was used to test for significant

differences between any two groups of data, and one-way

ANOVA was used when evaluating multiple groups of data.

All hypothetical tests were two-tailed, and a p-value < 0.05 was

considered statistically significant.

Result

Identification of common DEGs
associated with COVID-19 in acute
myeloid leukemia and enrichment analysis

The COVID-19-related gene sets comprising 3,804 genes

were downloaded from the GSEA database (Supplementary

Table S1). A total of 76 C-DEGs were identified with

DESeq2 and Limma packages using the adjusted p-value <
0.001 as screening criteria (Figure 2A, Supplementary Tables

S2 and S3). The top 15 enriched GO terms strikingly exhibited in

the bubble chart were intimately concerned with immune

inflammation and tumor progressions, such as the positive

regulation of cytokine production, the cytokine-mediated

signaling pathway, myeloid leukocyte activation, leukocyte

chemotaxis, and migration in biological processes (BP);

immune, cytokine, and pattern recognition receptors’ activity,

heat shock protein binding, and protein folding chaperone in

molecular function (MF); and secretory and tertiary granule

lumen, cytoplasmic vesicle lumen, and tertiary granule in

cellular component (CC) (Figure 2B) (Supplementary Table

S4). The KEGG pathways were mainly involved in

hematopoietic cell lineage, viral protein interaction with

cytokines and cytokine receptors, cytokine–cytokine receptor

interaction, and other immune or viral infection-related

pathways (Figure 2B) (Supplementary Table S5).
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Construction of the protein–protein
interaction network and identification of
their candidate drugs

Next, a PPI network was built to systematically analyze the

interaction of those C-DEGs in biological systems and

understand the response mechanism of biological signals and

energy metabolism in special physiological states in-depth, as

well as the functional connections among proteins. In our study,

PPI networks associated with C-DEGs were constructed through

GeneMANIA and STRING tools, and 15 hub signatures (TNF,

ITGAM, CCL4, IL7R, CD28, CXCR1, S100A12, CD2, TREM1,

FPR1, CD3E, CD34, NCF2, KIT, and CXCR2) were identified

based on the network maximal clique centrality (MCC)

algorithm of Cytoscape plugin (cytoHubba) (Figure 3A).

NetworkAnalyst 3.0 and DrugBank were then employed to

FIGURE 2
Identification and enrichment analysis of C-DEGs. (A)C-DEGs were identified by Venn analysis. GO (B) and KEGG (C) analyses of those C-DEGs.

FIGURE 3
Construction of PPI (A) and protein–drug interaction (B) networks on those identified C-DEGs byGeneMANIA, STRING, Enrichr, and Cytoscape.
Pink represents core C-DEGs that were identified by the MCC algorithm of the Cytoscape plugin (cytoHubba), green represents other C-DEGs, sky
blue represents co-expressed genes identified by GeneMANIA, and ginger represents candidate drugs obtained in DSigDB via the Enrichr database.
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explore potential and available drugs targeting these C-DEGs,

and a total of 101 drugs were separated using an adjusted

p-value <0.001 as the threshold (Supplementary Table S6).

Here, we visualized 11 of them that targeted more genes,

including estradiol, benzo [a]pyrene, decitabine, progesterone,

ZINC, cephaeline, arsenenous acid, emetine, mebendazole, and

phorbol 12-myristate 13-acetate (Figure 3B).

Construction and validation of a risk
model with four C-DEGs for AML

To explore whether these C-DEGs are associated with

patients’ overall survival, a total of 19 genes were integrated

into the Lasso regression analyses after univariate Cox

regression (p-value < 0.05, Figures 4A,B; Supplementary

Table S7). A multivariate Cox proportional hazards

regression model was subsequently utilized to construct

the C-GPM with riskScore; patients were divided into

high- and low-risk groups using the median riskScore as

cutoff (Supplementary Table S8). A C-GPM consisting of

four genes (TNF, ITGAM, HSPA1B, and HCP5) was

identified, and they could all serve as independent indices

for predicting the patients’ overall survival (Figure 4C).

ITGAM, HSPA1B, and HCP5 were then confirmed to

negatively correlate with the prognosis of AML patients

using the Kaplan–Meier method (Figure 4D), and patients

with high riskScore had significantly shorter overall survival

than those with low riskScore and a favorite prognostic

predictive value in determining the survival rates of AML

patients (1-year AUC = 0.694, 3-year AUC = 0.751, and 5-

year AUC = 0.772; Figure 4E (a) and (b)). Furthermore, the

principal component analysis (PCA) and t-distributed

random neighbor embedding (t-SNE) analysis showed that

the C-GPM could well differentiate patients into two

different risk groups (Figure 4Ec). These findings

were subsequently validated in the GSE37642 database

(Figure 4F).

FIGURE 4
Construction and validation of a risk model associated with identifying C-DEGs. (A)Nineteen C-DEGs with prognosis in AML were identified by
univariate Cox regression analysis (p < 0.05). (B,C) LASSO- and multivariate Cox regression analyses were applied to build a risk model (C-GPM), and
the forest map exhibited four C-DEGs with their p values and hazard ratios (HR) with confidence intervals (CI). (D) Kaplan–Meier method was used to
calculate their differences in overall survival. (E) Predictive and discriminative abilities of the C-GPM in AMLwere evaluated bymultiplemethods,
including survival- (a), ROC- (b), PCA-, and t-SNE (c) analyses. (F) Validation of the predictive and discriminative abilities of the C-GPM in the
GSE37642 dataset.
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Effects of the C-GPM on the immune
status and tumor microenvironment

In addition, several recent studies have indicated that the

abundance of TIICs within the tumor microenvironment

(TME) could predict phases of tumor inflammation and

were related to the poor prognosis of AML patients. Thus,

we explored the impact of the C-GPM on them based on

ssGSEA and ESTIMATE algorithms. The cohort was

stratified into high riskScore (N = 76) and low riskScore

(N = 77) groups according to their medians; most TIICs were

more abundant in high-risk groups (Wilcoxon signed-rank

test, p-value < 0.05, Figure 5A), and stromal (StromalScore),

immune (ImmuneScore), and ESTIMATE

FIGURE 5
Evaluation of the relationship between the C-GPM and immune microenvironment. (A,B) Differences in common TIICs and the tumor
microenvironment in the C-GPM were assessed, and the results indicated that patients in the high-risk group had a more pronounced immune or
inflammatory activation phenotype. (C) Exploration of the difference between GZMA and GZMB that represents immune infiltration and immune
cytolytic activity in the C-GPM. (D)Heatmap was used to directly show the correlation between the C-GPMwith four C-DEGs and the immune
microenvironment. (E,F) Exploration of whether emerging therapeutic targets are differentially expressed in the two distinct groups of the C-GPM
and analysis of their correlation with riskScore. (G) Analysis of the correlation between the novel therapeutic target (FLT3) and riskScore. (H) Survival
analysis of FLT3 with or without riskScore. (I) Analysis of the effect of the C-GPM on the sensitivity of midostaurin and sorafenib that modulates the
receptor tyrosine kinase FLT3. (J) Analysis of the effect of the C-GPM on the sensitivity of other common AML drugs.
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(ESTIMATEScore) scores were all increased with statistically

significant differences in the high-riskScore group, while the

tumor purity (TumorPurity) was contrary to their trend

(Wilcoxon signed-rank test, p-value < 0.05, Figure 5B).

Also, we explored the expression levels of granzyme A

(GZMA) and granzyme B (GZMB) representing immune

infiltration and immune cytolytic activity (Arias et al.,

2017). They all showed higher expression in the high-

riskScore group, as was expected (Wilcoxon signed-rank

test, p-value < 0.05, Figure 5C). All these findings

suggested that patients with high riskScore had more

pronounced immune and inflammatory responses along

with more risks and worse prognoses (Figure 5D).

Analysis of the impact on immunotherapy
and evaluation of sensitivity to commonly
used drugs

Many explorations have shown that immune checkpoint

testing is a reliable way to assess the patient’s response to

immunotherapy, which is blossoming into the backbone of

cancer treatment, while AML patients with high expression of

conventional immune checkpoints [such as programmed cell

death 1 (PDCD1, best known as PD1)] did not well benefit

from immunotherapy based on most clinical trials, and these

are closely related to immune complications in AML patients.

In our study, patients with high riskScore had higher

expressions of the common immune checkpoints such as

PD1, programmed cell death ligand 1 (PDL1/CD274), and

cytotoxic T-lymphocyte antigen 4 (CTLA4) and had lower

levels of the emerging checkpoints including fms-like

tyrosine kinase-3 (FLT3), isocitrate dehydrogenase (NADP

(+)) 2 (IDH2), and B-cell leukemia/lymphoma 2 (BCL2)

(Figures 5E,F). Additionally, studies have shown that

FLT3 is highly expressed in more than 70% of AML

patients, and for this, it was considered an important

target for the treatment of AML. Here, the

FLT3 expression was negatively correlated with riskScore

and prognosis of patients with AML; patients with low

FLT3 combined with low riskScore had significantly better

overall survival than others. Also, those with low riskScore

had more sensitivity to drugs, such as midostaurin and

sorafenib, that modulate the receptor tyrosine kinase

FLT3; the former has been approved as a new treatment

option for relapsed or refractory FLT3-mutated AML

(Figures 5G–I). In addition, we also explored the effect of

C-GPM on the sensitivity of other common AML drugs, and

patients in the high-riskScore group were more sensitive and

beneficial to cytarabine, camptothecin, thapsigargin,

nilotinib, and tipifarnib but were less sensitive to

rapamycin. The sensitivity to doxorubicin had no

significant difference in both groups (Figure 5J).

HCP5 might be a novel prognostic
immune-related biomarker of AML

Also, we delved into the differential expression of these four

genes between AML and healthy patients, high-, and low-risk

groups, respectively (Figure 6A). HCP5 and ITGAM were both

highly expressed in AML patients and high-risk groups, and the

latter was considered a marker for monocytes, and a very strong

correlation between them was confirmed (Figure 6B). HSPA1B, a

receptor that assisted virus entry into cells, is highly expressed in

patients in the high-risk group, while TNF has no significant

difference in both risk groups. Among them, HCP5 has been

shown to have a prognostic role in multiple external datasets, and

its high expression is closely associated with poor prognosis in

AML (Figure 6C). We subsequently found in vitro that silencing

of HCP5 significantly affected the proliferation of KG-1 cells

derived from the human acute myelogenous leukemia cell line

(Figures 6D,E). We identified 413 genes significantly associated

with HCP5 through the LinkedOmics database and found that

they were mainly associated with immunity in AML patients,

including regulation of T-cell activation, lymphocyte-mediated

immunity, and Th17 cell differentiation (Supplementary Figure

S1). Additionally, all-trans retinoic acid (ATRA) is a traditional

drug for the treatment of AML, and everolimus (RAD001) is a

new type of immunosuppressant. ATRA (1 μM) in combination

with RAD001 (10 nM) strikingly downregulated the expression

of HCP5. Notably, RAD001 (10 nM) significantly enhanced the

ATRA-inhibited cell growth, and these were more pronounced in

HCP5-silenced cells (Figure 6F).

Discussion

The COVID-19 pandemic has been going on worldwide for

over two years; although posing a huge threat to the health of

normal people, it also seriously affects the treatment of cancer

patients (Henderson et al., 2021). AML is the most common

leukemia in adults and accounts for about 80% of all cases, and its

treatment and care have been further complicated by the

COVID-19 pandemic (Ferrara et al., 2020; Wilde et al., 2020).

In this study, we attempted to analyze the potential connections

between COVID-19 infections and AML and to explore its

impact on prognosis and candidate medications’ susceptibility

of AML patients with COVID-19, providing a new insight into

their clinical diagnosis and treatment.

Here, we identified 76 C-DEGs in AML, and they were

mainly involved in hematopoietic cell lineage, viral protein

interaction with cytokines and cytokine receptors,

cytokine–cytokine receptor interaction, and other viral

infection or tumor progression pathways. In addition, the PPI

network constructed by STRING and GeneMANIA has shown

that most of them have obvious interactions, and 15 hub C-DEGs

(TNF, ITGAM, CCL4, IL7R, CD28, CXCR1, S100A12, CD2,
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TREM1, FPR1, CD3E, CD34, NCF2, KIT, and CXCR2) were

identified and were involved in the maintenance of human

homeostasis. Meanwhile, their candidate drugs were also

explored, multiple drugs (estradiol, benzo [a]pyrene,

decitabine, progesterone, ZINC, cephaeline, arsenenous acid,

emetine, mebendazole, and phorbol 12-myristate 13-acetate)

were identified, and most have been reported to have

antitumor effects. For example, mebendazole has been

reported to exhibit potent antileukemic activity against AML,

and it is considered to have the potential to bind to SARS-CoV-

2 B.1.1.7 (alpha) and P.1 (gamma) variants (He et al., 2018; Yele

et al., 2022).

Subsequently, a C-GPM consisting of four genes (TNF,

ITGAM, HSPA1B, and HCP5) was constructed by multiple

analyses, and these genes could serve as independent indices

for predicting the patients’ overall survival. TNF, generally

known as TNF-α, is mainly secreted by mononuclear

macrophages and is a cytokine involved in systemic

inflammation. Some studies have reported that TNF can

inhibit the replication of different viruses to exert antiviral

effects, as well as regulate the function of immunocytes (Liu

et al., 1998; Bruunsgaard et al., 2003). Integrin subunit alpha M

(ITGAM) is implicated in mediating the uptake of pathogens and

in various adhesive interactions of macrophages, monocytes, and

granulocytes, and it is also required for CD177-PRTN3-mediated

activation of TNF-sensitized neutrophils (Boguslawska et al.,

2016; Lyu et al., 2020). Heat shock protein family A (Hsp70)

member 1B (HSPA1B) is one of three protein-encoding genes

belonging to the HSP70 family and is involved in the human

immune response after infection with Epstein–Barr virus,

Legionella, and influenza A (Sistonen et al., 1994; Soncin

et al., 1997; Kiang and Tsokos, 1998). HLA complex P5

FIGURE 6
Exploration of the relationship between these genes in the model and AML. (A) Analysis of differential expressions of these four genes between
AML and healthy patients (a), high-, and low-risk groups (b), respectively. (B) Assessment of their correlation with monocytes. (C) Survival analysis of
HCP5 in the GSE37642 dataset showed that its expression was associated with prognosis. (D,E) CCK8 results showed that silencing of
HCP5 significantly affected the proliferation of KG-1 cells. (F,G) ATRA (1 μM) in combination with RAD001 (10 nM) strikingly downregulated the
expression of HCP5 and inhibited cell growth, especially in HCP5-silenced cells.
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(HCP5) is a long non-coding RNA, and emerging studies have

recently indicated that it plays an important role in the

progression of AML. Research has shown that

HCP5 promoted lung adenocarcinoma metastasis via the

miR-203/SNAI axis and tumor growth and upregulated the

expression of PD-L1/CD274 via a competing endogenous

RNA mechanism of sponging miR-150–5p, and these were

also consistent with our findings (Jiang et al., 2019; Xu et al.,

2020). The C-GPM could well stratify patients into high- and

low-risk groups based on their median riskScores, and patients in

the former had worse overall survival, which had also been

demonstrated in external cohorts.

Furthermore, we explored the impact of the C-GPM on the

immune microenvironment, which was considered a vital

criterion in tumor progression and metastasis. The results

suggested that patients with high riskScore had more TIICs,

higher scores of the tumor microenvironment, and lower tumor

purity, implying their immune and inflammatory responses were

in a more active state, which increased the difficulty of treatment

and the risk of life for AML patients. Notably, patients with high

riskScore were shown to have a poor prognosis; this

phenomenon may be associated with their immune active

status, including immune checkpoints that are highly

expressed. Many explorations have shown that immune

checkpoint testing is a reliable way to assess the patient’s

response to immunotherapy, which is blossoming into the

backbone of cancer therapy. Studies show that AML patients

with high expression of conventional immune checkpoints (such

as PD1, CD274, and CTLA4) did not benefit from

immunotherapy, and these are closely related to immune

complications (Berger et al., 2008; Chen et al., 2020). In this

study, patients with high riskScore had significantly poor

prognoses and had obviously high expressions of common

immune checkpoints, including PD1, CD274, and CTLA4.

With the rapid development of targeted therapy, more and

more targets have been discovered with the potential for

anticancer, which means that more patients are expected to be

covered by targeted therapy drugs. FLT3 is a type III receptor

tyrosine kinase (RTK) and plays an important role in the

proliferation, differentiation, and survival of hematopoietic

stem cells and precursor B cells (Smith et al., 2012; Wu et al.,

2018). FLT3 can lead to abnormal cell proliferation and induce

tumorigenesis, especially those closely related to the occurrence

and development of AML. Studies have shown that FLT3 is

highly expressed in more than 70% of AML patients, and for this,

FLT3 is considered an emerging important target for the

treatment of AML (Gebru and Wang, 2020). Here, the

FLT3 expression was negatively correlated with riskScore and

prognosis of patients with AML, patients with low

FLT3 combined with low riskScore had significantly better

overall survival than others, and those with low riskScore had

more sensitivity to its inhibitors, such as drugs like sorafenib and

the recently approved midostaurin for relapsed or refractory

FLT3-mutant AML (Antar et al., 2017; Brinton et al., 2020;

Döhner et al., 2020). In addition, we also explored the effect

of the C-GPM on the sensitivity of other common AML drugs,

and patients in the high-riskScore group were more sensitive and

beneficial to cytarabine, camptothecin, thapsigargin, nilotinib,

and tipifarnib but were less sensitive to rapamycin. Among them,

nilotinib, a second-generation tyrosine kinase inhibitor, is

primarily utilized in the treatment of chronic myeloid

leukemia and has limited results in the treatment of AML.

According to studies, nilotinib has a considerable suppressing

effect on CD8+ T-lymphocyte activity, which could be one of the

reasons why it is more sensitive to patients with a high riskScore

(Chen et al., 2008). Tipifarnib is a chemical being explored for the

treatment of AML and other types of cancer, and it exhibits

substantial immunosuppression. These features may be used as a

targeting approach in AML therapy in high-riskScore patients

with strong immune activation (Bai et al., 2012; Guo et al., 2020).

Additionally, the sensitivity of doxorubicin had no significant

difference in both groups; this may be because doxorubicin

promotes tumor cell metastasis by releasing inflammatory

chemicals, which in turn aggregates monocytes and

macrophages and worsens the underlying illness (Keklikoglou

et al., 2019). Thapsigargin has antiviral properties and is thought

to help curb the spread of epidemics including COVID-19 (Al-

Beltagi et al., 2021a; Al-Beltagi et al., 2021b). These results suggest

that there are established links between COVID-19 infection and

AML progression, and they are related to the overall immune

status of patients.

In addition, we did not retrieve reports using public datasets

to explore the role of COVID-19-related gene sets in AML

patients, although there have been many reports in other

tumors. For example, Huang et al. identified a novel

prognostic signature and nomogram based on SARS-CoV-2-

related genes as reliable prognostic predictors for KIRC patients

and provided potential therapeutic targets for KIRC with

COVID-19 infection, and Liang et al. revealed commonality

in specific gene expression by patients with COVID-19 and

LUAD (Huang et al., 2021; Liang et al., 2022). Both COVID-

19 and cancers provide complicated challenges that require

ongoing research and development in medicine. It is

challenging to confirm the results of most research excursions

in the clinic because they rely on publicly available datasets,

which is one of the primary reasons why these methods have, up

to this point, been unable to produce convincing findings.

Additionally, the methods by which these putative differential

genes contribute to AML development or COVID-19 infection

have not been exhaustively investigated.

Conclusion

AML patients have a high risk of getting infected by SARS-

CoV-2 owing to their poor resistance and immunity, so we have
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analyzed the potential interactions between AML and COVID-19

infection by multiple bioinformatics, such as identifying C-DEGs,

exploring their interactions with one another, and discovering

candidate drug molecules by the DSigDB database. In addition, a

prognostic model with satisfactory prediction performance was

constructed through these identified C-DEGs, and patients were

divided into high- and low-risk groups with distinct overall survival.

We found that patients in the former had poor prognoses and had

apparently immune-activated phenotypes, such asmore immune cell

infiltrations and higher expression of immunosuppressive points.

Instead, patients in the latter had more sensitivity to emerging

targeted inhibitors, such as midostaurin and sorafenib that

modulate the receptor tyrosine kinase FLT3. At present, the

number of people infected with SARS-CoV-2 is still increasing

sharply; more research studies on the commonality of COVID-19

and other diseases are necessary to provide more treatments for

patients.
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REV1: A novel biomarker and
potential therapeutic target for
various cancers
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Background: REV1 is a member of the translesion synthesis DNA polymerase Y

family. It is an essential player in a variety of DNA replication activities, and

perform major roles in the production of both spontaneous and DNA damage-

inducedmutations. This study aimed to explore the role of REV1 as a prognostic

biomarker and its potential function regulating the sensitivity of anti-tumor

drugs in various cancers.

Methods: We analyzed the impact of REV1 gene alterations on patient

prognosis and the impact of different REV1 single nucleotide polymorphisms

(SNP) on protein structure and function usingmultiple online prediction servers.

REV1 expression was assessed using data from Oncomine, TCGA, and TIMER

database. The correlation between REV1 expression and patient prognosis was

performed using the PrognoScan and Kaplan-Meier plotter databases. The

IC50 values of anti-cancer drugs were downloaded from the Genomics of

Drug Sensitivity in Cancer database and the correlation analyses between

REV1 expression and each drug pathway’s IC50 value in different tumor

types were conducted.

Results: Progression free survival was longer in REV1 gene altered group

comparing to unaltered group [Median progression free survival (PFS),

107.80 vs. 60.89 months, p value = 7.062e-3]. REV1 SNP rs183737771 (F427L)

was predicted to be deleterious SNP. REV1 expression differs in different tumour

types. Low REV1 expression is associated with better prognosis in colorectal

disease specific survival (DSS), disease-free survival (DFS), gastric overall survival

(OS), post progression survival (PPS) and ovarian (OS, PPS) cancer while high

REV1 expression is associated with better prognosis in lung [OS, relapse free
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survival (RFS), first progession (FP), PPS] and breast (DSS, RFS) cancer. In colon

adenocarcinoma and rectum adenocarcinoma and lung adenocarcinoma, low

expression of REV1 may suggest resistance to drugs in certain pathways.

Conversely, high expression of REV1 in acute myeloid leukemia, brain lower

grade glioma, small cell lung cancer and thyroid carcinoma may indicate

resistance to drugs in certain pathways.

Conclusion: REV1 plays different roles in different tumor types, drug

susceptibility, and related biological events. REV1 expression is significantly

correlated with different prognosis in colorectal, ovarian, lung, breast, and

gastric cancer. REV1 expression can be used as predictive marker for various

drugs of various pathways in different tumors.

KEYWORDS

REV1, translesion synthesis (TLS), prognostic biomarker, drug sensitivity, single
nucleotide polymorphism (SNP)

1 Introduction

Translesion synthesis (TLS) is a DNA damage bypass

process involving a group of DNA polymerases including

REV1, Pol η, ι, κ, and ζ, which together tolerate DNA

damage and lead to mutations (Yamanaka et al., 2017).

REV1 is a member of the TLS DNA polymerase Y family

with dCMP transferase activity that helps bypass certain

lesions and functions as a scaffolding protein associated with

several TLS DNA polymerases (Gan et al., 2008; Washington

et al., 2010). REV1 is an essential player in a variety of DNA

replication activities, and performmajor roles in the production

of both spontaneous and DNA damage-induced mutations

(Lawrence, 2002). A number of studies indicate that

REV1 has been linked to the development of some cancers

(Sakiyama et al., 2005; He et al., 2008; Dumstorf et al., 2009; Xu

et al., 2013; Goricar et al., 2014). Studying REV1 will increase

our understanding of the origin of cancer, as mutations are an

important feature of cancer development.

In our study, we analyzed the impact of REV1 gene alterations

on patient outcomes and the impact of different REV1 single

nucleotide polymorphisms (SNPs) on protein structure and

function using multiple online prediction servers. We also

explored the link between the expression of REV1 and cancer

patient outcome as well as the correlation between

REV1 expression and IC50 of various drugs in different tumor types.

Our study conducted a comprehensive assessment of REV1,

explored the role of REV1 in various cancers as a prognostic

biomarker and further highlight a potential function whereby

REV1 may regulate the sensitivity of tumor cells to specific

drugs.

2 Materials and methods

2.1 Molecular structure of REV1

The summary of molecular structure and function of

REV1 were based on the comprehensive literature results.

Illustrator for biological sequences (IBS) (http://ibs.biocuckoo.

org/) was used to create a schematic of the protein domain (Liu

et al., 2015).

FIGURE 1
Molecular structure of REV1.
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2.2 REV1 mutation analysis

Copy number amplification (CNA) and mutation status of

REV1 in pan-cancer samples were obtained from the cBioPortal

database (https://www.cbioportal.org/). We also analyzed the

impact of REV1 gene alterations on patient outcomes using

cBioPortal database. In addition, REV1 SNPs were searched in

NCBI dbSNP database (https://www.ncbi.nlm.nih.gov/snp/), we

selected 14 nonsynonymous SNPs (nsSNPs) which have been

reported for further analyses. Eight different online servers (SIFT,

PolyPhen-2, PANTHER, SNPs&GO, PROVEAN, PredictSNP,

Mutation Taster2, and Mutation assessor) based on multiple

algorithms (Supplementary Table S1), were used for structural

and functional annotation. Stability analysis was carried out

using I-Mutant2.0, MUpro, and iStable (Supplementary Table

S1). We performed 3D modeling analysis of the wild-type and

mutant UmuC domains of REV1 protein.

2.3 REV1 expression analysis

We assessed the expression of REV1 in multiple tumour and

normal tissue types using the Oncomine database. We also

analyzed immunohistochemistry staining images from the

Human Protein Atlas (HPA) website (https://www.

proteinatlas.org/) to study the protein expression of REV1 in

multiple tumour and normal tissue types. We further used the

TCGA and TIMER databases to assess how REV1 expression

differs in particular tumour types. We also explored the link

between the expression of REV1 and cancer patient outcome

using the PrognoScan and Kaplan-Meier plotter databases

(Supplementary Table S1).

2.4 Drug sensitivity analysis

The IC50 values of drugs, each drug corresponding signaling

pathway and gene expression profiles in the relative cell lines

(E-MTAB3610) were downloaded from the Genomics of Drug

Sensitivity in Cancer (GDSC) database (https://www.

cancerrxgene.org/) and ArrayExpress database (https://www.

ebi.ac.uk/arrayexpress/). The correlation analyses between

REV1 expression and each drug pathway’s IC50 value in

different tumor types were conducted.

2.5 Statistical analysis

Statistical analyses were conducted using R software (version

3.6.2) and attached packages. Survival analyses were performed

using the log-rank test, the Kaplan-Meier method, and the Cox

regression model. Correlation analyses were conducted using

Pearson’s test. Two-tailed p value < 0.05 was considered as

statistically significant. p-value Significant Codes: 0 ≤ *** <
0.001 ≤ ** < 0.01 ≤ * < 0.05 ≤ < 0.1.

3 Results

3.1 Molecular structure and function of
REV1

The human REV1 gene locates at chromosome 2q11.2 and

has 23 exons encoding the REV1 protein consisting of

1,251 amino acids (Figure 1). The middle part of the

REV1 protein (amino acids 330−833) is the catalytic domain,

while the C- and N-terminal regions contain protein-protein

interaction domains [e.g., ubiquitin-binding motif (UBM),

C-terminal domain (CTD) and BRCT] (Swan et al., 2009;

Sale, 2013).

REV1 is a member of the eukaryotic Y-polymerase family of

TLS DNA polymerases (Murakumo et al., 2001; Guo et al.,

2003; Ohashi et al., 2004; Tissier et al., 2004). It plays a central

role in TLS by participating in protein-protein interactions

through two distinct interfaces at its CTD. It recruits the TLS

polymerases POL κ, POL ι, and POL η using one interface, and

recruits POL ζ through interaction with REV7 components by

another interface (Pozhidaeva et al., 2012; Wojtaszek et al.,

2012; Yamanaka et al., 2017). In addition to this non-catalytic

role, REV1, unique among polymerases, has its own catalytic

activity as a deoxycytidyl transferase, utilizing a protein-

template directed mechanism (Nair et al., 2005; Swan et al.,

2009).

3.2 The role of REV1 in carcinogenesis and
prognosis

3.2.1 REV1 single nucleotide polymorphisms in
various cancers

Figure 2A showed CNA and mutation status of REV1 in pan-

cancer samples from cBioPortal database. Survival analysis of

REV1 gene alterations suggested that progression free survival

(PFS) was longer in REV1 gene altered group comparing to

unaltered group (Median PFS, 107.80 vs. 60.89 months, p value =

7.062e-3) (Figure 2B). However, the disease specific survival

(DSS) and disease-free survival (DFS) of the two groups were

not statistically different based on data from cBioPortal database.

There were 23,494 REV1 SNPs in NCBI dbSNP database,

19,933 SNPs in intronic region, 1,183 SNPs in 5′UTR region,

432 SNPs in 3′UTR region, and 926 SNPs were nsSNPs and

422 SNPs were synonymous SNPs in coding sequence. We

selected 14 nsSNPs which have been reported for further

analyses. Out of 14 nsSNPs, only rs183737771 (F427L) was

predicted to be deleterious SNPs in all computational

algorithms (Table 1). Nine nsSNPs were predicted to decrease
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protein stability, meanwhile, one nsSNP was predicted to

increase (Table 1).

To further analyze why F427L is a deleterious SNP, we

performed 3D model predictions. We selected 3gqc.1. A as

template in 3D modeling analysis (Figure 3). We found that

compared with wild-type domain, F427L has no significant effect

on protein structure. However, the wild-type 3D structure

(3GQC) showed that position 427 is involved in the contact

of Mg2+ and dCTP (Figure 4A). Project HOPE analysis revealed

that after the phenylalanine at position 427 is mutated to leucine,

the mutated residue is smaller than that of the wild-type residue,

then creates a blank space in the protein core (Figures 4B,C),

which probably interferes with the interaction with Mg2+ and

leads to the loss of interaction with dCTP, thereby affecting

protein function (Venselaar et al., 2010).

3.2.2 REV1 expression in different cancer and
normal tissues

The expression of REV1 in multiple tumour and normal

tissue types from the Oncomine database revealed that

expression of this gene was elevated relative to normal tissue

controls for brain, renal, prostate cancers, melanoma, myeloma

and sarcoma. We also found that relative to normal tissue

controls, REV1 expression was lower in breast, ovarian cancer

and lymphoma tissues (Figure 5A). Detailed findings in

particular tumour types are showed in Supplementary Table S2.

REV1 expression in tumor tissue samples and normal tissue

samples from TCGA and TIMER databases were assessed to

figure out how REV1 expression differs in particular tumour

types. The results suggested that the expression of REV1 was

significantly elevated relative to normal controls in

cholangiocarcinoma (CHOL), esophageal carcinoma (ESCA),

head and neck cancer (HNSC), liver hepatocellular carcinoma

(LIHC), lung squamous cell carcinoma (LUSC) and stomach

adenocarcinoma (STAD). In contrast, low REV1 expression was

observed in eight cancer types, namely, bladder urothelial

carcinoma (BLCA), breast invasive carcinoma (BRCA), kidney

chromophobe (KICH), kidney renal clear cell carcinoma (KIRC),

kidney renal papillary cell carcinoma (KIRP), prostate

adenocarcinoma (PRAD), thyroid carcinoma (THCA) and

uterine corpus endometrial carcinoma (UCEC). Differences

between the expression of REV1 in tumors and normal

adjacent tissue samples in the TCGA data set are shown in

Figure 5B.

Immunohistochemistry staining analysis from HPA yielded

similar results (Figures 6, 7). REV1 proteins were not expressed

or medium expressed in normal lung tissues, while high protein

expressions of REV1 were expressed in lung cancer tissues

(Figure 6A). Medium protein expressions of REV1 were

observed in urinary bladder, breast, prostate and

endometrium normal tissues, while not detected (breast

cancer, endometrial carcinoma) or low (urothelial carcinoma,

prostate adenocarcinoma) protein expressions of REV1 were

observed in corresponding cancer tissues (Figures 7A,B,D,F).

REV1 proteins were high expressed in normal kidney tissues,

while low protein expressions of REV1 were expressed in kidney

adenocarcinoma tissues (Figure 7C).

3.2.3 The association between REV1 expression
and patient prognosis

The association between the REV1 expression and patient

prognosis were analyzed using the PrognoScan database

(Supplementary Tables S3–S7). We found that high

REV1 expression is associated with poorer prognosis in

FIGURE 2
Copy number amplification and mutation status of REV1 (A) and corresponding progression free survival (B) in pan-cancer samples.
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TABLE 1 High risk nsSNPs identified in silico programs and effect of nsSNPs on protein stability predicted by silico programs.

SNP ID AA
change

Structural and functional annotation Protein stability

SIFT Polyphen2 PANTHER SNPs&Go PROVEAN PredictSNP Mutation
Taster2

Mutation
assessor

i-Mutant2.0 Mupro iStable

rs3087399 N373S Tolerated Benign Possibly
damaging

Neutral Deleterious Neutral Benign Medium Decrease Increase Increase

rs3087386 F257S Tolerated Benign Possibly
damaging

Neutral Neutral Neutral Benign Neutral Decrease Decrease Decrease

rs3087403 V138M Tolerated Benign Possibly
damaging

Neutral Neutral Neutral Benign Low Decrease Decrease Decrease

rs72550807 K388N Deleterious Probably
Damaging

Possibly
damaging

Neutral Deleterious Neutral Benign Medium Decrease Decrease Decrease

rs138841507 S485L Tolerated Benign Possibly
damaging

Neutral Neutral Neutral Benign Neutral Increase Increase Increase

rs144046214 G498E Deleterious Probably
Damaging

Possibly
damaging

Neutral Deleterious Deleterious Benign Medium Decrease Increase Increase

rs183737771 F427L Deleterious Probably
Damaging

Possibly
damaging

Disease Deleterious Deleterious Deleterious High Decrease Decrease Decrease

rs148052685 R434Q Deleterious Probably
Damaging

Possibly
damaging

Neutral Deleterious Deleterious Deleterious Low Decrease Decrease Decrease

rs3087394 M656V Deleterious Benign Possibly
damaging

Neutral Neutral Neutral Benign Medium Decrease Decrease Decrease
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colorectal (DSS: HR, 3.15, 95% CI, 1.05–9.39, p = 0.039999; DFS:

HR, 2.72, 95% CI, 1.04–7.16, p = 0.041971) and ovarian cancer

(overall survival (OS) 1: HR, 1.72, 95% CI, 1.10–2.67, p =

0.016573; OS 2: HR, 1.50, 95% CI, 1.06–2.12, p = 0.022128)

(Figures 8A–D). However, as shown in Figures 8E–H, survival

curves identified that high expression of REV1 indicated better

prognosis in lung [OS 1: HR, 0.54, 95% CI, 0.37–0.79, p =

0.001760; OS 2: HR, 0.37, 95% CI, 0.20–0.70, p = 0.002163;

relapse free survival (RFS): HR, 0.09, 95% CI, 0.03–0.28, p =

0.000033] and breast cancer (DSS: HR, 0.56, 95% CI, 0.38–0.81,

p = 0.002398).

The Kaplan-Meier plotter database was also employed to

assess the relationship between REV1 expression and patient

prognosis in a range of cancer types. As shown in Figures 9A–C,

the elevation expression of REV1 to be significantly linked with a

poorer prognosis in gastric cancer [OS: HR, 1.4, 95% CI,

1.11–1.76, p = 0.0038; post progression survival (PPS): HR,

1.45, 95% CI, 1.11–1.9, p = 0.0069] and ovarian cancer (PPS:

HR, 1.35, 95% CI, 1.04–1.75, p = 0.024). However, we found

reduced REV1 expression to be correlated with poorer patient

prognosis in lung cancer (first progession (FP): HR, 0.42, 95% CI,

0.28–0.61, p = 2.3e-06; OS: HR, 0.53, 95% CI, 0.43–0.65, p = 6.2e-

10; PPS: HR, 0.54, 95% CI, 0.34–0.84, p = 0.0055) (Figures 9D–F),

Rectum adenocarcinoma (OS: HR, 0.24, 95% CI, 0.08–0.74,

p = 0.0084; RFS: HR, 0.08, 95% CI, 0.01–0.99, p = 0.022)

(Figures 9G,H) and breast cancer (RFS: HR, 0.77, 95% CI,

0.66–0.89, p = 0.00073) (Figure 9I). There was no statistically

significant relationship between the expression of REV1 and the

prognosis of breast cancer patients [distant metastasis-free

survival (DMFS), OS and PPS], gastric cancer (FP) and

ovarian cancer (OS and PFS) (Supplementary Figure S1).

3.3 The role of REV1 in sensitivity of cancer
treatment

3.3.1 The association between REV1 expression
and cancer treatment sensitivity

As shown in Figure 10 and Table S8, REV1 expression is

negatively correlated with IC50 of drugs of DNA replication,

hormone-related, JNK and p38 signaling, kinases, protein

stability and degradation, RTK signaling, and WNT signaling

pathways in colon adenocarcinoma and rectum adenocarcinoma

and drugs of kinases, RTK signaling, and WNT signaling

pathways in lung adenocarcinoma. In contrast, in acute

myeloid leukemia, brain lower grade glioma, small cell lung

cancer and thyroid carcinoma, REV1 expression is positively

FIGURE 3
3D models of UmuC domain.

FIGURE 4
3D structure (A, C) and chemical structure changes (B) of position 427 on REV1 protein.
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FIGURE 5
The expression level of REV1 in different types of tumor tissues and normal tissues. (A) Oncomine database. (B) TIMER database.

FIGURE 6
The immunohistochemistry staining images of REV1 in different types of tumor tissues and normal tissues [lung (A), stomach (B) and liver (C)].
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correlated with IC50 of drugs of various pathways (acute myeloid

leukemia: Cell cycle, Genome integrity, Hormone-related,

kinases, RTK signaling, and WNT signaling pathways; brain

lower grade glioma: Cell cycle, Chromatin histone methylation,

DNA replication, JNK and p38 signaling, kinases, PI3K/MTOR

signaling, and RTK signaling pathways; small cell lung cancer:

Cell cycle, Chromatin histone acetylation, Cytoskeleton, DNA

replication, ERK MAPK signaling, Hormone-related, IGF1R

signaling, JNK and p38 signaling, Mitosis, kinases, PI3K/

MTOR signaling, RTK signaling, and WNT signaling

pathways; thyroid carcinoma: Cell cycle, ERK MAPK

signaling, Hormone-related, JNK and p38 signaling, kinases,

PI3K/MTOR signaling, and RTK signaling pathways). In acute

lymphoblastic leukemia, REV1 expression is negatively

FIGURE 7
The immunohistochemistry staining images of REV1 in different types of tumor tissues and normal tissues [urinary bladder (A), breast (B), kidney
(C), prostate (D), thyroid (E), and endometrium (F)].
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correlated with IC50 of drugs of Genome integrity and

metabolism pathways while positively correlated with IC50 of

drugs of RTK signaling pathway. Thus, REV1 expression can be

used as predictive marker for various drugs of various pathways

in different tumors.

4 Discussion

REV1 is one of the key proteins in TLS. TLS is a DNA damage

tolerance process, which contributes to cell survival by bypass of

the unrepaired DNA lesions. TLS functions in an error-prone

FIGURE 8
Correlation between REV1 expression and prognosis of various types of cancer [colorectal cancer (A, B), ovarian cancer (C, D), lung cancer
(E–G), and breast cancer (H)] (PrognoScan database).
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manner and sometimes can actively promote the generation of

mutations (Waters et al., 2009). These accumulated errors in the

DNA may play a key role in the initiation of various types of

cancers (Schoket, 2004). REV1 also plays important role in

replication stress response (RSR). The RSR is activated in

response to DNA lesions or intrinsic replication fork barriers.

Replication forks stalled at DNA lesions can restart replication by

firing dormant origins, repriming replication, reversing the

stalled fork or activating the DNA damage tolerance pathways

(Zeman and Cimprich, 2014). ssDNA gaps are frequent

structures that accumulate on newly synthesized DNA under

conditions of replication stress (Quinet et al., 2014). Tirman et al.

(2021) showed that REV1-POLζ-mediated trans-DNA damage

synthesis promotes ssDNA gap filling in G2 and S, affecting cell

survival and genome stability. Similar findings were found by

Nayak et al. (2020), Moreover, Yang et al. (2015) found that

FIGURE 9
Correlation between REV1 expression and prognosis of various types of cancer [gastric cancer (A, B), ovarian cancer (C), lung cancer (D–F),
rectum adenocarcinoma (G, H), and breast cancer (I)] (Kaplan-Meier Plotter database).
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REV1 protects nascent replication tracts intact by stabilizing

RAD51 filaments, to block nascent replication tracts from

degradation in response to replication stress.

Studies have shown that REV1 may play an oncogenic role in

lung and intestinal tumor. Overexpression of REV1 promotes the

development of carcinogen-induced intestinal adenomas via

accumulation of point mutation and suppression of apoptosis

proportionally to the REV1 expression level (Sasatani et al.,

2017). And an animal experiment showed that in 27% of the

carcinogen-exposed mice, REV1 inhibition completely abolished

tumor formation (Dumstorf et al., 2009). We assessed

REV1 expression using tumor tissue data and normal tissue

data from TCGA and TIMER databases. We found that

REV1 was overexpressed in six cancer types, namely, CHOL,

ESCA, HNSC, LIHC, LUSC, and STAD. In contrast, low

REV1 expression was observed in only eight cancer types,

namely, BLCA, BRCA, KICH, KIRC, KIRP, PRAD, THCA,

and UCEC. It can be seen that REV1 has different effects on

the occurrence and development of tumors in different tumor

types.

In our studies, we also focused on the role of REV1 in various

cancers as a prognostic biomarker and the potential function of

REV1 regulating the sensitivity of tumor cells to specific drugs.

These findings may provide a certain reference for the

development of REV1-targeted therapeutics.

REV1 as a potential prognostic biomarker, our research

found REV1 gene alterations are related to PFS prognosis in

pan-cancer samples while nsSNP F427L is predicted to be

deleterious SNP. That means different REV1 SNPs play

different roles in different tumor types, drug susceptibility,

and related biological events. According to current literature,

Yeom et al. (2016) divided the 12 germline variants of REV1 into

three types, the “wild-type-like” variants (K388N, S485L, and

G498E), the hypoactive variants (F427L, R434Q, M656V,

D700N, R704Q, and P831L) and the hyperactive variants

(N373S, M407L, and N497S). These mutations may lead to

different mutant phenotype and susceptibility to certain

chemical and viral carcinogens in affected individuals (Yeom

et al., 2016). REV1 N373S SNP was associated with an increased

risk of cervical cancer, while F257S SNP is associated with a

reduced risk of cervical cancer and an increased risk of lung

cancer in people with heavy smoking (Sakiyama et al., 2005; He

et al., 2008; Dumstorf et al., 2009; Xu et al., 2013). For REV1 SNP

in non-coding region, rs6761390, rs3792142, and rs3792136 have

been reported in literature. Specifically, rs6761390 locates at

promoter, a putative transcription factor binding site;

FIGURE 10
Correlation heatmap of REV1 expression and drug pathway’s IC50 in different tumors.
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rs3792142 is a tag SNP located at intron 5 and rs3792136 was

located in the intron region (Xu et al., 2013). Minor allele carriers

of two REV1 SNPs (rs6761390 and rs3792142) had significantly

more often large tumours and tumours with high histological

grade and stage than the common homozygotes (Varadi et al.,

2011). The heterozygote of REV1 rs3087386 (F257S) and

rs3792136 were independent prognostic factors for lung

cancer survival with hazard radio (HR) 1.54 (95% CI:

1.12–2.12) and 1.44 (95% CI: 1.06–1.97) respectively (Xu

et al., 2013).

As for the correlation between REV1 expression and

prognosis, our study suggests that low REV1 expression is

associated with better prognosis in colorectal (DSS, DFS),

gastric (OS, PPS) and ovarian (OS, PPS) cancer while high

REV1 expression is associated with better prognosis in lung

(OS, RFS, FP, PPS) and breast (DSS, RFS) cancer. These

indicated that the functions of REV1 are different or even

opposite in different tumors.

REV1 as a potential predictor of drug sensitivity, our study

shows that in different tumor types, the expression of REV1 is

correlated with the sensitivity of drugs in different mechanisms

of pathways. In colon adenocarcinoma and rectum

adenocarcinoma and lung adenocarcinoma, low expression of

REV1 may suggest resistance to drugs in certain pathways.

Conversely, high expression of REV1 in acute myeloid

leukemia, brain lower grade glioma, small cell lung cancer and

thyroid carcinoma may indicate resistance to drugs in certain

pathways.

Currently, there is some evidence that inhibition of TLS

polymerase including REV1 not only sensitizes tumor cells to

chemotherapeutic drugs, but also reduces the acquisition of

drug-induced mutations associated with tumor resistance (Xie

et al., 2010). Therefore, TLS inhibition may have dual

anticancer effects, and inhibition of TLS polymerase is a

promising new approach to improve cancer therapy

(Yamanaka et al., 2017).

In recent years, many scientists devoted to develop the small

molecule inhibitors targeting REV1 and achieved certain

results. In 2017, Sail et al. (2017) identified the first small

molecules that exhibit anti-TLS activity in human cancer

cells through disruption of the protein-protein interactions

between the C-terminal domain of REV1 and the REV1-

interacting region. In 2018, Vanarotti et al. (2018) identified

the first small-molecule compound, MLAF50, that inhibited the

interaction of REV1 UBM2 with ubiquitin through directly

binding to REV1 UBM2. In 2019, Wojtaszek et al. (2019)

discovered a small molecule inhibitor, JH-RE-06, targeting a

nearly featureless surface of REV1 that interacts with the

REV7 subunit of POL ζ. Binding of JH-RE-06 induces

REV1 dimerization, which blocks the REV1-REV7

interaction and POL ζ recruitment. Recently, Pernicone et al.

(2022) discovered two small molecules (ZINC97017995 and

ZINC25496030) from the ZINC12 subset Library that disrupt

the assembly of MAD2L2-Rev1 and the formation of an active

TLS complex. The above studies all show that these small

molecules combined with cisplatin could enhance the

sensitivity of human cancer cells to cisplatin while have

minimal toxicity on their own. However, the current

researches on these small molecule inhibitors are limited to

in vitro cell experiments and a small number of mouse

subcutaneous tumor drug experiments, and clinical trials

have not yet been carried out.

In addition, there are many literatures suggesting that

REV1 SNP or high level of the REV1 expression is

associated with resistance to certain drugs. Goricar et al.

(2014), Goricar et al. (2015) reported that the V138M SNP

of REV1 gene is associated with poor response to cisplatin

chemotherapy in patients with malignant mesothelioma and

osteosarcoma. The study also revealed that REV1 gene SNPs

were associated with the hematological toxicity of cisplatin in

malignant mesothelioma. The REV1 allele V138M SNP

(rs3087403) is associated with an increased risk of

leukopenia and neutropenia. In contrast, patients with at

least one REV1 allele of the F257S SNP (rs3087386) had a

reduced risk of neutropenia compared with patients with two

wild-type alleles (Goricar et al., 2014). Other researchers have

demonstrated in vivo experiments that REV1 plays a key role in

the development of acquired cyclophosphamide resistance (Xie

et al., 2010). In addition, studies have shown that reducing the

expression level of REV1 can promote the sensitivity of cells to

cisplatin and PARP inhibition (Wang et al., 2012). And high

levels of REV1 expression led to resistance of ovarian cancer

cells to cisplatin. This may be related to the fact that REV1 can

enhance cell survival and the generation of drug-resistant

variants in surviving populations (Okuda et al., 2005; Lin

et al., 2006). However, recently, studies by Kanayo E. Ikeh

et al. (2021) suggested that REV1 inhibition may provide

cytoprotection by inducing autophagy during radiation

therapy. Thus, REV1 may be an important biomarker in

tumor treatment. On the one hand, its decreased level

during chemotherapy such as cisplatin and

cyclophosphamide will be an indicator of a good response of

patients to treatment. On the other hand, patients receiving

radiation therapy need to increase REV1 levels.

The results of the TLS process can be error-free or error-

prone, depending on the type of DNA damage and the specific

polymerase. Therefore, REV1may be protective or mutagenic for

each specific lesion during DNA damage-induced cellular

mutagenesis (Yeom et al., 2016). That also explains that the

effects of REV1 on the occurrence, development, prognosis and

drug sensitivity of tumors vary greatly among different tumor

types and different SNPs, which reminds us that REV1, as a novel

biomarker and potential therapeutic target, requires specific

analysis of specific problems. Our study conducted a

comprehensive assessment of REV1, to a certain extent, which

may provide some hints in this regard.
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5 Conclusion

In conclusion, REV1 plays different roles in different tumor

types, drug susceptibility, and related biological events.

REV1 gene alterations are related to PFS prognosis and

nsSNP F427L is predicted to be deleterious SNP.

REV1 expression is significantly correlated with different

prognosis in colorectal, ovarian, lung, breast, and gastric

cancer. REV1 expression can be used as predictive marker for

various drugs of various pathways in different tumors.
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Drug-protein interaction
prediction via variational
autoencoders and attention
mechanisms

Yue Zhang*, Yuqing Hu, Huihui Li and Xiaoyong Liu

School of Computer Science, Guangdong Polytechnic Normal University, Guangzhou, China

During the process of drug discovery, exploring drug-protein interactions (DPIs)

is a key step. With the rapid development of biological data, computer-aided

methods are much faster than biological experiments. Deep learning methods

have become popular and aremainly used to extract the characteristics of drugs

and proteins for further DPIs prediction. Since the prediction of DPIs through

machine learning cannot fully extract effective features, in our work, we

propose a deep learning framework that uses variational autoencoders and

attention mechanisms; it utilizes convolutional neural networks (CNNs) to

obtain local features and attention mechanisms to obtain important

information about drugs and proteins, which is very important for predicting

DPIs. Compared with some machine learning methods on the C.elegans and

human datasets, our approach provides a better effect. On the BindingDB

dataset, its accuracy (ACC) and area under the curve (AUC) reach 0.862 and

0.913, respectively. To verify the robustness of the model, multiclass

classification tasks are performed on Davis and KIBA datasets, and the ACC

values reach 0.850 and 0.841, respectively, thus further demonstrating the

effectiveness of the model.

KEYWORDS

drug-protein interactions (DPIs), variational autoencoder (VAE), attention mechanism,
convolutional neural network (CNN), deep learning - artificial neural network

Introduction

Finding gene-drug relationships is important not only for understanding a certain

mechanism of drug molecules, but also for developing treatments for patients. The gene-

drug relationship is many-to-many, which is much more complex than a gene-to-drug or

a drug-to-gene, and also explains the complex relationship between gene-drug. The gene-

drug relationship has similarities to the drug-protein relationship (Chen et al., 2019;

Huang et al., 2021).

In the prediction of RNA-binding proteins, limited by the huge cost of biological

experiments, it is difficult to fully understand the underlying mechanisms of alternative

splicing (AS) and related RNA-binding proteins (RBPS) in regulating the epithelial-

mesenchymal transition (EMT) process. This needs to be achieved by means of
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computational methods (Qiu et al., 2021b) proposed an inductive

matrix-based model to study the relationship between RBP and

AS during EMT. The main purpose of the model is to

compensate for missing and unknown RBP-AS relationships

(Qiu et al., 2021a) proposed a method based on weighted data

fusion with sparse matrix tri-factorization to conduct

experiments. The AS-RBP relationship is explored by

assigning different weights to the source data. Both methods

achieve good results. At the same time, this has parallels with the

drug-protein relationship. It achieves the desired effect by

looking for a drug to inhibit an binding site of a protein.

Drug-protein interactions (DPIs) exploration is a critical step

in the drug discovery process. With the discovery of new drugs,

the field of drug development continues to expand, and

awareness regarding the repositioning of existing drugs and

new interactions involving approved drugs is of increasing

concern (Oprea and Mestres, 2012). Based on biological

experiments, it usually takes 10–20 years and much money

(US$ 0.5–260 million) to develop a new drug (Avorn, 2015),

so it is important to explore the interactions between drugs and

proteins. In recent years, computer-aided methods have achieved

good results and contributed significantly to the prediction of

DPIs. The application of artificial intelligence in chemical

research can accelerate the development of high-precision

DPIs prediction methods.

In the past decade, the problem of predicting the interactions

between drugs and proteins has been solved using traditional

machine learning methods, which solve binary classification

problems (Yamanishi et al., 2010; Liu et al., 2016; Nascimento

et al., 2016; Keum andNam, 2017). Due to the rise and popularity

of deep learning, it has become a popular choice for solving DPIs

predictions (Unterthiner and Mayr, 2014; Tian et al., 2016) used

a deep neural network (DNN) to explore the interactions

between drugs and proteins instead of traditional machine

learning methods, which directed the subsequent research on

drug and protein interactions toward deep learning approaches,

such as convolutional neural networks (CNNs), recurrent neural

networks (RNNs) (Gao et al., 2018; Mayr et al., 2018) and stacked

autoencoders (Wang et al., 2018).

In general, DPIs approaches can be divided into three

categories: docking-based methods, machine learning-based

methods, and deep learning-based methods. Docking-based

methods require the best site and protein structure to be

found and combined, but such a technique usually time-

consuming, and many datasets lack three-dimensional protein

structures (Gschwend et al., 1996). Machine learning-based

methods (Faulon et al., 2008; Bleakley and Yamanishi, 2009;

Ballester and Mitchell, 2010) usually require manual features,

and the features passed to the model before modeling occurs

require manual participation, which demands considerable

feature extraction experience and expertise. Deep learning-

based methods have been applied to many fields in biology

(Min et al., 2016; Zeng et al., 2019; Zhang et al., 2019, 2021;

Wu et al., 2022b); DPIs prediction performance has been

improved through the framework structure and network

parameters of deep learning. For example, the DeepDTA

approach of (Öztürk et al., 2018) learns internal high-level

features by extracting the features of drugs and proteins as the

network inputs and then predicts the relationships between drugs

and proteins. The WideDTA method proposed by (Öztürk et al.,

2019) is similar to DeepDTA, and the network framework is

roughly unchanged; the main difference is that when inputting

features, WideDTA extracts the features of drug proteins from

multiple aspects as model inputs. Notably, a graph-based

network architecture called GraphDTA (Nguyen et al., 2019),

which treats drugs as a graph structure to predict DPIs, has also

been developed. A Novel Graph Neural Network for Predicting

Drug-Protein Interactions called BridgeDTA (Wu et al., 2022a),

which introduces a class of nodes named hyper-nodes, which

bridge different proteins/drugs to work as the protein-protein

and drug-drug associations. HOGMMNC is a higher order graph

matching with multiple network constraints model. It mainly

obtains the fixed structural relationship in multi-source data

through hypergraph matching, so as to identify the relationship

between genes and drugs, and improve the accuracy and

reliability of the identification relationship (Chen et al., 2019).

These deep learning methods all have three similarities. 1) They

encode drugs and proteins. 2) They extract the high-level features

of drugs and proteins through their network structures. 3) They

predict the features obtained in 2) through a fully connected (FC)

layer. The advantage of these methods is that the process is not

too cumbersome (it is simple). Furthermore, we exploit the

strengths of these network frameworks for the prediction

of DPIs.

A variational autoencoder (VAE) is a machine learning

model that can reconstruct a variable x based on a latent

feature Z. Unlike a simple autoencoder, it can learn the

distribution of latent variables and then sample from this

distribution to generate new samples. The model has been

shaped and used in various fields, such as image processing

(Walker et al., 2017; Liu et al., 2018) and text processing (Mayr

et al., 2018). We use this model to predict DPIs. Experimental

results show that better results are achieved on some datasets.

Our contributions are as follows.

1) A variational autoencoder is designed to provide a

probabilistic way of describing the latent representation of

drugs and proteins, denoted via mean and variance of the

hidden state distribution. Such generative way effectively

reduce the redundant information in the raw samples to

ease for leaning drug-protein interactions.

2) Discriminative local features on drugs and proteins are

extracted via deep CNN. A specially designed attention

mechanism is incorporated to focus on the key interactive

information on both drugs and proteins, thus obtaining

strong drug-to-drug and protein-to-protein relationships.
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3) Extensive experiments on C.elegans and Human dataset,

BindingDB dataset, Davis dataset and KIBA dataset.

Datasets demonstrate that the proposed method can

robustly identify the drug-protein interactions.

Methods

A VAE network to identify drug and protein
interactions

We input a set of drug molecules D and a protein sequence T,

and a VAE (Kingma andWelling, 2014) learns the distribution of

a multidimensional variable x based on an independent and

identically distributed latent variable (X � {xi}N1 , where N is the

number of samples). The framework of this strategy is shown in

Figure 1, where x(j)i represents the jth feature of the ith sample.

First, a data point xi is input into the encoder. Through the

neural network, we obtain the parameters of the approximate

posterior distribution q∅(z|xi) obeyed by the hidden variable z.

The posterior distribution is a Gaussian distribution, and the

output of the encoder includes the parameters σ2i and μi of the

Gaussian distribution that z|xi obeys. With the parameters σ2i
and μi of the z|xi distribution, we sample one ϵi fromN (0, I) and
use the reparameterization trick to set zi � μi + σ i⨀ϵi where zi
represents the value of a similar sample xi and ⨀ represents the

elementwise multiplication operation. The decoder needs to fit

the likelihood distribution p∅(X|zi) and feed a zi to the decoder,
which returns the parameters of the distribution that X|zi obeys;
the likelihood also obeys a Gaussian distribution. After obtaining

the parameters of the distribution of |zi , we sample from the

distribution to generate a sample xi. In the last step, we do not

sample and directly regard the μ′i output by the model as the

sample xi generated by zi. Then, we can obtain the objective

function of the VAE, and we only need to maximize L.
L(pθ , q∅) � −DKL(q∅, p) + Eq∅[logpθ(X|z)]

−DKL(q∅, p)is the Kullback-Leibler (KL) divergence of the

two distributionsp and q and is also a regular term.

Eq∅[logpθ(X|z)] is often referred to as the reconstruction loss.

FIGURE 1
Structural diagram of the utilized VAE.

FIGURE 2
The graphical structure of the VAE model for DPIs prediction.
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With the theoretical support of the VAE, we apply it to the

prediction of DPIs. Here, xd and xt represent the drug and

protein vectors, respectively, and y represents the interaction

relationship or affinity value between drug and protein. We

assume that the hidden variables of xd and xt are zd and zt,

respectively. Our aim is to learn a model that predicts drug and

protein interactions.

The model diagram for applying variational autoencoding to

DPIs prediction is shown in Figure 2. The model has two

encoders, which are mainly used to generate latent variables

zd and zt for drug xd and protein xt, respectively. Three

important decoders are used to generate xd and xt from the

latent variables zd and zt and generate the drug-protein

relationship y. Finally, for each drug-protein pair, the

objective function of the VAE model is to maximize L′.
L′ � LDrugVAE + LPorteinVAE

� { −DKL(q∅d
, pd) + Eq∅d

[logpθd(Xd|zd)]}
+{ −DKL(q∅t , pt) + Eq∅t

[logpθt(Xt|zt)]}
Attention mechanism for feature
extraction

Attention mechanisms, as effective means of feature

screening and enhancement, have been widely used in

many fields of deep learning. A structural model based on

an attention mechanism can not only record the positional

relationships between pieces of information but also measure

the importance levels of different information features

according to the weight of the information. Dynamic

weight parameters are established by making relevant and

irrelevant choices for the information features to strengthen

the key information and weaken the useless information,

thereby improving the efficiency of deep learning

algorithms and improving some of the defects of

traditional deep learning techniques.

Utilizing an attention mechanism for the prediction of

DPIs can enable effective atomic feature extraction because

the structures of the molecular sequences of drugs and

proteins are very similar to the structures of natural

language sentences, and the context information of atoms

is very important for understanding molecular features

(Jastrzębski et al., 2018). In detail, we should pay attention

to the interaction information of each atom and its adjacent

atoms; each atom is also connected to the simplified

molecular-input line-entry system (SMILES (Weininger,

1988), which is a symbol for molecular structure encoding).

Information about the interactions of atoms that are farther

away in the sequence can also have an impact on the predicted

results. The molecular sequences of proteins are very long, and

the best way to extract features is to use an attention

mechanism.

Attention mechanisms are widely used in the natural

language processing (NLP) field, and they have also been

shown to be powerful for processing textual data. The core of

such a mechanism is an attention function (Vaswani et al., 2017).

The attention function can be described as mapping a query (Q)

and a set of key-value (K-V) pairs to an output. Among them, dot

product attention with Q, K and V is a widely used attention

approach. Let the dimensions of Q and K be dk and the

dimensionality of V be dv. Then, attention can be expressed

by the following formula.

FIGURE 3
The framework structure of the model.
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Attenton(Q,K, V) � softmax(QKT		
dk

√ )V
where Q ∈ Rn×dk , K ∈ Rm×dk and V ∈ Rm×dv . The attention

measures the similarity between the inner product of the

matrixQand V, which is nonlinearly transformed by a softmax

function with the matrix V. Here, dk prevents the forward

propagation of the network due to excessive data content.

The network structure of the model

The network structure of the model is shown in Figure 3. It

consists of three key parts: an encoder, a decoder and a prediction

module. Both the encoder and the decoder serve to predict the

interactions between drugs and proteins. Among them, the

overall structure extracts the features of drugs and proteins,

sends the extracted features into the attention block to focus

on the important parts, and finally sends them to the FC layer to

predict the DPIs. The feature extraction process for drugs is the

same as that for proteins. Before being fed into the encoder, drugs

and proteins are sequences of text strings, which need to be

converted into digital vectors. According to the existing character

dictionary, each character is converted into an integer type, and

then each sample is converted into an embedding matrix through

embedding. In our model, three GatedCNNs are included in the

coding layer, and a rectified linear unit (RELU) (Nair and

Hinton, 2010) activation function is present after each layer of

CNNs. The filters of the last two CNNs are the first CNNs, which

are filtered two times and three times. A max pooling layer is

appended after the third GatedCNN to compress the extracted

features.

In the decoders for drugs and proteins, the input source data

are reconstructed through deconvolutional networks (Zeiler

et al., 2010). Each decoder has an FC layer and three

deconvolution layers. The last deconvolution appends an FC

layer to convert the output into drug and target sequences with

the same size as that of the input.

In the DPIs prediction module, two FC layers are used to

represent the features of drugs and proteins. To further extract

the high-level features of drugs and proteins, a self-attention

mechanism is introduced after the FC layers, focusing on

important features in drug sequences or protein sequences

and ignoring unnecessary features. Then, the final extracted

high-level features are spliced and sent to a network

containing three FC layers. A ReLU activation function and a

dropout function are placed after the first two FC layers, and the

dropout function is mainly used to prevent the network from

overfitting. The final output can be used to predict DPIs.

The model parameters used in this experiment are shown in

Table 1. Among them, we select several values [16,32,64] for the

number of CNN filters in the encoder and decoder and find that

TABLE 1 Model parameters.

Parameter Value

Number of filters in the encoder and decoder 32

Filter length (drug molecules) 5

Filter length (protein sequences) 7

Number of epochs 300

Batch size 256

Learning rate 0.001, 0.0001

FIGURE 4
The frequency histograms of the affinities in the Davis and KIBA datasets. The horizontal axis denotes the affinity values of drugs and proteins,
and the vertical axis represents the numbers of affinity values in certain intervals.
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the effect of 32 filters was best and that the filter lengths of drugs

and proteins are both in [5,7,9,11]. We choose the best results,

and the final filter lengths of drugs and proteins are 5 and 7,

respectively.

Experiment

Datasets

To verify the effectiveness of the proposed model and

compare it with the base method, we conducted experiments

on the following datasets: C.elegans and Human datasets,

BindingDB dataset, Davis dataset and KIBA dataset.

C.elegans and human datasets
In the work of (Liu et al., 2015), the authors used a systematic

scanning framework, and their dataset contained a large number

of negative samples. They constructed two datasets, C.elegans

and human. Following the requirements of (Tsubaki et al., 2019),

we used a balanced dataset with an approximately 1:1 ratio of

positive and negative samples. The C.elegans dataset includes

1876 protein targets and 1767 drug molecules, and it contains

7786 affinity sample pairs, 3893 positive samples, and

3893 negative samples. The human dataset contains

6728 affinity pairs, the number of protein targets is 2001, and

the number of drug molecules is 2726.

BindingDB dataset
BindingDB is a public, web-accessible database of measured

binding affinities that focuses chiefly on the interactions of

proteins considered to be drug targets with small, drug-like

molecules. In this experiment, the method described in the

paper of (Gao et al., 2018) was used; the dataset contains

39,747 positive samples and 31,218 negative samples.

Davis
The Davis dataset contains affinity pairs measured by their

Kd value (kinase dissociation constant); it includes 68 drug

molecules and 442 proteins (Davis et al., 2011). The Kd value

can reflect the affinity between a drug and a protein. It is a bridge

for predicting affinity, and its affinity value range is [0.016,

10000]. The frequency distribution plot of affinity values for

the Davis dataset is shown in Figure 4.

KIBA
Measuring the relationships between the drugs and proteins

in the KIBA dataset is mainly achieved through the KIBA score

(Tang et al., 2014) combined the biological activities of different

sources of kinase inhibitors, such asKd,Ki and IC50, to calculate

KIBA affinity scores. We conducted experiments according to

this environment. Then, we found that the dataset contains

52498 drug molecules, 476 protein sequences, and

246088 KIBA scores and that the numerical range of the

KIBA score is [0, 17.2]. Values in this dataset with KIBA

scores that were less than 10 were removed, leaving 2111 drug

molecules and 229 proteins in the end. The frequency

distribution plot of the affinity values for the KIBA dataset is

shown in Figure 4.

Training details

The model was implemented based on Python 3.6 and

PyTorch 1.10.2. The program ran on a GTX1060 GPU with

8 GB of memory. The network parameter initialization process

was implemented by the xavier_normal_() function in the

library. During training, the network used the Adam

optimizer (Kingma and Ba, 2014) with a learning rate of

0.0001 for the Davis and KIBA datasets and a learning rate of

0.001 for the other datasets to adjust the network parameters. To

prevent overfitting, L2 regularization was added to the loss

function. Each batch contained 256 samples, and the samples

were randomly scrambled. Three hundred epochs were executed.

Finally, the model was trained by minimizing the cross-entropy

loss function.

L(y, ŷ) � −(ylogŷ + (1 − y)log(1 − ŷ)) + λ∑ ‖Θ‖2

TABLE 2 AUC, precision, recall, and F1 values obtained under different
methods.

Models AUC Precision Recall F1

BindingDB dataset

K-NN 0.776 0.762 0.791 0.776

RF 0.742 0.834 0.600 0.698

L2 0.737 0.784 0.646 0.709

SVM 0.805 0.770 0.858 0.811

BridgeDPI 0.960 0.883 0.903 0.893

Ours 0.913 0.888 0.822 0.854

C.elegans dataset

K-NN 0.858 0.801 0.827 0.814

RF 0.902 0.821 0.844 0.832

L2 0.892 0.890 0.877 0.883

SVM 0.894 0.785 0.818 0.801

BridgeDPI 0.996 0.980 0.970 0.975

Ours 0.925 0.927 0.897 0.912

Human dataset

K-NN 0.860 0.798 0.927 0.858

RF 0.940 0.861 0.897 0.879

L2 0.911 0.891 0.913 0.902

SVM 0.910 0.966 0.950 0.958

BridgeDPI 0.990 0.962 0.965 0.963

Ours 0.914 0.934 0.862 0.897

The best result was highlighted in bold, while the suboptimal is denoted by underline.
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where y is the true value, ŷis the predicted value, λis the

regularization coefficient, and Θ is the network parameter. On

the basis of the parameters in Table 1, we search the optimal value

of λ by grid searching scheme within range of [-5,+5]. Empirical

experiments show that setting the value ofλ being -3 yield the best

performances.

Results

First, we conducted experiments on the BindingDB dataset

extracted by Gao et al. According to the environment they set for

the dataset, we utilized the same division to ensure that the data in

the validation set did not appear in the training set, so that the

experiment was closer to the real-world situation. During the

training process, to prevent overfitting, we set the termination

criterion according to the ACC evaluation index of the validation

set. When the ACC of the validation set iterated for a certain

number of steps and did not increase, the program terminated. To

demonstrate the superiority of the model, we made a comparison

with k-nearest neighbors (K-NN), a random forest (RF), L2, a

support vector machine (SVM) and the BridgeDPI model (Wu

et al., 2022a). The machine learning results for these methods were

derived from the source paper on C.elegans and Human dataset

(Tsubaki et al., 2019). We conducted experiments on BindingDB

dataset. The table shows that on the BindingDB dataset, the AUC,

Precision, Recall, and F1 of the proposed model reached 0.913,

0.888, 0.822, and 0.854, respectively. Our model outperforms

traditional machine learning methods in AUC, Precision, and

F1. The unsupervised K-NNmethod yielded lower results than the

other models and methods, with AUCs and F1 scores of 0.858/

0.814 and 0.860/0.858 on the C.elegans and human datasets,

respectively. The effects of the RF, L2, and the SVM based on

supervised learning were better. The AUC on the C.elegans dataset

reached approximately 0.9, and the AUC on the human data

exceeded 0.9. Compared with traditional machine learning

methods, our model achieved the highest evaluation indicators

on the C.elegans dataset, and its AUC, precision, recall, and

F1 were 2.3%, 3.7%, 2.0%, and 2.9% higher than those of the

second-best approaches, respectively. At the same time, our

method performed slightly better on the human dataset. Since

models such as K-NN, the RF, L2, and the SVM cannot obtain

high-quality feature information, it is not easy for them to learn

complex nonlinear DPIs. However, deep learning has strong

feature extraction capabilities. Our model benefits from that.

The Table 2 shows that our model doesn’t perform as well as

BridgeDPI that extracts features from the biological perspective.

Our model is similar to nature language processing in extracting

featrues, and it’s indeed not as effective as BridgeDPI. However,

our model has some advantages: when dealing with drug features

and protein features, an attention mechanism is introduced to

realize the key sites of drug-protein binding, thereby ignoring

irrelevant site information and saving the screening time of drug-

protein interactions. This has contributed to experts to identify

drug-protein interactions.

To further demonstrate the feature extraction advantages of

deep models, we performed a multiclass prediction experiment

on the Davis and KIBA datasets, and the results are shown in

Table 3. The Davis and KIBA datasets possess continuous values,

and the pKd values of Davis and the scores of KIBA are

distributed as shown in Figure 4. We found their meansμ and

variances σ according to the relationship between the mean and

variance. We divided the data into five categories: [μ − σ, μ + σ],
[μ − 2σ, μ + 2σ], [μ − 3σ, μ + 3σ], [μ − 4σ, μ + 4σ], and other.
According to our model, the classification effect of the test was

relatively objective, and the ACC and AUC reached 0.850/

0.705 and 0.841/0.813 on the Davis and KIBA datasets,

respectively. AUC is the best on both Davis and KIBA

datasets. ACC is lower on Davis dataset due to uneven data

distribution and less data, which may affect our results. The

results show that the proposed model is robust.

Conclusion

In this work, we propose a model based on VAEs and

attention mechanisms to predict DPIs. The high-level features

of drugs and proteins are further extracted by a CNN and an

attention mechanism. Experiments show that our method

outperforms some base methods on the testing datasets and

illustrates the powerful ability of deep learning to extract features.

To further verify the robustness of the model, we perform a

multiclass prediction experiment on the Davis and KIBA

datasets. The final results of the experiment yield good metric

values.

Data availability statement

Publicly available datasets were analyzed in this study. This

data can be found here: https://www.bindingdb.org/bind/index.

jsp, http://staff.cs.utu.fi/~aatapa/data/DrugTarget/, https://

wormbase.org//species/c_elegans#104–10.

TABLE 3 Multi-classification results obtained on the Davis and KIBA
datasets.

ACC AUC

Models Davis KIBA Davis KIBA

K-NN 0.854 0.777 0.581 0.574

RF 0.868 0.811 0.610 0.591

L2 0.752 0.699 0.582 0.556

SVM 0.862 0.801 0.541 0.543

Ours 0.850 0.841 0.705 0.813

The best result was highlighted in bold, while the suboptimal is denoted by underline.
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MiRNA-190a-5p promotes
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We previously screened 6 differentially expressed miRNAs in ovarian tissues of

4-vinylcyclohexene diepoxide (VCD)-treated premature ovarian failure (POF)

model in SD rats, including miRNA-190a-5p, miRNA-98-5p, miRNA-29a-3p,

miRNA-144-5p, miRNA-27b-3p, miRNA-151-5p. In this study, to investigate the

mechanisms causing the onset of POF, we first identified miRNAs with earlier

differential expression at consecutive time points in the VCD-treated rat POF

model and explored the mechanisms by which the target miRNAs promote

POF. The SD ratswere injectedwith VCD for 15 days to induce POF. Additionally,

we collected rat blood and ovaries at the same time every day for

15 consecutive days, and luteinizing hormone (LH), follicle-stimulating

hormone (FSH), Anti-Mullerian hormone (AMH), and estradiol (E2) serum

levels were detected by ELISA. Six miRNAs expression were measured in rat

ovaries by qRT-PCR. Dual-luciferase reporter gene assays were employed to

predict and verify the target gene (PHLPP1) of target miRNAs (miRNA-190a-5p).

Western blot was examined to detect the expression levels of PHLPP1, AKT,

p-AKT, FOXO3a, p-FOXO3a, and LHR proteins on the target gene PHLPP1 and

its participation in the primordial follicular hyperactivation-related pathways

(AKT-FOXO3a and AKT-LH/LHR). During the VCD modeling POF rat ovaries,

miRNA-190a-5p was the first to show significant differential expression, i.e., 6th

of VCD treating, and PHLPP1 was verified to be a direct downstream target of it.

Starting from the 6th of VCD treatment, the more significant the up-regulation

trend of miRNA-190a-5p expression, the more obvious the down-regulation

trend of PHLPP1 and LHR mRNA and protein expression, accompanied by the

more severe phosphorylation of AKT and FOXO3a proteins, thus continuously

over-activating the rat primordial follicle to promote the development of POF.

In conclusion, miRNA-190a-5p may become a potential biomarker for early

screening of POF, and it can continuously activate primordial follicles in rats by

targeting the expression of PHLPP1 and key proteins in the AKT-FOXO3a and

AKT-LH/LHR pathways.
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1 Introduction

With the change in people’s lifestyles and fertility concepts,

women’s childbearing age is moving backward, and the incidence

of infertility is increasing year by year (Harumi, 2009). According

to the World Health Organization (WTO) reported, infertility

will become the third largest disease after cancer and

cardiovascular disease (Vayena et al., 2002; Dong et al., 2021).

Meanwhile, the latest survey showed that the incidence rate of

infertility in the world is 15% to 20%, and the number of patients

ranges from 48 million to 180 million (Thoma et al., 2021).

Among them, premature ovarian failure (POF) is one of the

important pathogenic factors that cause infertility in women of

childbearing age, and it is a gynecological disease with unclear

etiology (Shelling, 2010). Most patients are found to be in a state

of POF due to menstrual disorders, amenorrhea, and infertility

(Shelling, 2010). However, at present, the onset time of POF

cannot be determined, and it has the characteristics of being

irreversible or difficult to reverse (Santoro, 2003). Thus, early

detection in the initial process of POF is an urgent medical

research problem.

With the deepening of medical research, more and more

evidence has confirmed that the over-activation of primordial

follicles is an important pathological mechanism for POF, and it

is also caused by the premature depletion of ovarian reserves

(Adhikari et al., 2013; Zhou et al., 2017; Chakravarthi et al., 2020;

Maidarti et al., 2020). Therefore, it is particularly important to

find out the regulatory factors of the over-activation of

primordial follicles to explore the mechanism of POF. Studies

have shown that a common ovarian toxic chemical, 4-

vinylcyclohexene diepoxide (VCD), accelerates ovarian failure

by specifically activating primordial follicles (Hu et al., 2006;

Fernandez et al., 2008; Kappeler and Hoyer, 2012; Lee et al.,

2017). In our previous research, we replicated the POF rat model

by VCD (Li et al., 2014), and detected 6 differentially expressed

miRNAs between POF rats and normal rats by rat genome-wide

miRNA expression profile technology, including miRNA-190a-

5p, miRNA-98-5p, miRNA-29a-3p, miRNA-144-5p, miRNA-

27b-3p, miRNA-151-5p (Kuang et al., 2014). Then, we

speculated that the 6 differentially expressed miRNAs might

be involved in the occurrence of POF. However, it is

unknown whether these differentially expressed miRNAs are

the cause of excessive activation of primordial follicles in early

premature ovarian failure or the result of hyperactivation of

primordial follicles. Thus, this study will detect the expression of

6 miRNAs at a continuous time point from the first day of the

application of VCD to replicate the POF rat model, identify the

target miRNAs with early differential expression, and verify

whether they can induce POF.

2 Materials and methods

2.1 Animals

Twelve weeks old female Sprague-Dawley (SD) rats, weighing

200 ± 20 g, were supplied by the Liaoning Changsheng

Biotechnology Co., Ltd. (Benxi, China) and were housed in the

Heilongjiang University of Chinese Medicine with SPF conditions.

The rats were housed in a temperature (20 ± 1°C)-and humidity

(50 ± 5%)-controlled animal facility andmaintained on a 12-h light/

dark cycle and were acclimatized for 1 week before the experiment

and allowed free access to a rodent diet and tap water. All

experiments were approved by the Animal Experimental Ethical

Committee of Heilongjiang University of Chinese Medicine

(Heilongjiang, China) and performed by the Guide for the Care

and Use of Laboratory Animals.

2.2 Experimental design

Two hundred female SD rats with an estrous cycle of

5 days were selected as experimental animals, we randomly

divided them into two groups: The control groups (n = 100)

FIGURE 1
The experimental design of this study. The SD female rats
divided into two groups: The VCD-treated group and Control
group. The two group rats were sacrificed at the same time every
day (D1-D15) for 15 consecutive days. After estrous cycle
testing, the POF model rats also were collected. Each rat was
detected with serum hormone levels (E2, LH, FSH, and AMH) and
screened for early differential expression of target miRNAs from
those significantly differentially expressed on POF model rats
(miRNA-190a-5p,miRNA-98-5p, miRNA-29a-3p,miRNA-144-5p,
miRNA-27b-3p, and miRNA-151-5p). Subsequently, ovarian
tissues from rats on the 6th (D6), 10th (D10), 15th (D15), and 45th
(D45) of VCD injection were selected to detect the expression
levels of target genes of target miRNAs and mRNAs and proteins
on the primordial follicle hyperactivation signaling pathway.
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and the VCD-treated groups (n = 100). Then the rats were

intraperitoneally injected with sesame oil or sesame oil plus

VCD (80 mg/kg/day) for 15 consecutive days according to our

previous study (Kuang et al., 2014). At the same time, we

sacrificed the rats in the control group and VCD-treated group

every day (D1-D15, n = 6) for 15 consecutive days, and

collected the blood and ovaries. Then we used the vaginal

cytology method to observe the changes in the estrous cycle of

rats. After 30 consecutive days of observation, the rats with

estrous cycle disorder were taken as the POF model group rats.

After 30 days of estrous cycle testing, we also collected the

blood and ovaries of the D45 control group (n = 6) and the

VCD-treated group (n = 6) rats. At the end of the

experimental period, all rats were sacrificed by CO2

inhalation. All blood samples were centrifuged at 4,000 r/

min and 4°C for 20 min to obtain blood serum samples for

Enzyme-Linked Immunosorbent (ELISA) assays. After blood

serum collection, all the ovaries were collected. From each rat,

one ovary was rapidly frozen by liquid nitrogen and stored at

80°C for Quantitative real-time PCR (qRT-PCR), and the

other ovary was stored at −80°C for Western blot analysis

(Figure 1).

2.3 Enzyme-Linked Immunosorbent
assays (ELISA)

The levels of rat serum estradiol (E2), anti-Mullerian hormone

(AMH), follicle-stimulating hormone (FSH), and luteinizing

hormone (LH) were determined by ELISA kits (Cloud-Clone

Corp Inc. United States) following the manufacturer’s instructions.

Briefly, LH, AMH, E2 or FSH standards at a final concentration of

8000, 2666.67, 888.89, 296.30, 98.77, and 0 pg/ml, 10000, 3333.3,

1111.1, 370.4, 123.5, and 0 pg/ml, 1000, 333.33, 111.11, 37.04, 12.35,

and 0 pg/ml or 600, 200, 66.67, 22.22, 7.41, 2.4, and 0 ng/ml or diluted

rat serum were added to anti-LH, AMH, E2 or FSH antibody-coated

wells and incubated for 30 min. After washing five times, the

horseradish peroxide (HRP)-conjugated detection antibodies were

added, followed by the addition of the substrate solution. The optical

density (OD) value was determined at a wavelength of 450 nm.

TABLE 1 qRT-PCR primers of miRNAs.

Gene Forward primer sequence
[59→39]

Stem-loop primer sequence
[59→39]

Accession
ID

Primer melting
temperature
(Tm, °C)

rno-miRNA-
190a-5p

CGCGCGTGATATGTTTGA
TATA

GTCGTATCCAGTGCAGGGTCCGAGGTATTCGCACTG
GATACGACACCTAA

NR_031906 77.5

rno-miRNA-
144-5p

GCGCGGGATATCATCATA
TACT

GTCGTATCCAGTGCAGGGTCCGAGGTATTCGCACTG
GATACGACACTTAC

NR_031890 78

rno-miRNA-
27b-3p

CGGGTTCACAGTGGCTAA CCTGTTGTCTCCAGCCACAAAAGAGCACAATATTTC
AGGAGACAACAGGGCAGAAC

NR_031832 78

rno-miRNA-
29a-3p

CGGGTAGCACCATCTGAAA CCTGTTGTCTCCAGCCACAAAAGAGCACAATATTTC
AGGAGACAACAGGTAACCGA

NR_031836 77.2

rno-miRNA-
98-5p

CGGGGTGAGGTAGTAAGTTG CCTGTTGTCTCCAGCCACAAAAGAGCACAATATTTC
AGGAGACAACAGGAACAATA

NR_031855 76

rno-miRNA-
151-5p

CGGTCGAGGAGCTCACA CCTGTTGTCTCCAGCCACAAAAGAGCACAATATTTC
AGGAGACAACAGGACTAGAC

NR_031798 78

U6 CCTGCTTCGGCAGCACA 80.3

Note: Universal reverse primer in rno-miRNA-27b-3p, rno-miRNA-29a-3p, rno-miRNA-98-5p and rno-miRNA-151-5p was: CAGCCACAAAAGAGCACAAT., The other universal

reverse primer in rno-miRNA-190a-5p and rno-miRNA-144-5p was: AGTGCAGGGTCCGAGGTATT., The universal reverse primer of U6 was AACGCTTCACGAATTTGCGT.

TABLE 2 qRT-PCR primers of mRNAs.

Gene Forward primer
sequence [59→39]

Reverse primer
sequence [59→39]

Accession ID Primer melting
temperature (Tm, °C)

Product
length

Phlpp1 AGACGCCAGGTCATTCTGTG TTGACGCAGCCATCGTAAGT NM_021657.1 60 216 bp

Akt1 CAAGATGTGTATGAGAAGAAG
CTGA

GTTCACTGTCCACAC
ACTCCA

NM_033230.2 60 154 bp

Foxo3a GTCACGACAAGTTCCCCAGT AGTTTGAGGGTCTGC
TTTGCC

NM_001106395.1 60 261 bp

Lhr TCGCCCTGTCTTCCTACTCA TGGCGGAATAAAGCGTCTCG NM_012978.1 60 213 bp

Gapdh AGTGCCAGCCTCGTCTCATA GATGGTGATGGGTTTCCCGT NM_017008.3 60 248 bp
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2.4 RNA extraction and quantitative real-
time PCR (qRT-PCR)

According to the manufacturer’s instructions, total RNA was

extracted from whole ovaries by TRIzol reagent (Invitrogen,

United States) and miRNA or mRNA easy Minikit (Qiagen,

Valencia, CA, United States). In addition, RNA concentrations

were determined by NanoDrop ND-1000 spectrophotometer

(Wilmington, DE, United States).

For qRT-PCR experiments, the RNA was reverse-transcribed

into cDNA with a RevertAid First Strand cDNA Synthesis Kit

(Thermo Fisher, United States) following the manufacturer’s

instructions. Quantitative PCR reaction was run on a CFX

Connect Real-Time PCR Detection Instrument (BioRad,

United States). Expression of the selected miRNAs was

quantified by qRT-PCR, after reverse transcription with

miRNA-specific stem-loop primers. The primer sequences are

shown in Tables 1, 2 to amplify fragments. The data were

normalized to expression levels of the housekeeping genes

U6 and GAPDH, respectively, and the 2−ΔΔCT method was

used to calculate relative expression levels.

2.5 Dual-luciferase reporter gene assay

Dual-Luciferase Reporter Gene Assay Target genes of rno-

miRNA-190a-5p were predicted using target gene prediction

software miRBase (http://www.mirbase.org) and TargetScan

(http://www.targetscan.org/vert_71/). Plasmids containing

wild-type PHLPP1 Luciferase reporter gene vector (PHLPP1)

and mutant PHLPP1 Luciferase reporter gene vector (PHLPP1-

mut) were constructed. They were co-transfected with rno-miR-

190a-5p mimics or negative control (NC), respectively into

293T cells. Luciferase activity was detected by the Dual-

Luciferase Reporter Assay System (Promega, Madison, WI)

after 24 h.

2.6 Western blot analysis

Three frozen rat ovaries tissues in each group were

homogenized in RIPA buffer with 1% Phenylmethylsulfonyl

fluoride (PMSF). Then the homogenates were centrifuged at

12,000× g for 10 min, and the supernatants were collected for

western blotting. 12 µg of total protein samples were separated on

SDS-PAGE gels, transferred to PVDF membranes (0.45 μm,

Millipore, IPVH00010), and blocked with 5% non-fat milk in

TBS containing 0.1% Tween 20 (TBST). The membranes were

incubated with the following primary antibodies: anti-PHLPP1,

anti-AKT, anti-p-AKT, anti-FOXO3a, anti-p-FOXO3a, anti-

LHR and anti-GAPDH (1:1000, Abcam, United Kingdom),

diluted in TBST-5% milk at 4°C overnight. The appropriate

horseradish peroxidase-conjugated secondary antibodies were

diluted 1:1000 in TBST-5% milk and incubated for 1 h at

room temperature, and the protein bands were visualized with

enhanced chemiluminescence (ECL).

FIGURE 2
LH, FSH, AMH and E2 serum levels. (A)LH, (B)FSH, (C)AMH, and (D)E2 serum levels were detected by ELISA during the VCD-treated process (D1-
D15, D45). Data are summarized and presented as mean ± SEM from four independent experiments. *p＜0.05, **p＜0.01 and ***p＜0.001 vs.
control.
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2.7 Statistical analysis

All results are represented as a mean ± standard error of the

mean. Statistical analysis of these results was carried out by t-test

or one-way ANOVA (with LSD or Dunnett’s T3 correction for

comparison of multiple means). p values <0.05 were considered

statistically significant. All statistical analyses were done using

IBM SPSS 19.0 Software.

3 Results

3.1 Identification of miRNAs that are
differentially expressed earlier in when
VCD treatment process

We first observed the changes of E2, FSH, LH, and AMH

hormone levels in rat serum by ELISA to determine the

development of POF in rats and whether it was successfully

created or not. We found that with the increase of VCD-treated

days (D1-D15), the LH levels increased significantly increasing

the number of VCD-treatment days starting from the D6 VCD-

treated group (p < 0.05, p < 0.01, p < 0.001, Figure 2A), the FSH

level increased significantly in D15 VCD-treated group (p < 0.01,

Figure 2B), the AMH level decreased significantly in D15 VCD-

treated group (p < 0.001, Figure 2C) and there were no significant

changes in E2 level (Figure 2D). On the 45th day (D45), which is

the day to judge whether the POF animal model is successful or

not, we found that the levels of LH and FSH level were

significantly increased (p < 0.001, Figures 2A,B) and the levels

of E2 and AMH level in the VCD-treated groups were

significantly decreased (p < 0.001, Figures 2C,D).

Then we used qRT-PCR analysis in rat ovarian tissue to

observe the 6 significantly differentially expressed miRNAs

(miRNA-190a-5p, miRNA-27b-3p, miRNA-29a-3p, miRNA-

98-5p, miRNA-151-5p, and miRNA-144-5p), which were

being screened in the POF model rat ovary by our previous

research, expression level changes during VCD-treated process

(D1-D15). In this study, we found that miRNA-190a-5p was

significantly differentially up-regulated at the earliest in the

D6 VCD-treated group, with the increase of VCD-treated

days, the up-regulation trend of differential expression became

more and more significantly (p < 0.001, Figure 3A) compared

with other miRNAs, the expression of miRNA-144-5p was up-

regulated on the D15 VCD-treated group (p < 0.05, Figure 3B),

and there was no significant difference in other miRNAs (Figures

3C–F). Meanwhile, this study also verified our previous findings.

In the D45 VCD-treated group, miRNA-190a-5p, miRNA-27b-

3p, miRNA-98-5p and miRNA-151-5p were significantly up-

regulated (p < 0.001, Figures 3A,C,E,F), while miRNA-144-5p

and miRNA-29a-3p were significantly down-regulated (p <
0.001, Figures 3B,D).

3.2 miRNA-190-5p directly targets
PHLPP1 in the VCD-treating process

PHLPP1 was selected as a candidate miRNA-190a-5p target

based on bioinformatics analysis (miRBase and TargetScan). As

shown in Figure 4A, PHLPP1 was found to be a possible target

gene of rno-miRNA-190a-5p. Then, the dual-luciferase reporter

gene assay verified that miRNA-190a-5p impaired the luciferase

activity of the wild-type PHLPP1 (PHLPP1) but not the mutant

PHLPP1 3′-UTR (PHLPP1-mut) in cells (Figure 4B). The result

FIGURE 3
Screening of 6miRNAs for early differential miRNAs in the VCDmodeling process. (A)miRNA-190a-5p, (B)miRNA-144-5p, (C)miRNA-27b-3p,
(D)miRNA-29a-3p, (E)miRNA-98-5p and (F)miRNA-151-5p expression levels during VCD-treated process (D1-D15, D45) in rat ovaries tissues were
determined by qRT-PCR analysis. Data are summarized and presented as mean ± SEM from six independent experiments. *p＜0.05 and ***p＜
0.001 vs. control.
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suggested that PHLPP1 was a target of miRNA-190a-5p.We then

selected rat ovarian tissues from the VCD-treated groups on the

6th (D6), 10th (D10), 15th (D15), and 45th days (D45) to detect

the expression changes of miRNA-190a-5p and PHLPP1 mRNA

by qRT-PCR analysis. This data showed that with the increase of

VCD treating days, the expression of miRNA-190a-5p was

significantly up-regulated (p < 0.001, Figure 4C), while the

expression trend of PHLPP1 was significantly down-regulated

(p < 0.001,

4D). Taken together, all results verified that PHLPP1 was a

direct downstream target of miRNA-190-5p in POF.

3.3 MiRNA-190a-5p targeting PHLPP1 to
promote premature ovarian failure

To study the mechanism of miRNA-190a-5p to promote POF

after VCD treatment. We detected the expression level of

PHLPP1 mRNA and protein and its signaling pathway mRNAs

and proteins, including AKT, FOXO3a, and LHR in the VCD-

treated rat ovaries tissues. As shown in Figures 5, 6, with the increase

of the VCD-treated process, from the VCD-treated groups on the

6th (D6), 10th (D10), 15th (D15), and 45th days (D45), the

expression of PHLPP1 mRNA and protein in each model group

decreased, showing a significant downward trend (p < 0.05, p <
0.001, Figure 4D and Figure 6B). And the LHR mRNA and protein

expression levels decreased, showing a significant downward trend

(p < 0.001, Figure 5A, Figure 6C). We also found the AKT (AKT1)

mRNA expression was significantly decreased (p < 0.001, Figure 5B)

and the ratio between phosphorylated and non-phosphorylated

AKT protein (p-AKT/AKT) was increased, showing a significant

upward trend (p < 0.01, p < 0.001), but the difference in the

D6 VCD-treated group was not significant (Figure 6D).

Meanwhile, FOXO3a mRNA expression was significantly

decreased (p < 0.001, Figure 5C), and the ratio between

phosphorylated and non-phosphorylated FOXO3a protein

(p-FOXO3a/FOXO3a) was increased, showing a significant

upward trend (p < 0.001, Figure 6E).

4 Discussion

Premature ovarian failure (POF) is characterized by

amenorrhea, infertility, low estrogen levels, excess

FIGURE 4
MiRNA-190-5p directly targets PHLPP1 during the VCD-treating process. (A) Diagram of putative miRNA-190a-5p binding sites of PHLPP1.
Binding sequences for miRNA-190a-5p in the 3′-UTR of PHLPP1 and the mutations in the 3′-UTR of PHLPP1 are presented. (B) Luciferase activity of
the wild-type PHLPP1 3′-UTR (PHLPP1) andmutant PHLPP1 3′-UTR (PHLPP1-mut) co-transfected with miRNA-190a-5pmimics (rno-miR-190a-5p)
or negative control (NC) was measured. (C) and (D) qRT-PCR analysis of miRNA-190a-5p, PHLPP1 mRNA in rat ovaries tissues during the VCD
treating process (D6, D10, D15, and D45). Data are summarized and presented asmean ± SEM from three independent experiments. *p＜0.05 vs. NC
and ***p＜0.001 vs. control.
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gonadotropins, and a lack of mature follicles before age 40

(Okeke et al., 2013). The occurrence of POF is mainly related

to the continuous reduction of follicles in the ovary and the

abnormal development of follicles. The size of the primordial

follicles and the maintenance of the resting state determine the

speed of ovarian aging. Once the primordial follicles are

exhausted, the ovaries will be rapidly depleted after losing

their function, and the body will enter a state of menopause.

Studies have shown that 4-vinylcyclohexene diepoxie (VCD), a

common ovarian toxic chemical, accelerates ovarian failure by

specifically activating primordial follicles, and persists after drug

withdrawal characteristics of toxicity. In animal experiments, the

different stages of ovarian function from weakened to failure can

be simulated by controlling the dosage and modeling time, so it

can be widely used in the study of decreased ovarian reserve,

POF, and menopause-related diseases (Hoyer et al., 2001; Frye

et al., 2012; Kappeler and Hoyer, 2012). In addition, compared

with other modeling methods, VCD only affects gonadal tissues

such as ovaries, and hardly affects other tissues or organs

(Tamura et al., 2009). And some experiments have confirmed

that VCD can induce POF in experimental animal models

(Hoyer et al., 2001; Wright et al., 2011). Therefore, in the

early stage of our study (Kuang et al., 2014; Li et al., 2014),

VCD was used to successfully induce the POF animal model.

Based on our previous study, we still used the same approach

to establish the POF rat model in the present study. Even for the

purpose of collecting tissues during VCD modeling (i.e., during

primordial follicular hyperactivation). We tested blood samples

and collected rat ovarian tissue after sacrificing rats at

consecutive time points of VCD injection. Hormone level is

an important and sensitive indicator of ovary function. The E2,

FSH, and LH levels are classical criteria for POF (Steiner, A. Z.,

2013; Nie, X et al., 2018). Clinical studies showed that patients in

the POF group were found to have significantly higher FSH and

LH serum concentrations and lower E2 serum levels when

compared to healthy controls (Podfigurna, A et al., 2018; Qi

et al., 2022). Our hormone level results are consistent with our

previous findings (Kuang et al., 2014; Li et al., 2014). However, it

is worth noting that in our result, we found that LH was the

hormone with early differential changes in the VCD-treated

process, that is, from the 6th day of treatment. In addition,

some studies have shown that the change in LH level is an

important link to trigger follicle ovulation in the process of

follicle development (Holesh et al., 2021). Therefore, we

speculate that the abnormal change in LH level caused by

VCD modeling will damage the development of follicles and

ovulation function.

In this study, we additionally observed the changes in serum

Anti-Mullerian hormone (AMH) levels in rats during VCD-

treated days. And we found that the AMH level decreased with

the increase of VCD-treated time. Previous studies have shown

that chemicals can destroy growing follicles, which indirectly

causes a reduction in the primordial follicular pool (Wang

et al., 2019), as the destruction of growing follicles leads to a

decrease in AMH, which activates the primordial follicles, and an

increase in follicular granulosa cells to produce AMH to inhibit

FIGURE 5
MiRNA-190a-5p targets PHLPP1 to regulate the mRNA
expression levels of key genes on the primordial follicle
hyperactivation signaling pathway. (A) LHR, (B) AKT1, and (C)
FOXO3a mRNA expression during the VCD treating process
(D6, D10, D15 and D45) in rat ovaries tissues were determined by
qRT-PCR analysis. Data are summarized and presented as mean ±
SEM from three independent experiments. ***p＜0.001 vs. control.
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further primordial follicular activation (Durlinger et al., 1999).

Thus, the activation and recruitment of primordial follicles may be

accelerated in mice molded using the chemical induction method

due to the sudden loss of growing follicles (Baker et al., 2011).

Another study showed that when ovarian function is impaired and

the number of growing follicles decreases leading to a decrease in

AMH, its function of maintaining the dynamic balance between

follicular atresia and follicular recruitment decreases, which

induces the primordial follicles to be overactivated, and this

dynamic balance, if not restored, can eventually lead to POF

(Moolhuijsen and Visser, 2020). Therefore, our results speculate

that the overactivation of primordial follicles becomes more

pronounced as the days of VCD administration increase.

Hence, it is therefore important to seek novel biomarkers of

primordial follicle hyperactivation.

Based on successfully replicating the POF animal model by

VCD-treated, our previous study detected the most significantly

differentially expressed 6 miRNAs between POF and normal rats’

ovaries tissues by using the rat genome-wide miRNA expression

profile chip technology, including miRNA-190a-5p, miRNA-98-

5p, miRNA-29a-3p, miRNA-144-5p, miRNA-27b-3p and

miRNA-151-5p (Kuang et al., 2014). Other previous studies

have shown that miRNAs are involved in the maturation of

mouse oocytes and the development of follicles (Dehghan et al.,

2021). Hence, our study continuously monitored the expression

changes of these 6 miRNAs from the first day of VCD-treated and

screened out potential biomarkers that can be used in the early

stage of POF disease. In our study, we found that miRNA-190a-5p

was abnormally upregulated at the early stage of VCD injection,

i.e., the 6th day (D6), and showed a significant upward trend with

the increase of VCD-treated days. Therefore, we speculated that

miRNA-190a-5p might serve as a biomarker in the early stage of

POF. Usually, we also know that miRNAs exert their functions by

degrading mRNAs expression (Othman and Nagoor, 2019; Tian

et al., 2019). Hence, we used the publicly available databases to seek

the potential targets of miRNA-190a-5p. Previous research

reported that miRNA-190a directly inhibits the PH domain

leucine-rich repeat protein phosphatase (PHLPP) (Yu et al.,

2014). Likewise, in this study, we firstly predicted by database

and then verified that miRNA-190a-5p negatively regulates its

downstream target gene PHLPP1 at the early stage of POF,

i.e., from the 6th day of VCD-treated POF, by double-luciferase

reporter gene assay and qRT-PCR assay in rat ovarian tissues. It is

thus hypothesized that miRNA-190a-5p may play a role in

promoting premature ovarian failure by targeting PHLPP1.

PHLPP1 is a tumor suppressor protein that inactivates the

kinase AKT through Ser437 dephosphorylation (Gao et al.,

2005). A recent study showed that trivalent arsenic (A3+)

induces the expression of miR-190 in human bronchial

epithelial cells, which binds the 3′UTR of the PHLPP

transcript, decreasing PHLPP protein levels. Subsequently,

AKT activation and phosphorylation levels were increased

(Beezhold et al., 2011). In addition, in chemical environment

induced POF models, several studies have confirmed the

presence of enhanced AKT kinase signaling pathways and

lead to primordial follicular hyperactivation (Sobinoff et al.,

FIGURE 6
MiRNA-190a-5p targets PHLPP1 to regulate the protein expression levels of key genes on the primordial follicle hyperactivation signaling
pathway. (A)Western blot analysis of PHLPP1, LHR, AKT, p-AKT, FOXO3a, and p-FOXO3a during the VCD treating process (D6, D10, D15, and D45) in
rat ovaries tissues. GAPDHwas used as a negative control. (B) and (C) Protein analysis comparing the concentrations of PHLPP1 and LHRwithGAPDH
used as a loading control. (D) and (E) Protein analysis comparing the concentrations of phosphorylated and total AKT, and FOXO3awith GAPDH
used as a loading control, respectively. The ratio of phosphorylated to non-phosphorylated protein was calculated for each protein. Data are
summarized and presented as mean ± SEM from four independent experiments. *p＜0.05, **p＜0.01 and ***p＜0.001 vs. control.
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2011; Sobinoff et al., 2012). It has even been shown that after

direct or indirect activation of AKT, phosphorylated AKT can

activate phosphorylation of a series of downstream proteins

(FOXO3a, BCL-2, etc.), which can promote follicular cell

growth and proliferation (Makker et al., 2014). Moreover,

AKT activation by upstream molecules has been reported to

hyperphosphorylated FOXO3a, transport it out of the nucleus,

and stimulate primordial follicle initiation (John et al., 2008).

Therefore, FOXO3a can also be used as a marker to determine if

the primordial follicle is activated (Yan et al., 2018). Thus, in this

study, we used qRT-PCR assay and Western Blot analysis to

detect the effects of VCDmodeling on the expression of PHLPP1,

AKT, and FOXO3a mRNA and the phosphorylation levels of

AKT and FOXO3a proteins in rat ovarian tissues, and observed

that as the time of VCDmodeling increased, the expression levels

of PHLPP1 mRNA and protein decreased along with the

expression levels of AKT and FOXO3a mRNA and proteins,

while the phosphorylation levels of AKT and FOXO3a proteins

showed a significant increase. Therefore, we hypothesized that

the abnormal expression of miRNA-190a-5p was upregulated in

VCD-treated rats followed by downregulation of PHLPP1, which

further activated AKT and FOXO3a proteins on AKT-FOXO3a

signaling pathway, thus hyperactivation primordial follicles

leading to the development of POF.

As mentioned previously in this study the latest finding was

that LH was the earlier hormone to show differential changes

during the VCD-treated POF rat model and was significantly

differentially expressed almost the same day asmiRNA-190a-5p. It

has been reported that LH itself induces the expression of

luteinizing hormone receptor (LHR) and that the pulsatile

release of LH maintains the levels of LHR and steroid hormone

synthase (Plakkot et al., 2018). However, the experimental

elevation of LH levels can desensitize hormonal signaling and

lead to the downregulation of LHR expression (Dufau, 1998). It

has been shown that mutations in the LHR gene lead to abnormal

LHR function and failure to properly receive LH and stimulate

hormonal signaling to the secondmessenger, resulting in impaired

follicular maturation in the ovary, anovulation, delayed puberty,

amenorrhea, infertility, with typical POF symptoms (Dixit et al.,

2010). In addition, it has been shown that AKT knockout inmice is

less responsive to LH processing, leading to a reduction in the

number of primordial follicles in mouse ovaries (Maidarti et al.,

2020). A recent study showed that cisplatin-induced primordial

follicular hyperactivation in mice led to a significant reduction in

the number of LHR expressions during POF (Chang et al., 2015).

In our research, we found that the gene and protein expression of

LHR in rat ovarian tissues showed a decreasing trend with the

increase of VCD modeling time by qRT-PCR assay and Western

Blot analysis. Therefore, we speculate that one of the alternative

mechanisms by which VCD-induced miRNA-190a-5 promotes

POF in rats may be that VCD induces miRNA-190a-5p to

downregulate PHLPP1 after upregulation of abnormal

expression at an early stage, which subsequently activates AKT,

causing a decrease in AKT expression, leading directly or indirectly

to an abnormal elevation of LH hormone and decrease in LHR

receptor expression level, thus hyperactivation primordial follicles

and ultimately leading to POF.

5 Conclusion

In this study, we found that miRNA-190a-5p may become a

potential biomarker for early screening of POF, and it can

continuously hyperactivation primordial follicles in rats by

targeting the expression of PHLPP1 and key proteins in the

AKT-FOXO3a and AKT-LH/LHR pathways.
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RNA sequencing (RNA-seq) has become an exemplary technology in modern
biology and clinical science. Its immense popularity is due in large part to the
continuous efforts of the bioinformatics community to develop accurate and
scalable computational tools to analyze the enormous amounts of transcriptomic
data that it produces. RNA-seq analysis enables genes and their corresponding
transcripts to be probed for a variety of purposes, such as detecting novel exons or
whole transcripts, assessing expression of genes and alternative transcripts, and
studying alternative splicing structure. It can be a challenge, however, to obtain
meaningful biological signals from raw RNA-seq data because of the enormous
scale of the data as well as the inherent limitations of different sequencing
technologies, such as amplification bias or biases of library preparation. The
need to overcome these technical challenges has pushed the rapid
development of novel computational tools, which have evolved and diversified
in accordance with technological advancements, leading to the current myriad of
RNA-seq tools. These tools, combined with the diverse computational skill sets of
biomedical researchers, help to unlock the full potential of RNA-seq. The purpose
of this review is to explain basic concepts in the computational analysis of RNA-
seq data and define discipline-specific jargon.
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1 Introduction

High-throughput DNA sequencing technologies, including
next-generation sequencing and the newly emerging third-
generation sequencing, enable the gene sequences of living
organisms to be probed in a cost-effective manner (Shendure
and Ji, 2008). These sequencing technologies have also been
adapted for RNA sequencing (RNA-seq), which enables the

expression of various RNA populations, including mRNA and
total RNA, to be detected and quantified. RNA-seq has reshaped
biomedical research by expanding researchers’ ability to analyze
a vast range of biological data (Kukurba and Montgomery,
2015). To derive biological insights from RNA-seq data,
researchers need to understand the steps involved in RNA-
seq analysis and select appropriate tools to answer their
research question.

FIGURE 1
Overview of RNA-seq. RNA-seq is a process of creating short sequencing reads from RNA molecules. The steps consist of first converting the RNA
(A) into cDNA (B), then (optionally) amplifying the cDNA by PCR (C), and finally fragmenting the cDNA into short pieces (known as fragments). After the
sequencing library (D) is prepared, the fragments are used as input for next-generation sequencing (E). The resulting sequence reads contained in FASTQ
files are then aligned to a reference sequence (F). Modern high-throughput sequencing machines can generate up to 150million reads per run. The
reference sequence, shown as a pink line, is known. The goal of the alignment is to find the locus in the reference sequence with the greatest match to
each read. Reads are shown to align to the specific positions/locations and these mapped locations are recorded.
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Biomedical researchers are often tasked with using computational
methods for RNA-seq analysis, which are typically available wrapped as
software tools and packages. In this review, we provide an overview of
diverse methodologies for RNA-seq analyses that can be used to detect
novel exons and transcripts, quantify gene expression and alternative
splicing, and study alternative splicing structure. We discuss the steps
from the generation of raw data using sequencing technologies to the
effective interpretation and visualization of RNA-seq data using
mapping and quantification techniques. By summarizing the
biological and computational foundations of RNA-seq data
generation, analysis, and software development, we hope this review
will lead to a more deliberate use of existing computational tools.

2 RNA sequencing

RNA-seq uses high-throughput sequencing of nucleic acids to
determine the nucleotide sequence of RNA molecules as well as the
quantities of specific RNA species within populations of RNA
molecules. RNA-seq analysis requires specialized computational tools
that can account for the shortcomings of sequencing technologies,
including the generation of sequencing errors (Le et al., 2013), length
biases (Oshlack and Wakefield, 2009), and fragmentation (Tuerk et al.,
2017). Computational analysis of RNA-seq data has led to many
scientific advances, including novel therapeutic discoveries, detailed
understanding of genetic regulatory regions, and identification of
biomarkers and pathogenic mutations (Han et al., 2015).

Preparation of an RNA-seq library starts with extraction and
isolation of RNA from a biological sample, such as a cell line or a
frozen tissue sample. For RNA-seq performed with short-read
sequencing (see Section 2.1), the isolated RNA is reverse-
transcribed and converted into cDNA, which is then amplified by
polymerase chain reaction (PCR) and fragmented into short
sequences (either before or after PCR) (Prakash and Haeseler,
2017) (Figure 1). After the RNA molecules are processed, the
RNA-seq library becomes the input for a sequencing platform
(Kukurba and Montgomery, 2015), which generates reads
(i.e., the sequenced fragments from the RNA-seq library).

2.1 High-throughput RNA-seq technologies

High-throughput sequencing techniques can derive millions of
nucleotide sequences from an individual transcriptome (Stark et al.,
2019). These nucleotide sequences provide multifold coverage of the
whole transcriptome. High-resolution RNA-seq can identify which genes
are actively transcribed in a sample and quantify the levels at which
alternative transcripts of a gene are transcribed (Gerstein et al., 2007). The
reads generated by different sequencing technologies have lengths
ranging from hundreds of base pairs (usually referred to as short
reads) to thousands of base pairs (referred to as long reads)
(Shendure and Ji, 2008; Haas and Zody, 2010; Pollard et al., 2018).
Illumina, Nanopore, and PacBio are among the most commonly used
high-throughput sequencing platforms (Ye et al., 2015).

Illumina sequencing, considered a next-generation sequencing
technology, is based on sequencing-by-synthesis chemistry and was
first commercialized in 2006 (Shen and Shen, 2019). For Illumina
RNA-seq, isolated RNAs are reverse-transcribed into single-

stranded cDNA, which is then ligated to synthetic adapters,
immobilized on a solid surface, and amplified by PCR. Then, a
reaction mixture is added containing primers, DNA polymerase,
and modified nucleotides. The modified nucleotides have a
fluorescent label that serves as both a reversible terminator of
DNA synthesis and an indicator of which nitrogenous base the
nucleotide contains. As a new strand of DNA is synthesized using
the immobilized cDNA as a template, each incorporated nucleotide
is detected with a charge-coupled device (CCD) camera and identified
by the color of the fluorescent label. The fluorescent label is then
removed, and the next nucleotide is added in a new round of DNA
synthesis. This cycle is repeated until each base in the cDNA is
identified. The sequences of more than 10 million cDNA fragments
can be simultaneously determined in parallel using the Illumina
platform, giving rise to higher sequencing throughput compared
with other sequencing platforms (Morganti et al., 2019; Workflows
for RNA Sequencing, 2023).

Nanopore sequencing, which serves as the basis for theMinION,
GridIOn, and PromethION platforms, was first introduced in
2014 by Oxford Nanopore Technologies. Nanopore sequencing
can produce short or long reads from native DNA and RNA
fragments of any length. Nanopores are very small holes in a
membrane that can be created by pore-forming proteins or by
non-biological means. The Nanopore sequencing method
simultaneously sends an ionic current and a single strand of
DNA or RNA through a nanopore. As the ionic current passes
through each nucleotide that successively occupies the nanopore, it
undergoes disruptions that are unique to the nitrogenous base. The
patterns of disruption in the current can be interpreted to identify
each base in the DNA or RNA strand that passes through the
nanopore. Whereas short-read sequencing technologies such as
Illumina require chemical modification or PCR amplification,
Nanopore technology is capable of sequencing DNA or RNA
without these additional steps, making it a third-generation
sequencing technology (Bharagava et al., 2019).

PacBio sequencing, also known as SMRT (single-molecule, real-
time) sequencing, was introduced in 2010 and generates full-length
cDNA sequences (i.e., long reads) that characterize transcripts of
targeted genes or across entire transcriptomes. Long reads generated
by PacBio are accurate at the scale of a single molecule because they
are generated by a process of circular consensus sequencing, in
which the same cDNA is effectively read many times (Eid et al.,
2009; Vierra et al., 2021). The comparatively high sensitivity of
PacBio can be limited by external factors. For example, PacBio can
produce full-length cDNA during the library preparation step;
however, it can only generate high-quality reads if the target
cDNA is short enough to be sequenced in multiple passes.

Each sequencing technology has inherent advantages and limitations,
so no technology is best suited for all types of RNA-seq analysis (Box 1).
Short-read technologies can generate data with a lower error rate and
higher throughput than long-read technologies; however, the short-read
length makes reconstruction and quantification of the transcriptome
challenging (Korf, 2013; The RGASP Consortium et al., 2013a; The
RGASP Consortium et al., 2013b; Amarasinghe et al., 2020). Long-read
sequencing improves the accuracy of assembly (concatenation of individual
reads to reassemble the transcriptome), or can even eliminate the need for
assembly, as each read can cover an entire transcript. Long-read sequencing
can also be used to produce complete, unambiguous information about
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FIGURE 2
Alternative splicing and RNA-seq technologies. The flow of genetic information begins with DNA, which consists of introns and exons. DNA is
transcribed into pre-mRNA and then further processed into mature mRNA by splicing out the introns and leaving the exons glued together. The
mRNA is then translated into a protein. Transcripts with different arrangements of exons can be formed in a process called alternative splicing or
exon skipping. An RNA-seq read is a short sequence sampled from a transcript. Reads are generated using sequencing technologies such as
(A) the Illumina platform, which produces short reads, and the (B) Nanopore and PacBio platforms, which produce long reads. The figure depicts
two scenarios in which uniquely mapped reads are aligned to a reference transcriptome (C) and a reference genome (D), respectively. A few of the
reads are multicolored, indicating that when aligned, they span across an exon-exon junction. Some of the shorter reads (single-colored) are
aligned only to a single exon and do not span across the junction. TSS, transcription start site; TES, transcription end site.
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alternative splicing, gene structure, regulatory elements, and coding regions.
Long-read sequencing currently has a higher error rate and lower
throughput compared with short-read sequencing, however (Figure 2)
(Sedlazeck et al., 2018; DeMaio et al., 2019;Mahmoud et al., 2019). Hybrid
approaches that combine long reads and short reads can eliminate the
limitations of each separate approach and can be used to accurately
quantify and assemble known and novel transcripts (De Maio et al.,
2019; Amarasinghe et al., 2020; Berbers et al., 2020), but they also have
higher costs and more material requirements. Data gathered using
Illumina, Nanopore, and PacBio sequencing technologies can be used
to address a wide range of research areas, including transcriptome analysis,
population-scale analysis, and clinical research (Wang et al., 2021).

3 RNA-seq data science: From raw data
to effective interpretation

RNA-seq is multifaceted and can be used to uncover and
expound new insights on, for example, a dysregulated gene or
defective protein that has a downstream effect leading to a
disease state (Costa et al., 2010). Computational analysis of RNA-
seq data is central to decoding the biological complexities in the
transcriptomes of living organisms, including humans (Costa et al.,
2010). Here, we describe the major steps of computational analysis
of RNA-seq data, beginning from the processing of raw data to the
uncovering of biological insights.

3.1 Quality control of raw data

During the sequencing process, errors are introduced into reads
that can bias the results of downstream analyses. Read trimming and
data quality control to filter and assess the quality of raw reads (Yang
et al., 2013) are therefore essential after the reads have been

generated. Read trimming removes adapter sequences and
portions of reads with low accuracy, as indicated by a low
PHRED quality score (Martin, 2011; Dodt et al., 2012; Bolger
et al., 2014). In addition, computational error correction can be
applied to reduce the number of sequencing errors (Lima et al., 2020;
Mitchell et al., 2020).

4 Read alignment

Read alignment is an essential step in RNA-seq downstream
analysis. RNA-seq data typically lack information about the order
and origin of the reads, including the specific part, homolog, or
strand of the genome from which they originate. Computational
alignment of the reads to an annotated reference transcriptome
can establish where on the genome the reads originated (Figure 1)
(Brown, 2002). Alignment of the reads to a reference sequence
also reveals how many reads overlap each position on the
reference sequence, which is known as the coverage. There are
several bioinformatics tools (e.g., GenomeScope (Vurture et al.,
2017), Smudgeplot (Ranallo-Benavidez et al., 2020), and
Merqury (Rhie et al., 2020)) that can estimate the coverage
without mapping the reads to a reference sequence (Ranallo-
Benavidez et al., 2020; Rhie et al., 2020), as most of the overlap
between reads is preserved with or without the reference
sequence (Vurture et al., 2017) (Figure 1).

Alignment of RNA-seq reads to a complementary reference
sequence can help determine which transcripts are expressed and
the degree to which they are expressed, but the alignment
approach is ill-equipped to discover transcripts that are
missing from the reference sequence. Furthermore, even the
human reference transcriptome remains incomplete (Nellore
et al., 2016). Novel transcripts can be discovered by
performing de novo assembly of RNA-seq reads to generate an

Box 1 | Advantages and limitations of short and long reads
i. Error rate—Short read sequencing technologies have a lower error rate when compared to long read sequencing technologies (a, b).
ii. Throughput—The throughput of long read sequencing technologies is typically lower than the throughput of short read sequencing

technologies (c).
iii. Alignment—Short reads suffer from multi-mapping issues, whereas longer reads, by nature of having more information, can be more accurately

mapped to its origin. Due to a high error rate, pairwise alignment between the read, the reference transcriptome, and/or genome is more challenging for
long reads compared to short reads.

iv. Assemble novel transcripts—Longer reads are preferred for de novo assembly, because theymake the assembly step efficient. Most short reads do
not span the shared region or shared exon junction, making the assembly step ambiguous. Full-length transcript sequencing eliminates the need for
assembly.

v. Estimate transcripts and gene expression—Shorter reads are preferred for quantification of transcripts due to their higher throughput. However,
assigning short reads to the transcripts requires more advanced probabilistic and statistical approaches. Longer reads have lower throughput, but they
can usually cover the entire transcript and make determination of the transcript for each read a straightforward process.
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entire transcriptome without alignment to a reference sequence;
however, this can be challenging and requires large amounts of
computational time and resources (Grabherr et al., 2011) As an
alternative, RNA-seq reads can be aligned to curated databases of
known transcripts such as RefSeq (Pruitt et al., 2007), UCSC
genome browser, Ensembl, GENCODE (GENCODE, 2022), and
AceView (Larsson et al., 2005), and reads that fail to align to
known transcripts can then be aligned to a reference genome to
identify novel transcripts.

One computational challenge in aligning RNA-seq reads to a
reference genome is the handling of spliced junctions, where one
part of the read maps to the end of one exon and the rest of the
read maps to another exon, which may be located thousands of
base pairs away from the first exon. Spliced junctions are the
result of the removal of non-coding parts of a gene, called introns,
and the splicing together of the coding parts of the gene, called
exons. Genes can generate multiple mRNA transcripts through
alternative splicing. As a result, exons are combined or skipped in
different ways and have alternative start/end sites. These varying
combinations create different transcripts, known as isoforms,
from the same gene. As a biological process, alternative
splicing is evolutionarily advantageous, because it enables the
production of different protein variants from the same genetic
information (Figure 2). When genome annotations are available,
existing exon structures can be used to map reads across known
splice junctions; however, this knowledge-guided approach may
be biased towards mapping only known junctions while failing to
discover novel ones.

In cases where reads align to multiple transcripts, it might not be
possible to discern from which transcript the reads originate. Splice
alignment software packages (Wang et al., 2010; Dobin et al., 2013;
Kim et al., 2019) are designed to minimize multi-mapping by
correctly aligning reads across the exon–intron junctions of the
reference genome (Figure 2). This can be a crucial first step of
reference-guided assembly, wherein transcripts that are present in
the sample but not annotated in the reference are assembled using
the spliced read alignments to the reference.

In some instances, reads do not perfectly align with the
reference sequence but instead contain mismatches, which can
be caused either by sequencing errors or by biological variation
such as mutations (Mitchell et al., 2020). RNA-seq alignment
tools are typically equipped with a customizable threshold for
tolerating mismatches in the alignment; however, it is important
to distinguish between sequencing errors and real variation
between the transcripts and the reference sequence.
Specialized computational tools (Abate et al., 2014; Fernandez-
Cuesta et al., 2015) can identify and classify genes using strategies
such as de novo assembly (assembly of reads without alignment to
a reference sequence), identification of reads that span fusion
junctions, and filtering of gene fusion candidates based on
various criteria.

5 Quantitative analysis of gene
expression

RNA-seq enables quantitative analysis of gene expression at the
level of alternative transcripts. The sequence fragments derived from

mRNA can reveal which genes are expressed and how strongly they
are expressed. Additionally, differential expression (DE) analysis can
show how expression levels change under different conditions or
between different populations.

5.1 Estimation of transcript and gene
expression

Computational methods can estimate expression levels of
genes and transcripts by counting the number of reads that
match individual reference transcripts. Tools like HT-Seq-
count, Rcount, and featureCounts (Liao et al., 2014; Anders
et al., 2015; Schmid and Grossniklaus, 2015) are highly robust
and widely used for such analyses; however, counting-based
tools are ill-equipped to estimate the expression levels of
different isoforms of expressed genes using short reads, as
the majority of isoforms share a large percentage of exons
and cannot be uniquely assigned to individual transcripts
(Figure 2). The shorter the reads, the greater the probability
that they will match multiple transcripts. A conservative
approach to tackle this challenge is to consider only the
reads that uniquely map to a single transcript (e.g., reads
that map to transcript-specific splicing junctions or exons)
(Conesa et al., 2016). An alternative approach that utilizes a
larger fraction of the RNA-seq reads is to probabilistically
assign reads to the isoforms from which they likely
originated (Li and Dewey, 2011; Nicolae et al., 2011; Trapnell
et al., 2012; Pertea et al., 2015).

A number of approaches quantify gene expression using
complete read alignment, which requires large amounts of
computational power and time to compare each read to
reference sequences base-by-base. Pseudoalignment methods
have been developed as an alternative approach that has a
much smaller computational burden. These methods forgo the
base-by-base accuracy of alignment and determine an
approximate alignment of the reads on the genome, which is
still sufficiently accurate to quantify gene expression.
Pseudoalignment algorithms leverage a pre-compiled library of
unique k-mers (exact substrings of length k) contained in known
transcripts and assign reads to transcripts by counting the k-mer
occurrences in the reads, thus achieving up to 100 times faster
quantification compared with alignment-based methods (Bray
et al., 2016). Sailfish (the pioneer of pseudoalignment) (Patro
et al., 2014), Salmon (Patro et al., 2017), and Kallisto (Bray et al.,
2016) each utilize pseudo-alignment-based algorithms to
quantify the isoforms of expressed transcripts (Alser et al.,
2020), each providing comparable accuracy in expression
quantification. A more detailed explanation of these tools can
be found in Supplementary Material S2.

5.2 Differential gene expression analysis

After gene and transcript expression levels are estimated,
statistical approaches are employed to detect differences in
expression levels across experimental groups (e.g., different
sexes or cohorts exposed to different environmental
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conditions) (Conesa et al., 2016). Expression levels measured for
the same gene under different conditions cannot be directly
compared, as each experiment represents a statistical sample,
giving only the relative mRNA levels in comparison to the other
mRNAs present in the sample. In addition, mRNA levels change
over time, and reads can align to multiple places, making exact
quantitation difficult. The purpose of statistical testing is to
ensure that an observed change in mRNA levels is due to an
actual difference in expression between experimental
conditions.

To test whether the expression of a given gene is different
between two groups, measurements are repeated in multiple
replicates of the same experiments, and then a statistical test is
applied. Through this process, the variation in expression between
different conditions can be compared to the variation within
replicates of the same condition. Each statistical test is based on
a null hypothesis that the gene expression is the same between
groups, which is usually true for themajority of genes. The value that
indicates whether there is likely to be a true difference between
groups is called the p-value, which gives the probability of observing
a particular difference, or a more extreme difference, assuming that
the null hypothesis is true. Small p-values give strong evidence
against the null hypothesis. Genes with low p-values are considered
to be differentially expressed, and the null hypothesis is rejected for
those genes. The typical threshold for rejection of a null hypothesis is
a p-value less than 0.05, but this cutoff is arbitrary and might need to
be altered depending on how noisy the data are (Liu et al., 2006;
Glaus et al., 2012; Shastry et al., 2020).

There are two types of error associated with statistical tests: Type
I error and Type II error. A Type I error occurs if a test rejects a true
null hypothesis. A Type II error occurs if a test accepts a false null
hypothesis. The p-value indicates the probability of making a Type I
error in a given test. For example, if the p-value threshold is set at
0.05 (i.e., 5%), and 20,000 genes are being tested, then 1,000 genes
(5% · 20,000) will be wrongly considered to be differentially
expressed because of Type I errors. There are two approaches to
control Type I errors, also referred to as false positives. One
approach is to control the family-wise error or the probability
that there is at least one Type I error among all the rejected null
hypotheses. The other approach is to control the false discovery rate,
or the proportion of Type I errors among all the rejected null
hypotheses. Both approaches involve calculation of an adjusted
p-value (p-adj) for each gene, which can then be used for further
analysis (Jafari and Ansari-Pour, 2018).

It is important to account for noise which includes sources of
variation that are unrelated to the experimental variable of interest,
when performing differential expression analysis. For example,
batch effects, or confounding factors arising from samples being
tested on different days, by different laboratory technicians, or in
different laboratories (technical batch effects), can result in
unwanted differences in measured values. In addition, variation
due to intrinsic factors such as high GC content or gene body
coverage evenness (biological batch effects) can affect the
quantification of technical replicates of a sample. Existing
statistical methods can effectively detect and adjust for hidden
confounding factors (Li et al., 2014).

Other approaches to differential expression analysis that can
produce more accurate results than conventional p-adj values use

different metrics such as the minimum significant difference or
the generalized linear model (GLM) framework (McCarthy et al.,
2012), where a combination of p-values and log fold changes is
applied to identify the genes or transcripts with the most
significant differences in expression. Another alternative
approach is the probability of positive log ratio (PPLR) (Liu
et al., 2006), which was initially developed for microarray
analysis and subsequently adjusted for RNA-seq data (Glaus
et al., 2012). The PPLR uses a Bayesian hierarchical model to
express the probability that the ratio of expression levels between
two conditions is positive (i.e., the expression is upregulated in
the second condition relative to the first). A PPLR value close to
1 means there is a very high probability that a given transcript is
upregulated in the second condition (Liu et al., 2006). When the
PPLR value is close to 0, there is a very low probability of
upregulation, and consequently a high probability of
downregulation, in the second condition relative to the first.
There is no direct relation between PPLRs and p-values, as they
look at the problem from different perspectives (i.e., in the
probabilistic approach an uncertainty propagation between
successive stages of analysis is possible and desired). Both
approaches are capable of identifying large numbers of
differentially expressed genomic features. If the number of
differentially expressed features is too large, a more stringent
cutoff for statistical significance can be applied to make the
analysis more manageable.

Depending on the type of normalization performed on RNA-
seq data, machine-learning approaches can be used to identify
differentially expressed genes with classification models based on
discrete or continuous distributions. Machine learning
approaches have been used to manage, model, and categorize
biological data, enabling high-impact discoveries in the field of
biomedicine (Shastry et al., 2020). RNA-seq data are discrete in
nature. The two most common ways to normalize RNA-seq data
for machine learning-based differential expression analysis are to
model the data as a Poisson or negative binomial distribution or
transform the data to be similar to a distribution of microarray
data. The Bioconductor MLSeq (Goksuluk et al., 2019) package is
a comprehensive source of combinations of different
normalization and machine-learning methods for RNA-seq
analysis. After the data are normalized, genes or alternative
transcripts (features) can be ranked, or standard sample
classification can be performed, and the features that make the
strongest contributions to the assignment of samples to
particular groups can be extracted (Goksuluk et al., 2019).
With a deep learning approach, it is also possible to predict
differences in gene expression from histone modification signals
(Sekhon et al., 2018).

Differential expression analysis can be complemented by
expression quantitative trait loci (eQTL) analysis, which
formally compares the expression levels of a given gene
between groups with different copy numbers (0, 1, or 2) of the
minor allele. Each read alignment technique produces different
results, which may impact which genes are identified as
differentially expressed (Castel et al., 2015). The power to
detect differentially expressed genes and eQTLs depends on
the sequencing depth of the sample, the minor allele
frequency of the gene being tested, the expression level of the
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gene, and the length of the gene (McKenna et al., 2010). The
magnitude of the eQTL can be quantified by the log allelic fold
change (Hu et al., 2015), and its significance is tested using a
binomial distribution or over-dispersed generalizations
(Kumasaka et al., 2016; Knowles et al., 2017; Mohammadi
et al., 2019; Zou et al., 2019; Wang et al., 2020). Some of the
popular approaches to detect eQTLs use transformation and
linear regression models (Shabalin, 2012; Ongen et al., 2016;
Taylor-Weiner et al., 2019).

The results of differential expression analyses can be validated
using independent techniques such as quantitative PCR (qPCR),
which is statistically assessable (Skelly et al., 2011). Measurements of
gene expression obtained by qPCR are relatively similar to
measurements obtained by RNA-seq analysis, where a value can
be calculated for the concentration of a target region in a given
sample (Harvey et al., 2015; Romanel et al., 2015; Xie et al., 2019).
Additional information about quantification of RNA splicing and
splicing QTL (sQTL) analyses can be found in Supplementary
Material S3.

6 Measurement of allele-specific
expression

RNA-seq can measure allele-specific expression (ASE or
allelic expression) to uncover the cis-regulatory effects of
genetic variants (McKenna et al., 2010; Castel et al., 2015;
Raghupathy et al., 2018). ASE represents gene expression
measured independently for the paternal and maternal alleles
of a gene. In a typical RNA-seq experiment, ASE can be measured
only in genes that contain a heterozygous single-nucleotide
polymorphism (SNP) within the transcribed region. This SNP,
referred to as the aseSNP, can be used as a tag to identify reads
that originate from each copy of the gene (Figure 3).

Allelic imbalance—the ratio between paternal and maternal
allele expression—identifies genetic cis-regulatory differences
between two haplotypes. The log allelic fold change can also
be calculated to quantify the magnitude of allelic imbalance (Hu
et al., 2015). An aseSNP is not itself a regulatory variant and
should not induce an imbalanced ASE signal. However, there can
be a bias in ASE data that falsely suggests that the haplotype
carrying the reference allele for the aseSNP has slightly higher
expression across all genes. This issue, known as allelic bias or
reference bias, can be mitigated in two ways: by aligning the
RNA-seq reads to a personalized reference genome that excludes
likely biased sites (Dobin et al., 2013; van de Geijn et al., 2015;
Gao and Zhao, 2018; Kristensen et al., 2019; Ferraro et al., 2020),
or by aggregating the ASE signal from multiple aseSNPs in each
gene (Chen et al., 2021). ASE data can also be used to improve
statistical power for identifying eQTLs (Gao and Zhao, 2018;
Kristensen et al., 2019; Zou et al., 2019; Ferraro et al., 2020) and
to map the causal regulatory variants in eQTL data (Kim and
Salzberg, 2011; Gao et al., 2018; Haas et al., 2019). Furthermore,
ASE data are inherently robust to noise, so they are useful for
identifying gene-by-environment interaction effects (Li, 2013)
or the effects of rare genetic variants on gene expression to
improve diagnostic accuracy for Mendelian diseases (Hoffmann
et al., 2014; Ji et al., 2019).

7 Profiling circular RNA with RNA-seq

Circular RNA (circRNA) is a large class of RNA molecules
with a covalently closed circular structure that plays important
roles in various biological processes and metabolic mechanisms
(Wu et al., 2020). In recent years, a variety of computational tools
have been developed for circRNA study (Gao and Zhao, 2018;
Chen et al., 2021). Identification of circRNAs is based on
detection of reads spanning the circle junction, termed the
back-splice junction (BSJ). Most tools (Cheng et al., 2016;
Zhang et al., 2016; Gao et al., 2018) employ aligners
(Humphreys et al., 2019; Wu et al., 2019; Zheng et al., 2019)
to detect putative back-splicing events from fusion reads or split
alignment results, whereas other splice-aware aligners (Wang
et al., 2010; Zheng and Zhao, 2020) can align circular reads and
detect BSJs directly.

Considering that most circRNAs are derived from exonic
regions (Ji et al., 2019; Wu et al., 2020) where computational
methods cannot accurately distinguish linear and circular reads,
the BSJ read count is the most reliable measurement of circRNA
expression levels. The BSJ read count is inferred from alignment
results, and different filters and statistical strategies have been
employed to improve its accuracy and sensitivity (Mangul et al.,
2019; Zhang et al., 2020). Alternative approaches using
pseudoalignment-based tools for circRNA quantification (Li
et al., 2017) can substantially increase the computational
efficiency compared with regular alignment-based methods.
To compare the expression levels of circRNAs and their host

FIGURE 3
Measuring allele-specific expressionwith RNA-seq. RNA-seq can
be used to generate allele-specific expression (ASE) data for genes
with a heterozygous single-nucleotide polymorphism in the
transcribed region (aseSNP). The aseSNP enables sequencing
reads to be mapped to the haplotype from which they originate.
Imbalance in ASE data is a functional indicator of a cis-regulatory
difference between the two haplotypes that is driven by heterozygous
regulatory variants. Data from multiple aseSNPs can be aggregated to
improve ASE data quality. The non-coding regulatory variant depicted
here has two alleles inducing higher (H) and lower (L) expression of the
target gene.
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genes, the junction ratio, defined as the ratio of BSJ reads and
linear reads mapped to the BSJ site, is often used for
comparative analysis. Several computational methods have
been developed for accurate estimation of junction ratios
(Reimers and Carey, 2006; The Comprehensive R Archive
Network, 2022). In addition, circRNAs exhibit alternative
splicing patterns, and a number of specific tools have been
developed for circular transcript assembly (Gao et al., 2016;
Zhang et al., 2016; Wu et al., 2019; Zheng et al., 2019), internal
structure visualization (Li et al., 2016; Mose et al., 2016), and
differential expression analysis (Zhang et al., 2020; The
Comprehensive R Archive Network, 2022). Several
comprehensive databases have been constructed for circRNA
annotation and prioritization analysis (Dong et al., 2018; Xia
et al., 2018; Wu et al., 2020).

8 Discussion

As technology advances, RNA-seq methods have become
increasingly popular and have revolutionized modern biology and
clinical applications, driven by continuous efforts of the
bioinformatics community to develop accurate and scalable
computational tools. In addition, advancements in sequencing
technologies have provided an unprecedented ability to analyze a
wide range of biological data, enabling new explorations of novel
and existing biological problems. To increase access to RNA-seq
methods among new users and young scientists, we provided an
overview of the fundamentals of RNA-seq and its associated
computational methods and discussed the advantages and
limitations of various applications.

Computational analysis of RNA-seq data can be used to tackle
important biological problems such as estimating gene expression
profiles across various phenotypes and conditions or detecting novel
alternative splicing on specific exons. Specialized analyses of RNA-seq
data can also help to detect changes in the concentration, function, or
localization of transcription factors that affect splicing and can cause the
onset of neurodegenerative diseases and cancers (Ozsolak and Milos,
2011; Szabo and Salzman, 2016). Some recently developed
computational tools (Xu et al., 2014; Bolotin et al., 2015; Li et al.,
2016; Mose et al., 2016; Mandric et al., 2020) are even capable of
repurposing RNA-seq data to characterize the individual adaptive
immune repertoire and microbiome (Varadhan and Roland, 2008).
Additionally, computational deconvolution can be applied to RNA-seq
data to study cell-type compositions in tissue samples (Melsted et al.,
2017; Kang et al., 2019).

The interdisciplinary nature of RNA-seq applications and
related analytic methods and software development introduces a
host of terms that can challenge researchers in the wider scientific
and medical research communities. The literature on RNA-seq
methods has traditionally assumed that readers are familiar with
the fundamental concepts of RNA-seq and related bioinformatics
analyses (Nariai et al., 2013; Srivastava et al., 2016; Zakeri et al.,
2017; Green et al., 2018; Li et al., 2018; Vaquero-Garcia et al.,
2018). These methods may require diverse computational skills
to be used effectively. A lack of computational skills can therefore
limit the ability of biomedical researchers to unlock the full
potential of RNA-seq, highlighting the need for a review that

explains basic RNA-seq concepts and defines discipline-specific
jargon.
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