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Editorial on the Research Topic 


Structural immunology of molecular innate immunity


In the early stages of the host defense response, innate immunity plays a crucial role due to its ability to promptly recognize pathogenic or danger signals through various receptors located on cell surfaces or within the cytoplasm (1). This initial recognition event is subsequently followed by signal transduction processes involving a range of adaptor and effector molecules. The primary goals of the innate immune system include identifying and eliminating invading pathogens, recruiting diverse immune cells to the infection site, and facilitating preparations for the adaptive immune response (2). Over several decades, extensive investigations have been conducted to unravel the intricacies of the innate immune system, leading to an increasingly detailed comprehension of its molecular foundations (3–5).

The Research Topic “Structural Immunology of Molecular Innate Immunity” highlights 13 recent studies that delve into the process of innate immunity at the molecular level, with a specific focus on toll-like receptor (TLR)-mediated immune responses, cGAS-STING-mediated innate immunity, GTPase-mediated antiviral processes, the structural biology of the complement system, and Janus kinase as a drug for inflammatory diseases.

Toll-like receptors (TLRs) are well-established pattern recognition receptors responsible for recognizing pathogens and triggering innate immune responses. Since their discovery, TLRs have ushered in a new era in immunology, bridging the gap between initial pathogen recognition by innate immune cells and the subsequent initiation of the adaptive immune response. Recent investigations have further revealed that TLR signaling directly controls T cell activation, proliferation, differentiation, developmental processes, and overall function, covering a wide array of physiological scenarios. Duan et al. reviewed the multifaceted roles of TLR signaling, both through direct and indirect mechanisms, in governing cell-mediated immunity. They discussed the significance of TLR signaling in the host’s defense mechanisms against a spectrum of challenges, including infectious diseases, autoimmune disorders, and cancer. Another group, Zheng and Dong, also reviewed the role of TLRs in pathogen detection in vivo. They summarized recent findings of TLRs’ contributions to the differentiation of naïve CD4+ T cells into T helper (Th) cells, initiation of immune responses, and active participation in the pathogenic mechanisms underlying autoimmune and allergic disorders.

A couple of research groups reported original research in the field of TLR biology. Wildum et al. evaluated the therapeutic effect, host immune reactions, and safety of RG7854, an oral double prodrug of a toll-like receptor 7 (TLR7) agonist, for developing medication for chronic hepatitis B (CHB). Based on their evaluation, they concluded that TLR7 agonists hold promise as immunotherapeutic avenues for achieving a functional cure in CHB patients. Jiang et al. highlighted the important role of surfactant protein D (SP-D), a well-known innate immune molecule. This study revealed that SP-D engages with the TLR4/MD-2 complex to suppress TLR4-mediated PI3K/Akt and NF-κB signaling activation within chondrocytes. These insights underscore the chondroprotective attributes of SP-D, relying on TLR4-mediated PI3K/Akt and NF-κB signaling pathways.

This Research Topic also includes four papers on cGAS-STING, a sensing axis related to innate immunity that has recently garnered significant attention. Cyclic GMP-AMP synthase (cGAS) identifies double-stranded DNA (dsDNA) from invading pathogens, initiating an interferon response by activating the downstream adaptor protein stimulator of interferon genes (STING). This represents the classic and fundamental biological role of the cGAS-STING signaling pathway, crucial for preventing the invasion of pathogenic microorganisms. Additionally, cGAS can interact with various types of nucleic acids, such as cDNA, DNA: RNA hybrids, and circular RNA, contributing to a diverse range of biological functions. A growing body of research has unveiled a significant connection between the cGAS-STING signaling pathway and autophagy, cellular senescence, antitumor immunity, inflammation, and autoimmune diseases. Wang et al. thoroughly reviewed the action mechanism of cGAS as it interacts with different types of nucleic acids, its multifaceted biological functions, and the potential for targeting this pathway to treat various diseases. Shi et al. conducted an evaluation of research on the cGAS-STING pathway, predicting the hotspots and emerging trends in the field using bibliometric analysis. This analysis revealed a shift in research focus from understanding how cGAS senses dsDNA and how cGAMP binds to STING to exploring the roles of the cGAS-STING pathway in various pathological states

The global prevalence of obesity, prediabetes, and diabetes is increasing, and these metabolic disorders are closely intertwined with neurodegenerative conditions, particularly Alzheimer’s disease and related dementias. The connection between these disorders is shaped by innate inflammatory signaling, potentially involving the early activation of the cGAS/STING pathway. Elzinga et al. uncovered acute systemic changes in metabolic and inflammatory responses, marked by impaired glucose tolerance, insulin resistance, and shifts in the composition of peripheral immune cell populations. In the central nervous system, noticeable inflammatory changes manifested as microglial activation within a pro-inflammatory environment, occurring concurrently with cGAS-STING pathway activation. Notably, experiments involving neuron-microglial co-cultures demonstrated that blocking gap junctions led to a substantial reduction in cGAS-STING activation. The research also reported on the precise downstream signaling events of the cGAS-STING pathway. Xia et al. systematically analyzed porcine STING (pSTING), revealing its capability to induce IFN, autophagy, and apoptosis. The investigation unveiled distinct dynamics governing the three downstream events associated with pSTING, underscoring the emergence of IFN-independent triggers for autophagy and apoptosis. Furthermore, the study explored the regulatory influence of autophagy on pSTING-induced IFN and apoptosis.

The significance of GTPases in innate immunity has been highlighted by a couple of research groups. Zhang et al. presented their original research article concerning the function and mechanism of grass carp ADP ribosylation factor 1 (gcARF1) in viral infection. They confirmed that the small GTPase domain of gcARF1 is essential for promoting grass carp reovirus (GCRV) replication and infection, with the inhibition of gcARF1 GTPase activity resulting in a significant reduction in the number of VIBs. Their study demonstrated the indispensable role of gcARF1’s GTPase activity in facilitating efficient GCRV replication. Ha et al. provided insights into the activation mechanism of immunity-related GTPase B10 (IRGB10) by presenting the crystal structures of GppNHp-bound and nucleotide-free IRGB10. These structures revealed that IRGB10 exists as a monomer in both nucleotide-free and GTP binding states. Furthermore, they determined that GTP hydrolysis plays a critical role in dimer formation and subsequent oligomerization of IRGB10. Building upon these findings, they proposed a mechanistic model to explain the operational mechanism of IRGB10 during the disruption of pathogen membranes.

The complement system assumes pivotal roles in a diverse array of immune and inflammatory processes and is often implicated as a causative or exacerbating factor in various human ailments, ranging from asthma to cancer. Complement receptors consist of no fewer than eight proteins categorized into four structural classes. These receptors coordinate complement-mediated humoral and cellular effector responses, while concurrently orchestrating intricate communication between the innate and adaptive arms of immunity. Santos-Lopez et al. reviewed a comprehensive overview of the current understanding of the structural biology underpinning complement receptors and their interactions with natural agonists and pharmacological antagonists. The review accentuates fundamental principles and delineates the unresolved areas where challenges and uncertainties persist, including the identification of research gaps. In the field of the complement system, Navas-Yuste et al. reported a structural study. They successfully deciphered the X-ray crystallographic structure of the glyceraldehyde-3-phosphate dehydrogenase (GAPDH) enzyme from L. interrogans. GAPDH is an enzyme involved in glycolysis and has been shown to serve additional functions in various pathogenic organisms, bolstering their infectivity and immune evasion capabilities. With this structural information, they established the interaction between L. interrogans GAPDH and the human innate immune anaphylatoxin C5a through in vitro experiments. These findings suggest L. interrogans GAPDH as a potential immune evasion factor targeting the complement system. Additionally, Kwon provided a review on Janus kinase (JAK). The Janus kinase (JAK) family of enzymes represents a class of non-receptor tyrosine kinases crucial for phosphorylating cytokine receptors and signaling transducer and activator of transcription (STAT) proteins within the JAK-STAT signaling pathway. JAKs have emerged as attractive drug targets to counteract aberrant JAK-STAT signaling. This review delves into the multifaceted roles of JAKs within the JAK-STAT signaling pathway, providing an in-depth analysis of JAK structures and their conformational alterations critical for catalytic activity.

While advanced biological techniques have unveiled the molecular understanding of innate immunity, there is still much to learn about the molecular processes underlying innate immunity. In general, this Research Topic presents timely articles highlighting the current understanding of innate immunity at the molecular level. The authors express their gratitude to all contributors for sharing their discoveries and to the referees for their careful and insightful reviews. It is believed that the included articles will be of great interest to researchers studying innate immunity at the molecular level.
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Cyclic GMP-AMP synthase (cGAS) recognizes double-stranded DNA (dsDNA) derived from invading pathogens and induces an interferon response via activation of the key downstream adaptor protein stimulator of interferon genes (STING). This is the most classic biological function of the cGAS-STING signaling pathway and is critical for preventing pathogenic microorganism invasion. In addition, cGAS can interact with various types of nucleic acids, including cDNA, DNA : RNA hybrids, and circular RNA, to contribute to a diverse set of biological functions. An increasing number of studies have revealed an important relationship between the cGAS-STING signaling pathway and autophagy, cellular senescence, antitumor immunity, inflammation, and autoimmune diseases. This review details the mechanism of action of cGAS as it interacts with different types of nucleic acids, its rich biological functions, and the potential for targeting this pathway to treat various diseases.
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Introduction

In the 1980s, researchers already understood the correlation between bacterial DNA and immune activation in vitro (1), i.e., they knew that exposing macrophages to bacterial DNA could stimulate the expression of interferon-alpha (IFN-α) and interferon-beta (IFN-β), and induce the activation of natural killer cells and the release of interferon-gamma (IFN-γ) (1, 2). Further studies showed that the immune activation induced by bacterial DNA is related to its large number of unmethylated CpG motifs, which are different from the DNA motifs in humans and mice (3, 4). When bacteria-derived DNA invades human cells, the host will recognize its pathogen-associated molecular patterns and trigger an immune response (3, 5, 6). Similarly, when a virus infects a host cell, the nucleic acid released into the cell triggers the intracellular immune response, causing antiviral immunity (7–9). Thus, identifying nucleic acids derived from pathogens is an important task for a host cell to mount an immune response and eliminate them.

Host cells have evolved different recognition patterns for different types of nucleic acids, via various pattern recognition receptors (PRRs). PRRs include mainly Toll-like receptors (TLR) (10), NOD-like receptors (NLRs) (11), C-type lectin receptors (CLRs) (12), RIG-I-like receptors (RLRs) (13), and DNA receptors/sensors (14). Among these, DAI (15), IFI16 (16, 17), DDX41 (18), MRE11 (19), LSm14A (20), DHX9 (21), hnRNPA2B1 (22), and cGAS (23–25) are considered DNA receptors/sensors.

cGAS is a cytoplasmic nucleic acid sensor with the widest recognition ability for double-stranded DNA (dsDNA); it binds dsDNA in a manner independent of sequence specificity (23). cGAS can also recognize other types of nucleic acids that trigger other important functions dependent on its subcellular location. The classic function of cGAS is to activate the downstream adaptor protein STING to induce IFN production and release. While the cGAS-STING signaling pathway plays a critical role in resisting pathogen invasion, excessive activation of this pathway can cause chronic inflammation, autoimmune disease, and cancer. Therefore, cGAS-STING signaling must be tightly regulated.



cGAS-Mediated Signaling Pathways

cGAS-STING signaling presents an evolutionarily highly conserved mechanism of immunity (26, 27). Upon recognition of cytoplasmic DNA, cGAS uses ATP and GTP as substrates to synthesize cyclin GMP-AMP (cGAMP), which act as a second messenger to activate STING (28, 29). Activation of STING is critical for initiating the downstream immune cascade (30). Translocation of STING from the endoplasmic reticulum (ER) to the Golgi apparatus is a prerequisite condition for downstream signal transduction and transcriptional regulation of type I interferons (IFN-I). STING activation requires the palmitoylation of Cys88 and Cys91, which takes place in the Golgi (31). Palmitoylation may also promote the oligomerization of STING and the activation of TANK-binding kinase 1 (TBK1). Activated STING can recruit and activate inhibitor of nuclear factor kappa-B kinase (IKK) and TBK1, but recruiting TBK1 is not sufficient to activate interferon regulatory factor 3 (IRF3) (32). Phosphorylation of STING at Ser366 by TBK1 allows it to interact with IRF3, and facilitate TBK1 phosphorylation of IRF3 (33). Phosphorylated IRF3 forms a dimer and transfers to the nucleus, where it acts together with nuclear factor-κB (NF-κB) to initiate the expression of IFN-I and other cytokines (Figure 1) (33, 34). After STING is activated, the “unfolded protein response (UPR) motif” at the C-terminus triggers the ER stress response and autophagy by activating the formation of the Unc-51-like autophagy activating kinase (ULK1) complex and the Beclin-1-class III phosphatidylinositol-3 kinase (PI3KC3) complex (35, 36). cGAS can also trigger autophagy through direct interaction with the Beclin-1-PI3KC3 complex (37). Autophagy mediated by the cGAS-STING pathway can spread to the whole cell, helping to remove pathogenic microorganisms (38) as well as excessive inflammatory factors and cytoplasmic DNA to prevent overactivation of the inflammatory response (39). Autophagy thus acts as negative feedback mechanism to limit continuous activation of the cGAS-STING signaling pathway.




Figure 1 | The cGAS-STING signaling pathway. cGAS can recognize exogenous DNA from pathogens or self-DNA (from the mitochondria and nucleus). After cGAS recognizes DNA, it synthesizes the second messenger 2’3’-cGAMP, which activates STING. The translocation of STING from the endoplasmic reticulum to the Golgi apparatus is a prerequisite for participating in the downstream signal transduction and regulating IFN-I transcription. Activated STING can recruit and activate IKK and TBK1. TBK1 phosphorylates IRF3. Subsequently, phosphorylated IRF3 forms a dimer and translocates to the nucleus, where it acts together with NF-κB to initiate the expression of IFN-I and other immune regulatory factors.




Structural Basis for cGAS Binding dsDNA

The structure of cGAS with or without bound dsDNA has been resolved in various species (40–44). cGAS is inactive and maintains a U-shaped conformation until DNA binding induces a conformational change that remodels the enzyme active site into activated state (42, 45). Human cGAS contains 522 amino acid residues and adopts the characteristic bi-lobal fold of the nucleotidyltransferase family (42). The N-terminal lobe is a non-structural, positively charged domain, which consists of two helices and a highly twisted beta-sheet; all catalytic residues are located on the central beta-sheet (46). The C-terminal lobe is a helix bundle that contains a conserved zinc finger motif and a leucine residue (41, 46). The zinc finger motif mediates DNA binding and cGAS dimerization (46), and the leucine residue acts as a conservative structural switch that strictly regulates cGAMP production in response to dsDNA binding (41). The cleft between the N- and C-terminal lobes constitutes the substrate binding site of the enzyme (Figure 2) (42). The C-terminal domain of cGAS is highly conserved whereas the amino acid sequence homology of the N-terminal domain is low, though the residues that play decisive functional roles are relatively conserved (47).




Figure 2 | Structures of human cGAS in the apo state. Human cGAS consists of two lobes. The N-terminal lobe consists of two helices and a highly twisted beta-sheet, and the C-terminal lobe is a helix bundle, which contains a conserved zinc finger motif and a leucine residue. Between the two lobes is a large cleft, which is the catalytic site for substrate binding. In the apo state, cGAS maintains an autoinhibitory U-shaped conformation (Structure of human cGAS adopted from PDB:4KM5).



A positively charged patch, located in the groove on the backside of the substrate binding cleft, is the major DNA binding site in cGAS (44). The activation loop, containing residues 210 to 220, among which Gly212 and Ser213 are highly conserved, is located near the DNA binding surface of cGAS and undergoes a conformational change similar to a switch after DNA binding (42). Meanwhile, Asn210 is critical for the enzymatic activity of cGAS. Deamination of Asn210 affects cGAMP synthesis, but does not weaken the self-dimerization, dsDNA-binding, or nucleotide-binding activity of cGAS (48). Upon DNA binding, the DNA binding site clashes with the activation loop, causing the loop to move inward and expose the binding site to the donor substrate. In contrast, modeling of the cGAS structures bound to dsRNA shows that the activation loop inserts into the major groove of dsRNA and does not cause detectable conformational changes, which may explain why dsRNA is unable to activate cGAS (42). In addition to the conformational changes in the activation loop, DNA binding induces a reorganization of the two loops at the entrance of the catalytic site in the N-terminal lobe of cGAS (44). These conformational changes promote enzyme activation by configuring the active site for Mg2+ ion binding and enhancing accessibility of the active site to the substrate (46).



cGAS-DNA Complex and Phase Separation

cGAS and DNA binding is primarily mediated by the interaction between positively charged residues on cGAS with the sugar-phosphate backbone of DNA, which explains the lack of sequence specificity of the interaction (46, 49). cGAS-DNA binding forms a droplet structure, resulting in phase separation, the degree of which can be enhanced by increasing the N-terminal binding valence (50). Through X-ray diffraction technology, it was found that long-stranded DNA can activate cGAS better than short-stranded DNA because the cGAS-DNA interaction forms a ladder-like complex; the longer the DNA chain, the more stable the structure of the complex, which implies a correlation between DNA length and binding efficiency (51). The formation of 2:2 cGAS-DNA complex is arranged into two DNA molecules in a roughly parallel manner, such that each complex has enhanced ability to bind subsequent cGAS dimers, thereby promoting a high degree of synergy in cGAS recruitment and activation (52). Once the cGAS-DNA complex is formed, a catalytic and accessible nucleotide-binding pocket is formed, the intermediate product pppGpA is synthesized, and subsequently cGAMP is generated (40).



Cellular Localization of cGAS

cGAS was first identified as a cytoplasmic DNA sensor abundantly present in the cytoplasm of L929 and THP1 cells (23). The physical barrier between cGAS and self-DNA formed by the mitochondrial membrane and nuclear envelope is regarded as an important regulatory strategy that prevents self-DNA recognition and autoimmune activation. However, further research revealed additional subcellular localization of cGAS, including at the plasma membrane and in the nucleus (24, 25, 53–55). A recent study showed that cGAS is located in the plasma membrane through its N-terminal phosphoinositide binding domain, which selectively interacts with phosphatidylinositol 4,5-bisphosphate; cGAS lacking the N-terminal domain is mislocalized to the cytoplasmic and nuclear compartments (24). Membrane localization may help cGAS more rapidly detect viral DNA that enters cells through endocytosis, while also preventing cGAS from interacting with endogenous DNA (24). Nuclear localization of cGAS is found in epithelial cells, long-term hematopoietic stem cells (LT-HSC), and certain cancer cells (25, 54, 56, 57), and nuclear cGAS has additional functions (see below) (53, 55, 58, 59). Together, studies suggest that the cellular localization of cGAS varies greatly across cell types, which may be linked to specific functions of cGAS.

In addition, the cellular localization of cGAS appears to change during the cell cycle or under conditions of cellular stress. cGAS is mainly located in the cytoplasm during the interphase, and rapidly transfers to the chromosomes when the nuclear membrane disappears in metaphase (60). One study described that a gradual decrease in cGAS Y215 phosphorylation is accompanied by an increase in cGAS nuclear translocation in response to cell damage caused by DNA damaging agents (55). Another study found that in migrating mammalian cells, the nuclear membrane opens at a high frequency during interphase, which allows cytoplasmic cGAS translocation to chromatin (61).




A Variety of Nucleic Acid Species Are Sensed by cGAS


cGAS Recognizes Pathogen-Derived dsDNA

DNA immune recognition mediated by cGAS-STING signaling plays a vital role in preventing pathogenic microbial infection (62). cGAS recognizes pathogen-derived DNA to activate innate immunity and antiviral immune responses (63).

Herpes simplex virus 1 (HSV-1) is the first DNA virus shown to activate the cGAS-STING signaling pathway in vitro and in vivo (64, 65). In vitro, acetyltransferase KAT5 mediates cGAS acetylation upon HSV-1 infection, which enhances the affinity of cGAS binding to viral DNA and is thought to enhance antiviral immunity (66). In vivo, cGas-/- mice developed ataxia and paralysis and had a higher mortality rate upon HSV-1 infection; high titers of HSV-1 were also detected in the knockout mouse brain (67). This phenomenon has also been verified in sting-/- mice (68). In contrast, wildtype mice were less likely to develop symptoms or die after HSV-1 infection (67). In addition to HSV-1, Kaposi’s sarcoma-associated herpes virus (KSHV) can also activate the cGAS-STING signaling pathway (69). Compared with wildtype controls, cGAS or STING knockdown inhibited the expression of IFN-β in endothelial cells, and caused an increase in KSHV gene transcription and genomic copy number (69). DNA viruses such as human papillomavirus (70), cytomegalovirus (71), adenovirus (72), and vaccinia virus (73) have all been shown to activate cGAS and induce a host immune response to resist viral infection (74).

Many Gram-negative and positive bacteria can also activate the cGAS-STING signaling pathway. Listeria monocytogenes can replicate in the cytoplasm of human bone marrow cells, and its dsDNA is a major trigger of IFN-β expression dependent on IFI16, cGAS and STING (75). Neisseria gonorrhoeae induces the production of IFN through TLR4 and further enhances the IFN response by activating cGAS after it invades the cytoplasm of bone marrow-derived macrophages (76). In addition, the DNA derived from pathogenic microorganisms including Mycobacteria, Legionella, Shigella, Francisella, group B streptococcus, and Chlamydia can all be recognized by cGAS and activate STING to induce the body’s immune response to eliminate the invading pathogenic microorganisms (32).

Thus, recognizing pathogen-derived dsDNA by cGAS is a key event for the host to perceive pathogen invasion and induce a response. Although other PRRs can recognize pathogen-derived nucleic acids and activate an immune response, activation of the cGAS-STING signaling pathway plays an indispensable role in helping the host to resist pathogenic microorganism invasion.



cGAS Recognizes Plasmid DNA

Plasmid transfection is used as a transient gene delivery system to express a foreign protein in the cell. Interestingly, a study found that after cells were transfected with foreign plasmids, the ability of host cells to prevent viral infections improved, suggesting that activation of cGAS-STING signaling may ready the cell for subsequently fighting viral infections (77).

In addition, our research group found that inhibition of cGAS by gene knockout or chemical inhibition can increase transgene expression at the transcriptional level, and that this increase is negatively correlated with IFN and interferon-stimulated gene (ISG) expression (78). Thus, targeting the cGAS-STING signaling pathway is likely an effective strategy for gene therapy and nucleic acid drug development.



cGAS Recognizes Endogenous dsDNA

DNA is mainly stored in the nucleus; however, mitochondria, the organelles that supply energy to cells, also contain DNA molecules, namely mitochondrial DNA (mtDNA). Under normal circumstances, no (or little) free DNA is present in the cytoplasm and other organelles. Mitochondrial or nuclear damage caused by physical, chemical, and other factors can cause mtDNA or nuclear DNA to leak into the cytoplasm where it is recognized by cGAS, leading to the immune activation (59, 79, 80). Excessive activation of cGAS-STING signaling by endogenous dsDNA is related to the development of inflammatory and autoimmune diseases, including systemic lupus erythematosus (SLE), Aicardi-Goutières syndrome (AGS), and neurodegenerative diseases (81–83).


cGAS Recognizes dsDNA Derived From Mitochondria

Cells have many ways to maintain mitochondrial homeostasis. When mitochondria respond to stress, mtDNA is released into the cytoplasm through the Bax/Bak channel on the outer mitochondrial membrane. Subsequent activation of the mtDNA-cGAS-STING pathway induces the production of IFN-I (84).

Human mitochondrial transcription factor A (TFAM) is a type of mtDNA binding protein that controls mtDNA separation, abundance, and nucleoid structure (85). Genetic deletion of TFAM causes abnormal accumulation of mtDNA in the cytoplasm, leading to the activation of the cGAS-STING signaling pathway and production of IFN-I and ISGs (86). TDP-43, a nuclear DNA/RNA binding protein, is present in patients with Alzheimer’s disease (87) and amyotrophic lateral sclerosis (ALS) (88). The inflammatory response triggered by TDP-43 depends on the cGAS-STING signaling pathway. In ALS, after TDP-43 enters the mitochondria of neuronal cells, it triggers mtDNA release into the cytoplasm through the mitochondrial permeability transition pore (mPTP), leading to the release of inflammatory factors and IFN-I mediated by the cGAS-STING signaling pathway (Figure 3) (89). Mitochondrial DNA can also be released from dying cells, which then triggers release of pro-inflammatory factors and IFN-I that acts on hematopoietic stem cells and has a profound impact on cell function (90, 91).




Figure 3 | TDP-43 induces mtDNA leakage in ALS neuronal cells. A large amount of TDP-43 protein is present in the neuronal cells of patients with ALS, which causes mtDNA release into the cytoplasm through the mPTP pathway. mtDNA leakage in turn activates the cGAS-STING signaling pathway and induces the production of inflammatory factors.



A study conducted in a cohort of White adults found that plasma mtDNA levels gradually increased after the age of 50 years; levels of tumor necrosis factor-α (TNF-α) and interleukin-6 (IL-6) were positively associated with plasma mtDNA levels, suggesting a possible correlation between the level of blood mtDNA and age-associated mild chronic inflammation (92). Although the detailed mechanism is unclear, these pro-inflammatory and apoptotic factors may increase through the mtDNA-cGAS-STING pathway. In addition, the internalized bacterial endotoxin lipopolysaccharide activated Gasdermin D, which promotes the formation of mitochondrial pores and induces mtDNA release into the cytosol of endothelial cells (93). The released mtDNA was recognized by cGAS, leading to the synthesis of cGAMP, which suppressed endothelial cell proliferation by down-regulating the YAP1 signaling pathway (93). In the inflammatory lung injury model, cGAS deficiency can restore the regeneration capacity of endothelial cells, suggesting that targeting the Gasdermin D-activated cGAS-YAP signaling pathway may be a new strategy for restoring endothelial function after inflammatory injury (93). Furthermore, viral infection also induces mtDNA release, for example, cGAS senses the virus by detecting the release of mtDNA during dengue virus infection (94), and viroporin activity of influenza virus M2 is essential for mtDNA release into the cytosol in a MAVS-dependent manner (95). mtDNA stress promotes cGAS-dependent cytoplasmic mtDNA recognition, enhancing antiviral signaling and IFN-I responses during infection by activating STING-TBK1-IRF3 signaling (86).

Overactivation of the mtDNA-cGAS-STING axis is an important factor in inflammation caused by mtDNA leakage. Conversely, mtDNA released in response to stress in tumor cells induces autophagy-dependent ferroptosis through cGAS-STING signaling pathway activation (96). Therefore, regulating the activation of cGAS-STING in response to mtDNA leakage could be a disease treatment strategy.



cGAS Recognizes Nuclear-Derived dsDNA in the Cytoplasm

Nuclear DNA leakage, which forms micronuclei in the cytoplasm, is the main source for abnormal accumulation of cytoplasmic DNA (97). In normal cells, DNA double-strand breaks can be precisely repaired by homologous recombination to maintain genome stability and inhibit tumorigenesis (98). In contrast, widespread instability of the tumor cell genome could lead to chromosome pulverization that generates micronuclei during mitosis (99). The nuclear membrane of micronuclei is unstable and easy to rupture, causing micronucleus-derived DNA to activate cGAS and induce IFN-I (Figure 4) (100).




Figure 4 | Micronucleus-derived DNA activates the cGAS-STING signaling pathway. DNA double-strand breaks caused by physical or chemical factors during mitosis can be repaired by homologous recombination in normal cells. However, due to the instability of the cancer genome, chromosomal missegregation is often caused during mitosis, resulting in the formation of micronuclei. The nuclear membrane of these micronuclei is fragile and easily ruptured, causing the DNA to leak into the cytoplasm, which in turn activates the cGAS-STING signaling pathway.



DNA damage and the expression of senescence-associated secretory phenotype (SASP) factors, including pro-inflammatory factors, are the key signs of cellular senescence (101, 102). Once cells enter the senescence process, nuclear membrane damage occurs, causing nuclear DNA leakage. The nuclear-derived DNA activates cGAS, which in turn increases SASP expression (101). Deletion of cGAS eliminates SASP gene expression and other cellular senescence markers, suggesting a key role of cGAS in regulating the effect of DNA damage, SASP expression, and cellular senescence (101).



cGAS Enters the Nucleus to Recognize Genomic DNA

cGAS has been reported to be abundantly present in the nucleus of certain cells, including HeLa and MEF cells (103), which raises two issues that need to be addressed. First, it is unclear whether there are functional differences between nuclear-localized cGAS and cytoplasmic cGAS. Second, if nuclear-localized cGAS can also recognize DNA, what mechanism is involved? Indeed, nuclear-localized cGAS displays non-canonical functions independent of STING. One study found that cGAS slows down the replication fork by interacting with replication fork proteins in a DNA binding-dependent manner (58). Another study revealed that nuclear cGAS recruits protein arginine methyltransferase 5 to the enhancer of antiviral genes and enhances antiviral gene transcription through histone modification, thereby inducing innate immune responses (53). In addition, during DNA damage, nuclear translocation of cGAS is induced in a manner that is dependent on importin-α (55). In the nucleus, cGAS is recruited to DNA double-strand breaks and interacts with PARP1 through poly (ADP-ribose), which hinders the formation of PARP1-Timeless complex and inhibits the homologous recombination of broken double strands to promote tumorigenesis (55). In addition to the above non-canonical functions, activation of the IFN pathway by cGAS is inhibited during mitosis. Recent research revealed a critical mechanism underlying cGAS inactivation in mitosis: nuclear cGAS is tethered tightly by a salt-resistant interaction, which maintains the quiescent state of cGAS and prevents autoreactivity (25). Barrier-to-autointegration factor 1 (BAF), a chromatin-binding protein, can also inhibit cGAS activity through competitive binding with dsDNA, thereby inhibiting the formation of cGAS-DNA complexes during mitosis (104). Another study found that nuclear cGAS binds to the negatively charged acidic plaques formed by histones H2A and H2B through its second DNA binding site, which blocks the binding of cGAS and dsDNA and maintains nuclear cGAS in an inactive conformation (103, 105). In addition, two studies revealed that during mitotic entry, the CDK1-cyclin B complex hyperphosphorylates human cGAS at S305 (or mouse cGAS at S291), which inhibits its ability to synthesize cGAMP. Upon mitotic exit, type 1 phosphatase dephosphorylates cGAS to restore its DNA sensing ability (60, 106).

In summary, cells utilize several ingenious molecular mechanisms to mitigate the potential immune activation caused by the recognition of nuclear DNA by cGAS, thereby ensuring cGAS perform its biological functions normally. When these regulatory mechanisms fail, cGAS misrecognition of nuclear DNA can lead to various cellular dysfunctional processes, including cellular senescence, inflammation, and tumorigenesis (17, 97, 107–109).



cGAS Associates With Telomeric DNA

Telomeres are protective structures at the end of chromosomes that gradually shorten with cell division (110). When telomeres are shortened to the limit, DNA damage signaling will be activated, triggering replicative senescence (111). A recent study showed that cGAS binds to telomeric/subtelomeric and recruits CDK1, which blocks the recruitment of RNF8 and avoids inappropriate DNA damage repair during mitosis (111). cGAS deficiency will cause chromosome end-to-end fusion between short telomeres to form dicentric chromosomes, hindering the initiation of cellular replicative senescence, resulting in genomic instability and increasing the probability of cell cancerization (111). In addition, telomere dysfunction leads to production of extrachromosomal DNA fragments that promote autophagy by activating the cGAS-STING signaling pathway (112).

Telomerase activity is significantly elevated in cancer cells. However, there is another mechanism to maintain extrachromosomal telomere repeats (ECTR) DNA sequence in cancer cells called alternative lengthening of telomeres (ALT) (113, 114). Studies have confirmed that induction of ECTRs in normal human fibroblasts activates the cGAS-STING signaling pathway, which in turn induces IFN-β production and leads to cell proliferation defect (114). Given that IFN-β has the function of activating immunity (115), in vivo, ECTR-induced IFN-β produced by ALT-induced cancer cells may exert anticancer functions. However, cGAS and STING expression are lost in most ALT cancer cell lines (114). Therefore, specific activation of the cGAS-STING signaling pathway in ALT-induced cancers may become a new therapeutic option.




cGAS Recognizes cDNA

cGAS can also recognize cDNA (ssDNA) reverse-transcribed from HIV-1 virus, causing a cascade of immune responses and inducing IRF3 activation and IFN production; these effects are inhibited in the absence of or by knocking down cGAS-STING signaling (116, 117). A subsequent study found that ssDNA is a predominantly cytosolic DNA species in the early stage of HIV infection. Stem-loop structures in primary HIV-1 cDNA, similar to the Y-form structure, activate cGAS in a sequence-specific manner (118). These phenomena were also observed for other retroviruses, including HIV-2 (119), mouse leukemia virus, and simian immunodeficiency virus (116).

Hepatitis B virus (HBV) is an enveloped virus containing partially double-stranded DNA, belonging to the Hepadnaviridae family. The mechanism for induction of innate immunity in response to HBV has been controversial (120–122). However, a recent study showed that HBV RNA does not cause immune stimulation in immunologically active bone marrow cells, while naked HBV DNA can (123). It was shown that the relaxed circular DNA (rcDNA) produced during HBV replication can be recognized by cGAS, thereby inducing an immune response (123).

Long interspersed element-1 (LINE1) is a type of retrotransposon (124). In the human genome, the vast majority of LINE1 are silent, but their overactivation can cause a variety of age-related pathologies, such as neurodegenerative diseases and cancer (125). SIRT6 is an ADP-ribose transferase enzyme/deacetylase involved in the regulation of LINE1 (126, 127). In sirt6-/- mice, the activity of LINE1 and the levels of IFN-I were significantly increased along with many aging-related characteristics, including growth retardation and a significantly shortened lifespan (128). In vivo, the use of nucleoside reverse transcriptase inhibitors (NRTIs) to target LINE1 can significantly extend the lifespan of sirt6-/-mice; in vitro, inhibiting LINE1 with siRNA or NRTIs can eliminate IFN-I production. The number of detectable DNA damage markers in the cytoplasm is also significantly reduced (128). Interestingly, cGAS expression was also elevated in sirt6-/- MEF cells. Knockdown of cGAS in sirt6-/- MEF cells resulted in a decrease of IFN-I in the cytoplasm. Further evidence shows that cGAS can induce IFN-I by recognizing the cDNA transcribed from LINE1 (128).



Potential Functional Relationships Between cGAS and RNA


Virus-Derived RNA

Current research shows that the expression of IFNs induced by cGAS is stimulated by dsDNA, not RNA binding. The induction of IFN-β by dsRNA analogs poly(I:C) and poly(dA:dT) depends on the classic RIG-I-like receptor, not cGAS (129). Sendai virus is a known RNA virus that activates the RIG-I pathway and induces IFN-β expression, which is not affected by cGAS or STING deletion (67). However, not all RNA viruses follow the classic receptor recognition pathway. Some RNA virus infections seem to be affected by cGAS. West Nile virus is a single-stranded RNA virus, but cGas-/- mice are significantly more susceptible to infection compared to wildtype controls (130). Chikungunya virus (CHIKV) is another positive-sense single-stranded RNA virus. A study reported that the CHIKV capsid protein could induce cGAS degradation, thereby inhibiting DNA-dependent IFN-β transcription, whereas the cGAS-STING signaling pathway restrained CHIKV replication in fibroblasts and immune cells (131). Therefore, cGAS deficiency may downregulate certain antiviral genes, making cells more susceptible to some RNA viruses.

Interestingly, cGAS can recognize DNA : RNA hybrids and efficiently synthesize cGAMP in THP1 cells, although the induced cGAMP is less than that induced by dsDNA (132). In one protein-nucleic acid interaction model, RNA : DNA hybrids could bind the cGAS cleft in the same way as dsDNA, regardless of the orientation of the RNA and DNA strands. The structural comparison of dsDNA and RNA : DNA hybrids shows that they have similar double-stranded helical conformations, and their small and large grooves have similar shapes (132). Therefore, the mechanism by which RNA : DNA hybrids activate cGAS may be similar to that used by dsDNA to activate cGAS. Though the cGAS-STING signaling pathway responds to some RNA virus infections, the detailed underlying mechanism needs further investigation.



Circular RNAs (circRNAs)

circRNAs are a widespread form of non-coding RNA in eukaryotes, with tissue-specific and cell-specific expression patterns, whose biogenesis is regulated by specific cis-acting elements and trans-acting factors (133).

Under homeostasis, most hematopoietic stem cells in the bone marrow are quiescent and maintain the potential for self-renewal and differentiation (134). Disrupting the balance between self-renewal and differentiation of hematopoietic stem cells can cause bone marrow failure or hematological malignancies (135). A recent study found a circRNA derived from the D430042O09Rik gene transcript in mice, cia-cGAS, regulates the long-term homeostasis of hematopoietic stem cells (57). cia-cGAS is highly expressed in the nucleus of LT-HSC. IFN-I expression is increased in the bone marrow of cia-cGAS deficient mice, which in turn causes hematopoietic stem cells to exit the G0 phase and enter the active phase until exhaustion (57). Under homeostasis, cia-cGAS binds to cGAS in the nucleus, inhibits its enzymatic activity, and protects LT-HSC in the dormant phase from cGAS-mediated “cell exhaustion”. Furthermore, the binding affinity of cia-cGAS to cGAS is stronger than self-DNA to cGAS, which inhibits the production of IFN-I mediated by cGAS in LT-HSC, thereby maintaining the steady-state of LT-HSC (57).

This study provided an interesting new avenue for exploring the correlation and interaction between cGAS and circRNA, suggesting a potential new function of cGAS that is distinct from its role as a DNA sensor.





cGAS Signaling in Cellular Dysfunction


cGAS Signaling and Cellular Senescence

Cellular senescence is a state of irreversible growth arrest caused by various factors including oxidative stress, oncogenic stress, and telomere shortening. Although the causes and phenotypes of cellular senescence are diverse, a persistent DNA damage response is considered to be an important feature of cellular senescence (136).

Multiple studies provide strong evidence that cGAS plays an important role in promoting cellular senescence (101, 137, 138). With successive passaging of primary MEFs, most of the cells eventually senesce, and only a small fraction overcome the growth crisis and become immortal. Indepth studies have found that cGAS deletion accelerates the spontaneous immortalization of MEF cells, because the absence of cGAS eliminates SASP induced by spontaneous immortalization or DNA damaging agents (101). In addition, cGAS is activated by cytosolic chromatin fragments in senescent cells, which triggers the production of SASP factors through STING, thereby promoting paracrine senescence (137). These studies provided new insight into the mechanism of cellular senescence by establishing the cGAS-STING signaling pathway as an intermediate bridge between senescence and the SASP.



cGAS Signaling and Inflammation

The aberrant activation of the cGAS-STING signaling pathway has been implicated in a variety of inflammatory diseases.

Myocardial infarction (MI) involves a strong inflammatory response in related tissues. One study found that cGAS activation by self-DNA from apoptotic cells is the main cause of MI-related IFN-I production (139). In this model, ischemic myocardial injury causes cardiomyocyte damage and nucleic acid release, which activates the cGAS-STING axis. Compared to wildtype littermates, the survival rate of cGAS-deficient mice after MI is significantly higher, with the mice also showing reduced pathological remodeling including ventricular rupture, enhanced angiogenesis, and maintenance of myocardial contractile function (140).

Aicardi-Goutières syndrome (AGS) is a rare genetic disease characterized by systemic inflammation that most commonly affects the brain and skin. Patients with this disease often develop severe physical and mental disorders, chronic aseptic lymphocytosis, and elevated IFN-I levels (82). Studies have confirmed that the loss-of-function mutation of trex1 exonuclease is related to the development of AGS (141, 142). Similar to human AGS patients, trex1-deficient mice develop autoimmune disorders and fatal inflammatory phenotypes associated with high expression of ISGs (143, 144), which can be rescued by cGAS gene knockout (145). Elevated cGAMP can be detected in tissues from trex1-/- mice, demonstrating that cGAS is activated in these mice (142).

Systemic lupus erythematosus (SLE) is a serious chronic inflammatory disease that can affect most of the body’s tissues and organs, including the skin, joints, kidneys, blood cells, and nervous system. Although the phenotype and course of SLE vary greatly, the disease is associated with a systemic increase of IFN-I and a defect in apoptotic cell clearance (81). A recent study showed that the expression of cGAS in peripheral blood mononuclear cells of patients with SLE was significantly higher than that of the control group; the higher the cGAMP level, the higher the disease activity in patients with SLE (146). Loss of trex1 can lead to accumulation of cytoplasmic DNA and the development of autoimmune diseases, including AGS and SLE. Our research group constructed trex1D18N/D18N mice, which show similar disease phenotypes as in patients with AGS and SLE. In these mice, we verified that cGAS deletion reduces multiple organ inflammation (147). Together, ours and others’ studies indicate that cGAS is a key mediator of autoimmune diseases related to trex1 dysfunction.

In conclusion, several studies strongly support a central role of the cGAS-cGAMP-STING pathway in the pathogenesis of various IFN-I-mediated inflammatory diseases. Therefore, the development of drugs that target this pathway may provide new hope for the treatment of such inflammatory diseases.



cGAS Signaling and Tumorigenesis

The link between DNA damage and cancer has long been established. While this means that cells with DNA damage will be recognized and eliminated by immune cells, genomic instability itself is an important driver of cancer. Given the importance of cGAS in the DNA recognition pathway, it plays a crucial role in both aspects of cancer. Although the activation of the cGAS-STING signaling pathway has been tested as a potential cancer immunotherapy (see Therapeutic Strategies in Tumor Immunotherapy), the potential negative tumorigenic effects of overactivation of the cGAS signaling cannot be ignored.

7,12-dimethylbenz[a]anthracene (DMBA) is a known carcinogen. It activates the cGAS-STING signaling pathway by inducing DNA breaks and promotes skin carcinogenesis in mice. Interestingly, unlike other cancer models, DMBA-treated sting-/- mice were found to be more resistant to DMBA-induced skin cancer growth (148). Brain metastatic cells contain cytoplasmic dsDNA, which activate cGAS and produce large amounts of cGAMP. The connexin 43-based functional gap junctions between cancer cells and astrocytes allow the transfer of cGAMP to astrocytes, where it activates TBK1 and IRF3 and induces the production of IFN-α and TNF-α. These cytokines activate STAT1 and NF-κB signaling pathways in brain metastatic cells to support the growth and survival of cancer cells under the pressure of chemotherapy (149). Furthermore, the DNA damage caused by etoposide, camptothecin, and H2O2 treatment can induce nuclear translocation of cGAS. The nuclear cGAS significantly suppresses the repair of DNA damage mediated by homologous recombination, and induces transformation of the damaged cells leading to tumorigenesis (55).




Therapeutic Strategies Targeting the cGAS Pathway


Therapeutic Strategies in Inflammatory Diseases

Given that the cGAS pathway is involved in a variety of inflammatory diseases, inhibitors or antagonists targeting the cGAS-STING signaling pathway are being considered as potential therapeutics. At present, a variety of effective inhibitors/antagonists of cGAS have been developed. 2-amino pyridine ring (G150) blocks the binding of dsDNA and cGAS by occupying the ATP and GTP binding active sites on cGAS (150). Suramin replaces the DNA bound to cGAS to block the downstream immune response. In vitro, adding suramin to THP1 cells can effectively reduce the expression levels of IFN-β mRNA and protein (151). RU.521 selectively binds to cGAS, thereby inhibiting cGAMP induced by dsDNA and reducing expression of IFN in a dose-dependent manner, without affecting other inflammatory pathways independent of the cGAS pathway (152). Aspirin is a common non-steroidal anti-inflammatory drug. It can acetylate cyclooxygenase, including cGAS, thereby inactivating cGAS. One study confirmed that aspirin can effectively inhibit autoimmunity induced by self-DNA in the cells of patients with AGS and AGS mouse models (153).



Therapeutic Strategies in Tumor Immunotherapy

Radiotherapy is a conventional cancer treatment method; damage of cancer cells triggers the release of pro-inflammatory factors and increases the infiltration of immune cells in the tumor (154). Studies have found that radiotherapy induces IFN-I in tumors and IFN-I receptors on immune cells (especially CD8+ T cells), which are critical to its therapeutic effectiveness (155, 156). Meanwhile, cGAS deficiency in dendritic cells (DC) is sufficient to eliminate antitumor immunity in vitro (157). Subsequent studies have shown that the cGAS-STING signaling pathway is an important contributor to antitumor immunity after radiotherapy by detecting DNA damage in tumor cells and promoting the recognition of tumor-derived DNA in immune cells (158, 159). Additional studies have shown that cGAS is essential for the antitumor effect of immune checkpoint blockade in mice (160). Antibodies against the immune checkpoint inhibitor PD1/PD-L1 can effectively slow the growth rate of mouse B16 melanoma (161). Intramuscular injection of cGAMP also inhibits the growth of melanoma and prolongs the survival of tumor-bearing mice, as cGAMP activates DC and enhances the cross-presentation of tumor-associated antigens to CD8 T cells. The combination of the PD-L1 antibodies and cGAMP has a synergistic effect beyond each treatment alone (160). These studies show that the activation of the cGAS pathway is important in anti-tumor immunotherapy; however, given that the cGAS pathway also has a tumor-promoting effect, unchecked activation of the cGAS signaling pathway in tumor cells is not a therapeutic option.




Conclusions and Future Directions

The discovery of the cGAS-STING signaling pathway provides a comprehensive functional network for activation of the dsDNA-dependent innate immune response, and plays a particularly important role in activating the immune response against DNA viruses. The cGAS-STING signaling pathway also modulates cell transfection and gene delivery, and may be harnessed to enhance the development of new antiviral therapies and nucleic acid vaccines (68, 162). However, the recognition of self-DNA by cGAS can cause various diseases, including inflammatory and autoimmune diseases, largely due to the overexpression of IFN. Therefore, inhibitors targeting cGAS may be a promising treatment approach for such diseases. Given that STING is the most important adaptor protein mediating cGAS-mediated IFN expression, inhibitors targeting STING may also have therapeutic applications (Figure 5).




Figure 5 | Disease treatment strategies targeting the cGAS-STING signaling pathway. For cancer cells with low expression of cGAS-STING, using cGAS-STING agonists to activate the pathway is one approach to restoring immune surveillance and enhancing immune cell infiltration into tumors. For autoimmune diseases and inflammatory diseases caused by overactivation of the cGAS-STING signaling pathway, blocking the pathway with cGAS-STING inhibitors may provide an effective therapeutic strategy.



At the same time, researchers have also found that the cGAS-STING signaling pathway is inhibited in various cancer cells ranging from melanoma (163) to ovarian cancer (164), and colorectal carcinoma (165). The mechanisms underlying this phenomenon have yet to be uncovered. Our group recently used zebularine (a demethylating agent) to activate the cGAS-STING signaling pathway in tumor cells (166). In our mouse tumor models, zebularine enhanced STING expression by reducing DNA methylation on the STING gene promoter. Administration of zebularine alone reduced tumor burden and extended mouse survival; its combination with cGAMP or immune checkpoint inhibitors had a synergistic anti-tumor effect (166). Thus, activating the cGAS-STING signaling pathway in tumor cells can significantly enhance tumor immunotherapy effects (Figure 5).

In addition, the ability of cGAS to sense cDNA, DNA : RNA hybrids, and circRNA, as well as the functional differences related to its subcellular localization, indicates that cGAS has multifaceted biological functions. Although no research has shown whether dsDNA, cDNA, DNA : RNA hybrids, and circRNA have similar characteristics, it is conceivable that the nucleic acid-sensing ability of cGAS may depend on the modulation of its structural flexibility and the interaction between cGAS and the elaborate structures of these different nucleic acid species.

In summary, research on cGAS has expanded our understanding of its roles, beyond a traditional cytoplasmic nucleic acid sensor, and has clarified the mechanisms that cGAS uses to recognize different types of nucleic acids. These studies have shed light on the relationship between cGAS and antiviral immunity, tumor immunity, inflammatory response, and autoimmune diseases. The cGAS-STING signaling pathway may be a promising drug target for inflammatory and autoimmune diseases or inform the design of effective nucleic acid drugs to treat various diseases.
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Innate immunity is the first defense system against invading pathogens. Toll-like receptors (TLRs) are well-defined pattern recognition receptors responsible for pathogen recognition and induction of innate immune responses. Since their discovery, TLRs have revolutionized the field of immunology by filling the gap between the initial recognition of pathogens by innate immune cells and the activation of the adaptive immune response. TLRs critically link innate immunity to adaptive immunity by regulating the activation of antigen-presenting cells and key cytokines. Furthermore, recent studies also have shown that TLR signaling can directly regulate the T cell activation, growth, differentiation, development, and function under diverse physiological conditions. This review provides an overview of TLR signaling pathways and their regulators and discusses how TLR signaling, directly and indirectly, regulates cell-mediated immunity. In addition, we also discuss how TLR signaling is critically important in the host’s defense against infectious diseases, autoimmune diseases, and cancer.
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Introduction

The innate immune system is the first line of defense against infectious pathogens and cancer by sensing and responding to the structure-conserved molecules of the pathogens (pathogen-associated molecular patterns, or PAMPs) as well as the endogenous ligands released from damaged cells (damage-associated molecular patterns, or DAMPs). The pattern recognition receptors (PRRs) are a key element of the immune system, including Toll-like receptors (TLRs), RIG-I-like receptors, Nod-like receptors (NLRs), AIM2-like receptors, C-type lectin receptors, and intracellular DNA and RNA sensors (1–3). Upon the recognition of their specific ligands from the invasive pathogens or damaged cells, PRRs initiate a variety of downstream signaling cascades, including nuclear factor kappa B (NF-κB), type I interferon (IFN) and inflammasome signaling pathways, leading to the production of corresponding proinflammatory or antiviral cytokines and chemokines (2, 4). The activation of TLR signaling is also crucial to the induction of antigen-specific adaptive immune responses by promoting the maturation of dendritic cells (DCs) and activating the adaptive immune cells for the clearance of invading pathogens (4–6).

TLRs belong to the family of Type I integral membrane glycoproteins characterized by the extracellular domains containing variable numbers of leucine-rich-repeat (LRR) motifs and a cytoplasmic Toll/interleukin 1 (IL-1) receptor (TIR) homology domain (7). Toll was identified initially as a gene controlling dorsoventral axis formation of the Drosophila embryo in the 1980s (8), and its crucial anti-fungal function in Drosophila was demonstrated in 1996 (9). The mammalian homolog of the Toll receptor (now termed TLR4) was first discovered in 1997 to play a critical role the in innate immunity by inducing the expression of inflammatory responses-related genes (10). These findings revolutionized our understanding of the immune system and triggered an explosion of research in PRRs. To date, 10 TLRs have been identified in humans (TLR1–TLR10) and 12 in mice (TLR1–TLR9 and TLR11–TLR13). TLR1–TLR10 are conserved between mice and humans, although mouse TLR10 is not functional, while TLR11–TLR13 are expressed only in mice but not in humans. These receptors are localized on the cell surface (TLR1, TLR2, TLR4, and TLR5) or in intracellular compartments, such as the endoplasmic reticulum, endosome, lysosome, or endolysosome (TLR3, TLR7, TLR8, and TLR9) (6).

Cell surface TLRs mainly recognize membrane components of the microorganisms such as lipids, lipoproteins, and proteins (2). For example, TLR4 recognizes lipopolysaccharide (LPS). TLR2 forms a heterodimer with either TLR1 or TLR6 and recognizes different PAMPs of pathogens (including lipoproteins, peptidoglycans, lipoteichoic acids, zymosan, mannan, and glycosylphosphatidylinositol-anchored mucin-like glycoproteins from Trypanosoma cruzi trypomastigotes) (11). TLR5 recognizes the flagellin of bacteria (2). Human TLR10 can homodimerize or heterodimerize with TLR1, TLR2, and TLR6 (12), and sense HIV proteins (13). Intracellular TLRs mainly recognize nucleic acids derived from pathogens or self-nucleic acids in a disease condition. TLR3 recognizes double-stranded viral RNA and self RNAs derived from damaged cells; TLR7, TLR8, and TLR13 recognize fragments of single-stranded RNA with distinct sequence preferences, and TLR7 is predominantly expressed in plasmacytoid dendritic cells (pDCs). In addition, TLR9 recognizes single-stranded DNA containing unmethylated cytidine-phosphateguanosine (CpG) motifs from bacteria or viruses (6, 14). TLR10  was recently identified to sense HIV-1 gp41 protein but its biological functions in humans haven't been fully elucidated (12, 13).

Each TLR contains a similar cytoplasmic portion known as the TIR domain, which is highly similar to that of the IL-1 receptor family. The extracellular portion of TLRs is the ectodomain, with LRRs displayed as a horseshoe-like structure. The characteristic feature of these LRRs is the consensus sequence motif—L(X2)LXL(X2)NXL(X2)L(X7)L(X2)—in which X can be any amino acid (15). The ectodomain of TLRs forms a homo- or hetero-dimer along with a co-receptor or accessory molecule to interact with their respective PAMPs or DAMPs (16). TLRs are expressed on all the innate immune cells and a large majority of non-hematopoietic cells, such as macrophages, neutrophils, DCs, natural killer cells, mast cells, basophils, eosinophil, and epithelial cells (4, 17). Importantly, TLRs can also be detected on adaptive immune cells, including T and B cells (18, 19).

Adaptive immunity consists of humoral immunity and cell-mediated immunity, which are mainly mediated by B lymphocytes and T lymphocytes, respectively. Cell-mediated immunity (also called cellular immunity) is responsible for generating a cluster of differentiation 8 (CD8)+ cytotoxic T-lymphocytes (CTLs) and an antigen-specific cluster of differentiation 4 (CD4)+ T helper (Th) cells, which help B cells produce antibodies. CTLs recognize and produce molecules that directly kill infected host cells. In contrast, Th cells release various cytokines that influence the function of other cells involved in both adaptive and innate immune responses (20). To induce efficient activation and clonal expansion of antigen-specific T cells, antigen presentation and co-stimulatory signaling are essential, which must be simultaneously provided by the antigen-presenting cells (APCs) to T cells. Importantly, the production of cytokines, expression of costimulatory molecules, and antigen-presenting activity in APCs are induced or enhanced by microbe-derived adjuvants, which are recognized by TLRs expressed on APCs and boost the APC signaling to promote activation of immune responses in T cells (21). Therefore, TLRs play a critical role in linking the innate immunity and cell-mediated immunity. This review article mainly summarizes the recent progress on TLR signaling pathways and their crucial role in cell-mediated immunity.



TLR Signaling Pathways

Innate immunity was formerly thought to be a nonspecific immune response. However, the discovery of TLRs led to the realization of the considerable specificity of innate immunity and its capability to discriminate between self and nonself (22–24). Cell surface TLRs (TLR1, TLR2, TLR4, TLR5, TLR6, and TLR11) mainly recognize microbial membrane components to induce an inflammatory response (11). By contrast, intracellular TLRs (TLR3, TLR7, TLR8, and TLR9) mainly recognize microbial nucleic acids derived from bacteria or viruses and induce Type I IFN responses and inflammatory responses. However, the misrecognition of self-nucleic acids may cause autoimmune diseases (25).

Upon binding by specific ligands, ligand-mediated dimerization of TLR ectodomains results in the coordinate dimerization of the cytosolic TIR domains of each TLR (26). Dimerized receptor TIR domains are detected by two receptor-proximal membrane adaptor proteins: the TIR domain-containing adapter protein (TIRAP; also known as MAL) (27, 28) and the TIRAP-inducing IFN-β (TRIF)-related adaptor molecule (TRAM) (29, 30). These peripheral membrane proteins survey the inner leaflets of the plasma and endosomal membranes through the actions of an N-terminal phosphoinositide binding domain of TIRAP or a bipartite localization domain of TRAM consisting of an N-terminal myristoylation motif and a phosphoinositide-binding motif (31–33).

TIRAP and TRAM can further recruit myeloid differentiation primary response protein 88 (MyD88) and TRIF, respectively (34), and stimulate the assembly of a large oligomeric scaffold called Myddosome or Triffosome (35). These supramolecular complexes consist of downstream signaling components and kinase enzymes. Increased local concentrations of signaling molecules promote the intrinsically weak allosteric interactions and initiate cytosolic signaling transduction (36). Depending on the distinct supramolecular complexes formed, TLR signaling pathways can be mainly classified as either MyD88-dependent pathways, which drive the induction of inflammatory cytokines, or TRIF-dependent pathways, which are responsible for the induction of Type I IFN as well as inflammatory cytokines (2) (Figure 1).




Figure 1 | TLR signaling pathway in innate immune cells. TLR5, TLR4, and the heterodimers of TLR2–TLR1 or TLR2–TLR6 prefer to recognize the membrane components of pathogens at the cell surface, whereas TLR3, TLR7–TLR8, and TLR9 localize to the endosomes, where they recognize the nucleic acids from both the host and foreign microorganisms. TLR4 localizes at the plasma membrane, but it is endocytosed into endosomes upon activation. Upon binding to their respective ligands, TLR signaling is initiated by dimerization of receptors, leading to the engagement of TIR domains of TLRs with TIRAP and MyD88 (or directly interact with MyD88) or with TRAM and TRIF (or directly interact with TRIF). The TLR4 signaling switches from MyD88 to TRIF once TLR4 moves to the endosomes. Engagement of MyD88 recruits the downstream signaling molecules to form Myddosome, which is based on MyD88 and contains IRAK4 and IRAK1/2. IRAK1 further activates the E3 ubiquitin ligase-TRAF6 to synthesize the K63-linked polyubiquitin chains, leading to the recruitment and activation of the TAK1 complex. The activated TAK1 further phosphorylates and activates the canonical IKK complex, ultimately leading to the activation factor NF-κB. The activation of TAK1 also leads to the activation of MAPKs, including MKK4/7 and MKK3/6, which further activate JNK and p38, respectively. The activation of IKKβ also leads to the activation of MKK1 and MKK2, which further activate ERK1/2. The activation of these MAPKs leads to some important transcription factor activations, such as CREB, AP1. These transcription factors cooperate with NF-κB to promote the induction of pro-inflammatory cytokines. Engagement of TRIF recruits the TRAF6 and TRAF3. Activated TRAF6 can recruit the kinase RIP1 and activate the TAK1 complex and IKK complex, leading to the activation of NF-κB and MAPKs. TRIF also promotes the TRAF3-dependent activation of the TBK1 and IKKϵ (originally IKKi), which further phosphorylates and activates IRF3. Among TLR7, TLR8, and TLR9 signaling in pDCs, IRF7 can bind to the Myddosome and is directly activated by IRAK1 and IKKϵ. Activation of IRF3 and IRF7 leads to the induction of Type I IFN.





MyD88-Dependent Pathway

MyD88 is the first identified member of the TIR family; it is commonly used by all the TLRs except TLR3, and it activates the NF-κB signaling pathway (11). Upon activation by specific ligands, MyD88 recruits IL-1 receptor-associated kinases (IRAK)—IRAK4, IRAK1, IRAK2, and IRAK-M—which form a complex with IRAK kinase family members, referred to as the Myddosome (37–39). During Myddosome formation, IRAK4 is activated initially by MyD88 through its N-terminal death domain, which is also contained in IRAK4. Similar to MyD88, IRAK4 is also essential for the activation of NF-κB and mitogen-activated protein kinases (MAPKs) in the MyD88-dependent pathway (40, 41). The activated IRAK4 can sequentially activate IRAK1 and IRAK2, which are then autophosphorylated at several sites (42). Although activation of both kinases is required for robust activation of TLR-induced NF-κB and MAPK signaling, the relative importance of IRAK1 and IRAK2 may differ in humans and mice (43).

Activated IRAK1 can interact with tumor necrosis factor (TNF) receptor-associated factors 6 (TRAF6), an E3 ligase that catalyzes the synthesis of Lys63 (K63)-linked polyubiquitin, resulting in activation of TRAF6. TRAF6, along with E2 ubiquitin-conjugating enzymes Ubc13 and Uev1A, generates the K63-linked polyubiquitin chains and promotes K63-linked polyubiquitination of both TRAF6 itself and IRAK1. Early studies suggested that K63-linked polyubiquitination of TRAF6 and IRAK1 might serve as a platform for activation of downstream TGFβ-activated protein kinase 1 (TAK1) or IκB kinase (IKK) (44–48). However, the direct biochemical evidence is missing and the conflicting results have been reported that ubiquitination of TRAF6 may be dispensable for the downstream protein kinase activation (49). Therefore, whether the K63-linked polyubiquitination of TRAF6 and IRAK1 can directly activate downstream protein kinases or it just serves as a marker of signaling pathway activation still requires further investigations. Recent biochemical studies revealed that the free K63 polyubiquitin chains synthesized by TRAF6 and Ubc13/Uev1A, which are not conjugated to any cellular protein, could directly activate TAK1 in vitro by binding to the novel zinc finger-type ubiquitin-binding domain of TAB2 and TAB3 (50), leading to close proximity-dependent transphosphorylation of TAK1 at Thr-187 (50, 51). However, whether and how these free polyubiquitin chains activate downstream protein kinases in vivo remains to be determined. Phosphorylated TAK1 then activates the IKK complex-NF-κB pathway and -MAPK pathway (6).

The IKK complex is comprised of the catalytic subunits IKKα and IKKβ and the regulatory subunit nuclear factor-κB essential modulator (NEMO) (also called IKKγ) (44). K63 polyubiquitin chains might bridge TAK1 to form a complex with IKK, thus allowing TAK1 to phosphorylate IKKβ through its close proximity to the IKK complex, which leads to activation of the IKK complex (52–54). Recently, Met1-linked ubiquitin dimers (also known as linear ubiquitin dimers) were shown to bind with 100-fold higher affinity to NEMO compared with K63-linked ubiquitin (55, 56), indicating that linear ubiquitination, catalyzed by the linear ubiquitin chain assembly complex (LUBAC), also contributes to the activation of IKK (57–63). The activated IKK complex can further phosphorylate the NF-κB inhibitory protein IκBα, which undergoes proteasome degradation, allowing NF-κB to translocate into the nucleus to induce proinflammatory gene expression (6).

In the MAPK pathway, the activated TAK1 simultaneously activates the MAPK family members Jun N-terminal kinases (JNKs) and p38 by inducing the phosphorylation of MAPK kinases 4/7 (MKK4/7) and MKK3/6. The IKKβ also catalyzes the phosphorylation of p105 to cause its degradation by the Skp1-Cul1-F-box ubiquitin ligase (SCFβTrCP) complex, producing p50 and releasing tumor progression locus 2 (TPL2) to activate MKK1/2, which further phosphorylates and activates extracellular signal−regulated protein kinase 1 (ERK1) and ERK2. These MAPKs then phosphorylate cyclic AMP-responsive element-binding protein (CREB) and activator protein 1 (AP-1) transcription factors consisted of a heterodimer of c-Fos and c-Jun subunits to regulate inflammatory responses (44). TAK1 is a central component of MyD88-dependent NF-κB and MAPK signaling pathways. An earlier study suggested that TAK1 is required for the activation of the NF-κB and MAPK signaling pathway in both mouse embryonic fibroblast cells, B cells and T cells (64–68). However, we found that TAK1 serves as a negative regulator in mouse neutrophils (69, 70). By contrast, TAK1 might serve as a positive regulator in human neutrophils (71), suggesting a cell type-specific role for TAK1 in TLR-induced signaling (72). Interestingly, we recently found that Tak1 deficiency in mice alters the intestinal microbiome, which can drive protective immunity against colitis and colorectal cancer (73).

Among TLR7, TLR8, and TLR9 signaling in pDCs, MyD88 also activates NF-κB signaling and interacts with interferon regulatory factor (IRF)-5 and IRF-7 for the induction of proinflammatory cytokines or Type I IFN (IFN-α and IFN-β) responses (74–76). IRF7 is highly expressed by pDCs, which can bind to the Myddosome containing IRAK4, TRAF6, TRAF3, IRAK1, and IKKα (77). IRAK1 and IKKα further phosphorylate the IRF7 protein, leading to its dissociation from the Myddosome and dimerization. The IRF7 homodimer translocates into the nucleus and drives IFNα expression (11). By contract, IRF5 is phosphorylated by IKKβ on Ser462 and contributes to proinflammatory cytokine transcription but not IFNα production (76, 78–80).



TRIF-Dependent Pathway

In macrophages and conventional DCs (cDCs), TLR3- or TLR4-induced IFN expression is not dependent on MyD88 but instead is driven by TRIF as well as the proteins TRAM and TRAF3 (29, 30, 81, 82). Upon detection of dimerized TLR4 in endosomes, TRAM is thought to interact with TRIF to induce the formation of the putative Triffosome (35), in which TRIF interacts with TRAF6 and TRAF3. Activated TRAF6 can recruit the kinase receptor-interacting protein 1 (RIP1), which in turn recruits and activates the TAK1 complex and IKK complex, leading to activation of NF-κB and MAPKs and the induction of inflammatory cytokines (6). An earlier study suggested that TRAF6 might mediate RIP1 ubiquitination (83). However, TRAF6 has also been reported to be dispensable for TRIF-dependent TLR signaling (84), suggesting that additional E3(s) might be responsible for RIP1 ubiquitination. Recently, an E3 ubiquitin ligase Peli1 was found to facilitate TRIF-dependent TLR signaling and proinflammatory cytokine production by inducing the ubiquitination of RIP1 (85), indicating that Peli1 might share a redundant role with TRAF6.

TRIF also promotes the TRAF3-dependent activation of the IKK-related kinase TANK-binding kinase 1 (TBK1). TRAF3 activates the TBK1 and inhibitor of NF-κB kinase (IKKi) along with NEMO for phosphorylation and dimerization of the IFN-inducing transcription factor IFN regulatory factor 3 (IRF3). Subsequently, the IRF3 homodimer translocates into the nucleus from the cytoplasm, where it drives the expression of Type I IFN genes and IFN-stimulated genes (ISGs) (86–88). Recently, a 39-amino-acid pLxIS motif was identified within TRIF (but not MyD88), which can be phosphorylated by TBK1. The phosphorylated motif can recruit IRF3, leading to the phosphorylation and activation of IRF3 by TBK1 (89, 90). Therefore, the TLR4 uses TRIF but not MyD88 to promote IRF3-induced IFN expression in the endosome. Unlike TLR4, TRAM cannot interact with TLR3 or regulate TLR3 signaling (29), indicating that TLR3 might directly interact with TRIF or use another sorting adaptor to link TRIF to TLR3.



TLR-Mediated Regulation of APCs

TLR-mediated activation and maturation of DCs and macrophages are critical links between innate and adaptive immunity (21). DCs are professional APCs and play a central role in inducing the activation and differentiation of naïve T cells into Th type 1 (Th1) cells, Th2 cells, and CTL effectors (91). Once DCs take up the antigen, the activated DCs can migrate to local lymphoid tissues to present the antigenic peptides on the relevant major histocompatibility complex (MHC) molecules (4). This process is regulated by recognizing pathogens via the variety of PRRs expressed by DCs. Among these PRRs, TLR family members play a critical role in generating effector T cell responses (4, 92, 93). The production of “innate” cytokines (type I IFN, IL-1, IL-6, IL-12, TNF-α), up-regulation of costimulatory molecules (CD40, CD80, and CD86), and altered expression of chemokine receptors (CCR2, CCR5, and CCR7) are the characteristics of DC maturation (21), which can be induced by ligands of TLRs, including LPS, lipoproteins, and CpG DNA (4, 75, 81, 94–96) (Figure 2).




Figure 2 | Promotion of CD4+ T cell activation by TLRs on dendritic cells. Once TLR2/4 recognize their individual ligands, they can alter the expression of chemokine receptors (CCR2, CCR5, and CCR7), leading to DC migration from the infected tissue to the draining lymph node, where naïve T cells are stimulated. TLR2/4 signaling can promote the antigen process and bind to the major histocompatibility complex II and be presented to the CD4+ T cells, thus providing the first signal for activation of the CD4+ T cells. In addition, TLR signaling triggers the up-regulation of costimulatory molecules on the cell surface of DCs, which provide the second signal to activate the antigen-specific CD4+ T cells. TLR signaling can also induce the production of cytokines such as IL-12, TNF-α in DCs. These cytokines function as “instructive” cytokines and drive the activation and differentiation of CD4+ T cells.



Moreover, TLR signals can also facilitate peptide loading onto MHC molecules or the cross-presentation of exogenous antigens for the stimulation of CD8+ T cell responses by promoting the acidification of endosomes or the fusion of MHC Class I-containing endosomes with phagosomes in DCs (97–99). In addition, LPS-induced TLR signaling can promote the redistribution of MHC Class I and II molecules to the surface of DCs (100). TLR4 activation on DCs promotes cytosolic routing of dendritic cell-specific intercellular adhesion molecule-3-grabbing non-integrin (DC-SIGN)-targeted antigens for presentation on MHC Class I and increased CD8+ T cell activation (101). Recently, TLR3, TLR4, and TLR9 ligands were reported to induce autocrine C3a receptor and C5a receptor (C3ar1/C5ar1) signaling in DCs, which causes the expansion of effector T cells and instability of regulatory T cells and contributes to T cell-dependent transplant rejection (102). IFN-γ combined with TLR ligation TLR2, TLR4, or TLR9 agonists can enhance DC activation and function to increase antigen-specific T cell responses (103).

Interestingly, TLR2 seems more critical than TLR4 in mouse DC-derived IL-10 responses to schistosome antigens (104). TLR2 signaling activation on DCs can promote higher frequency effector and memory CD4+ T cell responses than TLR4 signaling activation. The novel TLR2 agonist SUP3 also showed a heightened ability to enhance DC-mediated antigen presentation and T cell activation (105). By contrast, the TLR5 ligand flagellin was most effective at activating neonatal lung APCs by inducing significantly higher expression of maturation markers on CD103+ (cDC1) and CD11b+ (cDC2) subsets (106). Monocyte-derived DCs stimulated with TLR4 and TLR7/8 ligands induce naive allogeneic CD4+ T cells to secrete IL-10 and IFN-γ sequentially and eventually IL-17A (107). The activation of TLR9 and IL-12 pathways in CD8α+ DCs can drive CD4+ T cells to act as Th cells or induce rapid polyclonal conversion to immunosuppressive Treg during Listeria infection (108). Interestingly, although all TLRs on DCs are able to induce CD8+ T cell activation in vitro, the abilities of surface and endosomal TLRs to activate CD8+ T cells might be different in vivo. The nucleic acid recognizing endosomal TLRs potently induce CD8+ T cell activation, whereas the bacterial ligands recognizing surface TLRs were incapable of inducing CD8+ T cell priming. Moreover, surface TLRs might have a dominant effect of inhibiting CD8+ T cell expansion induced by activation of endosomal TLRs (109).

Based on the particular cell surface markers, DCs can be divided into different subsets, including myeloid DCs, pDCs, CD8α+ DCs, and CD11b+ DCs (4). Human pDCs express TLR7 and TLR9, whereas CD11c+ human myeloid DCs express TLR1, TLR2, TLR3, TLR5, TLR6, and TLR8 (110–112). Human blood monocytes express TLR1, TLR2, TLR4, and TLR5, but progressively lose these receptors and acquire the expression of TLR3 as they differentiate into mature DCs in the presence of granulocyte-macrophage colony-stimulating factor and IL-4 (113). Mice splenic DC subsets express TLR1, TLR2, TLR4, TLR6, TLR8, and TLR9, but not TLR3 (114). Interestingly, freshly isolated mouse splenic DC subsets or macrophages only express low amounts of TLR4 and do not respond to LPS stimulation. By contrast, bone marrow-derived DCs or macrophages have high expression of TLR4 and respond robustly to LPS (115).

Since different DC subsets express subset-specific PRRs, DCs are functionally heterogeneous (110, 114, 116). Different DC subsets respond to different stimuli and activate distinct signaling pathways, leading to the release of specific cytokines, which in turn determine the specific Th cell subsets that are generated and activated (117). pDCs express TLR7 and TLR9, which recognize ssRNA and CpG DNA, respectively, but pDCs do not express other TLRs that detect bacterial cell wall components. Therefore, pDCs are thought to specifically detect viral infections to induce Type I IFNs and control antiviral immunity (35, 116).



TLR-Mediated Regulation of T Cells

TLR signaling in innate immune cells indirectly regulates T cell differentiation and proliferation by promoting DC maturation and regulatory cytokine production (118). Since T cells also express different TLRs, recent studies have revealed that TLR-mediated signaling can directly regulate effector T cells and Treg cells (119).

CD4+ Th cells play a critical role in initiating and maintaining adaptive immune responses against cancer (120). CD4+ Th cells are required for the expansion and maintenance of memory CD8+ T cells (121). Naïve murine or human CD4+ T cells can express TLR2 after their stimulation (122, 123). TLR2 signaling can promote the proliferation and production of IFNγ in Th1 cells (124). Costimulation of TCR and TLR2 in naïve murine CD4+ T cells increases their differentiation to proinflammatory Th1 cells and secretion of cytokines and chemokines (122, 125). Costimulation of neonatal CD4+ T cells with TLR2 ligand and anti-CD3 also show an increased proinflammatory Th1 immune response (IFN-γ and TNF-α production) and IL-2 production (126). Moreover, TLR2 signaling on CD4+ T cells exerts a protective action by increasing the population of Mycobacterium tuberculosis Ag-specific T cells during mycobacterial tuberculosis (127).

Similarly, TLR2 signaling can also regulate the immune response of the CD8+ T cell. TLR2 agonists can enhance cell survival, proliferation, IFN-γ production, and memory cell formation of CD8+ T cells in response to a suboptimal TCR signal by reducing the threshold for costimulatory signals from APCs (128–130). The TLR2/MyD88-dependent signaling pathway in CD8+ T cells also can increase their survival, clonal expansion, and differentiation into long-lived memory T cells by activating the phosphatidylinositol 3-kinase (PI3K)-Akt pathway during vaccinia virus infection (130). Interestingly, MyD88-dependent signaling is also essential for CD4+ T cell-promoted IFN-γ production and hematopoietic progenitor cell expansion during intracellular bacterial infection (131). In addition, MyD88-dependent signaling in the host can protect against acute allogenic graft versus host disease after bone marrow transplantation (132). However, activating the MyD88 signaling pathway in donor CD4+ T cells promotes the survival and differentiation of T cells toward Th1, Tc1, and Th17. It increased the severity of graft versus host disease in a mouse model of allogeneic hematopoietic stem cell transplantation (133). MyD88-dependent signaling is also reported to promote differentiation and proliferation of CD4+ T cells toward Th17 cells by linking IL-1 and IL-23 signaling and sustaining mTOR signaling (134).

Besides TLR2, TLR4 is also expressed on CD4+ T cells, and the TLR4 ligation could enhance both the in vitro cell proliferation and survival of CD4+ T cells (135). However, the activation of TLR4 signaling could affect the phenotype and ability of CD4+ T cells to provoke the intestinal inflammation, through the induction of MAPK phosphatase 3 (MKP-3) to inhibit TCR stimulation-induced activation of ERK1/2 (136). Moreover, LPS can induce the adhesion of human T cells to fibronectin and the up-regulated expression of suppressor of cytokine signaling 3 (SOCS3), which further led to the inhibition of T cell chemotaxis toward the chemokine stromal cell-derived factor 1α (CXCL12) (137, 138). By contrast, CD4+ T cells are pathologic and contribute to an exaggerated immune activation in the mice that is absence of functional Tregs, resulting in the mortality to a nonlethal dose of LPS or Escherichia coli challenge (139). Recently, it was reported that the TLR4 expression on T cells goes down during TCR and mitogenic activation (140). However, the VIPER peptide (VP), an established inhibitor of TLR4 signaling, restores TLR4 expression and regulates the activation of naive T cell, indicating that TLR4 responses might be associated with the acute-stage T cell responses (140).

The agonist of TLR9 (CpG-ODNs) was found to promote the release of IL-8 in purified CD8+ T cells (110). Additionally, the expression of TLR7 is increased in the mesenteric lymph node CD4+ and CD8+ T cells after Schistosoma japonicum infection. The TLR7 agonist can enhance the production of IFN-γ in CD8+ T cells from mesenteric lymph node T cells in infected mice (141). Moreover, TLR7/MyD88-dependent signaling activation in CD8+ T cells can promote cellular glycolysis and enhance T cell effector functions (142). TLR3 is constitutively expressed on CD8+ T effector cells. Furthermore, the TLR3 agonist polyinosinic-polycytidylic acid [Poly (I:C)] increases IFN-γ production in Ag-specific CD8+ T cells (143). Poly (I:C) treatment significantly increases the IL-2 and IFN-γ production of chimeric antigen receptor-modified T (CAR T) cells along with improving their lytic action against tumor or cancer cells (144). CAR T cells also show an increased anti-tumor action against refractory or relapsed B cell acute lymphoblastic leukemia upon co-stimulation with TLR2 signaling by introducing the TIR domain of TLR2 into the CAR construct (145). The third-generation anti-CD19 CAR T cells incorporated with the intracellular signaling domains of CD28 and TLR2 are under clinical trial for relapsed or refractory B-cell non-Hodgkin’s lymphoma (146).



TLR-Mediated Regulation of Regulatory T Cells

Treg cells are critical for maintaining peripheral tolerance, preventing autoimmune diseases, and limiting chronic inflammatory diseases by suppressing host immune responses and inducing self-tolerance (147). CD4+ Treg cells are a small subset (5–6%) of the overall CD4+ T cell population (121). Foxp3 is a specific marker of CD4+ Treg cells in both mice and humans (148–152). In previous studies, the elevated proportion of CD4+ CD25+ Treg cells in the total CD4+ T cell population was observed in several different human cancers, including lung, breast, and ovarian tumors (153–155). We also demonstrated the presence of antigen-specific CD4+ Treg cells at tumor sites (152, 156). We showed that Treg cells could suppress the proliferation of naive CD4+ T cells and inhibit IL-2 secretion of CD4+ effector cells upon activation by tumor-specific antigens (157). In addition, we identified CD8+ Treg and γδ-TCR Treg cells in prostate and breast cancer (158, 159). Notably, the CD8+ Treg cells expressed Foxp3 molecules, while the γδ-TCR Treg cells did not. Like CD4+ Treg cells, both of these CD8+ and γδ-TCR Treg cell subtypes have immune suppression ability and inhibit anti-tumor immunity.

To abrogate Treg cell-mediated immune suppression, we sought to identify the TLR ligands that could reverse Treg cell suppressive activity. We found that Poly-G10 oligonucleotides can directly change their suppressive function in the absence of DCs. The TLR8-MyD88 signaling pathway is required to reverse Treg cell function by Poly-G oligonucleotides (158, 160). Moreover, we found that the natural ligands for human TLR8—ssRNA40 and ssRNA33, which are derived from HIV viral sequences (161)—could completely reverse the suppressive function of Treg cells, indicating that activation of the TLR8-dependent signaling pathway is critical for the reversal of Treg-suppressive functions. Besides different subsets of CD4+ Treg cells, we found that the CD8+ Treg cells and γδ-TCR Treg cells in prostate and breast cancer also express a low level of human TLR8 molecules (158, 159). Interestingly, we demonstrated that Poly-G oligonucleotide treatment could also reverse the suppressive function of CD8+ Treg cells and γδ-TCR Treg cells, suggesting that these cells might share the same TLR8/MyD88 signaling pathway-mediated mechanism with previously characterized CD4+ Treg cell subsets (158, 159).

Recent studies show that TLR8 stimulation in humans reverses Tregs’ immunosuppressive function and enhances their anti-tumor function by inhibiting glycolysis and glucose uptake (162). CD4+ T cells stimulation with TLR8 ligand ssRNA 40 in a co-culture system with ovarian cancer cells (SKOV3) inhibited the glycolysis metabolism and downregulated the percentage of Treg cells (163). Therefore, the TLR8 signaling pathway may regulate Treg by reprogramming the glycolysis metabolism. These findings raise an intriguing possibility that the activation of the TLR8 signaling pathway could block the suppressive function of different subsets of Treg cells to improve the efficacy of cancer immunotherapy.

Since TLR8 is non-functional in mice (164), Poly-G oligonucleotides cannot reverse the suppressive activity of murine Treg cells. However, recent studies showed that other TLR signaling in mice could also mediate the regulation of Treg cells. TLR2-deficient mice showed a reduced number of CD4+ CD25+ Treg cells (165). Additionally, stimulation of mouse Treg cells with TLR2 ligand Pam3Cys increased its proliferation and temporarily reversed its suppressive function (166, 167). The activation of TLR9 signaling has been reported to inhibit the immunosuppressive function of Treg through direct MyD88-dependent costimulation of effector CD4+ T cells (168). However, another study showed that human CD4+ CD25+ Treg or effector Th1 and Th2 cells did not highly express TLR9 naturally, but 25-dihydroxyvitamin D3 (1α25VitD3)—the active form of Vitamin D—could induce it (169). Stimulation of 1α25VitD3-induced IL-10–secreting Treg with TLR9 agonists showed a decreased IL-10 and IFN-γ production, indicating the reduction of their immunoregulatory function (169). In contrast, stimulation of human Treg cells with the TLR5 ligand flagellin increased rather than reversed their suppressive function (170). The TLR4 ligand LPS was also reported to induce proliferation and enhance the suppressive function of Treg cells (171).



Regulators in TLR Signaling

Uncontrolled TLR signaling activation can be harmful or even fatal (172). Therefore, the stringent and precise regulation of TLR signaling pathways is essential to maintaining immune balance in the host. In the last few years, many positive and negative regulators have been identified to control TLR-induced NF-κB signaling pathways at multiple levels through different mechanisms (173). These regulators include co-receptors, such as CD14 (174, 175); soluble receptors, such as sTLR (176, 177); transmembrane proteins, such as ST2L (178), SIGIRR (179, 180), and TRAILR (181); and intracellular regulators, such as SOCS-1 (182, 183), MyD88s (184, 185), TOLLIP (186), IRAK-M (187), A20 (188, 189), CYLD (the familial cylindromatosis tumor suppressor gene) (190–194), Nrdp1 (195), regulatory Nod proteins (196–206), TRIAD3A (207), and tripartite motif-containing proteins (TRIMs) (208). These molecules maintain the balance between activation and inhibition of TLR signaling in response to diverse PAMPs (172).

We also participated in the identification of some critical regulators of TLRs and the NF-κB signaling pathway. NLRs were originally believed to function as pathogen sensors and cellular danger signals. However, alongside other groups, we recently found that several NLRs, known as regulatory NLRs, negatively regulate TLR and RIG-I-like receptor signaling. NLR family member X1 (NLRX1) is the first NLR that was identified to negatively modulate RIG-I-mediated antiviral responses by binding to mitochondrial antiviral-signaling protein (MAVS) and disrupting RIG-I-MAVS (209). Then, we found that it could also negatively regulate TLR-induced NF-κB signaling by targeting the TRAF6 and IKKα/β-NEMO complex (199, 201). Besides NLRX1, NLR family CARD domain containing 5 (NLRC5) is another member of the NLR protein family that is recognized as a novel regulator of both adaptive and innate immune responses (210). We identified NLRC5 as a negative regulator of both NF-κB and Type I IFN signaling (196, 200, 202, 203, 206). NLRC5 inhibits IKK phosphorylation and NF-κB signaling by interacting with IKKα/β but not NEMO. NLRC5 inhibits Type I IFN signaling by targeting RIG-I/MDA5 after viral infection and blocking the RIG-I–MAVS interaction. We recently identified NLR family pyrin domain-containing 11 (NLRP11) as a regulatory NLR to attenuate TLR signaling by targeting TRAF6 for degradation via the ubiquitin ligase RNF19A (205).

Besides the NLR family, we also discovered some regulators from the LRR-containing (LRRC) family, ubiquitin-specific protease (USP) family, and tripartite motif family (TRIM) family. We found that LRRC25 negatively regulates the TLR-induced NF-κB signaling pathway by promoting p65/RelA for autophagic degradation (211). Interestingly, LRRC25 also inhibits Type I IFN signaling by targeting IFN-stimulated gene 15 (ISG15)-associated RIG-I for autophagic degradation (212). We found that USP38 could also negatively regulate TLR and RIG-I signaling through different mechanisms (213, 214). In contrast, TRIM14 functions as a positive regulator in the noncanonical NF-κB signaling pathway and cGAS- and RIG-I-mediated Type I IFN signaling pathway (215–218).



TLR-Mediated Immunity in Cancer

Deidier observed that patients infected with syphilis had remission of malignant tumors, revealing the correlation between immune system activation triggered by infection and cancer remission (219). Studies on TLRs involved in cancer have shown that TLR signaling has not only anti-tumor effects but also pro-tumor functions on carcinogenesis, which is dependent on the individual TLR and cancer type (220, 221). TLR stimulation enhances the anti-tumor immune response either through immune cells or directly targeting tumor cells to induce apoptosis. In murine models of hepatocellular carcinoma, TLR2-deficient mice showed a decrease in the expression of IFN-γ, TNF-α, (IL)-1α/β, IL-6, and Cxcl-2, which attenuate p21- and p16/pRb-dependent senescence, leading to the increased proliferation of tumor cells (222). We found that TLR8 ligand treatment suppresses prostate and breast cancer by reversing the function of CD8+ Treg cells and γδ-TCR Treg cells (160). Shanshan Qi et al. (223) generated hTLR8 mice by replacing exon 3 of mouse Tlr8 with human TLR8 to analyze the role of TLR8 in tumor progression. They found that the MC38 tumor grew slower in hTLR8 mice compared with naïve mice. hTLR8 mice also exhibit increased IFN-γ and TNF-α positive CD4+ T cells and effector T cells (223).

In addition, a synthetic bacterial lipoprotein (a TLR1/TLR2 agonist) was reported to reduce the suppressive function of Foxp3+ Treg cells and enhance the cytotoxicity of tumor-specific CTL (224). Combination treatment with the TLR1/2 ligand Pam3CSK4 and anti-CTLA4 mAb improved the anti-tumor immunity compared with anti-CTLA4 mAb alone. This study showed that TLR1/2 increased FcgR IV expression in macrophages, which led to Treg cell depletion and augmentation of T cell/Treg ratios within the tumor (225). Besides their anti-tumor effects, TLRs have also shown pro-tumor functions. Stimulation of TLR4 by LPS promoted immunosuppressive cytokine production, resulting in tumor immune evasion in lung cancer cells (226). In breast cancer, a stimulation expressed-TLR4 tumor with LPS promoted cancer cell proliferation via upregulation of IL-8 and IL-6 production (227, 228). Interestingly, TLR6 signaling was recently reported to prevent the inflammation by impacting the composition of microbiota during inflammation-induced colorectal cancer (229). Besides TLRs, MyD88 is also involved in cancer development. MyD88-dependent signaling is reported to control the expression of several key modifier genes of intestinal tumorigenesis and play a crucial role in both spontaneous and carcinogen-induced tumor development (230). Besides, diethylnitrosamine (DEN) administration induced higher serum interleukin-6 (IL-6) production in males than it did in females in DEN-induced hepatocellular carcinoma model. Further study showed that DEN exposure promoted the production of IL-6 in Kupffer cells (KCs) in a MyD88-dependent manner and depletion of MyD88 protected male mice from DEN-induced hepatocarcinogenesis (231). In the activated B-cell-like (ABC) subtype of diffuse large B-cell lymphoma (DLBCL), MyD88 L265P is reported to contribute to the constitutive NF-κB and JAK kinase signaling, which promotes malignant cell survival in these lymphomas (232). MyD88 L265P somatic mutation is identified as a commonly recurring mutation in patients with Waldenström’s macroglobulinemia (233). 69% of patients with cutaneous diffuse large B cell lymphoma (CBCL) carry MyD88 L265P mutation, which is significantly associated with shorter disease-specific survival (234). In addition, the MyD88/IL1 receptor (IL1R) axis upregulates programmed cell death (PD)-1 expression on tumor-associated macrophages (TAMs) via promoting recruitment of NF-κB to the Pdcd1 promoter, which sustains their immunosuppressive function in melanoma (235). Based on the critical role of TLRs and TLRs-mediated signaling pathways in cancer development, researchers have taken advantage of agonists and antagonists of TLRs to treat some types of cancer (Table 1). Various agonists of TLRs are currently under investigation in clinical trials for cancer treatments (Table 2). Due to the double-edged role of TLRs in tumor biology, it is essential to understand how TLRs manipulate the immune system and tumor cell characteristics, which may provide us with new therapeutic strategies against cancer.


Table 1 | TLR agonists, antagonists and cancer.




Table 2 | Clinical trials of TLR agonists TLR in cancer.





TLR-Mediated Immunity in Autoimmune Disease

TLRs are supposed to sense pathogenic components and initiate the immune response that contributes to host homeostasis. However, in the specific scenario, TLRs are improperly activated by self-antigens, leading to chronic systemic inflammatory disorders and the occurrence of autoimmunity. Numerous studies have demonstrated that TLRs are involved in the pathogenesis of various autoimmune diseases such as rheumatoid arthritis (RA), systemic lupus erythematosus (SLE), multiple sclerosis, and Crohn’s disease (250) (Table 3). RA is an autoimmune disorder that affects the synovial joints, causing chronic and persistent inflammation and the destruction of articular tissues. MyD88 also has been demonstrated to be crucial for the production of MMPs (the major enzymes involved in joint tissue destruction) in RA synovial membrane cultures (275). TLR2 and TLR4 expression were reported to be associated with the levels of IL-12 and IL-8 in the synovial tissue of RA patients (251). The surface expression of TLR4 on CD8+ T cells directly correlates with the disease severity of RA. And the TLR4-expressing CD8+ T cells can respond to LPS and express robust amounts of cytolytic and inflammatory molecules including TNFα and IFNγ (256). Besides RA, TLR2 and TLR4 are also involved in heat shock proteins-associated atherosclerosis (257, 258). Moreover, emerging evidence indicates that TLR2 is strongly associated with diabetes (259–261).


Table 3 | TLRs implicated in autoimmune diseases.



SLE is characterized by the presence of autoantibodies triggered by CpG DNA and ssRNA-associated self-antigens. In endosomes, the self-antigens are sensed by TLR7 and TLR9. TLR7 is essential for generating the germinal center and drives the extrafollicular pathway, which is associated with pathogenic antibody secretion. Notably, TLR9 has been demonstrated to have a protective function in SLE by limiting the stimulatory activity of TLR7 (262). Genetic studies have shown that copy number variation of TLR7 is associated with SLE development (263, 264). Additionally, TLR7 localizes on the X chromosome escapes X inactivation in B cells and myeloid cells in females, resulting in the gender difference in TLR7 expression (265), leading to a higher incidence in women than men. Moreover, SLE patients with increased expression of TLR7 showed significant expansion of CD19+ IgD+CD38++ transitional B cells and increased IgG auto-Ab production (266). Recent data show that the expression of TLR7 in mild and severe lupus-prone models is dependent on the activity of IRAK4 (the TLR7-downstream signaling molecule) and the pathogenic environment. Impairments of IRAK4 signaling refrain from all pathological characteristics associated with murine lupus. These data suggest a feedback loop of TLR7 expression and pathological changes in SLE patients (267).

A study in experimental autoimmune encephalomyelitis (EAE) mice models showed that deficiency of MyD88 conferred complete resistance to EAE in mice, indicating that a TLR-mediated immune response is required to induce EAE (276). Consistently, depletion of TLR4 solely in CD4+ T cells impairs Th17 and markedly abolishes the disease symptoms (135). In addition, accumulating evidence suggests that TLR8 contributes to autoimmune diseases as well. It is reported that human monocytes that lack CD14 (CD14dim) and express CD16 do not produce cytokines in response to bacterial cues that are sensed by cell-surface TLRs. Instead, they trigger the production of TNF-α, IL-1β, and C-C motif chemokine ligand 3 in response to viruses through the TLR7-TLR8-MyD88-MEK pathway. Further study showed that these CD14dim monocytes recognize self-nucleic acids and drive the production of inflammatory cytokines in patients with lupus (268).

Cristiana et al. (277) used human TLR8-transgenic mice to show that high copy number chimeras developed the multiorgan inflammatory syndrome through DC-intrinsic huTLR8 activation and subsequent T cell activation. The severity of the inflammation was associated with the expression level of huTLR8. They observed spontaneous arthritis in high-expressing human TLR8 mice. Furthermore, they demonstrated that TLR8 mRNA expression was much higher in blood from both SoJIA and Still’s disease donors than healthy donors. Finally, the mRNA level of TLR8 was associated with the transcription level of inflammatory cytokines in these patients.

In addition, the ectopic expression of TLR8 on pDCs in systemic sclerosis patients induces the production of CXCL4, which in turn enhances TLR8- and TLR9-induced IFN production by pDCs. Both CXCL4 and IFNs are the featured cytokines in systemic sclerosis (269). These data suggest that TLR8 is the key RNA-sensing TLR in the pathogenesis of autoimmune disease, demonstrating the potential of TLR8 for clinical development. Emerging evidence suggests numerous autoimmune diseases are triggered by the dysregulation of TLR. Some TLR antagonists have already been applied to autoimmune disease treatment in mice models. Due to redundancy between different TLRs in different disease-affected tissues, it is crucial to dissect the detailed molecular mechanism and cell-mediated immune regulation in the specific disease context to facilitate drug development for clinic treatments.



TLR-Mediated Immunity in Infectious Disease

TLRs play an essential role in host immune responses to various invading pathogens, including bacteria, fungi, viruses, and parasites (Table 4). TLR1 is crucial for the induction of mucosal Th17 immunity and IgA responses during Yersinia enterocolitica infection (316, 317). The I602S mutant of TLR1 results in the deficiency of TLR1 trafficking from the cytosol to the cell surface, potentially impairing blood monocytes’ immune functions against pathogenic Mycobacterium tuberculosis (318). Recently, it was reported that mice deficient in both TLR2 and TLR4 were highly susceptible to intracellular Salmonella typhimurium infection (319). However, Tlr2/4-deficient mice lacking additional TLR9 involved in S. typhimurium recognition were less susceptible to infection (319). Notably, TLR2 was also reported to recognize the envelope (E) protein of SARS-CoV-2 to induce a hyperinflammatory response in mice bone-marrow-derived macrophages (283). Besides TLR2, TLR4 was also reported to recognize the spike (S) protein of SARS-CoV-2 and activate the NF-κB signaling to produce IL-1β (320).


Table 4 | TLRs and infectious diseases.



Numerous studies have shown that TLR4 is also involved in various infectious diseases. Infants carrying D299G and T399I polymorphisms are more vulnerable to respiratory syncytial virus infection (321). The single nucleotide polymorphism rs11536889 of TLR4 is involved in organ failure in sepsis patients (322). However, the effects of TLR4 remain controversial during M. tuberculosis infection. It was reported that Tlr4-deficient mice exhibited the same sensitivity compared to congenic control mice (323). By contrast, another study found that TLR4 mutant mice showed reduced macrophage recruitment and failure to develop a protective immune response against chronic M. tuberculosis infection (324). Melioidosis is a high-mortality infectious disease caused by Burkholderia pseudomallei, a flagellated, Gram-negative bacterium. TLR5 c.1174C>T (a TLR5 variant carrying a nonsense mutation) is associated with lower IL-10 and TNF-α production and prolonged survival in human melioidosis.

Influenza A virus is a contagious agent that causes respiratory disease. TLR7 is responsible for influenza A virus sensing in the endosome, while RIG-I senses influenza A virus in the cytosol (161, 325–327). The sensing mechanisms for TLR7 and RIG-I are different. TLR7 directly recognizes virus ssRNA in a virus-replication-independent manner. By contrast, RIG-I recognizes the viral replication intermediates in certain cell types (328). Both signaling pathways move toward the activation of IRF3/7 and NF-κB to trigger the production of Type I IFN and proinflammatory cytokines and downstream IFN-stimulated genes (1). Furthermore, it has been shown that intranasal administration of the TLR7 agonist (imiquimod) can significantly reduce airway and pulmonary inflammation in mice during influenza A virus infection (329).

Different single nucleotide polymorphisms of TLR8 and TLR9 confer varying degrees of risk in the development of tuberculosis, suggesting that TLR8 and TLR9 are involved in tuberculosis (330). The most characteristic role of TLRs is sensing the PAMPs from pathogens and initiating immune responses against infectious agents. Notably, in certain scenarios, TLRs may be subverted by the pathogens to alter the host cytokine pattern for their own benefit (319, 331). Thus, further studies on the interplay between pathogen evasion and TLR subversion will have implications for human health.



Conclusion and Perspectives

This review provides an updated overview of TLR signaling and its critical role in cell-mediated immunity. The fundamental mechanisms of TLR signaling transduction have been identified by cell biological and biochemical approaches, as well as loss-of-function genetic analysis. Significant progress has also been made in the structural elucidation of TLRs and their downstream signaling supramolecular complex (332, 333). The essential role of TLR signaling in activating innate immune cells to initiate adaptive immunity was illustrated. Importantly, the direct regulatory roles of TLR signaling in effector T cells and Treg cells have been identified. In addition, the individual TLRs signaling involved in infectious disease, autoimmune disease and cancer have been extensively studied (Figure 3).




Figure 3 | Individual TLR singaling involves in various diseases. Individual TLR-associated infectious diseases (red), autoimmune diseases (green) and cancer (blue) are shown.



Despite the rapid advancement of our knowledge, there are still large gaps in our understanding of TLR signaling. For example, although free unanchored K63-Ub chains have been demonstrated as a kind of indispensable “second messenger” to activate downstream protein kinases during TLR-induced NF-κB signaling activation by biochemical experiments, how and whether these free unanchored K63-Ub chains activate downstream protein kinases in cells is still unknown. Especially, how to control the activation specificity if these chains are just free in the cytoplasm still remains elusive. Therefore, the detailed mechanisms of how these polyubiquitin chains activate the kinase complex during TLR signaling pathway activation warrant further investigation.

Due to the vital role of TLR signaling in T cell activation, growth, differentiation, and function, it would be necessary to dissect the T cell-specific TLR signaling pathway. In the past few years, T cell-based cancer immunotherapy has made significant progress (334). The Food Drug Administration (FDA) has approved four CD19-CAR-engineered T cell products for blood cancer. Cancer vaccines along with TLR signaling activation could become a more effective therapeutic approach to inhibiting or even eliminating cancer cells. Cancer vaccines along with TLR signaling activation could become a more effective therapeutic approach to inhibiting or even eliminating cancer cells (335).

Besides cancer immunity, TLRs are also involved in many infectious diseases by recognizing the PAMPs of pathogens, initiating inflammatory responses, and eliminating invasive microorganisms at the early stage. However, prolonged or excessive inflammatory responses are harmful or even fatal for the host at the late stage. In the current COVID-19 pandemic, fatal hyperinflammation, but not SARS-CoV-2 directly, is the primary cause of mortality in severe COVID-19 patients. Therefore, drugs targeting viral replication might be ineffective for severe COVID-19 patients since most hospitalized patients are at the late stage of disease. In this case, drugs targeting TLR-dependent inflammatory signaling pathways might be more effective in reducing the mortality of severe COVID-19 patients.

As the field has developed, multidisciplinary approaches have been used in the study of TLR signaling pathways. Integrated methods, combined with transcriptomics, genetic/chemical perturbations, and phosphoproteomics, have been used to systematically discover TLR signaling regulatory components. The m6A RNA sequence technique led to the discovery that mRNA stability is an essential mechanism for regulating TLR-dependent innate immune responses. The single-cell sequencing (scRNA-seq) approach is used to dissect the characteristics of TLR-mediated immune responses at the single-cell level. The development of super-resolution single-molecule localization microscopy empowers the ability to directly observe the supramolecular signaling complex during TLR signaling activation at the single-molecule level. Finally, the advances in cryo-electron microscopy have facilitated our understanding how TLRs recognize their ligands and initiate immune signaling at the atom level. These recent advancements markedly increase our ability to understand TLR signaling pathways and develop new therapeutic strategies against various infectious, autoimmune diseases, and cancers.
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Myocarditis is the common cause of sudden cardiac death, dilated cardiomyopathy (DCM) and heart failure (HF) in young adults. The most common type of myocarditis is viral myocarditis (VMC). Toll-like receptors (TLRs) are vital to identify pathogens in vivo. TLRs promote the differentiation of naive CD4+T cells to T helper (Th) cells, activate the immune response, and participate in the pathogenesis of autoimmune and allergic diseases. Although the pathogenesis of VMC is unclear, autoimmune responses have been confirmed to play a significant role; hence, it could be inferred that VMC is closely related to TLRs and Th responses. Some drugs have been found to improve the prognosis of VMC by regulating the immune response through activated TLRs. In this review, we discuss the role of TLRs and Th responses in VMC.
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Introduction

Myocarditis is a myocardial inflammation resulted from infectious, idiopathic, or autoimmune causes, of which the most popular is viral infection brought by enterovirus, Epstein-Barr (EB) virus, or human herpesvirus 6. Besides, myocarditis is the primary cause of dilated cardiomyopathy (DCM) and gradually becomes a cause of sudden cardiovascular death among young people (< 40-year-old) (1). Most patients with myocarditis can recover fully; however, some (up to 20%) develop chronic myocarditis, eventually resulting in DCM and heart failure (HF) (2). Myocarditis is diagnosed by combining clinical presentation, biomarkers, electrocardiogram (ECG), echocardiography, cardiac magnetic resonance imaging (CMRI), and endocardial biopsy (EMB). Tissue taken from EMB should be combined with the results of histology, immunohistochemistry and viral polymerase chain reaction (PCR) for the diagnosis of myocarditis (3). The EMB histology of myocarditis showed a value of leukocytes>14/mm2 with T lymphocytes>7/mm2, while immunohistochemistry showed an increase in the number of CD3+T cells or CD68+macrophages or CD163+M2 macrophages and virus genome could be detected by viral PCR (4, 5). EMB is a non-targeted operation, with low sensitivity as its main shortcoming, which may occur false-negative results when VMC is multifocal, focal, or localized (4). Therefore, the sensitivity of EMB in fulminant myocarditis with extensive inflammatory infiltration is increased, while that in focal myocarditis is relatively low, which may lead to false-negative results. In addition, although the virus can replicate in the myocardium, it does not cause enough myocardial inflammation, and EMB detection of the virus genome may also show false-negative results. The diagnostic criteria of CMRI for myocarditis are based on the ‘Lake-Louise’ criteria (6, 7). Therefore, in order to improve the sensitivity of EMB in diagnosis of myocarditis, we can determine the sampling site by combining CMRI and obtain myocardial tissue from three different sites. Chronic myocarditis also has persistent myocardial inflammation, which is the intermediate stage between acute myocarditis and chronic inflammatory cardiomyopathy. However, there is no detectable inflammation due to myocardial fibrosis in patients with chronic inflammatory cardiomyopathy, which renders diagnosis and treatment rather challenging (8).

Although the pathogenesis of myocarditis is yet unclear, the role of immune response in its process is under intensive focus. Under physiological conditions, a small number of immune cells are detected in the myocardium. After the onset of infections or autoimmune disorders, numerous immune cells and cytokines gather in the myocardial tissue to initiate inflammatory reactions. This process requires the initiation and maintenance of congenital and adaptive immune systems. Toll-like receptors (TLRs) recognize endogenous and exogenous ligands and are expressed on various cells, such as macrophages, neutrophils, dendritic cells (DCs), mast cells, and natural killer (NK) cells (9). They transmit signals to downstream pathways to stimulate innate and adaptive immunity after identifying the ligands involved in the pathogenesis of various autoimmune diseases, such as systemic lupus erythematosus (SLE), rheumatoid arthritis (RA), multiple sclerosis (MS), experimental autoimmune encephalitis (EAE), and experimental autoimmune myocarditis (EAM) (10). TLR1-TLR10 mRNA can be detected in normal peripheral blood T cells, but only TLR2-TLR5 and TLR9 expression can be detected at the protein level. TLR1, TLR2, and TLR7 are overexpressed on mRNA level in patients with myocarditis (9, 11). In addition, the inflammatory factors produced after TLRs activation, including interferon-gamma (IFN- γ), interleukin (IL)-6, and tumor growth factor-beta (TGF- β), can also stimulate native CD4+T cells to differentiate into T helper (Th) cells and participate in immune response to aggravate myocarditis. This study reviewed the role of TLRs and Th responses in viral myocarditis (VMC).



VMC

VMC is the most common myocarditis caused by various viruses, including enterovirus, adenovirus, influenza virus, EB virus, and parvovirus; the most common is Coxsackievirus B3 (CVB3) that belongs to enterovirus (12). CVB3 may be cleared by innate immune response or stimulate the immune system to produce autoantibodies against the infection. The condition can be cured or progressed to DCM and HF (13). According to the clinical characteristics, VMC can be classified into fulminant, acute, subacute, or chronic myocarditis and localized or diffuse inflammatory infiltration can be observed in myocardial pathology. Fulminant myocarditis is rare and characterized by diffuse inflammatory infiltration in myocardial tissue, which has multiple active lesions and can be completely relieved, die, or progress to chronic myocarditis. Acute or chronic myocarditis progresses latently, resulting in DCM or HF (14). The pathological progression of VMC has three phases at the cellular and tissue level: the acute phase caused by viral entry and replication, the subacute phase characterized by inflammatory cell infiltration, and the chronic phase characterized by cardiac remodeling (15). VMC can be diagnosed by combining biomarkers, ECG, echocardiography, CMRI, and EMB (16). With the continuous update and development of technology, viruses in patients with VMC can be detected by polymerase chain technology, but EMB is still the gold standard for the diagnosis of myocarditis (3, 17, 18). VMC can be divided into eosinophilic, lymphocytic, giant cell, and granulomatous myocarditis based on the histological types observed by EMB. The most common type is lymphocytic myocarditis, wherein the main infiltration is by CD4+T and CD8+T lymphocytes, accompanied by CD68+ macrophages and few B lymphocytes (19, 20). However, only 38% of patients with VMC present viral genomes in their EMB samples (21). Hence, a close correlation is established between virus infection and immune response in the pathogenic process of VMC, while many studies have confirmed that the core of innate immunity and adaptive immunity is related to TLRs (22).



TLRs

TLRs were first discovered as Drosophila gene and related to the human immune response (23). They are vital receptors on cells to recognize pathogens and belong to the pattern recognition receptor family (PRRs). They can detect pathogen-associated molecular patterns (PAMPs), such as unmethylated cytosine-phosphate-guanine DNA (CpGor TLR3, TLR7, TLR8, and TLR9 transport) and PRAT4A (responsible for TLR1, TLR2, TLR4, and TLR7 transport). These TLRs can only be functional after transport to the internal lysosome (24). Moreover, TLRs can also be heterodimerized, which expands the range of cognitive ligands. Different TLRs correspond to various endogenous ligands that are TLR4 and TLR2 agonists. The abnormal activation of TLRs may lead to unrestricted inflammatory response (25).



Characteristics of TLRs

Hitherto, 11 TLRs have been found in humans (Table 1) (26). TLRs, such as TLR1, TLR2, TLR4, TLR6, and TLR10, are expressed on the cell surface and can recognize microbial membrane components, such as p-DNA), single-stranded RNA (ssRNA), double-stranded RNA (dsRNA), lipopolysaccharide (LPS), and flagellin and initiate immune response (27). In addition to the above exogenous ligands, TLRs can also recognize endogenous ligands, including high mobility group box 1 (HMGB1), heat shock proteins (HSP), human cardiac myosin (HCM) peptides S2-16, and HCM S2-28 (28, 29). Moreover, TLRs activate various types of cells and are highly expressed in most immune cells, chondrocytes, endothelial cells, and fibroblasts (30). All TLRs consist of an amino-terminal domain and a carboxyl-terminal Toll/interleukin-1 receptor (TIR) domain. The TIR domain interacts with the junction proteins, including myeloid differentiation factor 88 (MyD88), MyD88 adaptor-like (Mal, also known as TIR domain-containing adapter protein (TIRAP)), TIR domain-containing adaptor inducing IFN-β (TRIF), TRIF-related adaptor molecule (TRAM), and sterile a- and armadillo motif-containing protein (SARM), stimulating nuclear factor-kappa B (NF-κB) and the production of various proinflammatory cytokines, thereby initiating an immune response (31). Some TLRs, including TLR1, TLR2, TLR4, TLR5, TLR6, and TLR10, are expressed on the cell surface, while others, including TLR3, TLR7, TLR8, and TLR9, are expressed on the intracellular vesicles (32). Intracellular TLRs exist in the endoplasmic reticulum (ER) and are transported by ER resident proteins to the plasma membrane or lysosomes after stimulation: UNC93B (responsible f proteins, lipids, and participate in the recognition of virus proteins (33).


Table 1 | Characteristics of TLRs.



TLR2 forms heterodimers with TLR1 or TLR6 and recognizes different TLR ligands, resulting in different functions: dimers combined with TLR1 can recognize triacylated lipopeptides from bacteria while diacylated lipopeptides with TLR6 (34). Both TLR1/2 and TLR2/6 signaling pathways activate downstream inflammatory cytokines, tumor necrosis factor-alpha (TNF-α), (IL-8, IFN-γ, IL-12, and IL-6, through MyD88/Mal-NF-κB signaling pathway (35–37). When recognizing dsRNA, TLR3 transmits signals through TRIF and activates the transcription factor interferon regulatory factor 3 (IRF-3), NF-κB, and AP-1 (the complex of transcription factor 2 and jun), inducing the production of IFN-α/β, cytokines, or chemokines and the maturation of DCs (38, 39). TLR4 is the first molecule identified among TLRs and is mainly expressed in myeloid immune cells and in some non-immune such as endothelial cells (40). TLR4 can recognize heat shock protein, oxidized phospholipid, heparan sulfate, fibrinogen, fibronectin, tendon protein-C, and hyaluronic acid (41). Similar to other TLRs, TLR4 interacts with the intracellular TIR domain responsible for signal transduction (42). It mainly recruits Mal and MyD88 to activate NF-κB and utilizes TRIF and TRAM to activate type 1 IFN to produce proinflammatory factors, such as IL-1β, TGF-β, TNF-α, and IL-12 p40, to eliminate bacteria (43, 44). TLR5 activates the innate immune response against flagella by inducing a MyD88-dependent signaling pathway that stimulates the proinflammatory transcription factor NF-κB in epithelial cells, monocytes, and DCs (45). IL-8 and TNF-α can also be induced by the p38 mitogen-activated protein kinase (MAPK) signaling pathway in response to flagellin infection (46). TLR7 and TLR8 are homologous and located on the X chromosome. Both recognize virus ssRNA and are expressed in various immune cells (47). TLR7 is mainly expressed in plasma-like DCs and B cells, while TLR8 is mainly expressed in monocytes or macrophages, myeloid DCs, and neutrophils (48). Inflammatory factors, such as TNF-α and IL-12 p40 are activated through the MyD88-IRF-7 pathway after TLR7 activation, promoting the innate immune cells to perceive endosomal ssRNA, detecting RNA virus infection (49, 50). However, the overexpression or overactivation of TLR7 promotes the reduction of B cells producing IL-10 in an IFN-γ signal transduction-dependent manner and suppresses the immune response (51). TLR8 induces NF-κB through MyD88 signal transduction and promotes the expression of inflammatory factors, such as IL-1β, TNF-α, IL-6, and IL-12 after recognizing ssRNA. It also induces the production of IFN-α/β through IRAK4, IRAK1, and IRF-7 in response to viral infection (52). TLR9 was first cloned and identified as the receptor of unmethylated CpG-DNA in 2000. It induces the expression of IFN-α/β and proinflammatory cytokines (NF-κB, IL-1β, and IL-18) and activates the immune response only by recruiting MyD88 (53). TLR8 modulates the function of TLR7 on DCs, and TLR9 restrains the response of TLR7 on B cells. TLR7 crosstalk with TLR8 and TLR9 and play a critical role in the immune response of the body (54). Intriguingly, TLR10 is known as an orphan receptor because it lacks classical downstream signaling pathway. It is also an inhibitory receptor, homologous to TLR1 and TLR6, and hence, can form heterodimers with TLR2 and inhibit the production of proinflammatory cytokines, such as IL-6, IL-10, TNF-α, and IL-1β (46). It also inhibits monocyte differentiation, reduces the ability of DCs to stimulate T cells, and suppresses the immune response (55). The human TLR11 gene has no function due to the presence of a stop codon (25).



TLRs and Th Responses

Naive CD4+T cells can differentiate into different subtypes of CD4+Th cells under the stimulus of cytokines. CD4+Th cells direct the immune response and play key roles in pathogenic infection, chronic inflammation, autoimmune diseases, and cancer. Some studies have found a variety of CD4+Th cells, such as Th1, Th2, Th17, and regulatory T (Treg) cells (Figure 1) (56). Naive CD4+T cells differentiate into Th1 cells post-stimulation of IL-2 and IFN–γ and expression of transcription factors T-bet and secrete IFN-γ, IL-2 and TNF. Th1 cells enhance cell-mediated inflammation and participate in type 1 immune response to intracellular pathogens, such as mycobacteria and viruses (57). Th2 cells are activated by IL-4 and IL-2 and are defined by the expression of transcription factor GATA3, subsequently secreting IL-4, IL-5, IL-6, IL-10, and IL-13. The Th2 cells also participate in type 2 immune response against large extracellular pathogens, such as worms, and play a role in the production of antibodies and allergic reactions (58). Th17 cells, stimulated by TGF-β, IL-6, IL-21, and IL-23 and the expression of transcription factor ROR-γt, produce IL-17, IL-17F, IL-22, and IL-21, which leads to tissue inflammation and promotes participation in type 3 immune response of extracellular pathogens, including bacteria and fungi. Different from other Th cells, Tregs differentiate under the stimulation of IL-10 and TGF-β and the expression of transcription factor Foxp3 to produce anti-inflammatory cytokines, IL-10 and TGF-β (59). Moreover, Tregs inhibit autoimmune diseases and regulate immune response to maintain immune cell homeostasis. Type 1 and 3 immune responses mediate autoimmune diseases, such as SLE, RA, and MES, while type 2 immune responses can lead to allergic diseases, such as asthma (60). Cytokines crosslink each other to maintain Th cells balance. IFN-γ and IL-4 antagonize each other at different levels, and hence the development of Th1 and Th2 cells is mutually exclusive (61). Th17 cells can promote the development of autoimmunity, while Treg cells inhibit autoimmunity; thus, the imbalance of Th17/Treg cells in the body is considered the leading mechanism underlying autoimmune diseases (62).




Figure 1 | Differentiation of naïve CD4+T cells. Naive CD4+T cells can differentiate into Th1 cells under the stimulus of IFN-γ and IL-2, secrete IFN-γ, IL-2, and TNF, and participate in type 1 immune response. Under the stimulus of IL-2 and IL-4, naive CD4+T cells differentiate into Th2 cells that can secrete IL-4/5/6/10/13 and participate in type 2 immune response. The differentiation of Th17 cells need TGF-β, IL-6, IL-21, and IL-23, and participate in type 3 immune response through secreting IL-17/17F/21/22; TGF-β and IL-2 are required for naïve CD4+T cells to differentiate into Treg cells that secrete IL-10 and TGF-β regulate the immune response.



The activation of TLRs has been shown to bridge innate immunity and acquired immunity. In addition to expression in antigen-presenting cells (DCs and macrophages), TLRs are also expressed in T cells playing a costimulatory role in T cell activation and inducing Th cell differentiation (Figure 2) (63). TLR2 promotes the differentiation of Th17 cells and immune response by disrupting the balance of Th17/Treg cells (64). TLR2/6 ligand is a bacterial lipopeptide that can induce DC tolerance and promote the differentiation of IL-10-producing Tregs through the c-Jun N-terminal kinase (JNK) pathway both in vivo and in vitro. On the other hand, the activation of TLR2/1 promotes the DCs to produce a high level of IL-12 p40 and a low level of IL-10 through p38 MAPK signaling pathway, thereby triggering the differentiation of Th1 or Th 17 cells (65). TLR4 eliminates Th1 response through IRF1 and IFN-α/β receptor-dependent mechanisms. The lack of TLR4 promotes Th1 cell differentiation by enhancing STAT1 pathway, inhibits Th17 cell differentiation by inhibiting STAT3 pathway, and interferes with immune response (66, 67). Bacterial LPS also aggravates allergic inflammation through the production of Th2 cytokines and participates in the immune response of the body post-TLR4 activation (68). Soluble bacterial flagellin stimulates the body to induce Th2 response through TLR5 and inhibits Th1 response to bacterial infection (69). TLR5 promotes DCs in the intestinal tract to differentiate into Th17 cells and respond to pathogen invasion (70). TLR8 induces the expression of IL-12B and IL-23A, promotes the differentiation of IL-23-dependent Th17 cells, and produces immune responses after activating human neutrophils (71). The co-stimulation of TLR7/8 ligands and TLR4 or TLR3 ligands produce IL-12p70 that is the key cytokine to induce Th1 immune response (72). Therefore, ligand co-stimulation is crucial to induce Th1 response. TLR9 is essential in the production of proinflammatory cytokines and other inflammatory responses and to initiate Th1 response and B cell proliferation (73). The interaction between CpG-DNA and TLR9 rapidly activates DCs through the Toll/IL-1 receptor signaling pathway, promoting the differentiation of Th1 cells and the production of cytokines (IL-12 and IL-18) (74). TLR9 ligands also bind to Th cells to promote the proliferation of cells and upregulate the cytokines (75). TLRs-induced immune response is involved in various diseases (9). Presently, several TLR agonists are being tested as adjuvants in the treatment of autoimmune diseases by balancing the immune response.




Figure 2 | TLRs signaling pathway and related Th responses. TLR1, TLR2, TLR4, TLR5, TLR6, and TLR10 are expressed on the cell surface, while TLR3, TLR7, TLR8, and TLR9 are expressed on intracellular vesicles. TLRs can recognize different ligands and recruit adapter proteins, MyD88, Mal, TRIF, or TRAM, activating the downstream signaling pathway. TLR10 is an orphan receptor and lacks a classical downstream signaling pathway. Some TLRs promote the differentiation of Th cells. TLR2/6 promotes Treg cell differentiation through the JNK pathway. TLR2/1 promotes Th1 and Th17 cell differentiation through p38 MAPK pathway. TLR4 eliminates the Th1 response through IRF1 and promotes Th17 cell differentiation by STAT3 pathway. TLR5 can stimulate the body to induce Th2 response, inhibit Th1 response, and promote DC differentiation into Th17 cells. TLR8 induces the expression of IL-12B and IL-23A, promotes the differentiation of IL-23-dependent Th17 cells. TLR9 promotes the differentiation of Th1 cells. Green lines: TLR signaling pathways; black lines: TLRs related to Th cell differentiation; red lines: co-stimulation of TLRs induced to Th1 cell.





Role of Th Responses in VMC

Th responses play an important role in the pathogenesis of VMC, but different Th responses have different effects on VMC, which may have opposite effects. Besides, the dominant Th responses are different in different stages of VMC.



Th1/Th2 Responses

The imbalance of Th1/Th2 cells can be observed in the process of VMC (Figure 3). Fuse et al. (76) observed the changes in Th1/Th2 ratio of peripheral blood lymphocytes in a patient with acute VMC. In the acute inflammatory phase (day 6), Th1 cells were dominant, while in the recovery phase (days 13 and 20), the proportion of Th2 cells increased. The induction of VMC was related to the dominance of Th1 cells, while the recovery was related to the increased proportion of Th2 cells. However, Th2 immune response induces ventricular remodeling that promotes myocarditis to develop into DCM and HF in the pathogenesis of VMC, while Th1 response alleviates VMC by inhibiting Th2 response and virus replication, but increases acute myocardial inflammation (77). Therefore, when Th2 response begins to be active, the inflammation of VMC decreases, and if Th2 response persists, it will promote myocardial fibrosis and ventricular remodeling. The study also demonstrated that Suramin (a growth factor blocker) inhibits myocardial inflammation in myocarditis by regulating the environment of Th1/Th2 cytokines (78). Therefore, elucidating the Th1/Th2 response might help to understand the activity of VMC. Based on these results, several drugs, such as atorvastatin, tanshinone IIA, apigenin, and cyclooxygenase-2 inhibitors, have been shown to have protective effects on rat model of myocarditis by regulating Th1/Th2 balance (79–82). However, the above drugs can promote Th2 response, which may aggravate the progression of VMC to DMC or HF. Therefore, it is necessary to clarify the therapeutic effect of drugs in the stage from myocarditis to DCM or HF.




Figure 3 | Myocarditis and Th responses. An imbalance of Th cells is observed in the pathogenesis of myocarditis. Th1 and Treg cells are predominant in the acute phase of myocarditis, while Th2 and Th17 cells dominate the chronic phase of myocarditis. Some drugs regulate the balance of Th cells in myocarditis. (A) Atorvastatin; (B) Tanshinone IIA; (C) Apigenin; (D) Cyclooxygenase-2 inhibitors; (E). Valproic acid; (F) Fenofibrate.





Th17/Treg Responses

Th17 cells secreted IL-17, promoting myocardial fibrosis after myocarditis through protein kinase C β/extracellular signal-regulated kinases 1 and 2/NF-κB pathway, which is an indispensable link in the process of DCM (83). In addition, Tregs can protect mice from CVB3-induced myocarditis progression to cardiomyopathy (84). CVB3 infection stimulates the differentiation of Th17 cells and promotes the secretion of IL-17 by inhibiting the expression of Nucleoporin 98 and aggravating VMC (85). In the acute phase of VMC, Th17 cells stimulate B cells to produce autoantibodies and participate in humoral immune response. The Th2 cells participate in humoral immune response at the late stage of VMC, which is consistent with the above conclusion (86). In the pathogenesis of VMC, the imbalance of Th17/Treg cells plays a critical role in the immune mechanism. MicroRNA-155 (miR-155) is a key regulator of the immune system and promotes the development of myocarditis via differentiation of Th17 cells leading to the imbalance of Th17/Treg cells. The inhibition of miR-155 relieves myocardial injury and the disease (87). Other drugs, such as valproic acid and fenofibrate have also been found to inhibit inflammation, reduce CVB3-induced VMC, and improve prognosis by directly inhibiting the differentiation of Th17 cells (88). Thus, VMC can be treated by promoting the differentiation of Treg cells and regulating the balance of Th17/Treg cells (89). In addition, estrogen inhibits the differentiation of Th17 cells that are mainly induced in males with CVB3 infection but less in females. Thus, Th17 cells show gender bias in myocarditis: the incidence of myocarditis has a male-to-female ratio of 2:1 (90). This indirectly indicates that Th17/Treg cell balance plays a key role in the epidemiological characteristics of myocarditis.



Role of TLRs in VMC

As key members of PRRs, TLRs participate in the upstream signaling pathway that activates innate immune cells and T cells, resulting in the production of proinflammatory cytokines and the activation of T cells. TLRs are considered to be the main factors in the development of autoimmunity, participating in and promoting the occurrence of autoimmune inflammatory diseases (91). The above observations indicate gender differences in the incidence of VMC. Roberts et al. (92) demonstrated that high expression of TLR2 in early infected female mice exerted a protective effect, while that of TLR4 in male mice was lethal. This differential expression between genders resulted in disease resistance in female mice and susceptibility in male mice (Figure 4). Hence, TLRs are deemed to play a critical role in gender difference with respect to myocarditis and understanding the underlying mechanisms would illuminate the epidemiological characteristic of myocarditis (93). TLR3 recognizes dsRNA intermediates produced during CVB3 replication and activates TRIF and TRAF6 to transmit signals to NF-κB (94). TLR3-TRIF signaling pathway helps the host to defend against CVB3 infection. The mechanism might be ascribed to the induction of type II IFN expression, rather than IFN-α/β, and TLR3-TRAF6-III IFN signaling pathway also has antiviral effects (95, 96). The lack of TLR3 increases virus replication and aggravates myocardial inflammation. It also worsens cardiac function and increases the susceptibility to CVB3 (97). The genetic variation of TLR3 affects the host’s susceptibility facing VMC by inhibiting the signal transduction of NF-κB (21). These results proved that TLR3 has a protective effect on the myocardium in the process of virus infection. In addition, neutrophils also interact with and recognize CVB3 through TLR8, activating NF-κB and its downstream factors, resulting in VMC development (98). It also upregulates the expression of TLR4, promotes the expression of NF-κB, and induces myocarditis (99). Based on these results, astragalus polysaccharides have been shown to protect TLR4-induced myocardial injury and inflammation by inhibiting the CVB3-related signaling pathway (100), which provides a potential target to treat myocarditis. TLR7 preferentially promotes the differentiation of Th17 cells and the expression of inflammatory factors, such as IL-17 after CVB3 infection, while TLR8 promotes the production of Th1 cytokines and IFN-α/β response, which are involved in the pathogenesis of myocarditis (101). The potent autoantigen HCM is released from damaged heart during viral infection. HCM peptides S2-16 and S2-28, as an endogenous ligands, can bind to TLR2 and TLR8, and promote the release of pro-inflammatory factors such as IL-8, IL-6, IL-23 and TGF-β, which mainly induce the differentiation of Th17 cells and contribute to DCM or HF (29, 102). Although TLR9 can recognize various DNA viruses unlike the indirect way of recognizing RNA viruses, TLR9-MyD88 signaling pathway mediates myocardial injury in acute phase rather than chronic phase CVB3-induced myocarditis (103). Nonetheless, the mechanisms of other TLRs in myocarditis are yet to be clarified.




Figure 4 | TLR signaling pathway related to CVB3 infection. TLR4/NF-κB is activated after CVB3 infection; TLR3 recognizes CVB3 dsRNA and activates TRIF and TRAF6 to transmit signals to NF-κB; TLR8 recognizes CVB3 ssRNA and activates NF-κB signaling pathway. TLR2 and TLR8 recognizes HCM and promotes the differentiation of Th cells. Although other TLRs may be related to the pathogenesis of myocarditis, whether other TLRs can be activated and its downstream pathway after CVB3 infection has not been reported.





Conclusions

TLRs and Th responses play a critical role in the pathogenesis of VMC and have become the focus of current research. TLRs are a new class of innate immune receptors that mediate CD4+T cell differentiation, induce Th1 and Th2 immune responses, and participate in VMC pathogenesis. Except that CVB3 can directly bind to TLRs to promote Th responses, the release of HCM from damaged heart can also promote DCM or HF through TLRs and Th responses after viral infection. Blocking or activating a single TLR or regulating TLR signaling pathway may affect innate immunity, host resistance, and VMC pathogenesis, indicating that specific TLRs agonists or antagonists comprise new immunotherapy for VMC. In addition, some anti-inflammatory drugs have been found to reduce myocardial injury and improve VMC by interfering with TLR signaling pathways and Th immune responses. However, the role of other TLRs and Th responses in VMC has not yet been reported. Therefore, clarifying the role of TLRs and Th responses in VMC can provide novel ideas for the treatment of VMC.
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Conventional treatment of chronic hepatitis B (CHB) is rarely curative due to the immunotolerant status of patients. RG7854 is an oral double prodrug of a toll-like receptor 7 (TLR7) agonist that is developed for the treatment of CHB. The therapeutic efficacy, host immune response, and safety of RG7854 were evaluated in the woodchuck model of CHB. Monotreatment with the two highest RG7854 doses and combination treatment with the highest RG7854 dose and entecavir (ETV) suppressed viral replication, led to loss of viral antigens, and induced seroconversion in responder woodchucks. Since viral suppression and high-titer antibodies persisted after treatment ended, this suggested that a sustained antiviral response (SVR) was induced by RG7854 in a subset of animals. The SVR rate, however, was comparable between both treatment regimens, suggesting that the addition of ETV did not enhance the therapeutic efficacy of RG7854 although it augmented the proliferation of blood cells in response to viral antigens and magnitude of antibody titers. The induction of interferon-stimulated genes in blood by RG7854/ETV combination treatment demonstrated on-target activation of TLR7. Together with the virus-specific blood cell proliferation and the transient elevations in liver enzymes and inflammation, this suggested that cytokine-mediated non-cytolytic and T-cell mediated cytolytic mechanisms contributed to the SVR, in addition to the virus-neutralizing effects by antibody-producing plasma cells. Both RG7854 regimens were not associated with treatment-limiting adverse effects but accompanied by dose-dependent, transient neutropenia and thrombocytopenia. The study concluded that finite, oral RG7854 treatment can induce a SVR in woodchucks that is based on the retrieval of antiviral innate and adaptive immune responses. This supports future investigation of the TLR7 agonist as an immunotherapeutic approach for achieving functional cure in patients with CHB.
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Introduction

Chronic infection with hepatitis B virus (HBV) affects approximately 296 million individuals worldwide and results in 820,000 deaths every year due to HBV-associated liver disease, making this viral infection one of the most serious global health issues (1). Carriers of HBV have a high risk of developing chronic hepatitis B (CHB), liver cirrhosis, and hepatocellular carcinoma (HCC) and will die without therapeutic intervention and/or liver transplantation. The hallmarks of CHB are high levels of viremia (HBV DNA) and surface antigenemia (HBsAg) in the circulation, while antibodies to HBsAg (anti-HBs antibodies) are characteristically absent (2, 3). Several studies have shown the importance of these viral markers in the HBV-related disease outcome. Loss of HBsAg either mediated by antiviral treatment or induced spontaneously is associated with a lower risk of liver disease progression to HCC (4, 5), while development of anti-HBs antibodies after prophylactic vaccination or resolution of acute HBV infection offers lifelong immunity (6, 7). However, the currently approved drugs, including oral nucleos(t)ide analogues (NAs) and systemic (pegylated) interferon-alpha (IFN-α), rarely achieve immunological control of HBV or a functional cure, which is defined as sustained suppression of HBV DNA and loss of HBsAg after treatment discontinuation, with or without seroconversion to anti-HBs antibodies (8). The underlying reason is that NAs effectively suppress HBV DNA synthesis and reduce liver inflammation but require lifelong administration, since these direct-acting antivirals do not affect the persistent covalently-closed circular (ccc) viral DNA genome within the nucleus of infected hepatocytes, and viral relapse is typically observed after treatment cessation (8). IFN-α directly targets HBV cccDNA and suppresses its functions (9–12) and induces an antiviral immune response in patients, but is sometimes associated with severe side effects (8). The HBV cure rate accomplished with IFN-α is slightly higher than with NAs, and combination treatment with both drugs increases this rate to approximately 10% of patients (8, 13). Thus, novel therapeutics are urgently needed for use as single agents or for incorporation into already applied treatment regimens, with the overall goal to achieve HBV functional cure in a majority of patients after a finite course of treatment.

CHB in patients is associated with insufficient innate and adaptive immunity against HBV (3, 14–18). Unlike many other viruses, HBV avoids the induction of a type-I IFN-based host innate immune response during initial establishment of the infection, and thus displays a stealth-like behavior (19). During progression to chronic HBV infection, the high levels of viral proteins in the periphery and liver are thought to interfere with the pathway activation of pathogen recognition receptors (PRRs) (17, 20–24). Viral proteins further modulate innate immune cell subsets (25–27) although the altered function of dendritic cells (DCs) appears to correlate more with liver disease progression than with antigen load (28). Prolonged exposure to viral proteins rather than high antigen load during chronic HBV infection is further believed to be responsible for the functional impairment of HBV-specific T-cells and HBsAg-specific B-cells (29–32). These immunodeficiencies have shifted the focus of anti-HBV drug discovery to immunomodulation as a therapeutic strategy for reviving the impaired antiviral immunity in patients with CHB (8).

Since HBV is not actively or entirely inhibiting the function of PRRs (33, 34), small molecules stimulating selected receptors have been developed and several agonists were evaluated first in animal models of HBV and subsequently in patients (35, 36). Among these, agonists of toll-like receptor 7 (TLR7) appear promising therapeutics that may be able to overcome the HBV-associated immunodeficiencies present in patients. TLR7 is predominately expressed within the endosome of antigen presenting cells (APCs), including plasmacytoid (p) DCs and B-lymphocytes, and naturally recognizes viral single-stranded RNA (37). Following receptor activation, the downstream signaling cascade leads to the production of multiple type-I IFN isotypes and T-cell attractant chemokines, enhancement of antigen processing and presentation by APCs, and upregulation of costimulatory molecules critical for the cross-priming of cytotoxic T-cells (38, 39), all of which could be beneficial in restoring innate and adaptive immunity for subsequent HBV control. GS-9620, the first in-class oral TLR7 agonist developed for the treatment of CHB produced a long-lasting viral suppression in chimpanzees infected with HBV (40) and a sustained antiviral response (SVR) or functional cure in a subset of woodchucks infected with woodchuck hepatitis virus (WHV) (41). The unprecedented antiviral effect achieved in the latter animal model of HBV with any single agent therapy evaluated so far was due to an additional activation of woodchuck TLR8 by high GS-9620 dosage (42). However, GS-9620 treatment of patients failed to mediate therapeutic efficacy at tolerated doses when used alone or in combination with a NA (43, 44), but improved the responses of HBV-specific natural killer (NK) cells and T-cells (45). APR002, another oral TLR7 agonist, induced a functional cure in a subset of woodchucks, but only when administered together with the nucleoside analogue entecavir (ETV) (46).

The Eastern woodchuck (Marmota monax), chronically infected with WHV, is an established, immunocompetent animal model for studies of HBV pathogenesis and therapy. Like HBV, WHV is a member of the genus Orthohepadnavirus, and both viruses are closely related regarding their genome structure and replication mechanism (47). Host immune response to WHV and virus-induced liver disease progression in woodchucks parallel HBV infection in humans (35, 48–52). Woodchucks are applied in the assessment of the safety and therapeutic efficacy of new drugs developed for the treatment of CHB and HCC, and the preclinical use of this model is predictive of antiviral efficacy of NAs (53, 54) and immunomodulators against HBV in patients (42, 55).

We report here the evaluation of RG7854, an oral double prodrug of a TLR7-specific agonist developed by F. Hoffmann-La Roche, Ltd., in woodchucks with CHB. RG7854 is converted in vivo to its active metabolite RO7011785 via hydrolysis by mainly carboxylesterase 2 and oxidation by aldehyde oxidase (56). The initial dose-finding study in woodchucks assessed tolerability and potency of three increasing RG7854 doses. Since the safe and potent NAs are expected to remain the pillar of any future anti-HBV therapy, the subsequent combination treatment study in woodchucks assessed the antiviral benefit of high RG7854 dosage, when administered together with ETV. Like RG7854 monotreatment, RG7854/ETV combination treatment resulted in undetectable viral DNA, loss of WHV surface (WHsAg) and e antigens (WHeAg), and seroconversion to antibodies against both viral proteins (anti-WHs and anti-WHe antibodies) in a subset of woodchucks that was characterized by remarkably high titers of virus-neutralizing antibodies, but did not further enhance the rate of functional cure beyond that of RG7854 alone.



Materials and Methods


Investigational Drugs

RG7854 and ETV were manufactured by F. Hoffmann-La Roche and provided as a dry powder. RG7854 was dissolved in vehicle (i.e., 2% (w/v) Klucel LF (hydroxypropylcellulose), 0.09% (w/v) methylparaben, and 0.01% (w/v) propylparaben in water). ETV was also dissolved in vehicle (i.e., ultrapure water). Drugs were mixed with woodchuck diet (Dyets, Inc., Bethlehem, PA) and orally administered to animals within 30 minutes after preparation using an aluminum luer lock tube with gavage needle. Control animals were administered placebo (i.e., vehicle) mixed with woodchuck diet.



Study Design

Woodchucks received humane care according to the criteria outlined in the Guide for the Care and Use of Laboratory Animals. Animal protocols including woodchucks were approved by the Institutional Animal Care and Use Committee of Northeastern Wildlife, Inc. (Harrison, ID) and Georgetown University (Washington, DC). All animals were born in captivity at the animal facilities of Northeastern Wildlife, Inc., infected with WHV at three days of age to model vertical HBV transmission in humans, and raised to adulthood prior to use in the RG7854 mono and RG7854/ETV combination treatment studies. Before study initiation, chronic WHV carrier woodchucks of both genders were confirmed positive for serum WHV DNA, WHsAg, and WHeAg, and negative for anti-WHs and anti-WHe antibodies. Woodchucks were allocated to three and two groups in the mono or combination treatment studies, respectively (Figure 1; Supplementary Table 1), and randomized within blocks (i.e., sex) and factors (i.e., body weight). If needed, animals were moved between the groups based on other parameters, including pretreatment serum WHV DNA and WHsAg loads and liver enzyme levels, for achieving comparable ranges within each group. Animal research staff was not blinded in regard to treatment administration and animal procedures. However, laboratory research staff was blinded to animal group/treatment allocation during sample processing and analysis. Woodchucks undergoing monotreatment were orally treated every other day (QOD) for 24 weeks with vehicle (Group 1; n=5) or RG7854 (30/120 or 60 mg/kg) (Group 2; n=5 or Group 3; n=6) and then followed for additional 11 weeks until the end of the study (EOS) at week 35. The RG7854 starting doses of 30 and 60 mg/kg were selected to match the proportional increase in plasma exposure of the active form of the TLR7 agonist RO7011785 in WHV-naïve woodchucks after administration of single, oral doses ranging from 3 to 30 mg/kg (data not shown). Compared to the efficacious range of RG7854 determined previously in an HBV mouse model (57), both starting doses represented a targeted 2-3-fold higher plasma exposure in chronic WHV carrier woodchucks to account for differences in metabolic size (58). However, due to the absence of immediate antiviral effects after treatment initiation, the RG7854 dose in Group 2 was increased from 30 to 120 mg/kg starting in week 10 and continuing for additional 14 weeks of treatment. Woodchucks undergoing combination treatment were orally treated QOD for 14 weeks with vehicle (Group 4; n= 4) or RG7854 (120 mg/kg) together with daily ETV (0.1 mg/kg) (Group 5; n=6) and then followed for additional 18 weeks until the EOS at week 32. Thus, woodchucks of Groups 2 and 5 underwent high dose (120 mg/kg) RG7854 mono or combination treatment for 14 weeks and animals of Group 3 received intermediate dose (60 mg/kg) RG7854 monotreatment for 24 weeks. A control group undergoing ETV monotreatment was not included in this study due to the paucity of woodchucks with chronic WHV infection.




Figure 1 | Study design. In the monotreatment study (▀), woodchucks were dosed with vehicle or RG7854 (30/120 or 60 mg/kg orally, QOD) for 24 weeks and followed for another 11 weeks. Starting in week 10 of treatment, the 30 mg/kg dose was increased to 120 mg/kg in Group 2 and administered for 14 weeks. In the combination treatment study (▀), woodchucks were dosed with vehicle or RG7854 (120 mg/kg orally, QOD) together with ETV (0.1 mg/kg orally, once daily) for 14 weeks and followed for another 18 weeks. Arrows indicate the time of measurements for the specific parameters listed. Black arrows indicate parameters measured in both studies. * Pre-and post-dose samples were collected. + Only serum WHV DNA was measured.





Drug Safety and Mortality

Clinical observations were made daily, while measurements of body weight and temperature were obtained weekly. Hematology and clinical chemistry markers were determined at regular intervals. Mortality associated with RG7854 and ETV was not observed. In the monotreatment study, woodchucks F7991 (Group 1), F7996 (Group 2), and F8226 (Group 3) were euthanized during treatment in weeks 18, 7, or 17, respectively. Woodchuck F7934 (Group 1) was found dead and M7979 (Group 2) was euthanized during the follow-up in weeks 25 or 26, respectively. Scheduled euthanasia or death were due to the development of end-stage HCC in all cases. In the combination treatment study, woodchuck F5008 died due to internal hemorrhage after the liver biopsy procedure in week 11.



Animals and Procedures

Woodchucks were pair-housed in stainless-steel cages with solid floors and aspen contact bedding. Animals received aspen woodblocks for enrichment. The temperature was maintained at 65 to 70°F (approximately 18 to 21°C) and lights were on a 12/12-hour cycle. Woodchucks were fed laboratory chow formulated and specifically pelleted for woodchucks (Dyets) and had access to tap water ad libitum. Woodchucks were not fasted for any procedure and all procedures were conducted during the light cycle. Procedures involving body weight and temperature measurements, blood collection, liver biopsy, liver ultrasonography, and euthanasia were performed under isoflurane inhalation and/or ketamine/xylazine intramuscular injection anesthesia. Blood samples for testing serology, hematology, and clinical chemistry were obtained via femoral venipuncture. Liver tissues for assessing WHV nucleic acids and histology were collected by ultrasound-guided, percutaneous liver biopsy. Blood and liver tissues were always obtained prior to drug and vehicle administration.



Serum WHV Markers

Serum WHV DNA load was assayed quantitatively by slot-blot hybridization and PCR (lower limit of detection (LLOD): 600 WHV genomic equivalents (ge) or copy numbers per mL serum), as described previously (58, 59). Serum WHsAg load was assayed quantitatively by ELISA (LLOD: 5 ng WHsAg/mL serum) comparable to the assay described previously (59, 60). Serum WHeAg load was assayed qualitatively using a cross-reactive ELISA (DiaSorin, Minneapolis, MN) by following the manufacturer’s protocol. Results were obtained as an optical density read out, and a value of ≤0.060 optical density units (ODU) indicated absence of WHeAg. Serum anti-WHs antibodies were assayed quantitatively using an established enzyme immunoassay (LLOD: 100 standard units (StdU)/mL serum), as described previously (59, 60). Serum anti-WHe antibodies were assayed qualitatively using a cross-reactive ELISA (DiaSorin) by following the manufacturer’s protocol. An ODU value of ≥2.33 (i.e., sample ODU value at pretreatment (T0) minus sample ODU value in a given study week) indicated presence of anti-WHe antibodies.



Liver WHV Markers

Intrahepatic levels of WHV DNA replicative intermediates (RI) and cccDNA were assayed quantitatively by Southern blot hybridization, while intrahepatic WHV RNA levels, consisting of pre-genomic and surface RNA molecules, were determined quantitatively by Northern blot hybridization, as described previously (58, 59). Woodchuck β-actin was used for the normalization of WHV nucleic acid concentrations. Both hybridization assays provided results spanning up to >1 and >2 orders of magnitude of detection for WHV RNA and WHV cccDNA or WHV DNA RI molecules, respectively (LLOD: 2 pg WHV DNA or WHV RNA/µg cellular nucleic acids).



Hematology and Clinical Chemistry Markers

Blood samples for hematology and serum clinical chemistry were analyzed at the Animal Health Diagnostic Center of Cornell University (Ithaca, NY) using parameters established for woodchucks (61, 62). Hematology markers included white blood cells, segmented neutrophils, banded neutrophils, lymphocytes, monocytes, eosinophils, basophils, red blood cells, hemoglobin, hematocrit, mean cell volume, mean cell hemoglobin, mean cell hemoglobin concentration, red cell distribution width, platelet count, and mean platelet volume. Clinical chemistry markers included alkaline phosphatase, alanine aminotransferase (ALT), aspartate aminotransferase (AST), gamma-glutamyl transferase (GGT), sorbitol dehydrogenase (SDH), sodium, potassium, chloride, bicarbonate, anion gap, sodium/potassium ratio, urea, creatinine, calcium, phosphate, magnesium, total protein, albumin, globulin, albumin/globulin ratio, glucose, total bilirubin, direct bilirubin, indirect bilirubin, amylase, cholesterol, creatine kinase, iron, total iron binding capacity, percent saturation, lipemia, hemolysis, and icterus.



Histology

Paraffin-embedded liver tissues were sectioned (5 microns) and stained with hematoxylin and eosin at the Histopathology & Tissue Shared Resource (HTSR) Laboratory of Georgetown University (Washington, DC). Tissue sections were examined by a board-certified pathologist (BVK). Liver disease progression, including portal and sinusoidal hepatitis, bile duct proliferation, steatosis, fibrosis, and necrosis, was assessed via criteria developed for woodchuck liver (63, 64), as well as by using the METAVIR scale for scoring human liver.



T-Cell Proliferation

Peripheral blood mononuclear cells (PBMCs) were isolated from whole blood by Ficoll-Paque density gradient centrifugation and cultured in AIM-V medium (Invitrogen/Thermo Fisher Scientific, Waltham, MA) in 96-well opaque plates (Sigma, St. Louis, MO), as described previously (65). PBMCs were stimulated with 0.02% (v/v) DMSO (Sigma, unstimulated medium control), 0.5 µg/mL lipopolysaccharide (LPS; Sigma, no-peptide control), and pools of peptides covering the entire WHV core antigen (WHcAg) or WHsAg (Invitrogen/Thermo Fisher Scientific). Peptides were dissolved in sterile saline for obtaining a final concentration of 10.0 µg/mL of each peptide in 0.02% (v/v) DMSO. T-cell proliferation was determined after five days with the CellTiter Glo One Solution assay (Promega, Madison, WI) by following the manufacturer’s protocol. The derived luminescence signal of triplicate cultures was averaged and expressed as a fold-change by dividing the average signal in the presence of stimulator (LPS or WHcAg- or WHsAg-derived peptides) by that in the absence of stimulator (DMSO-containing medium). Results were further represented as a fold-change relative to the pretreatment baseline. A fold-change of ≥2.1 was considered a positive result for WHV-specific T-cell proliferation (66).



IFN-Stimulated Gene Induction

The induction of IFN-stimulated genes (ISGs) in blood was determined by using reverse transcription PCR and woodchuck-specific primers and probes (Supplementary Table 2), as described previously (55, 66). In brief, total RNA from whole blood collected in PAXgene blood tubes (Qiagen, Redwood City, CA) was isolated using the PAXgene Blood miRNA kit (Qiagen) with on-column DNase I digestion using RNase-free DNase by following the manufacturer’s protocol. Messenger RNA in these samples was then reverse transcribed using oligo(dT) and the High-Capacity cDNA Reverse Transcription kit (Applied Biosystems, Foster City, CA). Expression changes of IFN-induced 17 kDa protein (ISG15), IFN-induced guanosine triphosphate-binding protein (MX1), 2’-5’-oligoadenylate synthetase 1 (OAS1), and IFN-γ induced protein 10 (CXCL10 or IP-10) were determined on an ABI 7500 Real Time PCR System instrument (Applied Biosystems) by using the TaqMan Gene Expression Master mix (Applied Biosystems). Woodchuck 18S ribosomal RNA expression was used to normalize target gene expression. Transcript levels of ISGs were calculated as a fold-change relative to the pretreatment baseline level using the formula 2-ΔCt. A fold-change of ≥2.1 was considered a positive result for increased transcription (66).



Statistical Analysis

All experimental data was carefully inspected for consistency and completeness before statistical analysis. Values below detectable concentration or assay limit were replaced by either the minimum of all measured values (4 and 3 international units (IU)/L for serum ALT or GGT, respectively) or by the corresponding assay LLOD (600 ge/mL for serum WHV DNA, 5 ng/mL for serum WHsAg, 2 pg/µg for intrahepatic WHV DNA RI, cccDNA, and RNA). Data for serum WHV DNA, WHsAg, and anti-WHs antibodies were transformed to a log10 scale and arithmetically averaged prior to statistical analysis. Whenever appropriate, mean parameters (i.e., body weight and temperature, hematology, clinical chemistry, serum and liver WHV markers, blood host markers, and liver pathology) at each timepoint of the study were compared to the values at pretreatment and/or between the three or two groups undergoing RG7854 mono or RG7854/ETV combination treatment, respectively, using an unpaired Student’s t-test with equal variance. P< 0.05 was considered statistically significant. Sex was not considered a factor in the statistical analysis.




Results


RG7854 Treatment, Alone and Together With ETV, Induced Suppression of Serum Viremia and Antigenemia and Seroconversion in a Subset of Woodchucks

The antiviral efficacy of RG7854 was first evaluated in a dose-finding study in woodchucks with established chronic WHV infection (Figure 1). Sixteen woodchucks were assigned to repeat-dose monotreatment with either vehicle (Group 1; n=5) or RG7854 at doses of 30 mg/kg (Group 2; n=5) and 60 mg/kg (Group 3; n=6) for 24 weeks. Since an interim analysis indicated that both RG7854 doses did not induce marked declines in serum WHV markers or elicited antibodies in woodchucks immediately after treatment initiation (Figures 2–4; Supplementary Figures 1, 2), the dose in Group 2 was increased from 30 to 120 mg/kg in week 10 and administered for 14 weeks, while the original 60 mg/kg dose in Group 3 continued for 24 weeks.




Figure 2 | Effect of RG7854, alone and together with ETV, on serum viremia levels. Kinetics of WHV DNA load in individual woodchucks administered (A) placebo or RG7854 at doses of (B) 30/120 mg/kg or (C) 60 mg/kg in the monotreatment study and (D) placebo or (E) RG7854 at a dose of 120 mg/kg plus ETV in the combination treatment study. (F) Geometric group mean WHV DNA loads. The outer vertical dotted lines represent the duration of 24-week monotreatment or 14-week combination treatment, while the inner vertical dotted line represents the switch from 30 to 120 mg/kg RG7854 in Group 2 during week 10 in this and the following figures. The horizontal dotted lines indicate the detection limit for WHV DNA by quantitative polymerase chain reaction (i.e., 600 ge/mL). The geometric mean WHV DNA load in Group 3 was significantly reduced compared to Group 1 at T0 and at week 7 (P< 0.05) (Student’s t-test). Compared to Group 1, the geometric mean WHV DNA load in Group 2 was not significantly different (P> 0.05). The geometric mean WHV DNA load in Group 5 was significantly reduced compared to Group 4 during weeks 1-32 (P< 0.05). ge, genome equivalents or copy numbers.






Figure 3 | Effect of RG7854, alone and together with ETV, on serum surface antigenemia levels. Kinetics of WHsAg load in individual woodchucks administered (A) placebo or RG7854 at doses of (B) 30/120 mg/kg or (C) 60 mg/kg in the monotreatment study and (D) placebo or (E) RG7854 at a dose of 120 mg/kg plus ETV in the combination treatment study. (F) Geometric group mean WHsAg loads. The horizontal dotted lines indicate the detection limit for WHsAg by quantitative enzyme-linked immunosorbent assay (i.e., 5 ng/mL). The geometric mean WHsAg loads in Group 2 and Group 3 were significantly reduced compared to Group 1 at T0 and at weeks 1, 6, 7, and 8 or at week 15, respectively (P< 0.05) (Student’s t-test). Compared to Group 4, the geometric mean WHsAg load in Group 5 was significantly reduced during weeks 4-32 (P< 0.05).






Figure 4 | Effect of RG7854 treatment, alone and together with ETV, on the elicitation of serum antibodies to WHsAg. Kinetics of anti-WHs antibody titer in individual woodchucks administered (A) placebo or RG7854 at doses of (B) 30/120 mg/kg or (C) 60 mg/kg in the monotreatment study and (D) placebo or (E) RG7854 at a dose of 120 mg/kg plus ETV in the combination treatment study. (F) Geometric group mean anti-WHs antibody titers. The horizontal dotted lines indicate the detection limit for anti-WHs antibodies by quantitative enzyme immunoassay (i.e., 100 StdU/mL). The geometric mean anti-WHs antibody titers in Group 2 and Group 3 were not significantly different to Group 1 (P> 0.05) (Student’s t-test). Compared to Group 4, the geometric mean anti-WHs antibody titer in Group 5 was significantly increased during weeks 5-27 (P< 0.05). StdU, standard units.



In contrast to low dose (30 mg/kg) RG7854, the switch to high dose (120 mg/kg) RG7854 treatment produced a rapid decline in serum WHV DNA, WHsAg, and WHeAg in two of four woodchucks in Group 2 (i.e., F7981 and F8085) within 1-6 weeks (Figures 2-4; Supplementary Figures 1, 2). Both animals achieved a marked reduction in viremia and complete loss of detectable surface and e antigenemia, which was associated with emerging anti-WHs but not anti-WHe antibodies during treatment, and with a notably high anti-WHs antibody titer in F8085 that waned thereafter. The response to intermediate dose (60 mg/kg) RG7854 treatment in Group 3 was more varied, with two of five woodchucks displaying a more pronounced antiviral effect, starting 6-10 weeks after treatment initiation. F8021 achieved complete suppression of WHV DNA and loss of WHsAg and WHeAg, and elicited antibodies to both antigens during treatment. M7961 had transient reductions in WHV DNA and WHsAg, with minor changes in WHeAg and a transient induction of anti-WHs but not of anti-WHe antibodies, and experienced a gradual viral rebound towards the EOS that already started during treatment. A comparable antiviral response was not noted for other woodchucks in Groups 2 and 3, and marked changes in WHV markers and antibodies were absent in control animals of Group 1. Compared to Group 1, the declines in serum WHV DNA, WHsAg, and WHeAg loads and the increases in anti-WHs antibody titer and anti-WHe antibody level in Groups 2 and 3 were not significant during most of the study.

Since therapeutic efficacy was observed shortly after the switch to the high RG7854 dose, treatment with the TLR7 agonist at this dose in combination with ETV was subsequently tested in chronic WHV carrier woodchucks (Figure 1). Combination treatment with ETV was selected because most therapeutic interventions based on immunomodulation will likely be provided concurrently or as add-on to standard-of-care treatment with NAs. Thus, ten woodchucks were assigned to repeat-dose treatment with either vehicle (Group 4; n=4) or RG7854 (120 mg/kg) together with ETV (0.1 mg/kg) for 14 weeks (Group 5; n=6). The ETV dosage was selected based on another reported study in woodchucks (46).

Similar to high dose (120 mg/kg) RG7854 monotreatment, RG7854/ETV combination treatment produced rapid and marked declines in serum WHV DNA, WHsAg, and WHeAg within 1-5 weeks after initiation in four of five woodchucks in Group 5 (Figures 2, 3; Supplementary Figure 1). F5002, F5007, and M5028 accomplished sustained suppression of viremia and loss of surface and e antigenemia, and elicited anti-WHs and anti-WHe antibodies immediately thereafter which persisted throughout the study (Figure 4; Supplementary Figure 2). Seroconversion was again associated with remarkable high levels of anti-WHs antibodies although titers started to wane at the end of treatment and more so during the follow-up. Anti-WHe levels waned as well but the decline was more gradual. F5014 also showed marked reductions in WHV DNA and WHeAg, loss of WHsAg, and a transient induction of anti-WHs but not of anti-WHe antibodies; however, this woodchuck experienced a relapse in viremia towards the EOS after treatment cessation. The treatment response in these four animals was clearly different to the less pronounced and always transient declines in viremia and surface and e antigenemia noted for M5037, with absent antibody response to both antigens. Comparable changes in viral markers and antibodies were not present in control animals of Group 4, and the declines in serum WHV DNA, WHsAg, and WHeAg loads and the increase in anti-WHs antibody titer in woodchucks of Group 5 were significant during most of the study.



RG7854 Mono and Combination Treatment Resulted in a SVR in a Comparable Number of Woodchucks

Based on the above observations and for correlative analyses of the RG7854 mono and RG7854/ETV combination treatment responses, response groups were defined as the following: Responders (R) had serum WHV DNA <103 genomic equivalents (ge)/mL, WHsAg ≤5 ng/mL, and anti-WHs antibodies >103 standard units (StdU)/mL at the end of treatment. Non-Responders (NR) had minimum WHV DNA >108 ge/mL, minimum WHsAg >103 ng/mL, and absent anti-WHs antibodies (≤100 StdU/mL) at the end of treatment. Partial Responders (PR) had WHV DNA and WHsAg loads between Responders and Non-Responders and anti-WHs antibody titers >100 but <103 StdU/mL at the end of treatment (Table 1). This rather stringent definition revealed that F8021 of Group 3 was a Responder to 24-week intermediate RG7854 dose monotreatment, while F7981 and F8085 of Group 2 and M7961 of Group 3 were Partial Responders to 14-week high or 24-week intermediate RG7854 dose monotreatment, respectively. All other animals in both groups were Non-Responders. This definition further revealed that F5002, F5007, F5014, and M5028 of Group 5 were Responders to 14-week high RG7854 dose/ETV combination treatment, while M5037 was a Non-Responder.


Table 1 | Correlative analyses of RG7854 mono and RG7854/ETV combination treatment responses.



For a further delineation of the RG7854 mono and combination treatment responses in regard to durability, a SVR was defined as serum WHV DNA <103 ge/mL, WHsAg ≤5 ng/mL, and anti-WHs antibodies present at the EOS (Table 1). Based on WHV DNA assayed between the end of monotreatment and the EOS and WHsAg and anti-WHs antibodies measured at the EOS in woodchucks of Groups 1-3, this suggested that a SVR was achieved in F7981, F8021, and F8085 of Groups 2 and 3 at the end of the study in week 35. Based on the viremia, antigenemia, and antibody data obtained between the end of combination treatment and the EOS, this further indicated that a SVR was accomplished in F5002, F5007, and M5028 of Group 5 at the end of the study in week 32. Thus, 1 out of 5 surviving woodchucks in Group 3 (20%), 2 out of 3 surviving animals in Group 2 (67%), and 3 out of 5 surviving animals in Group 5 (60%) achieved a SVR. Although a trend towards higher SVR percentage for combination over mono treatment (38% vs. 60%) may exist, the comparable percentage between animals receiving the high RG7854 dose during mono and combination treatment (67% vs. 60%) and the equal number of 3 woodchucks with SVR each in the mono and combination treatment regimens suggested no apparent added benefit of ETV in regard to the observed therapeutic efficacy.



RG7854/ETV Combination Treatment Produced Sustained Suppression of Viral Replication in the Liver of Woodchucks With SVR

For further confirming the SVR mediated by RG7854/ETV combination treatment, changes in intrahepatic WHV nucleic acids were assayed in sequential liver biopsies obtained during the study (Figure 5). Consistent with the effects on serum viremia and antigenemia, Responders in Group 5 had markedly reduced WHV DNA RI, cccDNA, and RNA loads in liver as early as week 11 of treatment. All WHV nucleic acids became undetectable six weeks after drug withdrawal in F5002, F5007, and M5028 with SVR, and stayed absent until the EOS. F5014, a Responder without SVR, experienced reductions in these viral markers during and following treatment as well, but the declines were more gradual and WHV nucleic acids relapsed at the EOS, as also observed for serum viremia. M5037, a Non-Responder, had the least decline in viral markers during treatment and WHV nucleic acids returned to baseline level after treatment cessation. Control animals in Group 4 had no comparable changes in intrahepatic WHV markers, and the declines in WHV DNA RI, cccDNA, and RNA loads in woodchucks of Group 5 were significant during most of the study.




Figure 5 | Effect of RG7854 together with ETV on liver viremia levels. Kinetics of WHV DNA RI, cccDNA, and RNA loads in individual woodchucks administered (A, D, G) placebo or (B, E, H) RG7854 at a dose of 120 mg/kg plus ETV in the combination treatment study. (C, F, I) Group mean WHV nucleic acids. The vertical dotted lines represent the duration of 14-week combination treatment. The horizontal dotted lines indicate the detection limit for WHV nucleic acids by quantitative Southern and Northern blot hybridization (i.e., 2 pg/µg cellular DNA or RNA). The mean WHV DNA RI, cccDNA, and RNA loads in Group 5 were significantly reduced compared to Group 4 at weeks 11, 20 and 32, at weeks 11 and 32, or at weeks 11, 20, and 32, respectively (P< 0.05) (Student’s t-test).





The First Dose of RG7854/ETV Combination Treatment Induced ISGs in the Periphery of Woodchucks With SVR

In line with previous studies on TLR7 agonism (41, 46), RG7854 induced the transcription of ISGs and T-cell attractant chemokines in blood of woodchucks after the first dose in combination with ETV (Figure 6). While peak expression of ISG15, MX1, OAS1, and CXCL10 was observed between 6- and 12-hours post-dose in most animals of Group 5, the transcription magnitude was quite varied. When compared to M5037, the sole Non-Responder, Responders and woodchucks with SVR often had marked expression changes in all four genes. This correlation was only observed partially for F5002 with a SVR, which presented with increased transcription of ISG15 and CXCL10 but not of MX1 and OAS1. Since these expression changes were absent in control animals of Group 4 and typically are not observed during ETV monotreatment (46, 67), this indicated on-target activation of TLR7 in woodchucks by RG7854.




Figure 6 | Effect of the first dose of RG7854 together with ETV on peripheral ISG transcription. Kinetics of ISG15, MX1, OAS1, and CXCL10 gene expression in individual woodchucks prior to (0 hours) and 6-, 12-, and 24-hours post administration of the first dose of (A, D, G, J) placebo or (B, E, H, K) RG7854 at 120 mg/kg plus ETV in the combination treatment study. (C, F, I, L) Group mean ISG transcription levels. The horizontal dotted lines indicate the cutoff for positive gene expression (i.e., ≥2.1-fold increase from the pretreatment baseline). The mean transcription levels of ISG15, MX1, and OAS1 in Group 5 were significantly increased compared to Group 4 at 6 and 12 hours, at 6 hours, or at 6 hours, respectively (P< 0.05) (Student’s t-test). The mean CXCL10 transcription level in Group 5 was not significantly different to Group 4 (P> 0.05).





RG7854/ETV Combination Treatment Elicited Virus-Specific T-Cell Responses in the Periphery of Woodchucks With SVR

Changes in WHV-specific T-cell responses during RG7854 mono and combination treatment were assessed by stimulating PBMCs of woodchucks with peptides covering the entire WHcAg or WHsAg (Figures 7, 8). RG7854 monotreatment induced transient WHcAg- and WHsAg-specific T-cell responses during treatment only in M7961 of Group 3, a Partial Responder, but not in other Partial Responders, Responders, or woodchucks with SVR in Groups 2 and 3, although an increasing trend to such responses was noted. This pattern was clearly different to RG7854/ETV treatment, as F5002, F5007, F5014, and M5028 of Group 5, all Responders and woodchucks with SVR, except for F5014, presented with pronounced and sometimes long-lasting WHV-specific T-cell responses during treatment that declined after drug withdrawal. Induction and augmentation of WHsAg-specific T-cell responses in these animals apparently correlated with absent surface antigenemia and detectable anti-WHs antibodies in serum (Figures 3, 4). In M5037, the sole Non-Responder, absent WHsAg-specific T-cell response correlated with reduced albeit detectable surface antigen and absent anti-WHs antibodies. Stimulation of PBMCs with LPS as a no-peptide control revealed that the general cell proliferation in woodchucks was not affected by RG7854 mono or combination treatment (Supplementary Figure 3). Since ETV monotreatment does not significantly modify cellular responses in woodchucks (67), these results indicated that the inclusion of the NA into the treatment regimen facilitated an enhanced potential of WHV-specific T-cell responses by RG7854.




Figure 7 | Effect of RG7854, alone and together with ETV, on peripheral WHcAg-specific T-cell response. Kinetics of PBMC proliferation to stimulation with WHcAg-derived peptides of individual woodchucks administered (A) placebo or RG7854 at doses of (B) 30/120 mg/kg or (C) 60 mg/kg in the monotreatment study and (D) placebo or (E) RG7854 at a dose of 120 mg/kg plus ETV in the combination treatment study. (F) Group mean WHcAg-specific T-cell responses. The horizontal dotted lines indicate the cutoff for positive PBMC proliferation (i.e., ≥2.1-fold-change from the pretreatment baseline). The mean WHcAg-specific T-cell response in Groups 2 and 3 was not significantly different to Group 1 (P> 0.05) (Student’s t-test). The mean WHcAg-specific T-cell response in Group 5 was significantly increased compared to Group 4 at weeks 10 and 14 (P< 0.05).






Figure 8 | Effect of RG7854, alone and together with ETV, on peripheral WHsAg-specific T-cell response. Kinetics of PBMC proliferation to stimulation with WHsAg-derived peptides of individual woodchucks administered (A) placebo or RG7854 at doses of (B) 30/120 mg/kg or (C) 60 mg/kg in the monotreatment study and (D) placebo or (E) RG7854 at a dose of 120 mg/kg plus ETV in the combination treatment study. (F) Group mean WHsAg-specific T-cell responses. The horizontal dotted lines indicate the cutoff for positive PBMC proliferation (i.e., ≥2.1-fold-change from the pretreatment baseline). The mean WHsAg-specific T-cell response in Groups 2 and 3 was not significantly different to Group 1 (P> 0.05) (Student’s t-test). The mean WHsAg-specific T-cell response in Group 5 was significantly increased compared to Group 4 at weeks 10 and 14 (P< 0.05).





RG7854 Treatment, Alone and Together With ETV, Was Safe in Woodchucks

The RG7854 mono and combination treatment regimens were well-tolerated by woodchucks, and there were no signs of overt toxicity based on clinical observations, body weights and temperatures, most hematology and clinical chemistry markers, and necropsy observations. A trend to lower numbers of segmented neutrophils and significantly reduced numbers of platelets were noted in woodchucks of Group 2, especially after the switch to high dose RG7854 treatment, but neutropenia and thrombocytopenia reversed after drug withdrawal (data not shown). Likewise, all animals in Group 5 experienced significant neutropenia and thrombocytopenia during RG7854/ETV combination treatment that reversed immediately after treatment cessation or during treatment, respectively (data not shown).

In regard to liver enzymes, F7996 of Group 2 and F8226 of Group 3 had transiently elevated levels of ALT and AST during RG7854 monotreatment, but the rises were comparable to F7991 of Group 1 around the initiation of placebo treatment (Figure 9 and Supplementary Figure 4). The transaminase increases appeared unrelated to RG7854, as they occurred during the progression to end-stage HCC and in parallel to rising GGT levels (Supplementary Figure 5), leading to the scheduled euthanasia of these three animals. Other woodchucks in Groups 1 and 3 had gradual increases in ALT, AST, and GGT levels towards the EOS, most likely due to the progression of WHV-induced liver disease. In contrast, F5002, F5007, and M5028 of Group 5 with SVR presented with varied and sometimes marked increases in transaminases during RG7854/ETV combination treatment, in addition to elevations in SDH level (Supplementary Figure 6). Elevated liver enzymes coincided with the reductions and subsequent undetectability of serum viremia and antigenemia in these animals, but increases reversed thereafter and normalized during treatment or shortly after drug withdrawal. Furthermore, transient elevations in liver inflammation based on portal and sinusoidal hepatitis scores (Supplementary Figure 7) correlated temporally with these liver enzyme increases in woodchucks of Group 5 with SVR, but were also present in F5014, a Responder without SVR, and in M5037, a Non-Responder, albeit to a lesser degree. The rises in ALT, AST, and SDH or liver inflammation, respectively, were comparable to the elevations noted in M5036 and M5038 of Group 4 before the initiation of placebo treatment. Although liver enzyme increases in Group 5 were not significantly different to Group 4, these results suggested that, in contrast to RG7854 monotreatment, the SVR mediated by RG7854/ETV combination treatment was associated with transiently modulated liver enzymes (and likely liver inflammation) in individual woodchucks.




Figure 9 | Effect of RG7854, alone and together with ETV, on serum ALT. Kinetics of ALT level in individual woodchucks administered (A) placebo or RG7854 at doses of (B) 30/120 mg/kg or (C) 60 mg/kg in the monotreatment study and (D) placebo or (E) RG7854 at a dose of 120 mg/kg plus ETV in the combination treatment study. (F) Group mean ALT levels. The mean ALT level in Group 2 was significantly reduced compared to Group 1 at week 35 (P< 0.05) (Student’s t-test). The mean ALT level in Group 5 was not significantly different to Group 4 (P> 0.05). IU, international units.






Discussion

RG7854, an oral double prodrug of the TLR7-specific agonist RO7011785, is developed by F. Hoffmann-La Roche for increasing the HBV cure rate in patients with CHB by immunomodulation via TLR7 agonism. The prodrug approach is predicted to widen the therapeutic window of the agonist and to improve its overall tolerability by enhancing bioavailability and limiting intolerability of RO7011785 due to inadvertent TLR7 activation in the gastrointestinal tract (56). For testing therapeutic efficacy, host immune response, and safety, RG7854 was first evaluated in a dose-finding study in woodchucks with chronic WHV infection. Intermediate (60 mg/kg) and high (120 mg/kg) RG7854 dose administration for 24 or 14 weeks, respectively, produced dose-dependent antiviral effects and resulted in a SVR in a total of 3 out of 8 surviving woodchucks. Since these animals seroconverted to anti-WHs antibodies during treatment and WHV DNA and WHsAg remained undetectable at the EOS in week 35, this suggested that a functional cure was induced by RG7854 monotreatment. The SVR achieved in woodchucks is comparable to the durable antiviral effect in an HBV mouse model in which RG7854 dose-dependently reduced the levels of HBV DNA and HBsAg and promoted the emergence of anti-HBs antibodies (57). Because most immunotherapeutic approaches for CHB will be provided to patients on top of standard-of-care with NAs, RG7854 was subsequently evaluated together with ETV in chronic WHV carrier woodchucks. High (120 mg/kg) RG7854 dose administration for 14 weeks in combination with ETV mediated a SVR in 3 out of surviving 5 woodchucks at the EOS in week 32. Based on equal animal numbers with functional cure after RG7854 mono and combination treatment, this indicated that concurrent NA administration did not further increase the therapeutic efficacy of the TLR7 agonist. The SVR in animals undergoing RG7854 combination treatment, including undetectable viral cccDNA in the liver, correlated with the development of innate and adaptive immunity, as determined by the induction of important ISGs at treatment initiation and the proliferation of virus-specific T-cells and production of high-titer, virus-neutralizing antibodies by plasma cells during treatment. Since suppression of WHV replication after initiation of high dose RG7854 mono and combination treatment occurred within 1-6 weeks, and in absence of a ETV monotreatment control group, the contribution of the NA to the therapeutic efficacy could not be differentiated from that of the TLR7 agonist but ETV administration was associated with more robust T- and B-cell responses, as well as transient elevations in liver enzymes and inflammation in some but not all woodchucks.

The SVR produced by RG7854, alone and together with ETV, is clearly different to the antiviral response typically obtained with NAs in woodchucks during comparable treatment durations (48). Although ETV monotreatment was not included as a control in the current study, studies have shown that the ETV-mediated antiviral effect in woodchucks using comparable dosage and treatment durations is transient and that viral relapse occurs after treatment cessation (59, 67), indicating that WHV suppression is dependent on the continued presence of this NA. ETV treatment can modulate WHsAg and WHeAg loads in woodchucks, but similar to patients with CHB undergoing NA treatment (8), it does not mediate loss of these antigens nor induces seroconversion to anti-WHs antibodies (46, 59, 67). The reason for the apparent inability of ETV to enhance the antiviral effect of RG7854 is unknown, but it can be speculated that the immune-mediated WHV suppression by the TLR7 agonist in Responders is rapid and sufficient and cannot be improved by further reduction of mainly viremia levels during parallel NA treatment. This finding is in agreement with the antiviral effect in the above HBV mouse model in which the addition of ETV also did not mediate a greater HBsAg decline than RG7854 alone (68). Since woodchucks are outbred, it can further be speculated that, in addition to genetic factors, Partial Responders and Non-Responders to RG7854 mono and combination treatment developed more severe immunodeficiencies during CHB progression which could not be overcome during the 14- to 24-week treatment duration. Importantly, continuous exposure to viral surface antigen in patients and woodchucks with CHB are implicated in the immunologic tolerance against HBV and WHV at the level of B- and T-cells (3, 14, 29, 30, 48, 69). Future preclinical studies could assess if the therapeutic efficacy of RG7854 is augmentable by administering the TLR7 agonist on top of (prolonged) NA treatment for modelling the most likely treatment scenario in patients. In addition, targeting steps in the HBV lifecycle other than DNA synthesis by the viral polymerase may increase the therapeutic efficacy of RG7854, as indicated in the above HBV mouse model in which parallel treatment with RO7049389, a capsid assembly modulator, produced an antiviral effect that was superior over monotreatment with either compound (68).

Activation of a type-I IFN response in APCs by TLR7 agonists resulting in the production of antiviral cytokines is expected to inhibit HBV replication within hepatocytes by a non-cytolytic mechanism (39). Since assays for the measurement of serum IFN-α were not available, the pharmacodynamic response of woodchucks to the initial RG7854/ETV dose was tested by the IFN-α dependent expression of innate immune genes in blood of these animals. The three ISGs with antiviral effector functions (ISG15, OAS1, and MX1) and the one T-cell-attractant chemokine tested (CXCL10) were also recently evaluated in mice and woodchucks during TLR7 agonism (41, 46, 57). Comparable to these studies, ISG and chemokine induction in woodchucks was consistent with TLR7 activation by RG7854 and appeared to correlate partially with the subsequent SVR observed in Responders. Notably, the magnitude of ISG and chemokine induction in woodchucks was similar to those obtained with RG7854 in healthy volunteers at well-tolerated doses of 100 mg or higher, including a high individual variability (56).

Although not determined directly, the transient but sometimes pronounced elevations in liver enzymes and inflammation in Responders to RG7854/ETV combination treatment may indicate that a cytolytic mechanism is further involved in the immune-mediated WHV suppression. Besides antiviral cytokines, the cytotoxic activity of NK- and T-cells during TLR7 agonism were reported to be responsible for the therapeutic efficacy achieved with GS-9620 in woodchucks (41). These predicted mechanisms are supported by enhanced cytokine production of T-cells and increased activation and function of NK-cells in blood of patients with NA-suppressed HBV replication who received add-on GS-9620 treatment (45). Importantly, transient alterations in transaminases during SVR mediated by TLR7 agonism in woodchucks (41, 46) are also present in patients resolving chronic HBV infection while undergoing NA treatment (70). Thus, albeit hepatic flares are typically seen as a clinical perturbation, temporary elevations in liver enzymes (and inflammation) could also be considered as direct evidence for the antiviral activity of TLR7 agonists rather than an unwanted side effect (71).

From the study in the aforementioned HBV mouse model it is hypothesized that RG7854 stimulates TLR7 in pDCs within spleen and lymph nodes but not in the gastrointestinal tract, and that such activated cells prime T- and B-cells for generating an effective immune response against HBV (57). For determining if RG7854-treated woodchucks developed a functional T-cell response, WHV-specific PBMC proliferation was tested longitudinally. In agreement with the recovery of HBV core and polymerase specific T-cells in patients after exposure to low antigen levels and subsequent control of viral replication mediated by NA treatment (72, 73), a WHcAg-specific T-cell response emerged especially in Responders to RG7854/ETV combination treatment. While HBsAg-specific T-cells are usually not retrieved in these patients (73), the recovery of WHsAg-specific T-cells in Responders could indicate that woodchucks with CHB still possess residual, quiescent T-cells directed against this viral antigen similar to young patients with CHB (74), and as expected for self or neoself-reactive T cells. Since WHV-specific T-cells were detected around the time of substantial declines in surface and e antigenemia, this suggested that the removal of tolerizing viral proteins from the system likely retrieved the antiviral functions of helper and cytolytic T-cells and/or activated these cells. The strength and/or duration of these T-cell responses in some Responders correlated with the temporary elevations in transaminases that are considered markers of immune clearance of HBV-infected hepatocytes (70). T-cell responses waned after the loss of WHsAg and WHeAg and were not detected after treatment cessation, indicating that these cells contributed to the RG7854-mediated WHV suppression.

WHV-specific humoral responses were further assessed for determining if RG7854-treated woodchucks developed a functional B-cell response. Responders to monotreatment and especially to RG7854/ETV combination treatment elicited antibodies to WHsAg (and often to WHeAg) that were characterized by remarkably high titers, as also noted for anti-HBs antibodies in the HBV mouse model following treatment with the TLR7 agonist and a capsid assembly modulator (68). Antibody emergence may indicate a reversal of impaired functions of DCs and B-cells in the setting of CHB in patients treated with NAs (30, 75) and in woodchucks treated with TLR agonists, alone and together with ETV (41, 42, 46). Since WHV-specific antibodies were detected immediately after the loss of WHsAg and WHeAg, this suggested again that the elimination of tolerizing viral antigens supported a restoration of B-cell functions and/or activation of these cells, as also reported for patients with NA treatment-induced seroconversion (75). Direct TLR7 stimulation in B-lymphocytes by RG7854 may further lead to polyclonal cell expansion and differentiation into immunoglobulin-secreting plasma cells (76) which could additionally explain the high anti-WHs and anti-HBs titers achieved in woodchucks and mice (68). These virus-neutralizing antibodies are important to prevent reinfection of already infected hepatocytes, as well as de novo infection of naïve hepatocytes that emerge during liver replenishment due to natural cell death or cytolytic elimination by T-cells, and of uninfected hepatocytes that arise from non-cytolytic viral elimination by cytokines. Because anti-WHs antibodies persisted until the EOS while WHsAg-specific T-cell responses became undetectable, the durable humoral response is apparently required for the continued suppression of WHV replication by residual virus and/or maintenance of the virus-free status. Altogether, the induction of ISGs and the development of WHV-specific B- and T-cell responses suggested that a crosslink between innate and adaptive immunity was induced by RG7854 mono and combination treatment in Responders with SVR.

RG7854 administration, alone and together with ETV, was not associated with treatment-limiting adverse effects, and repeated dosing for 14 to 24 weeks was well-tolerated by woodchucks. Sustained changes in clinical chemistry and most hematology parameters were not noted; however, RG7854 treatment at the highest dose was associated with thrombocytopenia, and additional neutropenia when combined with ETV. These adverse effects were transient and reversed immediately after treatment cessation or even during treatment, and the incidence and severity was reduced with lower RG7854 doses. The underlying mechanism(s) by which RG7854 causes reductions in neutrophils and platelets in woodchucks are unknown. However, neutropenia and thrombocytopenia appeared woodchuck-specific, since both parameters were not measured for RG7854 treatment in the HBV mouse model (57, 68) and, more importantly, were absent in healthy volunteers administered single and multiple RG7854 doses (56). Moreover, the drug posology for the current clinical phase 2 trial in patients with CHB (i.e., NCT04225715) has a starting RG7854 dose of slightly below 150 mg (56, 77) that is approximately 45-55 times lower than the 100 and 120 mg/kg efficacious doses in mice and woodchucks, and thus is not expected to induce these hematology changes. While the clinical outcome of RG7854 treatment is unknown at this time, it is expected that add-on administration to NA-treated patients in combination with a capsid assembly modulator (RO7049389) or small interfering RNA (RO7445482) will be safe and antiviral efficacious due to the chosen double prodrug approach for improving oral bioavailability and minimizing TLR7 activation in the gastrointestinal tract.

A comparison of therapeutic efficacy achieved in woodchucks with other TLR7 agonists suggested different pharmacokinetics and pharmacodynamics for GS-9620, APR002, and RG7854 (41, 46). As established in the aforementioned HBV mouse model, RG7854 targets spleen and lymph nodes following oral administration and activates pDCs leading to increased numbers of HBV-specific B- and T-cells in these secondary lymphoid organs (57), including upregulated germinal center B-cells (68), but the active metabolite is also detected in liver (data not shown). This overall is different to GS-9620 and APR002 that target gut-associated lymphoid tissues and/or liver after oral administration and intestinal absorption for activating resident pDCs (46, 78). Compared to GS-9620, APR002 is more hepatoselective due to the incorporation of a liver-targeting moiety into the TLR7 pharmacophore (46). Enhanced hepatic and limited systemic exposure of APR002 over GS-9620 is likely due to active uptake and high retainment of the TLR7 agonist in the liver via organic-anion-transporting polypeptide (OATP) transporters (46).

In conclusion, RG7854 treatment, alone and together with ETV, produced a SVR and anti-WHs antibody seroconversion in a subset of woodchucks with CHB. By analogy, these results suggest that oral treatment of patients with the double prodrug of the TLR7-specific agonist has the potential to induce sustained immunological control of chronic HBV infection and may present a new therapeutic option in the search for an HBV cure.



Data Availability Statement

The original contributions presented in the study are included in the article/Supplementary Material. Further inquiries can be directed to the corresponding authors.



Ethics Statement

The animal study was reviewed and approved by Institutional Animal Care and Use Committee of Northeastern Wildlife, Inc. (Harrison, ID) and Georgetown University (Washington, DC).



Author Contributions

Study concept and design: SW, MV, FR-L, JY, and SM; Acquisition of data: KK, MS, BL, CY, MV, XH, XPH, MD, and BK; Analysis and interpretation of data: SW, MS, GS, LD, MV, FR-L, and SM; Drafting of the manuscript: SW and SM; Critical revision of the manuscript for important intellectual content: SW, KK, MS, GS, LD, BL, CY, MV, FR-L, XH, XPH, MD, BK, JY, and SM; Statistical analysis: GS and SM; Obtained funding: JY; Administrative, technical, or material support: N/A; Study supervision: SW and SM. All authors contributed to the article and approved the submitted version.



Acknowledgments

The authors gratefully acknowledge John Patterson, Erich Wolz, Gaurav Tyagi and David Moore (Pharmaceutical Sciences, Roche Pharma, Research and Early Development, Roche Innovation Center Basel, Switzerland) for their excellent assistance with the conduct of the in-life phase of the woodchuck study at Northeastern Wildlife, Inc., and Supti Sen, Vinona Muralidaran, and Dr. Deborah Berry (Histopathology and Tissue Shared Resources (HTSR), Georgetown University Medical Center, Washington, DC, United States) for their excellent assistance with the woodchuck liver tissues. The HTSR is partially supported by NIH/NCI grant P30 CA051008.



Supplementary Material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fimmu.2022.884113/full#supplementary-material



Abbreviations

ALT, alanine aminotransferase; Anti-HBs, antibodies to hepatitis B virus surface antigen; Anti-WHe, antibodies to woodchuck hepatitis virus e antigen; Anti-WHs, antibodies to woodchuck hepatitis virus surface antigen; APC, antigen-presenting cell; APR002, a TLR7 agonist developed by Apros Therapeutics; AST, aspartate aminotransferase; cccDNA, covalently-closed circular DNA; CHB, chronic hepatitis B; CXCL10, IFN-γ induced protein 10 (IP-10); DC, dendritic cell; EOS, end of the study; ETV, entecavir; F, female; ge, genome equivalents or copy numbers; GGT, gamma-glutamyl transferase; GS-9620, a TLR7 agonist developed by Gilead Sciences; HBsAg, hepatitis B virus surface antigen; IFN, interferon; ISG, interferon-stimulated gene; ISG15, IFN-induced 17 kDa protein; LPS, lipopolysaccharide; M, male; MX1, IFN-induced guanosine triphosphate-binding protein; NA, nucleos(t)ide analogue; ND, not determined; NK, natural killer; NR, Non-Responders; OAS1, 2’-5’-oligoadenylate synthetase 1; PBMC, peripheral blood mononuclear cell; PR, Partial Responders; PRR, pathogen recognition receptor; QOD, every other day; R, Responders; RG7854, an oral double prodrug of the TLR7-specific agonist RO7011785; RI, replicative intermediate; RO7011785, a TLR7 agonist developed by F. Hoffmann-La Roche, Ltd.; RO7049389, capsid assembly modulator developed by F. Hoffmann-La Roche, Ltd.; SDH, sorbitol dehydrogenase; StdU, standard units; SVR, sustained antiviral response; TLR, toll-like receptor; WHcAg, woodchuck hepatitis virus core antigen; WHeAg, woodchuck hepatitis virus e antigen; WHsAg, woodchuck hepatitis virus surface antigen; WHV, woodchuck hepatitis virus.



References

1. Organization WH. Hepatitis B (2021). Available at: https://wwwwhoint/news-room/fact-sheets/detail/hepatitis-b (Accessed February 15, 2022).

2. Ferrari, C. HBV and the Immune Response. Liver Int (2015) 35 Suppl 1:121–8. doi: 10.1111/liv.12749

3. Tan, A, Koh, S, and Bertoletti, A. Immune Response in Hepatitis B Virus Infection. Cold Spring Harb Perspect Med (2015) 5(8):a021428. doi: 10.1101/cshperspect.a021428

4. Song, C, Zhu, J, Ge, Z, Yu, C, Tian, T, Wang, H, et al. Spontaneous Seroclearance of Hepatitis B Surface Antigen and Risk of Hepatocellular Carcinoma. Clin Gastroenterol Hepatol (2019) 17(6):1204–6. doi: 10.1016/j.cgh.2018.08.019

5. Yip, TC, Wong, GL, Chan, HL, Tse, YK, Lam, KL, Lui, GC, et al. HBsAg Seroclearance Further Reduces Hepatocellular Carcinoma Risk After Complete Viral Suppression With Nucleos(T)Ide Analogues. J Hepatol (2019) 70(3):361–70. doi: 10.1016/j.jhep.2018.10.014

6. Wright, TL, and Lau, JY. Clinical Aspects of Hepatitis B Virus Infection. Lancet (1993) 342(8883):1340–4. doi: 10.1016/0140-6736(93)92250-W

7. Banatvala, J, Van Damme, P, and Oehen, S. Lifelong Protection Against Hepatitis B: The Role of Vaccine Immunogenicity in Immune Memory. Vaccine (2000) 19(7-8):877–85. doi: 10.1016/S0264-410X(00)00224-3

8. Fanning, GC, Zoulim, F, Hou, J, and Bertoletti, A. Therapeutic Strategies for Hepatitis B Virus Infection: Towards a Cure. Nat Rev Drug Discov (2019) 18(11):827–44. doi: 10.1038/s41573-019-0037-0

9. Wieland, SF, Guidotti, LG, and Chisari, FV. Intrahepatic Induction of Alpha/Beta Interferon Eliminates Viral RNA-Containing Capsids in Hepatitis B Virus Transgenic Mice. J Virol (2000) 74(9):4165–73. doi: 10.1128/JVI.74.9.4165-4173.2000

10. Lucifora, J, Xia, Y, Reisinger, F, Zhang, K, Stadler, D, Cheng, X, et al. Specific and Nonhepatotoxic Degradation of Nuclear Hepatitis B Virus cccDNA. Science (2014) 343(6176):1221–8. doi: 10.1126/science.1243462

11. Liu, Y, Nie, H, Mao, R, Mitra, B, Cai, D, Yan, R, et al. Interferon-Inducible Ribonuclease ISG20 Inhibits Hepatitis B Virus Replication Through Directly Binding to the Epsilon Stem-Loop Structure of Viral RNA. PloS Pathog (2017) 13(4):e1006296. doi: 10.1371/journal.ppat.1006296

12. Belloni, L, Allweiss, L, Guerrieri, F, Pediconi, N, Volz, T, Pollicino, T, et al. IFN-Alpha Inhibits HBV Transcription and Replication in Cell Culture and in Humanized Mice by Targeting the Epigenetic Regulation of the Nuclear cccDNA Minichromosome. J Clin Invest (2012) 122(2):529–37. doi: 10.1172/JCI58847

13. Likhitsup, A, and Lok, AS. Understanding the Natural History of Hepatitis B Virus Infection and the New Definitions of Cure and the Endpoints of Clinical Trials. Clin Liver Dis (2019) 23(3):401–16. doi: 10.1016/j.cld.2019.04.002

14. Megahed, FAK, Zhou, X, and Sun, P. The Interactions Between HBV and the Innate Immunity of Hepatocytes. Viruses (2020) 12(3):285. doi: 10.3390/v12030285

15. Revill, P, and Yuan, Z. New Insights Into How HBV Manipulates the Innate Immune Response to Establish Acute and Persistent Infection. Antivir Ther (2013) 18(1):1–15. doi: 10.3851/IMP2542

16. Kondo, Y, Ninomiya, M, Kakazu, E, Kimura, O, and Shimosegawa, T. Hepatitis B Surface Antigen Could Contribute to the Immunopathogenesis of Hepatitis B Virus Infection. ISRN Gastroenterol (2013) 2013:935295. doi: 10.1155/2013/935295

17. Lebosse, F, Testoni, B, Fresquet, J, Facchetti, F, Galmozzi, E, Fournier, M, et al. Intrahepatic Innate Immune Response Pathways are Downregulated in Untreated Chronic Hepatitis B. J Hepatol (2017) 66(5):897–909. doi: 10.1016/j.jhep.2016.12.024

18. Faure-Dupuy, S, Lucifora, J, and Durantel, D. Interplay Between the Hepatitis B Virus and Innate Immunity: From an Understanding to the Development of Therapeutic Concepts. Viruses (2017) 9(5):95. doi: 10.3390/v9050095

19. Wieland, S, Thimme, R, Purcell, RH, and Chisari, FV. Genomic Analysis of the Host Response to Hepatitis B Virus Infection. Proc Natl Acad Sci USA (2004) 101(17):6669–74. doi: 10.1073/pnas.0401771101

20. Visvanathan, K, Skinner, NA, Thompson, AJ, Riordan, SM, Sozzi, V, Edwards, R, et al. Regulation of Toll-Like Receptor-2 Expression in Chronic Hepatitis B by the Precore Protein. Hepatology (2007) 45(1):102–10. doi: 10.1002/hep.21482

21. Wang, S, Chen, Z, Hu, C, Qian, F, Cheng, Y, Wu, M, et al. Hepatitis B Virus Surface Antigen Selectively Inhibits TLR2 Ligand-Induced IL-12 Production in Monocytes/Macrophages by Interfering With JNK Activation. J Immunol (2013) 190(10):5142–51. doi: 10.4049/jimmunol.1201625

22. Vincent, IE, Zannetti, C, Lucifora, J, Norder, H, Protzer, U, Hainaut, P, et al. Hepatitis B Virus Impairs TLR9 Expression and Function in Plasmacytoid Dendritic Cells. PloS One (2011) 6(10):e26315. doi: 10.1371/journal.pone.0026315

23. Wu, J, Meng, Z, Jiang, M, Pei, R, Trippler, M, Broering, R, et al. Hepatitis B Virus Suppresses Toll-Like Receptor-Mediated Innate Immune Responses in Murine Parenchymal and Nonparenchymal Liver Cells. Hepatology (2009) 49(4):1132–40. doi: 10.1002/hep.22751

24. Wei, C, Ni, C, Song, T, Liu, Y, Yang, X, Zheng, Z, et al. The Hepatitis B Virus X Protein Disrupts Innate Immunity by Downregulating Mitochondrial Antiviral Signaling Protein. J Immunol (2010) 185(2):1158–68. doi: 10.4049/jimmunol.0903874

25. van der Molen, RG, Sprengers, D, Binda, RS, de Jong, EC, Niesters, HG, Kusters, JG, et al. Functional Impairment of Myeloid and Plasmacytoid Dendritic Cells of Patients With Chronic Hepatitis B. Hepatology (2004) 40(3):738–46. doi: 10.1002/hep.20366

26. Op den Brouw, ML, Binda, RS, van Roosmalen, MH, Protzer, U, Janssen, HL, van der Molen, RG, et al. Hepatitis B Virus Surface Antigen Impairs Myeloid Dendritic Cell Function: A Possible Immune Escape Mechanism of Hepatitis B Virus. Immunology (2009) 126(2):280–9. doi: 10.1111/j.1365-2567.2008.02896.x

27. Duan, XZ, Wang, M, Li, HW, Zhuang, H, Xu, D, and Wang, FS. Decreased Frequency and Function of Circulating Plasmocytoid Dendritic Cells (pDC) in Hepatitis B Virus Infected Humans. J Clin Immunol (2004) 24(6):637–46. doi: 10.1007/s10875-004-6249-y

28. Gehring, AJ, and Ann D'Angelo, J. Dissecting the Dendritic Cell Controversy in Chronic Hepatitis B Virus Infection. Cell Mol Immunol (2015) 12(3):283–91. doi: 10.1038/cmi.2014.95

29. Park, JJ, Wong, DK, Wahed, AS, Lee, WM, Feld, JJ, Terrault, N, et al. Hepatitis B Virus–Specific and Global T-Cell Dysfunction in Chronic Hepatitis B. Gastroenterology (2016) 150(3):684–95.e5. doi: 10.1053/j.gastro.2015.11.050

30. Burton, AR, Pallett, LJ, McCoy, LE, Suveizdyte, K, Amin, OE, Swadling, L, et al. Circulating and Intrahepatic Antiviral B Cells are Defective in Hepatitis B. J Clin Invest (2018) 128(10):4588–603. doi: 10.1172/JCI121960

31. Le Bert, N, Gill, US, Hong, M, Kunasegaran, K, Tan, DZM, Ahmad, R, et al. Effects of Hepatitis B Surface Antigen on Virus-Specific and Global T Cells in Patients With Chronic Hepatitis B Virus Infection. Gastroenterology (2020) 159(2):652–64. doi: 10.1053/j.gastro.2020.04.019

32. Le Bert, N, Salimzadeh, L, Gill, US, Dutertre, CA, Facchetti, F, Tan, A, et al. Comparative Characterization of B Cells Specific for HBV Nucleocapsid and Envelope Proteins in Patients With Chronic Hepatitis B. J Hepatol (2020) 72(1):34–44. doi: 10.1016/j.jhep.2019.07.015

33. Suslov, A, Boldanova, T, Wang, X, Wieland, S, and Heim, MH. Hepatitis B Virus Does Not Interfere With Innate Immune Responses in the Human Liver. Gastroenterology (2018) 154(6):1778–90. doi: 10.1053/j.gastro.2018.01.034

34. Mutz, P, Metz, P, Lempp, FA, Bender, S, Qu, B, Schoneweis, K, et al. HBV Bypasses the Innate Immune Response and Does Not Protect HCV From Antiviral Activity of Interferon. Gastroenterology (2018) 154(6):1791–804.e22. doi: 10.1053/j.gastro.2018.01.044

35. Suslov, A, Wieland, S, and Menne, S. Modulators of Innate Immunity as Novel Therapeutics for Treatment of Chronic Hepatitis B. Curr Opin Virol (2018) 30:9–17. doi: 10.1016/j.coviro.2018.01.008

36. Meng, Z, Chen, Y, and Lu, M. Advances in Targeting the Innate and Adaptive Immune Systems to Cure Chronic Hepatitis B Virus Infection. Front Immunol (2019) 10:3127. doi: 10.3389/fimmu.2019.03127

37. Liu, G, and Gack, MU. Distinct and Orchestrated Functions of RNA Sensors in Innate Immunity. Immunity (2020) 53(1):26–42. doi: 10.1016/j.immuni.2020.03.017

38. Miyake, K, Shibata, T, Ohto, U, and Shimizu, T. Emerging Roles of the Processing of Nucleic Acids and Toll-Like Receptors in Innate Immune Responses to Nucleic Acids. J Leukoc Biol (2017) 101(1):135–42. doi: 10.1189/jlb.4MR0316-108R

39. Sepehri, Z, Kiani, Z, Alavian, SM, Arababadi, MK, and Kennedy, D. The Link Between TLR7 Signaling and Hepatitis B Virus Infection. Life Sci (2016) 158:63–9. doi: 10.1016/j.lfs.2016.06.026

40. Lanford, RE, Guerra, B, Chavez, D, Giavedoni, L, Hodara, VL, Brasky, KM, et al. GS-9620, an Oral Agonist of Toll-Like Receptor-7, Induces Prolonged Suppression of Hepatitis B Virus in Chronically Infected Chimpanzees. Gastroenterology (2013) 144(7):1508–17,17.e1-10. doi: 10.1053/j.gastro.2013.02.003

41. Menne, S, Tumas, DB, Liu, KH, Thampi, L, AlDeghaither, D, Baldwin, BH, et al. Sustained Efficacy and Seroconversion With the Toll-Like Receptor 7 Agonist GS-9620 in the Woodchuck Model of Chronic Hepatitis B. J Hepatol (2015) 62(6):1237–45. doi: 10.1016/j.jhep.2014.12.026

42. Daffis, S, Balsitis, S, Chamberlain, J, Zheng, J, Santos, R, Rowe, W, et al. Toll-Like Receptor 8 Agonist GS-9688 Induces Sustained Efficacy in the Woodchuck Model of Chronic Hepatitis B. Hepatology (2021) 73(1):53–67. doi: 10.1002/hep.31255

43. Gane, EJ, Lim, YS, Gordon, SC, Visvanathan, K, Sicard, E, Fedorak, RN, et al. The Oral Toll-Like Receptor-7 Agonist GS-9620 in Patients With Chronic Hepatitis B Virus Infection. J Hepatol (2015) 63(2):320–8. doi: 10.1016/j.jhep.2015.02.037

44. Janssen, HLA, Brunetto, MR, Kim, YJ, Ferrari, C, Massetto, B, Nguyen, AH, et al. Safety, Efficacy and Pharmacodynamics of Vesatolimod (GS-9620) in Virally Suppressed Patients With Chronic Hepatitis B. J Hepatol (2018) 68(3):431–40. doi: 10.1016/j.jhep.2017.10.027

45. Boni, C, Vecchi, A, Rossi, M, Laccabue, D, Giuberti, T, Alfieri, A, et al. TLR7 Agonist Increases Responses of Hepatitis B Virus-Specific T Cells and Natural Killer Cells in Patients With Chronic Hepatitis B Treated With Nucleos(T)Ide Analogues. Gastroenterology (2018) 154(6):1764–77.e7. doi: 10.1053/j.gastro.2018.01.030

46. Korolowizc, KE, Li, B, Huang, X, Yon, C, Rodrigo, E, Corpuz, M, et al. Liver-Targeted Toll-Like Receptor 7 Agonist Combined With Entecavir Promotes a Functional Cure in the Woodchuck Model of Hepatitis B Virus. Hepatol Commun (2019) 3(10):1296–310. doi: 10.1002/hep4.1397

47. Summers, J, Smolec, JM, and Snyder, R. A Virus Similar to Human Hepatitis B Virus Associated With Hepatitis and Hepatoma in Woodchucks. Proc Natl Acad Sci USA (1978) 75(9):4533–7. doi: 10.1073/pnas.75.9.4533

48. Menne, S, and Cote, PJ. The Woodchuck as an Animal Model for Pathogenesis and Therapy of Chronic Hepatitis B Virus Infection. World J Gastroenterol (2007) 13(1):104–24. doi: 10.3748/wjg.v13.i1.104

49. Tennant, BC, Toshkov, IA, Peek, SF, Jacob, JR, Menne, S, Hornbuckle, WE, et al. Hepatocellular Carcinoma in the Woodchuck Model of Hepatitis B Virus Infection. Gastroenterology (2004) 127(5 Suppl 1):S283–93. doi: 10.1053/j.gastro.2004.09.043

50. Kosinska, AD, Liu, J, Lu, M, and Roggendorf, M. Therapeutic Vaccination and Immunomodulation in the Treatment of Chronic Hepatitis B: Preclinical Studies in the Woodchuck. Med Microbiol Immunol (2015) 204(1):103–14. doi: 10.1007/s00430-014-0379-5

51. Michalak, TI. Diverse Virus and Host-Dependent Mechanisms Influence the Systemic and Intrahepatic Immune Responses in the Woodchuck Model of Hepatitis B. Front Immunol (2020) 11:853. doi: 10.3389/fimmu.2020.00853

52. Suresh, M, and Menne, S. Application of the Woodchuck Animal Model for the Treatment of Hepatitis B Virus-Induced Liver Cancer. World J Gastrointest Oncol (2021) 13(6):509–35. doi: 10.4251/wjgo.v13.i6.509

53. Korba, BE, Cote, P, Hornbuckle, W, Tennant, BC, and Gerin, JL. Treatment of Chronic Woodchuck Hepatitis Virus Infection in the Eastern Woodchuck (Marmota Monax) With Nucleoside Analogues is Predictive of Therapy for Chronic Hepatitis B Virus Infection in Humans. Hepatology (2000) 31(5):1165–75. doi: 10.1053/he.2000.5982

54. Colonno, RJ, Genovesi, EV, Medina, I, Lamb, L, Durham, SK, Huang, ML, et al. Long-Term Entecavir Treatment Results in Sustained Antiviral Efficacy and Prolonged Life Span in the Woodchuck Model of Chronic Hepatitis Infection. J Infect Dis (2001) 184(10):1236–45. doi: 10.1086/324003

55. Korolowicz, KE, Iyer, RP, Czerwinski, S, Suresh, M, Yang, J, Padmanabhan, S, et al. Antiviral Efficacy and Host Innate Immunity Associated With SB 9200 Treatment in the Woodchuck Model of Chronic Hepatitis B. PloS One (2016) 11(8):e0161313. doi: 10.1371/journal.pone.0161313

56. Luk, A, Jiang, Q, Glavini, K, Triyatni, M, Zhao, N, Racek, T, et al. A Single and Multiple Ascending Dose Study of Toll-Like Receptor 7 Agonist (RO7020531) in Chinese Healthy Volunteers. Clin Transl Sci (2020) 13(5):985–93. doi: 10.1111/cts.12791

57. Dai, L, Yu, X, Yu, Y, Gu, L, Zhao, J, Zhu, L, et al. Preclinical Mechanistic and Efficacy Evaluation of a Novel Small Molecule TLR7 Agonist RO7020531 for the Treatment of Chronic Hepatitis B. J Hepatol (2018) 68:S802–S3. doi: 10.1016/S0168-8278(18)31878-6

58. Menne, S, Butler, SD, George, AL, Tochkov, IA, Zhu, Y, Xiong, S, et al. Antiviral Effects of Lamivudine, Emtricitabine, Adefovir Dipivoxil, and Tenofovir Disoproxil Fumarate Administered Orally Alone and in Combination to Woodchucks With Chronic Woodchuck Hepatitis Virus Infection. Antimicrob Agents Chemother (2008) 52(10):3617–32. doi: 10.1128/AAC.00654-08

59. Korolowicz, KE, Suresh, M, Li, B, Huang, X, Yon, C, Leng, X, et al. Treatment With the Immunomodulator AIC649 in Combination With Entecavir Produces Antiviral Efficacy in the Woodchuck Model of Chronic Hepatitis B. Viruses (2021) 13(4):648. doi: 10.3390/v13040648

60. Cote, PJ, Roneker, C, Cass, K, Schodel, F, Peterson, D, Tennant, B, et al. New Enzyme Immunoassays for the Serologic Detection of Woodchuck Hepatitis Virus Infection. Viral Immunol (1993) 6(2):161–9. doi: 10.1089/vim.1993.6.161

61. Bellezza, CA, Concannon, PW, Hornbuckle, WE, Roth, L, and Tennant, BC. Woodchucks as Laboratory Animals. In:  JG Fox, et al, editors. Laboratory Animal Medicine. Netherlands: Elsevier Science (2002). p. 309–28.

62. Hornbuckle, WE, Graham, ES, Roth, L, Baldwin, BH, Wickenden, C, and Tennant, BC. Laboratory Assessment of Hepatic Injury in the Woodchuck (Marmota Monax). Lab Anim Sci (1985) 35(4):376–81.

63. Peek, SF, Cote, PJ, Jacob, JR, Toshkov, IA, Hornbuckle, WE, Baldwin, BH, et al. Antiviral Activity of Clevudine [L-FMAU, (1-(2-Fluoro-5-Methyl-Beta, L-Arabinofuranosyl) Uracil)] Against Woodchuck Hepatitis Virus Replication and Gene Expression in Chronically Infected Woodchucks (Marmota Monax). Hepatology (2001) 33(1):254–66. doi: 10.1053/jhep.2001.20899

64. Tennant, BC, Baldwin, BH, Graham, LA, Ascenzi, MA, Hornbuckle, WE, Rowland, PH, et al. Antiviral Activity and Toxicity of Fialuridine in the Woodchuck Model of Hepatitis B Virus Infection. Hepatology (1998) 28(1):179–91. doi: 10.1002/hep.510280124

65. Menne, S, Tennant, BC, Gerin, JL, and Cote, PJ. Chemoimmunotherapy of Chronic Hepatitis B Virus Infection in the Woodchuck Model Overcomes Immunologic Tolerance and Restores T-Cell Responses to Pre-S and S Regions of the Viral Envelope Protein. J Virol (2007) 81(19):10614–24. doi: 10.1128/JVI.00691-07

66. Suresh, M, Czerwinski, S, Murreddu, MG, Kallakury, BV, Ramesh, A, Gudima, SO, et al. Innate and Adaptive Immunity Associated With Resolution of Acute Woodchuck Hepatitis Virus Infection in Adult Woodchucks. PloS Pathog (2019) 15(12):e1008248. doi: 10.1371/journal.ppat.1008248

67. Menne, S, Wildum, S, Steiner, G, Suresh, M, Korolowicz, K, Balarezo, M, et al. Efficacy of an Inhibitor of Hepatitis B Virus Expression in Combination With Entecavir and Interferon-Alpha in Woodchucks Chronically Infected With Woodchuck Hepatitis Virus. Hepatol Commun (2020) 4(6):916–31. doi: 10.1002/hep4.1502

68. Dai, L, Yu, Y, Gu, L, Zhao, J, Zhu, L, Yun, H, et al. Combination Treatment of a TLR7 Agonist RO7020531and a Capsid Assembly Modulator RO7049389 Achieved Sustainable Viral Loadsuppression and HBsAg Loss in an AAV-HBV Mouse Model. J Hepatol (2018) 68:S17–S8. doi: 10.1016/S0168-8278(18)30253-8

69. Chiale, C, Marchese, AM, and Robek, MD. Innate Immunity and HBV Persistence. Curr Opin Virol (2021) 49:13–20. doi: 10.1016/j.coviro.2021.04.003

70. Wong, D, Littlejohn, M, Edwards, R, Jackson, K, Revill, P, Gaggar, A, et al. ALT Flares During Nucleotide Analogue Therapy are Associated With HBsAg Loss in Genotype A HBeAg-Positive Chronic Hepatitis B. Liver Int (2018) 38(10):1760–9. doi: 10.1111/liv.13716

71. Bertoletti, A, and Le Bert, N. Fine-Tuning TLR-7-Based Therapy for Functional HBV Cure. Hepatol Commun (2019) 3(10):1289–92. doi: 10.1002/hep4.1420

72. Boni, C, Laccabue, D, Lampertico, P, Giuberti, T, Vigano, M, Schivazappa, S, et al. Restored Function of HBV-Specific T Cells After Long-Term Effective Therapy With Nucleos(T)Ide Analogues. Gastroenterology (2012) 143(4):963–73.e9. doi: 10.1053/j.gastro.2012.07.014

73. Rivino, L, Le Bert, N, Gill, US, Kunasegaran, K, Cheng, Y, Tan, DZ, et al. Hepatitis B Virus-Specific T Cells Associate With Viral Control Upon Nucleos(T)Ide-Analogue Therapy Discontinuation. J Clin Invest (2018) 128(2):668–81. doi: 10.1172/JCI92812

74. Kennedy, PTF, Sandalova, E, Jo, J, Gill, U, Ushiro-Lumb, I, Tan, AT, et al. Preserved T-Cell Function in Children and Young Adults With Immune-Tolerant Chronic Hepatitis B. Gastroenterology (2012) 143(3):637–45. doi: 10.1053/j.gastro.2012.06.009

75. Xu, X, Shang, Q, Chen, X, Nie, W, Zou, Z, Huang, A, et al. Reversal of B-Cell Hyperactivation and Functional Impairment is Associated With HBsAg Seroconversion in Chronic Hepatitis B Patients. Cell Mol Immunol (2015) 12(3):309–16. doi: 10.1038/cmi.2015.25

76. Bekeredjian-Ding, IB, Wagner, M, Hornung, V, Giese, T, Schnurr, M, Endres, S, et al. Plasmacytoid Dendritic Cells Control TLR7 Sensitivity of Naive B Cells via Type I IFN. J Immunol (2005) 174(7):4043–50. doi: 10.4049/jimmunol.174.7.4043

77.ClinicalTrials.gov. NCT04225715 (2022). Available at: https://clinicaltrialsgov/ct2/show/NCT04225715 (Accessed February 15, 2022).

78. Fosdick, A, Zheng, J, Pflanz, S, Frey, CR, Hesselgesser, J, Halcomb, RL, et al. Pharmacokinetic and Pharmacodynamic Properties of GS-9620, a Novel Toll-Like Receptor 7 Agonist, Demonstrate Interferon-Stimulated Gene Induction Without Detectable Serum Interferon at Low Oral Doses. J Pharmacol Exp Ther (2014) 348(1):96–105. doi: 10.1124/jpet.113.207878




Conflict of Interest: SM has received grants from F. Hoffmann-La Roche, Ltd. and serves occasionally as a paid scientific consultant to Northeastern Wildlife, Inc. GS is employed by Roche, while LD is a former employee of Roche. SW, MV, FR-L, and JY own stock in and are employed by Roche.

The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

The authors declare that this work was funded by F. Hoffmann-La Roche, Ltd. (https://www.roche.com) who played a role in the design of the study, collection of data, analysis and interpretation of data, preparation of the manuscript, and in the decision to submit the manuscript for publication.


Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Wildum, Korolowicz, Suresh, Steiner, Dai, Li, Yon, De Vera Mudry, Regenass-Lechner, Huang, Hong, Murreddu, Kallakury, Young and Menne. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




ORIGINAL RESEARCH

published: 03 June 2022

doi: 10.3389/fimmu.2022.916383

[image: image2]


A Bibliometric Analysis of the Innate Immune DNA Sensing cGAS-STING Pathway from 2013 to 2021


Xuan Shi †, Sheng Wang †, Yutong Wu †, Quanfu Li, Tong Zhang, Keting Min, Di Feng, Meiyun Liu, Juan Wei, Lina Zhu, Wei Mo, Zhuoran Xiao, Hao Yang, Yuanli Chen * and Xin Lv *


Department of Anesthesiology, Shanghai Pulmonary Hospital, School of Medicine, Tongji University, Shanghai, China




Edited by: 

Chaofeng Han, Second Military Medical University, China

Reviewed by: 

Degang Yang, Tongji University, China

Yuelan Wang, Shandong University, China

Mengshu Cao, Nanjing Drum Tower Hospital, China

Zhengyu He, Shanghai Jiao Tong University, China

*Correspondence: 

Xin Lv
 xinlvg@126.com

Yuanli Chen
 chenyuanli90@163.com


†These authors have contributed equally to this work


Specialty section: 
 This article was submitted to Molecular Innate Immunity, a section of the journal Frontiers in Immunology


Received: 09 April 2022

Accepted: 09 May 2022

Published: 03 June 2022

Citation:
Shi X, Wang S, Wu Y, Li Q, Zhang T, Min K, Feng D, Liu M, Wei J, Zhu L, Mo W, Xiao Z, Yang H, Chen Y and Lv X (2022) A Bibliometric Analysis of the Innate Immune DNA Sensing cGAS-STING Pathway from 2013 to 2021. Front. Immunol. 13:916383. doi: 10.3389/fimmu.2022.916383




Background and aims

Cyclic guanosine monophosphate (GMP)-adenosine monophosphate (AMP) (cGAMP) synthase (cGAS) and stimulator of interferon genes (STING) are key components of the innate immune system. This study aims to evaluate the research of cGAS-STING pathway and predict the hotspots and developing trends in this field using bibliometric analysis.



Methods

We retrieved publications from Science Citation Index Expanded (SCI-expanded) of Web of Science Core Collection (WoSCC) in 1975-2021 on 16 March 2022. We examined the retrieved data by bibliometrix package in R software, VOSviewer and CiteSpace were used for visualizing the trends and hotspots of research on the cGAS-STING pathway.



Results

We identified 1047 original articles and reviews on the cGAS-STING pathway published between 1975 and 2021. Before 2016, the publication trend was increasing steadily, but there was a significant increase after 2016. The United States of America (USA) produced the highest number of papers (Np) and took the highest number of citations (Nc), followed by China and Germany. The University of Texas System and Frontiers in Immunology were the most prolific affiliation and journal respectively. In addition, collaboration network analysis showed that there were tight collaborations among the USA, China and some European countries, so the top 10 affiliations were all from these countries and regions. The paper published by Sun LJ in 2013 reached the highest local citation score (LCS). Keywords co-occurrence and co-citation cluster analysis revealed that inflammation, senescence, and tumor were popular terms related to the cGAS-STING pathway recently. Keywords burst detection suggested that STING-dependent innate immunity and NF-κB-dependent broad antiviral response were newly-emerged hotspots in this area.



Conclusions

This bibliometric analysis shows that publications related to the cGAS-STING pathway tend to increase continuously. The research focus has shifted from the mechanism how cGAS senses dsDNA and cGAMP binds to STING to the roles of the cGAS-STING pathway in different pathological state.





Keywords: innate immunity, cGAS-STING pathway, bibliometrics, VOSviewer, CiteSpace



Introduction

Over the past two decades, in mammalian cells, recognition of pathogens’ nucleic acids has been a key feature to sense microbial pathogens. In the field of sensing double-stranded DNA (dsDNA), cGAS is an important DNA-binding protein that represents the initiator of sensing dsDNA. Three strategies have been reported for cGAS to recognize pathogens efficiently. Firstly, cGAS is discovered in the cytoplasm, plasma membrane, and nucleus, it can rapidly recognize DNA and initiate the downstream immune response (1–4). Secondly, the recognition would be strengthened by high-mobility group box 1 protein (HMGB1), mitochondrial transcription factor A (TFAM) and modified by reactive oxygen species (ROS) (5, 6). Thirdly, the second messenger cyclic GMP-AMP (cGAMP) from these infected cells would show alarm to bystander cells to activate cGAS-STING pathway in these cells (7). When combined with dsDNA, the structure of cGAS would change and affect catalytic pockets. ATP and GTP in this pocket are catalyzed by cGAMP (8). As a second messenger, cGAMP is detected by STING, a cyclic-dinucleotide sensor (9, 10). Then STING is transported from the endoplasmic reticulum (ER) to Golgi through ER-Golgi intermediate compartment and sets off downstream signaling reaction (10, 11). STING is regarded as the central molecule of the downstream of I IFN (12, 13). STING is reported to enhance the activity of RIG-1-like receptors (RLR) signaling pathway (14) and the activity of interferons-β (IFN-β) which is dependent on interferon regulator factor 3 (IRF3) (15–17). In addition, the activation of STING can activate TANK-binding kinase 1 (TBK1) and IκB kinase (IKK). p-TBK1 phosphorylates interferon regulatory factor 3 (IRF3), and IRF3 translocated to the nucleus to transcript IFN-I (18). IKK is also recruited by STING, phosphorylates IκBα and induces NF-κB to translocate to nucleus. After that, lots of cytokines are transcribed to induce inflammatory and immune responses (19). In recent years, scholars have done lots of research about the cGAS-STING pathway. It is important to explore the hotspots and development trends of the cGAS-STING pathway in the past 10 years with CiteSpace and VOSviewer software.

Bibliometric analysis is a useful method by which scholars can evaluate the history, current, and future of publications and their quantity and quality (20). Bibliometrics can analyze publications (books, journals, and so on) by applying the literature system and metrology as objects. In addition, it can provide useful information to help to write the guideline, make decisions and treat diseases (21–23). In these years, many bibliometric analyses have been published in the biological field. However, bibliometric analysis on the cGAS-STING pathway remains a void. So the study aims to systematically analyze the research on the cGAS-STING pathway to digest the current state and the hotspots in this field.



Materials and Methods


Data Collection

The Science Citation Index Expanded (SCI-expanded) of Web of Science Core Collection (WoSCC) in 1975-2021 was systematically searched from 1 January 1975 to 31 December 2021 and was downloaded in a single day (2022.03.17) to avoid deviations. The search terms were set as follows: TS = (“stimulator of interferon genes” OR “transmembrane protein 173” OR STING OR ERIS OR MITA OR MPYS OR NET23 OR TMEM173) AND TS = (“Mab-21 domain containing 1” OR “E330016A19Rik” OR “cyclic guanosine monophosphate-adenosine monophosphate synthase” OR “cGAMP synthase” OR “cyclic GMP-AMP synthase” OR “MB21D1” OR “cGAS”). Two reviewers (XS and YW) independently identified these data search and then discussed the potential differences, the final agreement reached 0.90 (24). These two reviewers then sent these original articles and reviews into Endnote for further validation. Finally, 1047 original articles and reviews written in English were included. Figure 1 is the flowchart of literature selection.




Figure 1 | Flowchart of the screening process.



Duplicate authors and misspelled elements were removed, and we used a thesaurus file to merge duplicates into one word, delete the useless words and correct the misspelled elements. Then, the clean data were imported to VOSviewer v.1.6.15.0, CiteSpace version 5.8.R3, and the “bibliometrix package 3.2.1” of R software (Version 4.1.3) for bibliometric analysis.



Bibliometric Analysis

We used the numbers of papers and citations to represent the bibliographic material as previously reported (25). The productivities of papers were represented by the numbers of publications (Np), the impacts were represented by the numbers of citations (without self-citations) (Nc) and the numbers of average citations (Na) were Nc/Np, which represented the qualities of publications. These elements were regarded as three main perspectives to evaluate the levels of researches. In some cases, H-index was also developed to evaluate individual academic achievements, the publication output of a region or a nation, an institution, or a journal (26). What’s more, the impact factor (IF) from the latest version of Journal Citation Reports (JCR), and local citation score (LCS) also indicated the value of an article (27, 28).

VOSviewer, CiteSpace, and R (Version 4.1.3) are used for statistical computing and graphics. VOSviewer is a program to establish bibliometric maps by using the data collected from Web of Science Core Collection (29). It can provide a general comprehensive and detailed view of bibliometric maps based on collaborative data. CiteSpace is a program to analyze the potential knowledge contained in the scientific literature and visualize collected data (30). R software (Version 4.1.3) is the language and environment, which is wildly used for statistical computing and graphics (31). In this study, the bibliometrix package 3.2.1 in R was used to analyze data and perform a basic bibliometric analysis (32).




Results


An Overview of Publications on the cGAS-STING Pathway

The number of original articles (785) and reviews (262) published was 1047, the total Nc for retrieved articles and reviews was 33357, the average Nc per article was 31.86. The H-index of all original articles and reviews was 102.



The Annual Trend of Paper Publication Quantity

The annual Np related to the cGAS-STING pathway was shown in Figure 2A. The numbers of annual papers rose rapidly from 16 in 2013 to 332 in 2021 and the correlation coefficient R2 is 0.9863. The rapid increase indicated that more and more researchers were paying attention to this area.




Figure 2 | (A) The total numbers of publications and top three countries from 2013 to 2021. (B) The numbers of publications by year and accumulation from 2013 to 2021.



From 2013 to 2021, the Np in the USA had increased steadily. When it comes to China, before 2019, the Np was at a low level and was almost as half as that in the USA. However, the Np in China had reached the first place in 2021. This might be related to the increased investments of the Chinese government in scientific research.

In Figure 2B, it was interesting to note that the number of annual publications can be divided into two stages. With the model of research development (33), we found that from 2013 to 2016 (period I), publications outputs were at a low level. Theories in this area were not completed and the cGAS-STING pathway just began to come into focus. From 2016 to now (period II), a rapid increase occurred and the publication outputs had been over 1000 in 2021, which represented that more scholars were conducting research in this field and theories about the cGAS-STING pathway were booming. Since the cGAS-STING pathway has attracted more attention, a spurt would occur shortly.



Analysis of Countries and Affiliations

A total of 1047 articles were published from 54 countries and regions. We ranked the top 10 output countries and regions of all authors according to the number of Np (Table 1). Because we used the bibliometrix package in R (Version 4.1.3) software to analyze all data, the data of England, Scotland, and Wales were merged automatically by the package in analysis of countries, and finally these were shown as UK. In Figure 3A, the Np in other countries was relatively at low levels and remained steady except the USA and China. China ranked first in Np in 2021 but the LCS of China was much lower than that of the USA (Figure 3B), representing that qualities of publications in China were still at a relative low level. The Np and LCS in the USA both increased rapidly, which means the publications about the cGAS-STING pathway in the USA were not only for quantity but also for quality. Figure 3C represents the distributions of publications in different countries and regions. Cooperation among different countries is an important driving force to promote the development of scientific research. To this point, close cooperation among different countries were shown in Figure 3D. The lines donated the cooperation between countries. The wider the lines, the closer the cooperation. However, most countries lacked lines, which means they lacked stable cooperation and communication.


Table 1 | Publications in the 10 most productive countries/regions.






Figure 3 | (A) Publications in the 10 most productive countries/regions. (B) The yearly number of local citation scores (LCS) of the 10 most productive countries/regions. (C) Distributions of countries/regions of publications. (D) The cooperation map of countries involved in the cGAS-STING pathway.



Table 2 showed the top 10 affiliations with the highest number of publications related to the cGAS-STING pathway. University of Texas System had the highest Np (88, 8.40%) among all affiliations, which were almost as twice as Chinese Academy of Sciences (51, 4.87%). The team of Zhijian James Chen, who discovered cGAS for the first time and explained its function, is from University of Texas System. The publications from this team contributed a lot for the first place of University of Texas System. The Nps of affiliations ranking three to five were the same, Howard Hughes Medical Institute (48, 4.58%), University of California System (48, 4.58%), and Harvard University (48, 4.58%). Among the top 10 affiliations, half of them belonged to the USA. This was related to its high investment and strong technical strength. In addition, University of Texas System got the highest H-index (38) followed by Howard Hughes Medical Institute (37), scholars in this area should focus on their high-quality research notably.


Table 2 | The top 10 productive affiliations.





Analysis of Journals

The 10 journals with the most research in cGAS-STING area, along with H-index and impact factor (IF) Eigenfactor Score as indicators of impact were listed in Table 3. These journals were more likely to accept articles on cGAS-STING pathway because they had produced the most publications on the related topics recently. Scholars in cGAS-STING area should focus on research published in these journals. The highest IF belonged to Nature (IF=49.926), followed by Immunity (IF=31.745), Cell Host & Microbe (IF=21.023), Nature Communication (IF=14.919) and Proceedings of the National Academy of Sciences of the United States of America (PNAS) (IF=11.205). The IF of these 5 journals were over 10 and they published over 1/10 papers in this area in the past, representing that cGAS-STING is a popular research orientation and it is not difficult for studies in cGAS-STING area to publish in top journals.


Table 3 | The top 10 productive journals.





Analysis of Local Citation Score

The LCS analysis provided detailed information for articles with high local citations. The numbers of LCS per year for the top 15 articles were presented in Figure 4A and S Table 1. Interestingly, 8 of them were from the team of Zhijian James Chen, the pioneer and founder of the cGAS-STING area. These research outputs of Chen’s lab were leading the trend and breakthrough in this area. The paper written by Sun LJ, the Ph.D. student in Chen’s lab, got the highest LCS score (555). In this paper, the authors firstly discovered an enzyme named cyclic GMP–AMP synthase (cGAS), which can detect DNA and active I IFN signaling pathway (1). Apart from two reviews (Chen Q, 2016; Harding SM, 2017) (8, 34), the other 13 high LCS studies were all from 2013 to 2015, when the area just emerged. After 2016, scholars around the world are conducted more and more research based on these classical research. Visualization of the top 50 LCS articles was shown in Figure 4B. In this network, each node represented a cited article, the size of each node was proportional to the frequency of this article by the other 49 articles.




Figure 4 | (A) The yearly number of local citations of papers with high local citation scores (LCS). The size and colors of the circle present the LCS of papers in that year. (B) One paper cited by the other papers with the top 50 LCS. The size of each node is proportional to the frequency of this article by the other 49 articles.





Analysis of Hotspots and Frontiers

By analyzing keywords, readers can easily summarize the topic of one study and explore the hotpots and directions in this area. Thus, co-occurrence analysis described of hot topics in this area (Figure 5A). There were five clusters: cGAS-STING pathway in inflammation and tumor immunology (red), cGAS-STING pathway sensing virus and its structure foundation (green), cGAS-STING pathway in innate immunity (purple), in ROS-induced inflammasome activation (yellow), and in autoimmune disease (blue). In overlay visualization, keywords were colored differently according to their average publication year (Figure 5B). For instance, ‘DNA sensor’ and ‘2nd-messenger’ were appeared at the beginning of the discovery of this area, whereas keywords ‘Inflammation’ and ‘Tumor’ were more recent. Senescence (cluster1, APY: 2020.143), Cancer therapy (cluster2, 2020), Neuroinflammation (cluster3, APY: 2020.539), and Neurodegeneration (cluster3, APY: 2020.3) are colored in yellow, which indicated that these fields had grown in popularity recently and would become hotspots soon (S Table 2).




Figure 5 | (A) CiteSpace visualization map of keywords clustering analysis related to the cGAS-STING pathway. The size of each nodes represents the frequency of occurrences. (B) Visualization of keywords according to the average publication year. Keywords in yellow appeared later than that in blue.





Co-cited Reference Clusters Analysis

A co-citation network is a network of references co-cited by one or more papers at the same time. Conceptual clusters were created when a set of manuscripts were cited repeatedly together. Figure 6A showed the different clusters of these co-cited references, and 15 clusters were divided by CiteSpace: STING agonist, dsDNA-induced oligomerization, genomic instability, interferon response, acute kidney injury, NF-κB-dependent broad antiviral response, DNA damage response, human cytomegalovirus tegument protein, STING-dependent innate immunity, small molecule, cGAS-STING pathway, STING-dependent cytosolic DNA, early stage, LRRC8 volume-regulated anion channel, and other retroviruses. A timeline view of distinct clusters was presented in Figure 6B. It showed that cluster 1, dsDNA-induced oligomerization, had the most citation burst. Moreover, the hotspots were shifting from dsDNA-induced oligomerization to genomic instability, STING-dependent innate immunity, and NF-κB-dependent broad antiviral response.




Figure 6 | (A) The clustered network map of co-cited references on the cGAS-STING pathway. (B) The timeline view of co-citation clusters with their cluster-labels on the right.





Burst Detection

Burst detection is used to reveal the hot references with an abrupt increase over time. In Figure 7, nodes represented articles, those nodes with red circles represented burst articles in this area. Figure 8 showed the most burst of co-cited references began in 2013, the year when the team of Zhijian James Chen discovered cGAS-STING pathway. 4 of 5 top strongest citation bursts were from the team of Zhijian James Chen, which also indicated his team’s great influence in this field.




Figure 7 | Papers with the strongest citation bursts in original articles on the cGAS-STING pathway between 2013 and 2021.






Figure 8 | CiteSpace visualization map of the top 45 references with the strongest citation bursts involved in the cGAS-STING pathway.






Discussion

In this study, we analyzed the development trends and hotspots of research on the cGAS-STING pathway by VOSviewer, CiteSpace and R (Version 4.1.3) software. We retrieved 1047 original articles and reviews published in 2013-2021. The annual numbers of publications showed an overall upward tread. Interestingly, the Np rocketed up after 2016. These publications with high LCS published before 2016 were the main reason for the rapid growth of the annual Np after 2016.

Among the top countries/regions, the USA ranked first in Np (493, 47.09%), followed by China (370, 35.34%), indicating that the USA and China are the leading countries in the cGAS-STING area. This was closely related to the large research expenditures of the USA and China in recent years. However, the Np, Na, and H-index in the USA were all higher than those in China. This may be because the cGAS-STING pathway was initially proposed by Zhijian James Chen (1), and then deep and extensive research were conducted by Chen’s team in the cGAS-STING area. What’s more, five of the top ten affiliations and seven of the top ten journals were from the USA. Because of these, the USA prevails in the cGAS-STING area. When it comes to affiliations, the H-index of Chinese Academy of Sciences (21) and Wuhan University (15) were similar to the other top 10 affiliations except for University of Texas System (38), but only one original study was included in the top 50 LCS (35), symbolizing that there were good studies in China which attracted the attention of international counterparts, but scholars and affiliations in China should make more efforts to promote the quality of their studies in this field. The other countries also made contributions to this field, although their influences of them were not as good as those in the USA and China.

As can be seen in the co-occurrence network, there were many lines from the USA and the line between the USA and China was the thickest, indicating that the collaboration between the USA and China was very close. Moreover, there were close collaborations between the USA and some countries in Europe, with 3 European affiliations listed in the top 10 affiliations. Therefore, institutions in the USA, China, and other countries should remove academic barriers, try to communicate to promote the development of the cGAS-STING pathway.

Notably, of the top 10 productive journals, the IFs of five were over 10, and the number of published papers in these journals accounted for 1/10 of that in the cGAS-STING area. This indicated that studies about the cGAS-STING pathway were of high quality. Frontiers in immunology (55, 5.33%) published the most articles in this area, followed by journal of immunology (35, 3.39%) and journal of virology (30, 2.91%), which reminded scholars to pay more attention to the roles of the cGAS-STING pathway in immunity and virus detection. In addition, the burst detection showed that STING-dependent innate immunity and NF-κB-dependent broad antiviral response were the hotspots recently. Scholars on this topic should pay more attention to these hotspots.

In the initial phase of one field, research is focused on the basic theories and mechanisms, which lay a solid foundation for further studies. Similarly, the hotspots of the cGAS-STING pathway have been changed from the mechanism to its roles in different diseases and translational medicine. In the first few years, scholars such as Zhijian James Chen and Veit Hornung discovered the role of cGAS in sensing dsDNA and activating the I IFN pathway. cGAS activates the second-messenger (36), which is essential for the STING activation (37–39). What’s more, scholars analyzed the structural mechanism how cGAS senses cytosolic DNA (40, 41).

In the next stage, scholars started to study the roles of the cGAS-STING pathway in different diseases and the influences of the cGAS-STING pathway in cell life activities. Immunity published two studies to demonstrate the roles of the cGAS-STING pathway in immunogenic tumors (42, 43), initiating studies of the cGAS-STING pathway in diseases. In these studies, the STING pathway was regarded as a key regulator of tumor immune responses. Researchers found that tumor-derived DNA was the ligand of STING pathway and was associated with phosphorylation of TBK1 and IRF3 and STING-dependent IFN-β. In STING-deficient mice, most of the therapeutic effects for the immune inhibitory factors were lost. In 2015, the relationships between the cGAS-STING pathway and apoptosis, autophagy, and inflammasome activation were studied by scholars (44–46). Based on these mechanistic investigations, the team of Zhijian James Chen and Blossom Damania reviewed the roles of the cGAS-STING pathway in autoimmune, inflammatory disease, and virus infection, respectively (8, 47). These two reviews concluded the studies between 2013 and 2016 and thus got high LCS.

In recent years, the keywords have focused on the roles of the cGAS-STING pathway in the treatments of diseases. In this period (period II in Figure 2B), publications increased rapidly based on previous studies. Article keywords demonstrated that scholars in the fields of cancer and neuroscience should pay more attention to the cGAS-STING pathway because these were hotspots in recent years. Shannon Grabosch’s study demonstrated that cisplatin activated the cGAS-STING pathway to modify tumor immunogenicity by increasing PD-L1, MHC I and calreticulin in tumor cells (48). In malignant tumors, scientists found that the expression of STING was positively correlated with immune cell infiltration (49). Inhibition of cGAS and STING in tomor cells can prevent tumor metastasis (50, 51). Scientists also found that cGAS-STING pathway promoted tumor progression in lewis lung cancer (LCC) (52), brain tumor (50), colon tumor (53), oral cancer (54), and tongue squamous cell carcinoma (55). In December 2017, Chukwuemika Aroh et al. firstly demonstrated that administration of cGAMP delivered by ultra-pH-sensitive nanoparticle can induce potent antiretroviral response against HIV-1 isolates (56). After that, more and more researchers paid attention to the nanoscience. Since the nanoparticle is a hotspot recently, with the development of interdisciplinary research, researchers should focus on the effects of the nanoparticle on diseases by interfering with the cGAS-STING pathway.

Based on VOSviewer, CiteSpace and R (Version 4.1.3) software, we analyzed and made the visualization of the literature, and revealed the development trends and the hotspots in this field. At the same time, we used LCS to find the important literature, which led to the development of the cGAS-STING area and scholars in this field should pay close attention to these literature. Moreover, this study provided a better insight into the evolving research foci and trends when compared with traditional reviews. However, there are still some limitations. Firstly, only English articles and reviews from SCI-expanded were included. Secondly, because VOSviewer could not analyze the full texts of the publications, it may omit some information. Lastly, the publications included were from 2013 to 2021, the influential studies published in 2022 with low Nc were excluded, but this limitation would not change the results in this study. Therefore, future work should expand the research base to include non-English studies and the latest outstanding publications.



Conclusion

This bibliometric analysis revealed that the research on the innate immune DNA sensing cGAS-STING pathway were developing rapidly at present. The USA and China were the leading countries, and the USA has made many outstanding breakthroughs in this field. About 10% studies were published in high-quality journals. From 2013 to 2021, the foci of research on the cGAS-STING pathway has changed from the basic mechanism to treatments of diseases via the cGAS-STING pathway, especially cancer and nanoparticle, these would be hotspots of research recently and in the near future.
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Osteoarthritis (OA) is a deteriorating disease of cartilage tissues mainly characterized as low-grade inflammation of the joint. Innate immune molecule surfactant protein D (SP-D) is a member of collectin family of collagenous Ca2+-dependent defense lectins and plays a vital role in the inflammatory and innate immune responses. The present study investigated the SP-D-mediated innate/inflammatory bioregulation in OA and explored the underlying molecular mechanism. Transcriptome analysis revealed that SP-D regulated genes were strongly enriched in the inflammatory response, immune response, cellular response to lipopolysaccharide (LPS), PI3K-Akt signaling, Toll-like receptor (TLR) signaling, and extracellular matrix (ECM)-receptor interaction pathways. Knockdown of the SP-D gene by the recombinant adeno-associated virus promoted the macrophage specific markers of CD68, F4/80 and TLR4 in the articular cartilage in vivo. SP-D alleviated the infiltration of synovial macrophages and neutrophils, and inhibited TLR4, TNF-α and the phosphorylation of PI3K, Akt and NF-κB p65 in cartilage. SP-D suppressed cartilage degeneration, inflammatory and immune responses in the rat OA model, whilst TAK-242 strengthened this improvement. In in vitro conditions, SP-D pre-treatment inhibited LPS-induced overproduction of inflammation-correlated cytokines such as IL-1β and TNF-α, and suppressed the overexpression of TLR4, MD-2 and NLRP3. SP-D prevented the LPS-induced degradation of ECM by down-regulating MMP-13 and up-regulating collagen II. Blocking of TLR4 by TAK-242 further enhanced these manifestations. We also demonstrated that SP-D binds to the TLR4/MD-2 complex to suppress TLR4-mediated PI3K/Akt and NF-κB signaling activation in chondrocytes. Taken together, these findings indicate that SP-D has chondroprotective properties dependent on TLR4-mediated PI3K/Akt and NF-κB signaling and that SP-D has an optimal bioregulatory effect on the inflammatory and innate responses in OA.
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Introduction

Osteoarthritis (OA) is a deteriorating disease of cartilage tissues, and inflammation plays a leading role in its pathogenesis (1). The pathogenesis of OA involves not only the destruction of cartilage tissues but also the remodeling of subchondral bones, formation of ectopic bones, articular cartilage hypertrophy, and inflammation of the synovial lining (2). OA affects the whole joint and causes inflammation and other clinical manifestations. The inflammation in OA is chronic, relatively mild, and mediated primarily by the innate immune system (3).

Surfactant protein D (SP-D) is a member of the soluble C-type lectin family called collectins. This protein acts as a link between innate immunity and adaptive immunity and prevents infection, allergy, and inflammation (4, 5). The lung stabilizing effect of SP-D is widely known. Still, its stabilizing roles in extra-pulmonary tissues such as articular cartilage, brain, testes, heart, kidneys, and pancreas are poorly understood. In addition, SP-D is expressed at different levels in the synovial fluid of rheumatoid arthritis patients and is involved in the pathogenesis of rheumatoid arthritis (6–8). Our previous studies have shown that SP-D is highly expressed in the cartilage and regulates chondrocyte apoptosis (9, 10).

SP-D modulates the immune function by interacting with Toll-like receptors (TLRs), which are a type of pattern recognition receptors (PRRs) (11, 12). TLR4 activates the innate immune response by recognizing danger-associated molecular patterns (DAMPs) that are mainly endogenous signals for cell death and tissue damage. Lipopolysaccharide (LPS), an outer surface component of Gram-negative bacteria, is an exogenous TLR4 agonist, while high mobility group box 1 and heat shock proteins are endogenous TLR4 agonists (13). Opioid-induced non-stereoselective activation of TLR4 and increased activation of TLR4 signaling by the release of DAMPs, may act as a critical trigger for continuous NOD-like receptor protein 3 (NLRP3) inflammasome activation (14). Studies have shown that SP-D can inhibit the activation of alveolar macrophages and dendritic cells via mite allergen-induced TLR4 signaling. The inhibition by SP-D depends on the binding of carbohydrate recognition domain (CRD) to the extracellular domain of TLR4 (15). OA-associated inflammation has been linked to the innate immune response via different mechanisms including the activation of TLRs (16). TLRs are members of a highly conserved family of receptors that recognize either pathogen or DAMPs, which are host-derived molecules released as a response to tissue stress and injury (17). TLR4 is involved in the production of innate immune factors that increase synovitis, cartilage degradation and osteoarthritis (18).

In this study, we explored the functional relevance of SP-D to better understand its role as a suppressor of OA-associated immune responses and inflammation in chondrocytes. We further analyzed the impact of SP-D on the signal transmission potential of the TLR4-mediated signaling in osteoarthritic chondrocytes. All these findings suggest that SP-D may be a potential target for OA treatment.



Materials and Methods


Reagents and Antibodies

F4/80 (#SAB5500103) was obtained from Sigma-Aldrich (St. Louis, MO, USA). The TLR4 inhibitor TAK-242 (#614316) was obtained from Calbiochem (San Diego, CA, USA). The PI3K inhibitor wortmannin (#HY-10197) was obtained from MedChemExpress (New Jersey, USA). Collagen II (#28459-1-AP) was obtained from Proteintech Group (Wuhan, China). TLR4 (#AF7017), CD68 (#DF7518), PI3K (#DF6069) antibodies were obtained from Affinity Biosciences (Cincinnati, OH, USA). SP-D (#ab220422), MD-2 (#ab24182), TNF-α (#ab66579), glyceraldehyde-3-phosphate dehydrogenase (GAPDH) (#ab181602), MMP-13 (#ab84594), and NLRP3 (ab263899) antibodies were obtained from Abcam (Cambridge, UK). Antibodies for NF-κB p65 (#8242), phospho-p65 (p-p65) (#3033), p-Akt (#4060) and Akt (#9272) were procured from Cell Signaling Technology (Boston, MA, USA). Recombinant human SP-D (rhSP-D) (#CSB-YP021175HU) was purchased from Huamei Biotech Co., Ltd (Wuhan, China). ELISA Kits of rat IL-1β (#ELK1272) and TNF-α (#ELK1396) were purchased from ELK Biotechnology (Wuhan, China). SNP (#1008) was purchased from Youcare Pharmaceutical Group Co., Ltd (Beijing, China). All of the other chemicals and reagents were of analytical grade.



Cell Culture, RNA Isolation and Sample Preparation

Primary chondrocytes were isolated from the knee joint of Sprague-Dawley (SD) newborn rats. The 0.5-1 mm3 pieces of cartilage were digested with 0.25% trypsin and 0.02% EDTA for 1 h. The samples were transferred to a dish containing 0.2% type II collagenase and incubated for 4 - 5 h at 37°C. The suspended cells were carefully collected by pipette aspiration. Cells were washed and resuspended in complete Dulbecco’s modified Eagle’s medium/F12 (Hyclone, USA), supplemented with 10% fetal bovine serum and penicillin/streptomycin. The primary cells were frozen and stored for subsequent cell experiments.

Third generation of rat chondrocytes were seeded in 6-well culture plates for 12 h. The complete cDNA length of the SP-D gene was cloned into the pcDNA3.1 vector (Youbio Biotech Changsha, PRC) using the hot fusion method designed with CE Design V1.04 (Vazyme Biotech Co., Ltd). Each primer comprises of a fragment of gene specific sequence and a 17-30 bp sequence of the pcDNA3.1 vector. This vector also harbored a FLAG tag (Sigma), which was fused to the 3’ end of SP-D and used as a labeled protein. After the cells grew to about 80% confluence, the medium was removed, and the cells were co-treated by lipofectamine transfected pcDNA3.1 empty plasmid and pcDNA3.1-SP-D plasmid (1 μg/μL). The media was changed after 6 h, and the samples were collected at 48 h. The culture medium was removed at the specified time point, and the total RNA of cartilage tissue cells was isolated using the GenElute™ Mammalian Total RNA Miniprep kit (Sigma). The total RNA was resolved with DNAse I (Qiagen, Hilden, Germany). The concentration and consistency of RNA were determined with a 2100 Microbial Detector (Agilent Technologies). TaqMan reverse transcription reagents and a hexamer (Applied Biosystems, Foster City, CA, USA) were used to reverse transcribe the RNA (150 ng/test sample) into cDNA for RT-PCR.



RNA-Sequencing and Bioinformatics Analysis

RNA-Sequencing was carried out using RNA samples to ensure sufficient RNA quantity and less variation. The process involved total RNA isolation, cDNA library preparation, and RNA transcriptome sequencing (Illumina HiSeq 4000). These procedures were carried out by Shenzhen BGI Tech Co., Ltd. Both pcDNA3.1-SP-D and control chondrocytes had three biological replicates. There were six RNA-seq samples (SP-D_1st, SP-D_2nd, SP-D_3rd, Ctrl_1st, Ctrl_2nd, and Ctrl_3rd). The fragments per kilobase of transcript per million fragments mapped (FPKM) was used to present the level of gene expression. The features of RNA were verified by Agilent 2100 Microbial Detector (Labx, Midland, Canada). During RNA-sequencing, a template with RNA Concordance Number > 6.5 was used. After sequencing the transcriptome, low-quality, environmental pollutants from the power adapter and high-component unidentified base (N) noise readings were filtered out. Bowtie 2 (18) (http://bowtie-bio.sourceforge.net/Bowtie2/index.html) was then used to align the reads to the reference gene (NCBI Rnor 6.0). Subsequently, DEseq2 was used to test the differential expression genes (DEGs). The fold change was > 2, and the adjusted P value was < 0.05. A heat map was created using MeV (https://sourceforge.net/projects/mev-tm4/) to assess the performance levels of DEGs. To determine the gene functions, DEGs were used as inputs to the Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) databases.



Recombinant Adeno-Associated Virus (rAAV) Construction and Animal Studies

ShRNAs specific for SP-D/scrambled controls were cloned into the GV478 AAV vector (Shanghai Genechem Co., Ltd), and co-transfected into AAV-293 cells with pAAV-RC and pHelper vectors. rAAV particles were isolated from cell supernatants, concentrated and purified for in vivo studies.

Adult male Sprague-Dawley (SD) rats were procured from Wuhan University Clinical Experiment Management Center/ABSL-III laboratory. The animal studies were approved by the Federation of Small Animal Care and Application of Wuhan University Medical College. In the rAAV serotype study of small animals with normal bones and joints, rats were injected with rAAV encoded SP-D-specific shRNA intra-articularly [1×1010 deoxyribonuclease resistant particle (drp)/25 μl/knee joint] for 10 consecutive days (Table 1). The rats were sacrificed at the fourth week of the first injection, and no other intervention was carried out during this time.


Table 1 | The treatments in each group.



All the rats were fed under the standard conditions for one week to acclimatize them to the laboratory conditions. The rats were randomly divided into five groups (n = 5): sham operation group, OA-induction group, OA + TAK-242 group, OA + rhSP-D group, and OA + rhSP-D + TAK-242 group. OA was induced through transection of the anterior cruciate ligament of the knee joint and resection of the medial meniscus (ACLT + MMx), followed by active movement of the rats in the electronic rotating cage (19, 20). The joint cavity injection dose was kept as 40 μl TAK-242 (4 μM) and 40 μg/mL rhSP-D once per week, and the administration of the dose started fourth-week post-surgery. Phosphate buffered saline (PBS) was injected in the sham operation group rats and OA induction group rats (Table 1). At 10 weeks post-operation, the animals were euthanized by cardiac exsanguination.



Histological Analysis

The knee joints of the rats were separated, fixed with 4% paraformaldehyde for 24 h, decalcified for 6 weeks, and embedded with paraffin wax. 5 µm sagittal sections were prepared and stained with toluidine blue-O and hematoxylin-eosin (H&E). The pathophysiology was analyzed by two blind observers according to the modified Mankin scoring system (21). In addition, the levels of proteoglycan in the cartilage tissues were determined by Safranin-O-Fast Green staining.



Examination of Immune Cell Infiltration in Synovial Tissues

The synovial tissue samples were collected from the side of the iliac tendon and fixed in 2.5% glutaraldehyde in 0.1 M PBS (pH 7.3). The test samples were washed with PBS, treated with 1% osmium oxide at 4°C, and immobilized for 3 h. The samples were rinsed in dH2O, dried with alcohol and toluene concentration gradient, and embedded in epoxy resin. The sliced sections were two-way colored and imaged with a transmission electron microscope (TEM) (HITACHI, H-600IV, Japan).



Immunohistochemistry and Immunofluorescence Analysis

The TLR4, F4/80, TNF-α, SP-D, and CD68 expressions in articular cartilage were evaluated by immunohistochemistry, and SP reaction was carried out according to the manufacturer’s protocol. Briefly, cartilage sections were treated with a moderate primary antibody and visualized using an optical microscope. The percentage of positively immunostained cells was measured. The immunofluorescent mean densities of p-PI3K, p-Akt and p-p65 in cartilage samples were assessed by Image-Pro Plus 6.0 image analysis software (Media Cybernetics Co., USA). The tissue sections were incubated with a fluorescent-conjugated secondary antibody (Boster Biological Engineering, Wuhan, China) under dark conditions for 1 h and visualized using fluorescence microscopy (AX10, Carl Zeiss).



Cell Stimulation

Primary chondrocytes from SD newborn rats were resuscitated and cultured. The cells were grown inside a humidified 5% CO2 incubator at 37°C and passed down until 80% converged. After reaching the third generation, cells were seeded in 6-well culture plates for 12 h, the medium was removed and pre-treated with a series of rhSP-D concentrations, pcDNA3.1-SP-D (1 μg/μL), TLR4 inhibitor TAK-242 (1 μM), and wortmannin (3 nM) for 2 h before LPS (1 μg/mL) co-treatment for 24 h.



Western Blotting

The chondrocyte proteins were isolated using the total protein extraction kit according to the manufacturer’s instructions. The protein samples were separated by SDS-PAGE, transferred to PVDF membrane, and blocked with 5% (w/v) skimmed milk powder diluted with TBST for 1 h. The primary antibodies against collagen II, MMP-13, NLRP3, TLR4, MD-2, p65, p-p65, p-PI3K, PI3K, p-Akt, Akt, and GAPDH were then used to probe the blots at 4°C overnight. The blots were washed in TBST [50 ml TrisHCL (1 M, pH7.5), 8g Nacl, 0.2 g Kcl, 0.5 ml Tween 20, in 1L distilled water], incubated with HRP-conjugated secondary antibodies for 1 h, treated with enhanced electrochemiluminescence detection reagent (Amersham Biosciences, USA), and visualized using Odyssey infrared imager protein detection system software (LI-COR Bioscience, NE, UK). The relative expression level of the target protein was normalized to the band intensity of GAPDH.



ELISA Analysis

The levels of IL-1β and TNF-α were determined in the culture supernatant, collected at the experimental endpoint. IL-1β and TNF-α levels were measured using rat ELISA kits according to the manufacturers’ protocol (technical duplicates were measured and mean values were used). Absorbance values were determined at 450 nm using a microplate reader and standard curves relating concentration to absorbance values were plotted.



Immunofluorescence

The chondrocytes were allowed to grow and develop to 70% confluence on the 6-well plate and subjected to a serum protein starvation period before the test. The cells were immobilized in 4% paraformaldehyde for 20 minutes, infiltrated in 0.5% Triton X-100 for 5 minutes, and blocked in 1% BSA for 10 minutes. The cells were then incubated for 2 h with rabbit antibodies against PI3K and NF-κB p65. The cells were washed again and incubated with Cy3 coupling reaction secondary antibody (Bost Bioengineering, Wuhan, China) for 1 h. DAPI was then used for nuclear staining, and the cells were imaged using a fluorescence microscope (AX10, Carl Zeiss).



Molecular Docking

The X-ray crystal structures of TLR4/MD-2 homodimer complex (PDB code: 3VQ2, screen resolution: 2.48 Å) were downloaded from the RCSB protein data bank (http://www.rcsb.org/). Based on the Tripos force field and G-asteiger-Huckel charge in the Sybyl package, the chemical structure of SP-D was constructed. The Surflex-Dock program flow was used to simulate the molecular interactions between SP-D and TLR4/MD-2. Finally, UCSF PyMoL was used to transform the output into a 3D image for visualization.



Statistical Analysis

Data are presented as mean ± standard error of the mean (SEM). Student’s t-test and one-way analysis of variance (ANOVA) with Spearman rank correlation test were used for two-group and multi-group comparisons, respectively. All statistical analyses were performed by SPSS version 15.0 and GraphPad Prism 5 software (San Diego, Florida, UK). A P value of < 0.05 was considered statistically significant.




Results


SP-D Overexpression Broadly Affected the Gene Expression Profile of Chondrocytes

To explore the targets regulated by SP-D in OA, the expression of SP-D was overexpressed in chondrocytes by transfection of pcDNA3.1-SP-D plasmid. Compared with control plasmid, pcDNA3.1-SP-D effectively promoted protein expression of SP-D (Figure 1A). Then, RNA-Sequencing was used to detect the gene expression profiles of SP-D overexpression and control chondrocytes. The amount of the cleaned reads that were mapped to the human genome averaged 73 million per sample and the amount of uniquely mapped reads averaged 62 million (Supplementary Table S1).




Figure 1 | Effects of SP-D overexpression on the gene expression profile of chondrocytes. (A) Chondrocytes were co-treated by lipofectamine transfected pcDNA3.1 empty plasmid and pcDNA3.1-SP-D plasmid (1 μg/μL). The protein expression of SP-D was assessed via western blotting. (B) The clustering analysis of samples showed high similarity, which confirmed the correctness of the experimental design and sample sampling. (C) The heat map showed that the gene expression patterns and clustering relationships of the samples were similar. (D) Comparisons between samples showed the number of differentially expressed genes. (E, F) GO analysis showed that the biological processes such as regulation of ‘inflammatory responses’, ‘immune response’ and ‘response to LPS’ were associated with SP-D in chondrocytes. (G, H) KEGG pathway analyses revealed these genes to be significantly linked to pathways including the ‘PI3K-Akt signaling pathway’, ‘ECM-receptor interaction’, ‘TLR signaling pathway’, and ‘TNF signaling pathway’.



Based on the FPKM values of each expressed gene, a correlation matrix was constructed for the six samples that were used for unsupervised hierarchical clustering. As shown, there was a clear separation of the pcDNA3.1-SP-D and control samples, with the three biological replicates clustered together (Figure 1B). This result demonstrated that SP-D overexpression obviously changed the gene expression profile of chondrocytes.

The differential gene cluster map showed a close relationship between the gene expression pattern and cluster of the samples. The heatmap plot of the FPKM values of all DEGs showed a clear separation between the pcDNA3.1-SP-D and control group, and a high consistency among three replicates of the same groups (Figure 1C). On comparison of DEGs among various samples, we found that 141 genes were significantly up-regulated and 92 genes were down-regulated (Figure 1D). All the results above supported a conclusion that SP-D shows a significantly higher capacity of up-regulating than down-regulating gene expression. We used GO analysis to better understand the role of SP-D and related genes. All molecular processes, including the inflammatory responses, immune responses, LPS responses (Figures 1E, F), extracellular space, and chemokine activity (Supplementary Figure 1) were related to SP-D in chondrocytes. The KEGG pathway analyses revealed that these genes were significantly related to PI3K-Akt signaling, TLR signaling, ECM-receptor interactions, and Rap1 signaling pathways (Figures 1G, H). These results indicated that SP-D regulates the expression of many genes associated with inflammatory and immune responses, TLR and PI3K-Akt signalings.



In Vivo Transfection of Chondrocytes with rAAV Vectors Reduced SP-D Expression and Promoted Inflammatory Immune Responses in Joint Cartilage

The intra-articular cartilage was treated with rAAV-SP-D shRNA to analyze its ability to change the SP-D expression in the cartilage. H&E staining showed that the morphology of articular cartilage did not change after SP-D silencing. Compared with the control animals, rAAV-SP-D shRNA-treated animals had reduced SP-D expression in the cartilage tissues (Figures 2A, B). Western blot analysis showed that a loss of SP-D in rAAV-SP-D shRNA-treated synovium and cartilage compared to control animals was observed (Supplementary Figure 2). Furthermore, we evaluated the changes in the expression of macrophage specific markers. The levels of CD63, F4/80 and TLR4 in the cartilage tissue treated with rAAV-SP-D shRNA were significantly increased as compared to the cartilage tissues in the control and rAAV-GFP-treated animals (Figures 2C–E). These results indicated that SP-D exerts a protective effect on articular cartilage by regulating the expression of immune-inflammatory proteins in articular cartilage tissue.




Figure 2 | RAAV-mediated SP-D gene was transferred into the rat knee joints. (A) Rats were injected intra-articularly with rAAV encoding SP-D-specific shRNA for 10 consecutive days and sacrificed at the fourth week of the first injection. H&E staining and immunohistochemical staining of SP-D, CD68, F4/80, and TLR4 protein levels in cartilage were assessed following rAAV-GFP or rAAV-SP-D shRNA injection into the rat knee joints. The ratios of immunoreactive cells of SP-D (B), CD68 (C), F4/80 (D), and TLR4 (E) were analyzed. Data were expressed as mean ± SEM (n = 5). **P < 0.01 and ***P < 0.001 vs. rAAV-GFP group.





Inhibition of the Infiltration of Synovial Immune Cells by SP-D and Its Chondroprotective Effects In Vivo

The timeline of OA modeling, intervention and sampling was shown in Figure 3A. Macroscopic observations were shown in Figure 3B. The femoral condyles cartilage in the sham group was smooth and free of osteophytes, while cartilage lesions developed on femoral condyles and the cartilage surface gloss was severely corroded in the OA-induction group. The cartilage tissue destruction was ameliorated after intra-articular injection of rhSP-D and TLR4 signaling antagonist (TAK-242). We evaluated the cellular immune infiltration in the synovial tissues using TEM (Figure 3B). The sham group animals showed collagen fibers with standard structures, while the OA-induction group animals showed irregular collagen fibers, and macrophages and neutrophils infiltration. This cellular immunity recruited many lysosomes and other immune-reactive substances. In the OA + rhSP-D group, the infiltration of macrophages was reduced, with a few neutrophils and lymphocytes. In the OA + TAK-242 + rhSP-D group, immune cells infiltration had significantly decreased, and the morphology of synovial fibroblasts could be observed.




Figure 3 | An overview of study timelines and suppression of inflammatory and immune responses by SP-D in the rat OA model. (A) The ACLT + MMx rats were put into an electronic rotator cage for 30 min per day as a means of inducing OA model beginning 1 week post-surgery. At 4 weeks post-surgery, animals were injected intra-articularly with different concentrations of rhSP-D and TAK-242 once per week. PBS was used as controls in sham and OA model animals. At 10 weeks post-operation, the animals were euthanized by cardiac exsanguination. Histological staining, immunohistochemistry, immunofluorescence, and TEM were used for detection. (B) Microscopic observation and synovial immune cells infiltration were assessed via TEM (3,000 ×). 1 = macrophage;2 = neutrophil;3 = lymphocyte;4 = synovial fibroblast;The red arrows represented lysosomes. (C) Immunohistochemical staining of TLR4 and TNF-α in ACLT + MMx-induced OA rats with the administration of rhSP-D and TAK-242. The ratios of immunoreactive cells were quantified. Data were expressed as mean ± SEM (n = 5). ***P < 0.001 vs. the sham-operated group; #P < 0.05 and ##P < 0.01 vs. the OA-induction group; &P < 0.05 vs. OA + rhSP-D group; @P < 0.05 and @@P < 0.01 vs. OA + TAK-242 group.



To investigate the involvement of SP-D in the regulation of inflammatory responses, the inflammatory cytokines of TLR4 and TNF-α in the surgical OA model were determined by immunohistochemical analysis. The immunoreactivity expressed by TLR4 and TNF-α in the articular cartilage zone of the OA-induction group animals was significantly higher than that of the sham-operated animals (Figure 3C). Intra-articular injections of rhSP-D significantly inhibited the expression of TLR4 and TNF-α in cartilage derived from the rat OA model, while TAK-242 had a synergistic effect and enhanced the inhibitory effect of rhSP-D.

We studied the pathology of the surface layer of cartilage tissue in the slices stained with H&E, Toluidine blue-O and Safranin O stains. A certain degree of cartilage defects and loss of hyaline cartilage was observed in the OA-induction group (Figure 4A). The severity of cartilage degeneration in the rhSP-D and TAK-242 treatment groups was much lesser than that of the OA-induction group, as indicated by the cartilage thickness and surface regularity. rhSP-D and TAK-242 maintained cartilage tissues and avoided cartilage deterioration, as indicated by the low modified Mankin scores as compared with the OA-induction group (Figure 4B). The modified Mankin score of the OA + TAK-242 + rhSP-D group was significantly lower than that of the OA + rhSP-D group. These results indicated that SP-D was involved in the inhibition of synovial immune cells infiltration, and SP-D synergistically delayed cartilage degeneration along with TLR4 inhibitor TAK-242.




Figure 4 | The rescue of cartilage degeneration by SP-D in rat OA model. (A) H&E, Safranin O and toluidine blue O-stained tissue histology in rat articular cartilage at 10 weeks post-surgery. (B) The modified Mankin scores were assigned to tissue samples. Data were expressed as mean ± SEM (n = 5). ***P < 0.001 vs. the sham-operated group; ##P < 0.01 and ###P < 0.001 vs. the OA-induction group; &P < 0.05 vs. OA + rhSP-D group; @@P < 0.01. vs. OA + TAK-242 group.





SP-D Modulated Inflammatory Responses by Suppressing TLR4-Mediated PI3K/Akt Activation and NF-κB Signaling

To investigate whether SP-D could regulate PI3K/Akt and NF-κB p65 transcription, we examined the phosphorylation levels of PI3K, Akt and NF-κB p65 in the cartilage of ACLT + MMx surgically induced rat OA model by immunofluorescence (Figures 5–7). The percentages of p-PI3K, p-Akt and p-p65-positive cells in the OA-induced group were significantly higher than those in the sham-operation group. The staining of p-PI3K, p-Akt and p-p65 were significantly concentrated in the cytoplasm and nucleus of chondrocytes in the cartilage of the OA-induced group. We found that rhSP-D reduced phosphorylation levels of PI3K, Akt and NF-κB p65 in cartilage derived from rats with surgically induced OA. We injected TLR4 inhibitor TAK-242, which inhibited the expression of p-PI3K, p-Akt and p-p65 in comparison with the OA-induced group. When we injected both rhSP-D and TAK-242 together, the inhibitory effect of rhSP-D was increased. Similar results were obtained when we evaluated the phosphorylation of PI3K, Akt and NF-κB p65 expression in synovial tissues (Supplementary Figures 3–5). Together, these data indicated that SP-D modulates inflammatory responses by suppressing TLR4-mediated downstream PI3K/Akt and NF-κB signalings.




Figure 5 | Suppression of TLR4-mediated PI3K signaling by SP-D treatment in vivo. (A) Immunofluorescence with an antibody to p-PI3K in articular cartilage from the ACLT + MMx-induced OA rats with rhSP-D and TAK-242 treatment at 10 weeks post-surgery. (B) The ratios of immunoreactive cells were quantified in articular cartilage according to immunofluorescence. Data were expressed as mean ± SEM (n = 5). ***P < 0.001 vs. the sham-operated group; ###P < 0.001 vs. the OA-induction group; &&P < 0.01 vs. OA + rhSP-D group; @@@P < 0.001 vs. OA + TAK-242 group.






Figure 6 | SP-D modulated TLR4-mediated Akt signaling in vivo. (A) Immunofluorescence with an antibody to p-Akt in articular cartilage from the ACLT + MMx -induced OA rats with rhSP-D and TAK-242 treatment at 10 weeks post-surgery. (B) The ratios of immunoreactive cells were quantified in articular cartilage according to immunofluorescence. Data were expressed as mean ± SEM (n = 5). ***P < 0.001 vs. the sham-operated group; ###P < 0.001 vs. the OA-induction group; &&&P < 0.001 vs. OA + rhSP-D group; @@@P < 0.001 vs. OA + TAK-242 group.






Figure 7 | SP-D regulated TLR4-mediated NF-κB pathway in vivo. (A) Immunofluorescence with an antibody to p-p65 in articular cartilage from the ACLT + MMx-induced OA rats with rhSP-D and TAK-242 treatment at 10 weeks post-surgery. (B) The ratios of immunoreactive cells were quantified in articular cartilage according to immunofluorescence. Data were expressed as mean ± SEM (n = 5). ***P < 0.001 vs. the sham-operated group; ###P < 0.001 vs. the OA-induction group; &&P < 0.01 vs. OA + rhSP-D group; @@@P < 0.001 vs. OA + TAK-242 group.





SP-D Reduced Chondrocyte Inflammatory Responses Induced by LPS

To investigate the involvement of SP-D in the regulation of inflammatory responses, LPS-induced inflammatory cytokines in rat chondrocytes were determined by ELISA analysis. The levels of IL-1β and TNF-α in chondrocytes were monitored. As shown in Figures 8A, B, the expression levels of IL-1β and TNF-α were induced by LPS, while transfection of pcDNA3.1-SP-D plasmid in chondrocytes led to the reduction of IL-1β and TNF-α. Pretreated with rhSP-D significantly abolished the elevation of IL-1β and TNF-α induced by LPS. These data suggest that SP-D protected chondrocytes from LPS-induced inflammatory cell responses.




Figure 8 | Suppression of inflammatory response and the PI3K and NF-κB pathways by SP-D treatment in vitro. (A, B) Chondrocytes were pre-incubated with rhSP-D and transfection of pcDNA3.1-SP-D plasmid for 2 h before LPS co-treatment for 24 h. The concentrations of IL-1β and TNF-α were determined by ELISA. Data were expressed as mean ± SEM (n = 3). ***P < 0.001 vs. control group; ###P < 0.001 vs. LPS group. (C–F) Immunofluorescence with antibodies to PI3K and p65 in chondrocytes, and the fluorescence images of PI3K and p65-Tracker Red in chondrocytes. The IOD was quantified according to immunofluorescence. Data were expressed as mean ± SEM (n = 3). *P < 0.05 vs. LPS group; ##P < 0.01 and ###P < 0.001 vs. LPS + rhSP-D group.





SP-D Suppressed the TLR4-Mediated PI3K/Akt Activation and NF-κB Signaling in LPS-Stimulated Chondrocytes

To determine whether SP-D inhibits TLR4 mediated PI3K/Akt activation and NF-κB p65 signaling, we treated chondrocytes with rhSP-D and/or TLR4 inhibitor TAK-242 and PI3K inhibitor wortmannin. Immunofluorescence staining was carried out to determine the expression of PI3K and NF-κB p65 in chondrocytes. As shown in Figures 8C–F, LPS promoted the expression of PI3K and p65, and rhSP-D inhibited the effects of LPS on the expression of PI3K and NF-κB p65 in chondrocytes. Moreover, pre-treatment with TAK-242 and wortmannin significantly enhanced the rhSP-D-mediated decrease in the densities of PI3K and p65 subunits. Western blot analysis showed that the expression levels of MMP-13 and NLRP3 in LPS-stimulated chondrocytes were significantly higher, while the level of collagen II was significantly lower than the control group (Figures 9A, D–F). We found that rhSP-D treatment and transfection of pcDNA3.1-SP-D plasmid significantly reduced the expression levels of MMP-13 and NLRP3, and increased the expression level of collagen II in LPS-induced chondrocytes, while TAK-242 and wortmannin enhanced the effect of rhSP-D on LPS-induced chondrocytes. The expression of TLR4, MD-2, p-p65, p-PI3K, and p-Akt increased in the LPS-stimulated group (Figures 9B, C, G–K). The administration of rhSP-D and transfection of pcDNA3.1-SP-D plasmid blocked the LPS-induced increase in TLR4, MD-2, p-p65, p-PI3K, and p-Akt. TAK-242 and wortmannin enhanced rhSP-D-mediated reduction in the expression of TLR4, MD-2, p-p65, p-PI3K, and p-Akt. Overall, SP-D inhibited the LPS-induced degradation of ECM and reduced LPS-induced chondrocyte inflammation by suppressing TLR4-mediated PI3K/Akt transcription factors and NF-κB activation.




Figure 9 | Effects of SP-D on inflammation and ECM by suppressing TLR4-mediated PI3k/Akt and NF-κB signalings in chondrocytes. (A–C) The protein expression of Collagen II, MMP-13, NLRP3, p-PI3K, PI3K, p-Akt, Akt, MD-2, TLR4, p-p65, and p65 were assessed via western blotting with GAPDH as a loading control. (D–K) The ratios of Collagen II, MMP-13, NLRP3, MD-2, and TLR4 to GAPDH, and p-PI3K/PI3K, p-Akt/Akt, p-p65/p65 were analyzed. Data were expressed as mean ± SEM (n = 3). ***P < 0.001 vs. the control group; ##P < 0.01 and ###P < 0.001 vs. the LPS group; &P < 0.05, &&P < 0.01 and &&&P < 0.001 vs. the LPS + rhSP-D group. OP-SP-D, SP-D overexpressing plasmid; OP-NC, Negative control plasmid.





Molecular Binding Capacity of the SP-D and TLR4/MD-2 Complex

Since SP-D inhibited the transcription factor of TLR4 and MD-2 receptors in chondrocytes, we performed docking calculations to explore the interactions between SP-D and TLR4/MD-2 complex (Figures 10A–C). As per the spatial filling model, the carbohydrate recognition domain of SP-D was completely inserted in the inhibitory pocket of the recombinant soluble forms of TLR4 and MD-2 homodimer complex. The surface layer of SP-D was fused with TLR4/MD-2 homodimer complex with average generalized born score of -25.03 kcal/mol and average poisson-boltzmann of -46.87 kcal/mol.




Figure 10 | Proposed mechanisms of SP-D interference with OA chondrocyte inflammatory response and cartilage degradation. (A–C) The spatial filling model illustrated that SP-D was fully embedded in the inhibitory pocket of TLR4/MD-2 homodimer complex. The surface of SP-D binds to TLR4/MD-2 homodimer complex with average generalized born score of -25.03 kcal/mol and average poisson-boltzmann of -46.87 kcal/mol. (D) SP-D as a modulator of inflammatory response via inhibition of TLR4-mediated NF-κB activation and PI3K/Akt pathways.






Discussion

In this study, we demonstrated that SP-D suppresses OA-related immune responses and chondrocyte inflammation by inhibiting TLR4-mediated PI3K/Akt transcription and NF-κB activation. Firstly, transcriptome analysis revealed that SP-D overexpression broadly affects inflammatory response, immune response, and PI3K-Akt and TLR signaling in chondrocytes. Secondly, SP-D knockdown by rAAV injection resulted in the induction of inflammatory and innate responses in joint cartilage; however, these responses were not sufficient to promote disease progression. Finally, SP-D binds to TLR4/MD-2 complex to suppress TLR4-mediated PI3K/Akt and NF-κB signaling activation in osteoarthritic chondrocytes. All these data show that SP-D plays a functional role in OA and highlight its potential value in the treatment of OA.

The activation of the innate immune system is associated with tissue damage or chronic inflammation (22). The level of TLR4, an innate immune system mediator, rises in the cartilage tissues in surgically induced OA (23). Several strategies have been proposed to manipulate the signal transmission of the protein kinase in chondrocytes. Targeting TLRs and/or their downstream signaling pathways may inhibit the progression of OA. The modulation of SP-D involves various pathological inflammatory manifestations including subacute inflammation, which is the basis of this disease (24, 25). Previous reports indicate that the production of TLR4 and MD-2 complex is particularly important for LPS signaling, and the interaction between SP-D and the receptor complex may harm LPS signal transmission (26, 27).

To understand the molecular mechanisms underlying the therapeutic efficacy of SP-D against OA, we conducted a whole-genome transcriptome analysis using chondrocytes of rat cartilage. Gene expression analysis based on RNA-sequencing revealed that many genes are differentially controlled by SP-D. These genes were closely related to the critical pathways associated with inflammatory responses, cellular responses to LPS, immune responses, and cell proliferation. The analysis of the basic functions and pathways involving SP-D and those related to DEGs revealed that the OA pathways are highly involved in the PI3K-Akt signaling, ECM-receptor interactions, and TLR signaling. These findings direct for further research on the mechanism of SP-D underlying the modulation of inflammatory and immune responses of cartilage tissues.

To validate the anti-inflammatory effect of SP-D, we stimulated the chondrocytes with LPS and analyzed LPS-stimulated inflammatory responses. Among inflammatory cytokines, the interleukin family, particularly IL-1β and TNF-α, play a leading role in the pathological progression of OA (28, 29). During the pathological process of OA, inflammatory mediators, especially IL-1β, induce the release of other pro-inflammatory cytokines, thereby promoting the catabolic response and destroying the structure of the articular cartilage in chondrocytes. MMP-13 promotes the degradation of cartilage tissues, dissolves the components of ECM, and plays a role during the inflammation period of OA (30). The pro-inflammatory cytokines not only cause direct damage to cartilage, but also degrade the ECM and collagen II, destroying the joint cartilage. Therefore, molecules capable of targeting LPS-induced inflammation may have the potential to be therapeutic drug candidates for OA. In the present study, we found that SP-D suppressed the increase in MMP-13, NLRP3, IL-1β, and TNF-α in LPS-induced chondrocytes. The anti-inflammatory effect of SP-D was related to the inhibition of TLR4 expression. SP-D is known to bind to several carbohydrate ligands, including LPS from different strains of bacteria via its lectin domains. Further, LPS induced chondrocyte inflammation; SP-D pre-incubated with LPS inhibited LPS induced inflammation. The LPS-sensing receptor, TLR4, plays a pivotal role in cell survival and inflammation. Activation of TLR4 triggered the release of pro-inflammatory cytokines such as IL-1β and TNF-α, resulting in damage to the host cells. These findings partially suggest that SP-D plays a negative role in inflammatory responses and prevents the degradation of ECM by regulating the function of TLR4.

To explore the regulatory function of SP-D in innate immunity, we disrupted the expression of SP-D by injecting rAAV into the knee joints of rats. In the present study, we observed that SP-D disruption in all normal knee joints does not cause the deterioration of cartilage tissues in the long term. In addition, SP-D knockdown led to the increased expression of F4/80, CD68, TLR4 and other innate immune response proteins, indicating that endogenous SP-D is likely to modulate the immune responses in all normal cartilage tissues. Although we observed no structural changes and degeneration of articular cartilage during the onset and early development of OA, we found reduced expression of SP-D on the cartilage surface. The increased levels of inflammatory factors damaged the defense barrier of cartilage, leading to cartilage degeneration and the onset of OA. We reduced the level of SP-D in normal cartilage tissues through artificial intervention, including an intra-articular injection of rAAV. The expression of inflammatory factors in cartilage tissue increased, and the natural immune function of cartilage was gradually affected. Under such conditions, we assumed that even minor triggers can lead to the onset of OA. Meanwhile, SP-D suppressed the hyperplasia of the synovial membrane and infiltration of immune cells. These results suggested that endogenous SP-D promotes innate immunity in rat articular cartilage and synovial tissues. Absence of SP-D in the knocked-down animals is associated with higher intrinsic pro-inflammatory status. Therefore, the higher level of CD68, F4/80 and TLR4 could be a consequence of many factors other than SP-D knockdown. These findings are consistent with previous reports, demonstrating that endogenous SP-D manipulates the cellular immunomodulation checkpoint in chondrocytes, joint articular cartilage, and synovial membrane (31).

The inflammatory microenvironment of the OA joint is found to be orchestrated by macrophages, neutrophils, and multiple inflammatory cytokines. Previous studies have demonstrated the importance of macrophages and neutrophils in driving inflammatory and destructive responses in OA (32, 33). These results indicated there is a triggering low-grade inflammatory cycle that leads to the infiltration of macrophages and neutrophils and further induce structural changes in the synovial tissues of OA rats. We established the rat OA model and injected TLR4 inhibitor TAK-242 to investigate whether SP-D participates in the inhibition of cartilage and synovial inflammation by inactivating TLR4 signaling. Surgical OA modeling leads to the decrease of SP-D activity, promotes the infiltration of immune cells in the synovial tissues and activates TLR4 signaling, leading to the release of IL-1β and TNF-α. SP-D reduced inflammatory cytokines and immune cells (neutrophils and macrophages) via modulating the TLR4 signaling. Based on these findings, we postulate that SP-D is a barrier to cartilage surfactant homeostasis and inhibits the innate immune responses and maintains the stability of the joint structure.

The endogenous molecules released from the injured tissues and inflammatory cells activate pro-inflammatory responses by interacting with TLR4. The analysis of the KEGG pathway revealed that these genes were significantly related to PI3K-Akt signaling and TLR signaling. We selected the PI3K-Akt signaling pathway that ranked high and was closely related to the regulation of inflammation. The PI3K/Akt signaling pathway is one of the most crucial cell survival pathways that participates in the modulation of inflammatory responses, cellular activation, and apoptosis (34, 35). The induction of PI3K/Akt signaling reduces the pro-inflammatory response of the NF-κB pathway (36). LPS stimulates TLR4 and promotes the expression of cell survival genes by activating the NF-κB pathway (37, 38). Pre-treatment with a moderate amount of LPS protects human dendritic cells or myocytes from apoptosis via PI3K/Akt and NF-κB dependent sensory system of TLR4 (39, 40). In the present study, pretreatment with LPS enhanced the activation of PI3K/Akt and NF-κB signaling in chondrocytes. These manifestations were abrogated by SP-D, and TAK-242 enhanced the inhibitory effect of SP-D. These findings suggest that crosstalk may exist between TLR4/NF-κB and PI3K/Akt signaling pathways in the regulation of inflammation in chondrocytes pretreated with LPS. However, despite proving that SP-D could exert its anti-inflammatory effects via the PI3K/Akt and NF-κB signalings, its potential upstream and downstream cascading effects should be studied further. Previous studies revealed that TLR4 signaling is currently one of the most widely studied upstream cascades, and the concentration of TLR4 in PI3K/Akt and NF-κB activation and that the OA development has received increasing attention (41, 42). We further explored whether SP-D targets the TLR4/MD-2 complex. TLR4/MD-2/LPS complex formation results in the intracellular domain of TLR4 being cascaded. SP-D exerted anti-inflammatory activities by affecting the proper assembly of the TLR4/MD-2/LPS ternary complex, the activation of which is associated with OA. We simulated the potential interaction between SP-D and TLR4/MD-2 complex using docking approaches, and found that SP-D specifically binds to the MD-2 inhibitory pocket and interferes with the formation of the TLR4/MD-2 complex. Using docking approaches, we further simulated the underlying mechanism of SP-D interacting with TLR4/MD-2 and found that SP-D specifically interferes with the formation of the TLR4/MD-2 complex. Therefore, SP-D binds to the TLR4 and MD-2 complex and suppresses inflammation and innate immune responses by decreasing the PI3K/Akt mediated activation of the TLR4 receptor and NF-κB transcription factors (Figure 10D).

In conclusion, SP-D suppresses LPS-induced inflammatory and innate responses in rat articular chondrocytes by inhibiting TLR4-mediated PI3K/Akt activation and NF-κB signalings. Therefore, SP-D may be considered as a potential therapeutic intervention to prevent the progression of OA. Meanwhile, SP-D knockout mice should be used in future study, which could further demonstrate the critical role of SP-D in OA.
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Supplementary Figure 1 | DEGs were annotated to GO database to detect the gene function. (A–D) GO analysis showed that the biological processes such as regulation of ‘extracellular space’, ‘protein binding’ and ‘chemokine activity’ were associated with SP-D in chondrocytes.

Supplementary Figure 2 | RAAV-mediated SP-D gene was transferred into the rat knee joints. (A) SD rats received an intra-articular injection of rAAV encoding SP-D-specific shRNA for SP-D or GFP into the knee for 10 consecutive days. SP-D expression in synovium and cartilage was assessed via western blotting. (B) The ratios of SP-D in synovium and cartilage were analyzed. Data were expressed as mean ± SEM (n = 3). ***P < 0.001 versus the rAAV-GFP group.

Supplementary Figure 3 | Suppression of TLR4 mediated PI3K signaling by SP-D treatment in OA synovium. (A) Immunofluorescence with an antibody to p-PI3K in synovium. (B) The ratios of immunoreactive cells were quantified in synovium according to immunofluorescence. Data were expressed as mean ± SEM (n = 5). ###P < 0.001 vs. the OA-induction group; &&&P < 0.001 vs. OA + rhSP-D group.

Supplementary Figure 4 | Suppression of TLR4 mediated Akt signaling by SP-D treatment in OA synovium. (A) Immunofluorescence with an antibody to p-Akt in synovium. (B) The ratios of immunoreactive cells were quantified in synovium. Data were expressed as mean ± SEM (n = 5). ###P < 0.001 vs. the OA-induction group; &&&P < 0.001 vs. OA + rhSP-D group.

Supplementary Figure 5 | Suppression of TLR4 mediated NF-κB signaling by SP-D treatment in OA synovium. (A) Immunofluorescence with an antibody to p-p65 in synovium. (B) The ratios of immunoreactive cells were quantified in synovium. Data were expressed as mean ± SEM (n = 5). ##P < 0.01 vs. the OA-induction group; &&P < 0.01 vs. OA + rhSP-D group.
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Grass carp reovirus (GCRV) is the most pathogenic double-stranded (ds) RNA virus among the isolated aquareoviruses. The molecular mechanisms by which GCRV utilizes host factors to generate its infectious compartments beneficial for viral replication and infection are poorly understood. Here, we discovered that the grass carp ADP ribosylation factor 1 (gcARF1) was required for GCRV replication since the knockdown of gcARF1 by siRNA or inhibiting its GTPase activity by treatment with brefeldin A (BFA) significantly impaired the yield of infectious viral progeny. GCRV infection recruited gcARF1 into viral inclusion bodies (VIBs) by its nonstructural proteins NS80 and NS38. The small_GTP domain of gcARF1 was confirmed to be crucial for promoting GCRV replication and infection, and the number of VIBs reduced significantly by the inhibition of gcARF1 GTPase activity. The analysis of gcARF1-GDP complex crystal structure revealed that the 27AAGKTT32 motif and eight amino acid residues (A27, G29, K30, T31, T32, N126, D129 and A160), which were located mainly within the GTP-binding domain of gcARF1, were crucial for the binding of gcARF1 with GDP. Furthermore, the 27AAGKTT32 motif and the amino acid residue T31 of gcARF1 were indispensable for the function of gcARF1 in promoting GCRV replication and infection. Taken together, it is demonstrated that the GTPase activity of gcARF1 is required for efficient replication of GCRV and that host GTPase ARF1 is closely related with the generation of VIBs.
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Highlights

	gcARF1 is indispensable for the formation of VIBs during GCRV infection.

	GCRV NS80 and NS38 proteins can interact with gcARF1 and recruit gcARF1 into VIBs.

	The amino acid residues (27AAGKTT32, N126, D129, A160) of gcARF1 are essential for GDP binding and GCRV replication.





Introduction

The ADP ribosylation factors (ARF) belong to the Ras superfamily of small GTPases, which are guanine-nucleotide dependent molecular switches involved in regulating of numerous cellular processes (1). Based on amino-acid sequence identity, mammalian ARF proteins can be divided into 3 classes: ARF1 and ARF3 (class I), ARF4 and ARF5 (class II) and ARF6 (class III) (2). The amino-acid sequences of ARF proteins are well conserved in all eukaryotes, from yeast to humans (3). Like other small GTPases, ARF proteins cycle between their inactive and active conformations, which is achieved by exchanging GTP for GDP via guanine nucleotide exchange factors (GEFs) to form active-GTP-bound form and then hydrolyzing GTP to switch back to inactive-GDP-bound form via GTPase activating proteins (GAPs) (3–5). ARF proteins play a key role in membrane traffic, mitochondrial architecture, assembly and dynamics of the microtubule and actin cytoskeletons (3, 6).

Among mammalian ARF proteins, ARF1 is a well-studied member, and has a well-established role in the assembly and budding of Golgi coat proteins coatomer (COPI) vesicles at the Golgi (7). Recent research has shown that ARF1 has a role in viral replication and infection. ARF GTPases are required for different steps of cytomegalovirus infection, and the knockdown of ARF1 can abolish the establishment of cytomegalovirus infection (5). During enterovirus infection, ARF1 was recruited to the replication organelles, and co-localized with the viral nonstructural protein 2B and mature virions. Different from other class I and II ARF proteins, only the depletion of ARF1 significantly increased the sensitivity of enterovirus replication to brefeldin A (BFA), a potent inhibitor of viral replication such as many (+) RNA viruses including enteroviruses (8). For hazara nairovirus (HAZV), its replication cycle can be divided into at least two distinct phases. The second phase involved in infectious virus production is highly COPI- and ARF1- dependent (8). For aquatic animal viruses, a study showed that knockdown of ARF1 from giant freshwater prawn Macrobrachium rosenbergii decreased the replication level of white spot syndrome virus (9). However the mechanism that ARF1 is involved in the infection and replication of aquatic animal viruses remains unclear.

Grass carp reovirus (GCRV) is recognized as the most pathogenic among the isolated aquareoviruses, which contains a genome of 11 double-stranded (ds) RNA segments enclosed in a core surrounded with a double layered icosahedral capsid (10). The 11 genomic segments encode five nonstructural proteins (NS80, NS38, NS31, NS26 and NS16) and seven structural proteins (VP1 to VP7) (11). Previous review has summarized the known GCRV strains and antiviral immune responses of high-mobility group box proteins (HMGBs), TLRs, RLRs and NLRs signaling pathways in response to GCRV infection (12). Furthermore, it is found that the replication and assembly of GCRV take place in specific intracellular compartments called viral inclusion bodies (VIBs) (13). The nonstructural proteins NS80 and NS38 of GCRV are two main proteins to form the VIBs, and can recruit viral and host factors into VIBs to assist the replication and assembly of GCRV (14–16). Whether viral infections from GCRV recruit ARF proteins to cytoplasmic VIBs remains unclear. Here, we found that grass carp ARF1 (gcARF1) can promote GCRV replication and infection, which is dependent on the GTPase activity of ARF1. The nonstructural proteins NS80 and NS38 of GCRV can interact with the small_GTP domain of gcARF1, and recruit gcARF1 into cytoplasmic VIBs. When the GBF1-mediated activation of ARF1 is blocked by BFA (17), the number of VIBs produced during GCRV infection is significantly reduced. We also resolved the crystal structure of gcARF1 protein, and found the 27AAGKTT32 motif and eight amino acid residues (A27, G29, K30, T31, T32, N126, D129 and A160) of gcARF1 necessary for binding to GDP. Furthermore, the 27AAGKTT32 motif and the amino acid residue T31 of gcARF1 are crucially important for promoting replication and infection of GCRV. Our study thus reveals a new critical function for gcARF1 in generation of VIBs.



Materials and methods


Cells, virus and plasmids

CIK (Ctenopharyngodon idellus kidney) cells were grown in minimum essential medium (MEM) supplemented with 10% FBS. Grass carp reovirus (GCRV-873) was propagated in CIK cells using MEM supplemented with 2% FBS. Plasmids used in this study including pTurboGFP vector (Evrogen), p3×FLAG-CMV™-14 Expression Vector (Sigma-Aldrich Co. LLC), and pET28a-SUMO vector were previously prepared and stored in our laboratory. The GenBank accession numbers of gcARF1 is OM567585. gcARF1-GFP was obtained using the primer pairs gcARF1F1/gcARF1R1 and cloned into the pTurboGFP-N vector. gcARF1-FLAG, gcARF1-small_GTP-FLAG, gcARF1(d27-32aa)-FLAG, and gcARF1(T31N)-FLAG were obtained using the primer pairs gcARF1F/gcARF1R, gcARF1-small_GTPF/gcARF1-small_GTPR, gcARF1(d27-32aa)F/gcARF1(d27-32aa)R, and gcARF1(T31N)F/gcARF1(T31N)R, and cloned into the p3×FLAG-CMV-14 vector, respectively. pET28a-gcARF1 was obtained using the primer pairs gcARF1F2/gcARF1R2, and cloned into the pET28a-SUMO vector. The primers used for plasmid constructs are listed in Table S1.



Antibodies and reagents

The anti-FLAG mouse monoclonal antibody (#F3165), anti-pTurboGFP rabbit polyclonal antibody (#AB513) and anti-GAPDH mouse monoclonal antibody (#60004-1-Ig) were purchased from Sigma-Aldrich, Everogen and Proteintech, respectively. To obtain these antibodies against NS80, NS38, VP3 and VP5 proteins of GCRV, the 2~160 amino acids (aa) of NS38, 500~692 aa of NS80, 2~200 aa of VP3 or 451~ 648 aa of VP5 was inserted into the pET-32a (+) vector (EMD Millipore) for prokaryotic expression. Purified recombinant proteins were used to immunize Japanese White rabbits to acquire the rabbit polyclonal antibodies and mice to acquire the mouse polyclonal antibodies. The antiserum from the rabbit was affinity-purified on antigen-coupled CNBr-activated agarose (GE Healthcare). Goat-anti-mouse Ig-HRP conjugate secondary antibody, Goat-anti-rabbit Ig-HRP conjugate secondary antibody, Alexa Fluor 488-conjugated secondary Ab against mouse IgG, Alexa Fluor 594-conjugated secondary Ab against rabbit IgG, 6-diamidino-2-phenylindole (DAPI), Lipofectamine 2000 and Protease inhibitor cocktail were purchased from Thermo Fisher Scientific. Dimethylsulfoxide (DMSO) and the FLAG® Immunoprecipitation Kit was purchased from Sigma-Aldrich. Brefeldin A (BFA, S7046) was purchased from Selleck. Golgi-tracker red (C1043) was purchased from Beyotime.



Knockdown of gcARF1 by siRNA

Transient knockdown of gcARF1 was achieved by transfection of siRNA targeting gcARF1 mRNA. Three siRNA sequences including siARF1-1 (5′-CGTCACTACTTCCAGAACA-3′), siARF1-2 (5′-GCAGGCAAGAGCTTCTTTA-3′) and siARF1-3 (5′-GCAATGAATGCTGCAGAAA-3′) targeting different regions of gcARF1 were synthesized by RIBOBIO (Guangzhou, China). CIK cells were transfected with siRNA using Lipo 2000 for 24 h. Silencing efficiencies of these three siRNAs were evaluated by qRT-PCR, and results were compared with the control-siRNA provided by the supplier. A preliminary experiment indicated that siARF1-3 possessed the best silencing efficiency at a final concentration of 100 nM, and used for the present study.



Viral infection assays

To investigate the effects of gcARF1 or its mutants in GCRV infection, CIK cells grown in 12-well plates were transfected with 1000 ng FLAG empty plasmid, gcARF1-FLAG, gcARF1-small_GTP-FLAG, gcARF1(d27-32aa)-FLAG, or gcARF1(T31N)-FLAG respectively. For the effects of gcARF1 knockdown in GCRV infection, CIK cells grown in 12-well plates were transfected with the control-siRNA or siARF1. After 24 h post-transfection, cells were infected with GCRV at an MOI of 1 in serum-free MEM medium at 25°C for 1 h. Following adsorption, cells were washed with PBS to remove non-adsorbed virions. Then, the infected cells were maintained in 2% FBS MEM at 25°C for 24 h.

For inhibition of gcARF1 GTPase activity by BFA, CIK cells were plated in 24-well or 6-well plates, and then the growth medium was replaced with the same medium supplemented with 0.5 μg/ml, 2.5 μg/ml or 10 μg/ml of BFA (stored as a 10 mM/mL stock in DMSO at -80°C), or the equivalent volume of DMSO alone as a control. For BFA pretreatment before GCRV infection, CIK cells were incubated with or without BFA for 1 h, then washed with PBS to remove BFA, and finally infected with GCRV for 1 h. For BFA treatment during virus attachment, CIK cells were infected with GCRV and treated with BFA for 1 h, and then washed with PBS to remove BFA and non-adsorbed virions. For BFA treatment after virus attachment, CIK cells were infected with GCRV for 1 h, then washed with PBS to remove non-adsorbed virions, and finally treated with BFA for another 24 h. For BFA treatment during virus attachment and after virus attachment, CIK cells were infected with GCRV and treated with BFA for 1 h, then washed with PBS to remove BFA and non-adsorbed virions, and finally treated with BFA for another 24 h.

The cells without BFA treatment and/or GCRV infection were used for the control group. The culture supernatants of infected cells were collected for determination of GCRV titers. The cells in the 24-well plates were used for crystal violet staining. The cells in the 6-well plates were used for protein extraction and Western Blotting.



RNA extraction, reverse transcription and qRT-PCR

For the overexpression of gcARF1, CIK cells seeded overnight in 6-well plates at 1×106 cells per well were transiently transfected with 1000 ng FLAG, or gcARF1-FLAG (500 ng or 1000 ng). For the knockdown of gcARF1, CIK cells seeded overnight in 6-well plates at 1×106 cells per well were transiently transfected with the control-siRNA or siARF1. At 24 h after transfection, these cells were infected with GCRV at an MOI of 1. Then these cells were collected at 24 hpi, and used for RNA extraction using TRIzol Reagent (Thermo Fisher Scientific). The concentration of total RNA was determined by using the spectrophotometer (NanoDrop 2000; Thermo). RNase-free DNase I (Thermo) was used to remove genomic DNA remnants at 37°C for 30 min. The cDNA was synthesized using the RevertAid™ First Strand cDNA Synthesis Kit (Thermo Fisher Scientific) according to the manufacturer’s instructions. qRT-PCR was performed on a BIO-RAD CFX96™ C1000 thermal cycler using iQ™ SYBR Green Supermix (BioRad, Singapore) under the following conditions: 3 min at 95°C, followed by 45 cycles of 10 s at 95°C, 15 s at 60°C and 10 s at 72°C. All reactions were performed in triplicate and the mean value recorded. Those GCRV genes including NS80, NS38, VP1, VP2, VP3, VP4, VP5, VP6, and VP7 were used for qRT-PCR. The housekeeping genes including β-actin, EF-1α and 18S rRNA were used for normalizing cDNA amounts. The fold changes relative to the control group transfected with the FLAG empty plasmid or control-siRNA were calculated using the 2-ΔΔCt method. All primers used for qRT-PCR are shown in Table S1.



Protein purification of gcARF1

The full-length of gcARF1 was cloned from grass carp and inserted into pET28a expression vector. The constructed pET28a-gcARF1 plasmid was transformed into E. coli BL21 (DE3) cells. The cells were grown in LB medium at 37°C with constant shaking at 220 rpm about 2.5 h and induced with 0.3 mM isopropyl-b-D-thiogalactopyranoside (IPTG) when the bacteria grew to a density OD600 (optical density at 600 nm) = 1.0. The bacteria were cultured for 16 h at 16°C, pelleted by centrifugation, and resuspended in the cold lysis buffer (50 mM Tris-HCl, pH 7.5, 150 mM NaCl). Following lysis by ultrasonication, the cell lysates were centrifuged at 17000 rpm for 30 min at 4°C. The protein with His-SUMO tag was purified by affinity chromatography (Ni 2+ resin). The His-SUMO tag was removed by SUMO Protease ULP1. The tag-free protein was purified by size-exclusion chromatography using a Superdex 200 Increase column (GE Healthcare) equilibrated with buffer containing 25 mM HEPES, 150 mM NaCl and 2 mM DTT. The purified protein was finally collected and concentrated to A280 = 15 for crystallization screen.



Crystallization, data collection and structure determination

Crystallization screens were performed using the hanging-drop vapor diffusion method at 16°C, with drops containing 0.5 μl of protein solution mixed with 0.5 μl of reservoir solution. Diffraction quality of gcARF1 crystals was obtained 0.1 M Sodium citrate tribasic dihydrate, pH 5.5, 22% polyethylene glycol 1000. Crystals were harvested and flash-frozen in liquid nitrogen with the 20% ethylene glycol as a cryoprotectant. Complete X-ray diffraction datasets were collected at BL02U1 beamline of Shanghai Synchrotron Radiation Facility (SSRF). Diffraction images were processed with HKL-200 program. Crystal tructure of gcARF1 was solved by molecular replacement (MR) using Mus musculus ADP-ribosylation factor-like protein 3 as a model (PDB code: 3BH7). Model building and crystallographic refinement were carried out in Coot v0.8.2 and PHENIX v1.10.1 (18, 19). The interactions were analyzed with PyMOL (http://www.pymol.org/), PDBsum and LigPlus. The Figures were generated in PyMOL. The accession number for gcARF1-GDP complex reported in this paper is PDB ID 7WQY.



Immunofluorescence assays

To determine the possible co-localization of gcARF1 with VP3, VP5, NS38 or NS80 of GCRV, CIK cells were plated onto coverslips in 24-well plates, and then transfected with gcARF1-FLAG. After 24 h, CIK cells were infected with GCRV or left untreated. At 24 hpi, the cells were washed twice with PBS and fixed with 4% PFA for 1 h. After being washed three times with PBS, the cells were incubated with anti-FLAG (1:1000), rabbit anti-NS80 or anti-VP5 (1:500) Ab, or mouse anti-NS38 or anti-VP3 (1:500) Ab, followed by incubation with Alexa Fluor 488-conjugated secondary Ab against mouse IgG (1:400) or Alexa Fluor 594-conjugated secondary Ab against rabbit IgG (1:400).

To determine the numbers of VIBs during GCRV infection with or without the BFA treatment, CIK cells were plated onto coverslips in 24-well plates, and then infected with GCRV for 1 h or left untreated. The cells were washed with PBS to remove non-adsorbed virions. Then, the infected cells were maintained in 2% FBS MEM supplemented with 2.5 μg/ml of BFA, or the equivalent volume of DMSO alone as a control at 25°C for 24 h. At 24 hpi, the cells were washed twice with PBS and fixed with 4% PFA for 1 h. After being washed three times with PBS, the cells were incubated with rabbit anti-NS80 or anti-VP5 (1:500) Ab, or mouse anti-NS38 (1:500) Ab, followed by incubation with Alexa Fluor 488-conjugated secondary Ab against mouse IgG (1:400) or Alexa Fluor 594-conjugated secondary Ab against rabbit IgG (1:400). DAPI staining was applied to detect the cell nucleus. After each incubation step, cells were washed with PBS. Finally, the coverslips were washed and the images were obtained using a SP8 Leica laser confocal microscopy imaging system.

To determine the effects of the depletion of 27AAGKTT32 motif or the mutation of T31 residue on the formation and generation of VIBs during GCRV infection, CIK cells were plated onto coverslips in 24-well plates, and then transfected with FLAG, gcARF1-FLAG, gcARF1(d27-32aa)-FLAG or gcARF1(T31N)-FLAG, respectively. After 24 h post-transfection, the cells were infected with GCRV at an MOI of 1 and maintained in MEM containing 2% FBS. At 24 hpi, the cells were washed twice with PBS and fixed with 4% PFA for 1 h. After being washed three times with PBS, the cells were incubated with anti-FLAG (1:1000) and rabbit anti-NS80, followed by incubation with Alexa Fluor 488-conjugated secondary Ab against mouse IgG (1:400) and Alexa Fluor 594-conjugated secondary Ab against rabbit IgG (1:400). DAPI staining was applied to detect the cell nucleus. After each incubation step, cells were washed with PBS. Finally, the coverslips were washed and the images were obtained using a SP8 Leica laser confocal microscopy imaging system. The Image J was used to detect the mean fluorescence intensity of VIBs.

To investigate the effect of BFA on distribution of Golgi apparatus in the presence and absence of GCRV infection, CIK cells plated in 24-well plates were infected with GCRV for 1 h or left untreated. The cells were washed with PBS to remove non-adsorbed virions. Then, the cells were maintained in 2% FBS MEM supplemented with 2.5 μg/ml of BFA or the equivalent volume of DMSO as a control at 25°C for 24 h. The cells were washed with PBS and incubated with Golgi-Tracker Red at 4°C for 30 min. DAPI staining was applied to detect the cell nucleus. Finally, the images were obtained using a SP8 Leica laser confocal microscopy imaging system.



Co-immunoprecipitation assay and western blotting

CIK cells seeded in 10-cm2 dishes were transfected with various indicated plasmids. After 24 h post-transfection, the cells were infected with GCRV at an MOI of 1 and maintained in 2% FBS MEM at 25°C for another 24 h. Then, the cells were lysed in 600 μl IP lysis buffer containing protease inhibitor cocktail. Cellular debris was removed by centrifugation at 12,000 × g for 10 min at 4°C. Co-IP was performed using the FLAG-tagged Protein Immunoprecipitation Kit according to the manufacturer’s manual. The agarose was washed six times with ice-cold washing solution, and protein was eluted with Elution Buffer.

For Western blotting analysis, the whole-cell extracts were subjected to 10% SDS-PAGE and transferred to PVDF membranes, followed by blocking with 5% nonfat milk in Tris-buffered saline-Tween (TBST) for 1 h. The membrane was washed, and then incubated with primary antibody (Ab) overnight at 4°C. The primary Abs including anti-GAPDH (1: 5000), anti-FLAG (1: 5000), anti-pTurboGFP (1: 5000), anti-NS80 (1: 5000), anti-NS38 (1: 5000), anti-VP3 (1: 5000), or anti-VP5 (1: 5000) were used. After washing with TBST, the membrane was next incubated with Goat-anti-mouse Ig-HRP conjugate secondary Ab (1: 5000) or Goat-anti-rabbit Ig-HRP conjugate secondary Ab (1: 5000) for 1 h at room temperature. The bands were detected using Pierce ECL Western Blotting Substrate and ECL Western blot system (LAS-4000mini).



Statistical analysis

Statistical analysis and graphs were performed and produced using Graphpad Prism 7.0 software. Data are presented as mean and SEM. The significance of results was analyzed by Student’s t-test and one-way analysis of variance with Bonferroni correction (*p < 0.05, **p < 0.01).




Results


ARF1 promotes GCRV replication and infection

To explore the role of gcARF1 in GCRV infection, CIK cells were transfected with gcARF1-FLAG and then infected with GCRV. Compared with the control cells transfected with FLAG empty plasmid, severe cytopathic effect was observed after GCRV infection in the overexpression group (Figure 1A). Cells treated with gcARF1-specific siRNA had efficient reduction in expression of gcARF1 compared with control siRNA with or without GCRV infection (Figure 1B), and siRNA-mediated knockdown of gcARF1 expression showed much more resistant to GCRV infection than the cells transfected with control siRNA (Figure 1C). Consistent with these data, the overexpression of gcARF1 in CIK cells dramatically promoted the GCRV replication with the higher viral titers, and inhibited the GCRV replication by gcARF1-specific siRNA (Figures 1D, E).




Figure 1 | gcARF1 promotes GCRV infection. (A) Crystal violet staining for overexpression of gcARF1 in CIK cells that were mock infected or infected with GCRV at an MOI of 1 for 24 h. (B) The effect of knockdown of gcARF1 on the expression of gcARF1 in CIK cells that were mock infected or infected with GCRV at an MOI of 1 for 24 h. (C) Crystal violet staining for knockdown of gcARF1 in CIK cells that were mock infected or infected with GCRV at an MOI of 1 for 24 h. (D, E) Virus yield for overexpression and knockdown of gcARF1 in CIK cells infected with GCRV at an MOI of 1 for 24 h. (F, G) IB analysis of VP3, VP5, NS80 and NS38 proteins regulated by overexpression of gcARF1 in CIK cells infected with GCRV. CIK cells seeded overnight in 6-well plates were transiently transfected with FLAG vector or gcARF1-FLAG (+: 500 ng, ++: 1000 ng). 24 h later, the cells were infected with the GCRV at an MOI of 1 or left untreated. The cells were collected at 12 (F) or 24 dpi (G) for protein extraction. (H) IB analysis of VP3, VP5, NS80 and NS38 proteins regulated by knockdown of gcARF1 in CIK cells infected with GCRV for 24 h. CIK cells seeded overnight in 6-well plates were transiently transfected with 100 nM control-siRNA or siARF1. After 24 h later, the cells were infected with the GCRV at an MOI of 1 or left untreated. The cells were collected at 24 hpi for protein extraction. (I) qRT-PCR analysis of VP1, VP2, VP3, VP4, VP5, VP6, VP7, NS38 or NS80 expression regulated by overexpression of gcARF1 in CIK cells infected with GCRV. CIK cells seeded overnight in 6-well plates were transiently transfected with FLAG vector or gcARF1-FLAG. After 24 h later, the cells were infected with the GCRV at an MOI of 1. Another 24 h later, these cells were collected and used for RNA extraction and qRT-PCR. (J) qRT-PCR analysis of VP1, VP2, VP3, VP4, VP5, VP6, VP7, NS38 or NS80 expression regulated by knockdown of gcARF1 in CIK cells infected with GCRV for 24 h. CIK cells seeded overnight in 6-well plates were transiently transfected with 100 nM control-siRNA or siARF1. After 24 h later, the cells were infected with the GCRV at an MOI of 1. Another 24 h later, these cells were collected and used for RNA extraction and qRT-PCR. Means ± SEM (n=3) are shown in (B, D, E, I, J). Data were tested for statistical significance, **p < 0.01.



Since that we have antibodies against VP3, VP5, NS80 and NS38 proteins of GCRV, the effects of gcARF1 on the protein expressions of 2 structural proteins and 2 nonstructural proteins of GCRV were examined. Antibody specificity was verified by immunoblotting in the mock-infected and GCRV-infected CIK cells. Using the anti-NS80 polyclonal rabbit antibody, anti-NS38 polyclonal mouse antibody, anti-VP3 polyclonal mouse antibody or anti-VP5 polyclonal rabbit antibody against GCRV-873 strain, a predicated size of approximately 80 kDa (Figure S1A), 40 kDa (Figure S1B), 130 kDa (Figure S1C) or 70 kDa (Figure S1D) was observed in the GCRV-infected CIK cells. The overexpression of gcARF1 increased the protein level of VP3, VP5, NS80 and NS38 in a dose dependent manner both at 12- and 24-hours post-infection (hpi) (Figures 1F, G). The knockdown of gcARF1 significantly decreased the protein level of these structural and nonstructural proteins of GCRV (Figure 1H).

To determine whether the overexpression or knockdown of gcARF1 had a similar effect at the mRNA level, the expression of 9 GCRV genes was examined by qRT-PCR. The overexpression of gcARF1 significantly increased the mRNA level of all tested genes including VP1, VP2, VP3, VP4, VP5, VP6, VP7, NS38 and NS80 for the transfected gcARF1 in a dose-dependent manner (Figure 1I), and the knockdown of gcARF1 inhibited significantly the expression of all these genes (Figure 1J). Taken together, these results clearly indicate that gcARF1 promotes virus replication and aggravates virus-induced cytopathogenicity in response to GCRV infection.



NS80 and NS38 of GCRV recruit host GTPase gcARF1 to cytoplasmic VIBs through protein-protein interactions

Previous works showed that NS80 and NS38 of GCRV could form cytoplasmic VIBs in the transfected or GCRV infected cells (13, 14, 20). We confirmed that ectopically expressed gcARF1 was diffusely distributed throughout the cytoplasm in the absence of infection, but formed a punctate distribution scattered throughout the cytoplasm in the case of GCRV infection (Figure 2A). The obvious colocalization between gcARF1 and NS80/NS38 was observed, but not for gcARF1 and VP3/VP5 (Figure 2A), which indicated that they were recruited to cytoplasmic VIBs.




Figure 2 | The subcellular co-localizations or interactions between gcARF1 and GCRV proteins. (A) The subcellular co-localizations between gcARF1 and GCRV proteins. CIK cells plated onto coverslips in 24-well plates were transfected with FLAG-tagged gcARF1. Then the cells were infected with the GCRV at an MOI of 1 or left untreated for another 24 h. Finally, the cells were washed and fixed with 4% PFA for immunofluorescence assays. The images were obtained by Leica confocal microscopy. Scale bars, 10 µm. (B) The interactions between gcARF1 and NS80, NS38, VP3 or VP5. CIK cells seeded in 10-cm2 dishes were transfected with indicated plasmids. After 24 h later, the cells were infected with the GCRV at an MOI of 1 or left untreated for another 24 h. Finally, the cells were harvested and used for protein extraction. Co-IP was performed with anti-FLAG-conjugated agarose beads. The cell lysates and bound proteins were analyzed by immunoblotting with the indicated Abs.



To further confirm if gcARF1 was recruited by NS80 and NS38 of GCRV into cytoplasmic VIBs, we used the overexpressed NS80 or NS38 instead of GCRV infection to verify the effect of NS80 or NS38 on the localization of gcARF1. When the CIK cells were co-transfected with gcARF1-FLAG and NS80-GFP or NS38-GFP, gcARF1 was recruited into cytoplasmic VIBs by NS80 and NS38 of GCRV. The subcellular localizations of gcARF1 and NS80 completely overlapped in areas (Figure S2A).

To examine whether gcARF1 also bound to Golgi complex, we used Golgi complex marker to label the localization of Golgi complex. In the absence of infection, the Golgi complex was compact. In GCRV infected cells, Golgi complex became fragmented (Figure S2B), and a small amount of gcARF1 was localized at the Golgi complex (Figure S2C). Furthermore, we also observed that the staining of Golgi complex was not predominantly localized with cytoplasmic VIBs of GCRV (Figure S2D).

Previous studies showed that BFA could disrupt the structure of the Golgi apparatus (21, 22). We next investigated the effects of BFA treatment on the Golgi apparatus in the presence and absence of GCRV infection. The immunofluorescence results showed that both BFA treatment and GCRV infection caused the fragmentation of the Golgi complex. However, the BFA-induced fragmentation of the Golgi complex remained unchanged in the presence of GCRV infection (Figure S2E).

Next, we tested whether NS80 and NS38 of GCRV interacted with gcARF1. CIK cells were transfected with FLAG-tagged gcARF1, and then infected with GCRV or left untreated. The interactions between FLAG and NS80/NS38/VP3/VP5 were examined as the negative controls. As shown in Figure 2B, no NS80, NS38, VP3 or VP5 band was observed (Lane 2), which confirmed that GCRV proteins were not pull-down nonspecifically from the whole protein lysate. However, the anti-FLAG-M2 affinity gel-immunoprecipitated gcARF1 was associated with NS80 (Lane 4 using anti-NS80 antibody for IP product in Figure 2B) and NS38 (Lane 4 using anti-NS38 antibody for IP product in Figure 2B), but not with VP3 (Lane 4 using anti-VP3 antibody for IP product in Figure 2B) and VP5 (Lane 4 using anti-VP5 antibody for IP product in Figure 2B). Sequence analysis revealed that gcARF1 contained a small_GTP domain. A gcARF1 mutant, which only contained a small_GTP domain (Figure S3A), was sufficient for the associations with NS80 and NS38 of GCRV (Figure S3B).

Together, these data demonstrate that the nonstructural proteins NS80 and NS38 of GCRV recruit host gcARF1 to cytoplasmic VIBs through protein-protein interactions.



gcARF1 activation by GBF1 promotes the generation of cytoplasmic VIBs during GCRV infection

BFA inhibits ARF1 activation by targeting the guanine nucleotide exchange factor GBF1 (23, 24). To explore the role of gcARF1 activation in the viral replication cycle, CIK cells were treated with 0.5~10 μg/mL BFA, which had been confirmed to have no significant effect on the viability of CIK cells (Figure S4A). Treatment with BFA before GCRV infection had no obvious effect on the viral cytopathogenicity (Figure 3A), virus proliferation (Figure 3B) and the expressions of VP3, VP5, NS80 and NS38 (Figure 3C). Treatment with BFA during viral attachment inhibited the replication and infection of GCRV in a dose dependent manner. Low concentration of BFA had no obvious effect on the viral cytopathogenicity, virus proliferation and the expressions of viral proteins. However as the concentration of BFA increased, the inhibition of BFA on the viral replication and infection was more obvious (Figures 3D–F). Treatment with BFA after viral attachment significantly led to the inhibition of GCRV replication and infection (Figures 3G–L). These results indicate that gcARF1 activation by GBF1 promotes GCRV replication and infection through facilitating the entry and proliferation of GCRV lifecycle.




Figure 3 | Inhibition of gcARF1 activation by BFA impairs GCRV replication and infection. (A–C) BFA pretreatment before GCRV infection has no influence on GCRV replication and infection. CIK cells plated in a 24-well or 6-well plates were incubated with BFA using the indicate concentrations or equivalent volume of DMSO for 1 h or left untreated. (D-F) BFA treatment during virus attachment suppressed GCRV replication and infection. CIK cells plated in a 24-well or 6-well plates were infected with GCRV and treated with BFA using the indicate concentrations or equivalent volume of DMSO for 1 h or left untreated. Then, the cells were washed with PBS to remove BFA and non-adsorbed virions. (G–I) BFA treatment after virus attachment suppressed GCRV replication and infection. CIK cells were infected with GCRV for 1 h, then washed with PBS to remove non-adsorbed virions, and finally treated with BFA using the indicate concentrations or equivalent volume of DMSO for another 24 h or left untreated. (J–L) BFA treatment during virus attachment and after virus attachment suppressed GCRV replication and infection. CIK cells were infected with GCRV and treated with BFA for 1 h, then washed with PBS to remove BFA and non-adsorbed virions, and finally treated with BFA for another 24 h. The cells in the 24-well plates were used for crystal violet staining (A, D, G, J), the culture supernatants of infected cells used for determination of GCRV titers (B, E, H, K), and the cells in the 6-well plates used for protein extraction (C, F, I, L). Means ± SEM (n=3) are shown in (B, E, H, K). Data were tested for statistical significance. The asterisk above the bracket indicated statistical significance between the two groups connected by the bracket. **p < 0.01; ns, not significant.



Since NS80 and NS38 of GCRV recruit gcARF1 to VIBs by protein-protein interactions, we further investigated the effect of host gcARF1 in the formation or generation of cytoplasmic VIBs in GCRV-infected cells. CIK cell infected by GCRV for 1 h were treated with BFA or DMSO or left untreated. These cells were subsequently fixed and processed for immunofluorescence using antibodies both against NS80 and NS38 of GCRV, which served as protein markers for VIBs of GCRV. Treatment of cells with BFA for 12 or 24 h led to the expected decrease or disappearance of VIBs compared with the untreated cells or DMSO-treated cells (Figure 4). Previous studies have revealed that the outer-capsid proteins of reovirus are responsible for initiating infection. VP5 is the outer-capsid protein of GCRV, and autocleavage of VP5 has been confirmed to be critical for aquareovirus to initiate efficient infection (25). BFA treatment also significantly inhibited the numbers of fluorescent cells expressed with VP5 (Figures S4B–D).




Figure 4 | BFA treatment reduces the numbers of viral inclusion bodies. (A) Immunofluorescence analysis for NS80 in CIK cells that were treated with DMSO or BFA for 12 h or left untreated. Scale bars, 50 µm. (B) Immunofluorescence analysis for NS80 in CIK cells that were treated with DMSO or BFA for 24 h or left untreated. Scale bars, 50 µm. (C) Immunofluorescence analysis for NS38 in CIK cells that were treated with DMSO or BFA for 12 h or left untreated. Scale bars, 50 µm. (D) Immunofluorescence analysis for NS38 in CIK cells that were treated with DMSO or BFA for 24 h or left untreated. Scale bars, 50 µm. (E) The average fluorescence intensity of NS80 in CIK cells that were treated with DMSO or BFA for 12 h or left untreated. (F) The average fluorescence intensity of NS80 in CIK cells that were treated with DMSO or BFA for 24 h or left untreated. (G) The average fluorescence intensity of NS38 in CIK cells that were treated with DMSO or BFA for 12 h or left untreated. (H) The average fluorescence intensity of NS38 in CIK cells that were treated with DMSO or BFA for 24 h or left untreated. Means ± SEM (n=3) are shown in (E-H). Data were tested for statistical significance. The asterisk above the bracket indicated statistical significance between the two groups connected by the bracket. **p < 0.01.





Crystal structures of gcARF1 and gcARF1-GDP complex

The data processed by auto-PROC_XDS is used. The space group is C 1 2 1, each asymmetric unit of the gcARF1 crystal contains two copies of molecules, and the solvent content is 42%. Auto-build and refinement programs from Phenix software were used to reconstruct the structure of gcARF1, with the R-free value of 0.2457 and R-work value of 0.2029. The gcARF1 protein contained a seven-stranded β-sheet surrounded by six α-helices (Figure S5), which indicated that the overall structure of gcARF1 was similar to those of other ARF1 proteins.

During the expression of gcARF1 protein in E. coli, we found that the A260 absorbance of gcARF1 protein was unusually high (A260/A280 = 0.82, which was about 0.5 for general proteins), suggesting that gcARF1 might bind to nucleotide or nucleotide analogue when expressed in the E. coli system. Meanwhile, the crystal structure of gcARF1 has redundant electron density. After repeated refined calculation of the gcARF1 structure, it was confirmed that the excess electron cloud density could match GDP perfectly. The structure of gcARF1-GDP complex was finally confirmed (Figure 5). The structural analysis showed that the groove of gcARF1 binding to GDP mainly consisted of loop between β1 and α2, partial α2, loop between β6 and α5, and loop between β7 and α6. The interaction between gcARF1 and GDP was further analyzed by LigPlus software. Eight amino acid residues (A27, G29, K30, T31, T32, N126, D129 and A160) were involved in the binding of GDP with gcARF1. The N126, D129 and A160 of gcARF1 interacted with guanosine group of GDP by hydrogen bond, which included the carbonyl group of N126 side chain interacting with the carbonyl group of GDP guanosine group, the hydrogen atom of the amino group of N126 side chain interacting with the nitrogen atom of GDP guanosine group, the oxygen atom of the carbonyl group of D129 side chain interacting with the amino hydrogen atom of GDP guanosine group, and the amino group of A160 main chain interacting with the carbonyl group of GDP guanosine group. Importantly in the 27AAGKTT32 motif, the oxygen atom of the T32 side chain interacting with the oxygen atom of the first phosphate group of GDP, the hydrogen atom of the K30 side chain amino group and the oxygen atom of the T31 side chain interacting with the oxygen atom of the second phosphate group of GDP were observed through hydrogen bonds. Therefore, the 27AAGKTT32 motif may be crucial for the gcARF1 binding to GDP and the function of gcARF1.




Figure 5 | Structural analysis of gcARF1-GDP complex. (A) The GDP combinative pocket of gcARF1. The surface diagram is shown in the upper right, and the GDP electron density shown in the lower right (level = 2.0). (B) The hydrogen bond interaction between GDP and gcARF1. Left: The GDP is shown as green sticks, the AAGKTT motif shown as yellow sticks, the N126, D129 and A160 shown as cyan sticks, and the hydrogen bonds shown as black dotted line. Right: The interaction between gcARF1 and GDP analyzed by LigPlus software.



To further investigate whether the AAGKTT motif of ARF1 binding to GDP are conversed among different species, structural comparisons were analyzed using DALI server. The top 5 most similar to gcARF1 structure are Rattus norvegicus ARF1 (PDB code: 1RRG), Homo sapiens ARF1 (PDB code: 1HUR), Arabidopsis thaliana ARF1 (PDB code 3AQ4), Candida albicans SC5314 ARF1 (PDB code: 6PTA) and Homo sapiens ARF4 (PDB code: 1Z6X) (Figure 6A). Structure alignment analysis suggested that the binding sites between ARF1 and GDP are similar in different species. The AAGKTT motif locating at between TT loop and α2 is also conserved among different species (Figure 6B). All these results suggest that the mechanism of gcARF1 binding to GDP is evolutionarily conservative and the 27AAGKTT32 motif is essential for gcARF1 binding to GDP.




Figure 6 | Structure and sequence alignments of gcARF1-GDP and ARF-GDP from other species. (A) Structure alignments of gcARF1-GDP (green), Rattus norvegicus ARF1-GDP (PDB code: 1RRG, purple, RMSD = 0.5), Homo sapiens ARF1-GDP (PDB code: 1HUR, cyan, RMSD = 0.6), Arabidopsis thaliana ARF1-GDP (PDB code 3AQ4, red, RMSD = 0.8), Candida albicans SC5314 ARF1-GDP (PDB code: 6PTA, yellow, RMSD = 0.7) and Homo sapiens ARF4-GDP (PDB code: 1Z6X, pink, RMSD = 1.1). (B) Sequence alignments of gcARF1 and ARF proteins from other species by Clustal W and ESPript 3.0.





The 27AAGKTT32 motif and T31 residue are required for the function of gcARF1 in promoting GCRV replication and infection

In mammals, ARF1(T31N), a mutant that preferentially binds GDP, is the activation-impaired form of ARF1 (26). Here, crystal structure of gcARF1-GDP complex revealed that the 27AAGKTT32 motif was essential for gcARF1 binding to GDP. To determine the pivotal domain, motif and/or residue(s) affecting the function of gcARF1, three mutants included gcARF1-small_GTP-FLAG (Figure S3A), gcARF1(d27-32aa)-FLAG and gcARF1(T31N)-FLAG (Figure 7A) were constructed. We firstly investigated the role of small_GTP domain of gcARF1 in GCRV replication and infection. Similar to gcARF1, overexpression of small_GTP domain of gcARF1 increased the cytopathic effect caused by GCRV infection, with the higher viral titers compared with the control cells transfected with FLAG empty plasmid (Figures S6A, S6B). Overexpression of small_GTP domain of gcARF1 also promoted the expressions of virus-related proteins (Figure S6C). However, the deletion of 27AAGKTT32 motif of gcARF1 and the mutation of ARF1(T31N) significantly inhibited GCRV replication (Figure 7B). Furthermore, the deletion of 27AAGKTT32 motif of gcARF1 or the mutation of ARF1(T31N) also inhibited the expressions of virus-related proteins (Figure 7C), which were opposite for the roles of gcARF1 or small_GTP domain of gcARF1 in GCRV infection (Figures 1D-G, Figure S6). All these data suggest that the small_GTP domain of gcARF1 is crucial for GCRV replication and infection, and that the 27AAGKTT32 motif and the amino acid residue T31 of gcARF1 are indispensable for the function of gcARF1 in promoting GCRV replication and infection.




Figure 7 | The 27AAGKTT32 motif and T31 residue are required for the function of gcARF1 in promoting GCRV replication and infection. (A) Schematic representation of the gcARF1 and its mutants. (B) Crystal violet staining and determination of GCRV titers for overexpression of gcARF1 mutants including gcARF1(d27-32aa) and gcARF1(T31N) in CIK cells that were infected with GCRV at an MOI of 1 for 24 h. The asterisk above the error bars indicated statistical significance using the group transfected with FLAG as the control group. The asterisk above the bracket indicated statistical significance between the two groups connected by the bracket. (C) IB analysis of VP3, VP5, NS80 and NS38 proteins regulated by overexpression of gcARF1 or gcARF1 mutants including gcARF1(d27-32aa) and gcARF1(T31N) in CIK cells infected with GCRV. CIK cells seeded overnight in 12-well or 6-well plates were transiently transfected with indicated plasmids. After 24 h later, the cells were infected with the GCRV at an MOI of 1 or left untreated. The supernatants in 12-well plates were collected at 24 hpi for viral titer assays, and the cells were fixed and stained with crystal violet (B). The cells in 6-well plates were collected at 24 hpi for protein extraction (C). +: 500 ng, ++: 1000 ng. The expression ratios for viral proteins were quantified by Quantity One. (D) The interactions between gcARF1, gcARF1(d27-32aa) or gcARF1(T31N) and viral proteins. CIK cells seeded in 10-cm2 dishes were transfected with the indicated plasmids. After 24 h later, the cells were infected with or without the GCRV at an MOI of 1. Then the cells were harvested and lysed at 24 hpi. Co-IP was performed with anti-FLAG-conjugated agarose beads. The cell lysates and bound proteins were analyzed by immunoblotting with the indicated Abs.



Since the above results from Co-IP assays revealed that the small_GTP domain of gcARF1 was sufficient for the association between gcARF1 and NS80 or NS38 protein of GCRV, we further investigated whether the 27AAGKTT32 motif and the amino acid residue T31 of gcARF1 were essential for protein-protein interactions between gcARF1 and NS80 or NS38 protein of GCRV. We found that the deletion of 27AAGKTT32 motif of gcARF1 or the mutation of ARF1(T31N) did not lead to the loss of the interaction with NS80 and NS38 proteins of GCRV (Figure 7D).



The 27AAGKTT32 motif and T31 residue are required for the generation of VIBs

Given the role of gcARF1 in promoting the generations of cytoplasmic VIBs, we further investigated whether the 27AAGKTT32 motif and the amino acid residue T31 of gcARF1 were required for the formation and generation of VIBs. In consistent with the fact that the deletion of 27AAGKTT32 motif of gcARF1 or the mutation of ARF1(T31N) did not lead to the loss of the interaction with NS80 and NS38 proteins of GCRV, the localization of gcARF1 in cytoplasmic VIBs remained unaffected by the depletion of 27AAGKTT32 motif or the mutation of T31 residue (Figure 8A). However the total amounts of VIBs were significantly decreased by the depletion of 27AAGKTT32 motif or the mutation of T31 residue (Figure 8B). All these results suggest that the 27AAGKTT32 motif and T31 residue are required for the generation of VIBs.




Figure 8 | The 27AAGKTT32 motif and T31 residue are required for the generation of VIBs. (A) Immunofluorescence analysis for VIBs in CIK cells that were transfected with FLAG, gcARF1-FLAG, gcARF1(d27-32aa)-FLAG or gcARF1(T31N)-FLAG, respectively. Scale bars, 10 µm. (B) The average fluorescence intensity of VIBs in CIK cells that were transfected with FLAG, gcARF1-FLAG, gcARF1(d27-32aa)-FLAG or gcARF1(T31N)-FLAG, respectively. Data were tested for statistical significance. **p < 0.01. The asterisk above the error bars indicated statistical significance using the group transfected with FLAG as the control group. The asterisk above the bracket indicated statistical significance between the two groups connected by the bracket.






Discussion

During infection, many viruses replicate in cytoplasm of host cells and form viroplasms, viral factories or VIBs, which are often composed of membranous scaffolds, viral and cellular factors. VIBs have multiple functions, including the recruitment of viral and host factors to ensure efficient replication and assembly of virus particles and sequestration of viral nucleic acids and proteins from host innate immune responses (27–29). Previous studies have shown that NS80 of GCRV can form VIBs, and recruit all the inner-capsid proteins (VP1-VP4 and VP6) and NS38 into VIBs (13, 14). Our recent report revealed that NS80 and NS38 of GCRV can hijack grass carp TBK1 and IRF3 into cytoplasmic VIBs for decreasing the formation of TBK1-containing functional complexes and preventing IRF3 translocation into the nucleus, which ultimately leads to the impaired interferon antiviral response (30). Here, we firstly demonstrate that GCRV uses NS80 and NS38 to recruit host GTPase gcARF1 into VIBs to promote GCRV replication and infection. Crystallographic data and functional analysis reveal the pivotal role of 27AAGKTT32 motif and T31 residue of gcARF1 in the binding to GDP and GCRV replication and infection.

The GCRV genome encodes several non-structural proteins, which do not constitute the nucleocapsids of the virus, but are indispensable for the replication, proliferation, invasion and immune escape of GCRV. NS38 is one of non-structural proteins encoded by GCRV. It has been reported that NS38 interacts with inner-capsid proteins and NS80-RNA complex, and knockdown of NS38 can significantly inhibit the proliferation of GCRV (16). It is speculated that the effects of NS38 on viral protein synthesis are due to its RNA binding characteristics for facilitating interactions with host translational factors such as eIF3A, which is essential for viral translation initiation (16, 31). NS80 is the largest non-structural protein of GCRV. The N-terminal domain of NS80 can recruit NS38, VP1, VP2, VP4 and VP6 into VIBs, and its C-terminal domain is responsible for the formations of VIBs (13, 15, 32, 33). The ARF family is one of five subfamilies of Ras GTPase superfamily, which can cycle between an active GTP-bound state and an inactive GDP-bound state. Previous studies have shown that ARF1 protein can be localized to the Golgi complex, and regulates phosphatidylinositol 4-kinase IIIbeta activity, Golgi transport complex recruitment, architecture of ER-Golgi intermediate compartment, and the formation of bidirectional tubules from Golgi (7, 34, 35). In addition, it has been reported that ARF1 is also involved in the replication process of many viruses, including Hepatitis C virus (HCV), enterovirus 71, white spot syndrome virus (WSSV), and red clover necrotic mosaic virus (RCNMV) (9, 36–38). ARF proteins are also recruited into replication organelles or regulate membrane traffic between ER, ERGIC and Golgi to generate compartments for the replication of viruses (3, 39, 40). In this study, we firstly confirmed that the piscine ARF1 was recruited by NS80 and NS38 of GCRV into cytoplasmic VIBs via protein-protein interactions, and promoted GCRV replication and infection through facilitating the entry and proliferation processes of GCRV lifecycle.

Structure and sequence comparison showed that gcARF1 had high homology with lower eukaryotes (yeast), plants (Arabidopsis), mammals (mouse and human) and other species. GTP-binding domain contains three consensus elements GXXXXGK (S/T), DXXG and NKXD (41). The GXXXXGK (S/T) (where X is any residue) motif is known as a Walker A motif, which is also referred to as ‘phosphate-binding loop’ and thought to bind to the phosphate groups of GTP (42, 43). The NKXD (where X is any residue) motif can interact with the guanine ring (44). The GXXXXGK (S/T) and NKXD motifs are very conserved for ARF1 proteins from different species, with the same GLDAAGKT sequences for GXXXXGK (S/T) motif and NKQD for NKXD motif. Among eight amino acid residues (A27, G29, K30, T31, T32, N126, D129 and A160) involved in the binding of GDP with gcARF1, six amino acid residues locate within the two motifs. Therefore similar to mammal homologues, gcARF1 may act as a molecular switch by switching between an active GTP-bound state and an inactive GDP-bound state and may have undergone conformational changes to change its affinity for substrates through its conserved structural motifs. Furthermore, since the 27AAGKTT32 motif and T31 residue are essential for gcARF1 binding to GDP, the inhibition on the GCRV replication caused by the deletion of 27AAGKTT32 motif of gcARF1 and the mutation of ARF1(T31N) suggest that the GTPase activity of gcARF1 is important for GCRV replication and infection. However, the deletion of 27AAGKTT32 motif of gcARF1 and the mutation of ARF1(T31N) did not impair the interaction between gcARF1 and NS80/NS38 protein of GCRV. Based on these data, it is interesting to further resolve the crystal structure of gcARF1-NS80 or gcARF1-NS38 complex and compare the conformational differences between gcARF1 bound to viral protein and bound to GDP, which are helpful for revealing the molecular mechanism by which NS80 and NS38 proteins of GCRV recruit gcARF1 and promote the generation of VIBs.

The GTPase activity of ARF family is regulated by GEFs and GAPs, and lots of inhibitors targeting ARF, ARF-GEF complex, GEFs and GAPs have been reported (1). NAV-2729, which can bind to human ARF6 in the GEF binding region and thus inhibit the interaction of ARF6-GEF, has been used in the treatment of uveal melanoma (1, 45). The most commonly used inhibitor for ARF-GEF binding is BFA, a fungal macrolide that can be embedded in the hydrophobic groove at the binding interface between GEFs (Sec7) and ARF1, thereby inhibiting the GTP/GDP exchange of ARF1 (46). Although the replications of several viruses such as turnip mosaic virus (TuMV), coxsackievirus B3 (CVB3) and EMCV have been shown to be insensitive to BFA (47, 48), BFA treatment has been widely used to inhibit viral replication process in mammals. For example, the enteroviral protein 3A specifically triggers the recruitment of GBF1 to membranes to promote the replication of viral RNA; however BFA can block enterovirus replication by inhibiting the activity of GBF1 (47). For rotavirus, BFA could impair the yield of viral progeny via interfering with the synthesis of GBF1 and the virus assembly process (49, 50). During infectious bursal disease virus (IBDV) infection, interfering with GBF1 activity by BFA treatment leads to a dramatic change in the location of viral replication complexes, and significantly reduces the yield of infectious viral progeny (51). The present study revealed that inhibition of gcARF1 activity using BFA disrupted the generation of cytoplasmic VIBs in GCRV-infected cells, and alleviated the replication and infection of GCRV. Furthermore, the mechanisms controlling the GTPase activity of ARF1 may be very conserved, which are revealed by structure and sequence comparison of ARF1 proteins from grass carp and other species. It is interesting to further know whether many other inhibitors targeting ARF-GEF interaction such as AMF-26 can be used for prevention and treatment of grass carp hemorrhagic disease (52).

Several studies have indicated that ARF1 is critical for maintaining Golgi structure and function. The primary localization of mammalian ARF1 in cells is at the Golgi. During its GTP cycle, ARF1 reversibly associates with Golgi membranes, with the ARF1-GTP bound to the membrane and ARF1-GDP being cytosolic (53). Intriguingly, Golgi fragmentation and rearrangement have been observed during viral infections (54, 55). In response to the severe acute respiratory syndrome-associated coronavirus (SARS-CoV) infection, overexpression of ARF1 can restore Golgi morphology (56). Furthermore, many positive-sense RNA (+RNA) viruses form the replication complexes (RCs) for their replication, but ARF1 was hardly recruited to coronavirus RCs (57, 58). Similar to coronavirus mouse hepatitis virus (MHV), GCRV infection also caused Golgi fragmentation and rearrangement. However, gcARF1 was recruited into cytoplasmic VIBs by viral proteins, which was different from the previous report (57). Our results, together with those of others, reveal that ARF1 utilizes distinct means to target different endomembrane recruitment for conferring advantages for viral replication and infection.

In summary, here we demonstrate that gcARF1, which is recruited to cytoplasmic VIBs by NS80 and NS38 of GCRV, promotes GCRV replication and infection through facilitating the entry and proliferation processes of GCRV lifecycle. The AAGKTT motif and the amino acid residue T31 located in the small_GTP domain of gcARF1 are indispensable for the function of gcARF1 in viral replication and infection. Further investigations are needed to unravel whether other ARF proteins contribute to the biogenesis of functional VIBs and to GCRV infection.
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Obesity, prediabetes, and diabetes are growing in prevalence worldwide. These metabolic disorders are associated with neurodegenerative diseases, particularly Alzheimer’s disease and Alzheimer’s disease related dementias. Innate inflammatory signaling plays a critical role in this association, potentially via the early activation of the cGAS/STING pathway. To determine acute systemic metabolic and inflammatory responses and corresponding changes in the brain, we used a high fat diet fed obese mouse model of prediabetes and cognitive impairment. We observed acute systemic changes in metabolic and inflammatory responses, with impaired glucose tolerance, insulin resistance, and alterations in peripheral immune cell populations. Central inflammatory changes included microglial activation in a pro-inflammatory environment with cGAS/STING activation. Blocking gap junctions in neuron-microglial co-cultures significantly decreased cGAS/STING activation. Collectively these studies suggest a role for early activation of the innate immune system both peripherally and centrally with potential inflammatory crosstalk between neurons and glia.
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Introduction

Global incidences of obesity, prediabetes, and diabetes are increasing worldwide (1, 2). Obesity rates have burgeoned in recent years, growing to pandemic proportions (3). Global diabetes rates topped 463 million in 2019, with an estimated additional 374 million people having impaired glucose tolerance and prediabetes (1). This alarming rise in the rates of obesity and metabolic disease predispose individuals to complications of the central nervous system (CNS), including mild cognitive impairment, Alzheimer’s disease or Alzheimer’s disease related dementias (AD/ADRD) (4–6).

Chronic inflammation and immune system dysregulation are common in individuals with obesity and in individuals who fall along the continuum of metabolic dysfunction from prediabetes to frank type 2 diabetes (7). Previous studies investigating the effects of metabolic dysfunction on the CNS report dysregulation of immune and inflammatory mechanisms, typically increased glial activation and elevated production of CNS pro-inflammatory proteins and mediators (8–10). Specifically, a high-fat diet (HFD) in mice induces an inflammatory phenotype in microglia, the resident immune cells of the CNS (11, 12). Additionally, HFD or other CNS pro-inflammatory events increase trafficking of peripheral immune cells into the brain (13–15), further promoting neuroinflammation.

Although evidence supports a role for CNS inflammation in obesity, prediabetes, and diabetes, previous studies primarily focus on later disease time points, and few have investigated how HFD-induced obesity and prediabetes impact short-term inflammatory changes. Innate inflammatory pathways with an acute response to damage or danger signals may potentially respond to metabolic stress to mediate early CNS responses to HFD. In a dysmetabolic environment, elevated fatty acids can activate innate inflammatory mechanisms and upregulate pro-inflammatory cytokine production (16, 17). This in turn up-regulates downstream feed-forward mechanisms, such as signaling through the interferon-α receptor (18), which further contributes to a pro-inflammatory environment.

One innate inflammatory pathway implicated in the cellular response to metabolic dysfunction is the cGAS/STING (cyclic GMP-AMP/stimulator of interferon genes) pathway (19–21). cGAS/STING is a cytosolic double-stranded DNA (dsDNA) sensing pathway, which responds to viral or bacterial dsDNA as well as self dsDNA, e.g., from damaged nuclei or mitochondria via cGAS and working through its adaptor molecule STING and transcription factors interferon regulatory factor 3 (IRF3) and nuclear factor kappa beta (NFkB) to upregulate pro-inflammatory gene expression. In the periphery or peripheral cells, HFD or treatment with the saturated fatty acid palmitate upregulates cGAS/STING signaling (22). cGAS/STING also contributes to pro-inflammatory feed forward mechanisms via inflammatory crosstalk between neighboring cells via gap junctions (23). Further, cGAS/STING is implicated in the pathology of CNS neurodegenerative diseases, such as AD/ADRD (24–26), Parkinson’s disease (27), and amyotrophic lateral sclerosis (28), and may thus constitute a “bridge” between metabolic dysfunction and cognitive impairment.

In the current study, we examined CNS activation of the cGAS/STING pathway in mice fed a high fat diet (HFD) for 3 d. We focused our studies on the primary immune cells of the brain, microglia, capable of inflammatory crosstalk with neurons via gap junctions (23). We leveraged our HFD mouse model, which develops obesity and prediabetes along with cognitive impairment upon acute and chronic feeding (29). We observed systemic changes in metabolic and inflammatory responses, with impaired glucose tolerance, insulin resistance, and alterations in peripheral immune cell populations after just 3 d of HFD. We also identified central inflammatory changes, with microglial and cGAS/STING pathway activation. Additionally, in our neuron-microglial co-culture system, reducing cell to cell inflammatory crosstalk by blocking gap junctions significantly reduced cGAS/STING activation. These findings support an early role for cGAS/STING in response to HFD via neuron-glial inflammatory crosstalk and suggest a pivotal role for acute activation of innate immune mechanisms in the CNS in response to global metabolic dysfunction.



Materials and methods


Experimental animals and study design

Four-wk-old C57BL/6J male mice obtained from The Jackson Laboratory (catalog # 000664; Bar Harbor, ME). Animals were housed with no more than five littermates per cage in a pathogen free room at 20 ± 2 °C with a 12 h light/dark cycle at the University of Michigan Unit for Laboratory Animal Medicine and monitored daily by veterinary staff. Animals were provided food and water ad libitum and a minimum of one enrichment item (nestlet and/or enviropak). Following a 1 or 2 wk acclimation period, animals were assigned randomly to their respective diets (Research Diets, New Brunswick, NJ) as follows: standard diet (SD; 10% calories from fat; catalog # D12450J) or high-fat diet (HFD; 60% calories from fat; catalog # D12492). A subset of animals were used for cognitive phenotyping (see puzzle box), which was performed on day 2 of diet and for a duration of 3d. Animals were sacrificed (detailed below) on the final day of puzzle box (4 d on diet). For all other animals, after 3 d on diet mice underwent glucose tolerance testing (see metabolic phenotyping) and were sacrificed (detailed below) the next day (4 d on diet). Four hours prior to euthanasia, animals were fasted and a subset of animals within both the SD and HFD groups were given intraperitoneal injection of either saline (5 mL/kg body weight [BW]) or lipopolysaccharide (LPS; catalog # tlrl-3pelps, Invivogen, San Diego, CA) at a dose of 500 µg LPS/kg BW in total volume of 5 mL/kg BW saline. At terminal, animals were euthanized via intraperitoneal injection of 150 mg/kg pentobarbital (Fatal-Plus, Vortech Pharmaceuticals, Dearborn, MI). Blood was removed from the vena cava and animals were perfused with phosphate buffered saline prior to removal of tissues. Cortex tissue was used to determine ex vivo CNS insulin sensitivity using western blotting, plasma and hemi-brains for immunophenotyping using flow cytometry, plasma for inflammatory cytokines using ELISA, hemi-brains for microglial morphology using immunohistochemistry, and hippocampal tissue for cGAS/STING pathway protein expression using Western blotting (all methods detailed below). The University of Michigan’s Institutional Animal Care and Use Committee approved all animal protocols (PRO0010039).



Metabolic phenotyping and immunophenotyping

Glucose tolerance testing (GTT) was performed after 3 d of diet as previously (30, 31). Briefly, 10% D-glucose at 1g glucose/1kg body weight was injected intraperitoneally after a 4 h fast and glucose measurements taken at baseline and 15-, 30-, 60-, and 120-min post injection. Blood glucose levels were determined from a tail blood sample using a glucometer (AlphaTRAK, Abbot Laboratories, Chicago, IL) and appropriate glucose strips (Zoetis, Parsippany, NJ).

After 4 d HFD feeding, immunophenotyping was performed on peripheral blood samples and on CNS tissue using flow cytometry (32) to determine circulating immune cell populations, as previously published (32, 33). Fluorescently labeled leukocytes were classified by staining with antibodies (Biolegend, San Diego, CA) for well-characterized surface markers (Table 1). Briefly, doublets were excluded using forward scatter width (FSC-W) and forward scatter height (FSC-H) where events farther than 10% from the diagonal were excluded. In both tissue types, lymphocytes were characterized as CD45+, SSC-low cells expressing CD3 and either CD4+ or CD8+, while NK cells were characterized as CD45+, SSC-low, CD3–, NK1.1+, and CD49b+. B cells in the periphery were characterized as CD45+, SSC-low, CD3-, and CD19+ and were not detectible in the CNS. Myeloid populations in the blood were characterized as CD45+ and CD11b+: neutrophils were Ly6G+ while monocytes were Ly6G– and either Ly6C– or Ly6C+. In the CNS, myeloid cells were CD45+, CD3–, CD19. Ly6G+ cells were identified as neutrophils, Ly6G-, CD11b+, CD45-high, and Ly6C+ were identified as Ly6C+ monocytes, and Ly6G-, CD11b+, CD45-mid cells were identified as microglia. In both tissue types, monocytes, microglia, and neutrophils were further assessed for F4/80 or CD11c surface expression by their median fluorescent intensity as a proxy for activation state. A FACSAria II (BD Biosciences, San Jose, CA) was used to run samples and FlowJo software (FlowJo, Ashland, OR) to analyze results.


Table 1 | Flow cytometry antibodies for blood and CNS immune cell characterization.





Microglial morphology

As previously (34), we performed analysis of microglial morphology for three regions of the hippocampus, the hilus, molecular layer, and CA1 regions. In brief, hemi-brains were dissected and fixed for 48 h in 4% paraformaldehyde. Following a sucrose gradient (10%, 20%, and 30% for 24 h each), hemi-brains were embedded in OCT and frozen at -80°C. Brains were sectioned (50 µm) and stained (rabbit anti-Iba1, 1:1000; catalog # 019-19741, Wako, Richmond, VA) in 6-well plates in floating tissue sections. Secondary antibody (anti-rabbit Alexa-fluor Plus 594, 1:2000; catalog # A32740, Invitrogen) and Hoechst nuclear stain were applied, and sections were mounted using ProLong Gold (Invitrogen). A Leica Stellaris 8 Falcon Confocal Microscope and a 40X oil immersion objective was used to take Z-stack images (30 µm). Images were processed with Imaris Software (Oxford Instruments) and open microscopy environment TIF files used to analyze microglial territorial volume, cell volume, percent occupied volume, average branch length, maximum branch length, minimum branch length, number of end points, and number of end points using a modified 3DMorph script in MATLAB (MathWorks, Natick, MA), as previously published (34).



Ex vivo insulin stimulation

On day 4 of diet after sacrifice and perfusion, right cortex was dissected and placed in a 12-well plate containing media (Neruobasal, 5% pen-strep, MN additives (Sigma, St Louis, MO); 10 mg/mL bovine serum albumin, 10 mg/mL apo-transferrin, 0.1 mg/mL biotin, 15 mg/mL D-galactose, 0.63 mg/mL progesterone, 16 mg/mL putrescine, 50 μg/mL selenium, 50 μg/mL β-estradiol, 50 μg/mL hydrocortisone, 16 mg/mL catalase, 2.5 mg/mL SOD). Tissue was finely minced with scissors and split into two microcentrifuge tubes (one for unstimulated control and one for insulin) containing 300 μL media. Tubes were placed into an incubator (37°C, 5% CO2) for 30 min. Following the 30 min incubation, insulin (20 nM) or an equivalent volume of media was added to the appropriate tubes. Tubes were returned to the incubator for 45 min and inverted several times every 10-15 min. Following the 45 min incubation, tubes were spun down (1 min, 4°C, 17,000 g), media removed, and tissue snap frozen in liquid N2. Tissue was maintained at -80°C for later Western blot (WB) analysis.



ELISA and WB

On day 4 of diet, blood was collected, and plasma isolated for inflammatory cytokine analysis via ELISA. ELISA was performed for TNF-α and MCP-1 by the University of Michigan Rogel Cancer Center Immunology Core. Cortex and hippocampal tissue as well as neuronal and microglia cells were homogenized in RIPA buffer (Pierce, Rockford, IL) with protease inhibitors (Roche Diagnostics, Indianapolis, IN), sonicated, and centrifuged (30 min, 4°C, 13,300 rpm) in preparation for WB, which was performed as previously published (35, 36). All samples were normalized for equal protein concentration prior to loading. Nitrocellulose membranes were blocked (Tris buffered saline [TBS], 0.01% Tween-20, 5% bovine serum albumin [BSA]) for 2 h, primary antibodies (varying concentrations in TBS, 0.01% Tween-20, 5% BSA) were incubated overnight at 4°C, and secondary antibodies (varying concentrations in TBS, 0.01% Tween-20, 5% milk) were incubated for 1.5 h at room temperature. SuperSignal West Femto Maximum Sensitivity Substrate (Pierce, Rockford, IL) or Clarity Max (Biorad, Hercules, CA) was used to visualize signal and images were captured by a ChemiDoc (Biorad) or with x-ray film. Images were analyzed using ImageJ (37) or Image Lab software (Biorad). Insulin signaling primary antibodies were: pAkt (catalog # 4060), Akt (catalog # 4691), pIRS-1 (pSer307, catalog # 2381; pSer636/639, catalog # 2388), IRS-1 (catalog # 3407), all from Cell Signaling Technologies (Danvers, MA) and diluted at 1:1000. cGAS/STING pathway primary antibodies (Cell Signaling Technologies) were: cGAS (catalog # 31659S; 1:1000), STING (catalog # 50494S; 1:1000), pIRF3 (S396; catalog # 4947S; 1:500), total IRF3 (catalog # 4302S; 1:500), and NFκβ (catalog # 8242P; 1:500). Tubulin (catalog # ab6160; 1:20000; AbCam, Cambridge, MA) or histone (catalog # NB 100-56347; Novus Biologicals, Littleton, CO) were used as loading controls. IgG conjugated with horse radish peroxidase secondary antibodies used were anti-rabbit (catalog # 7074), anti-mouse, (catalog # 7076), and anti-rat (catalog # 7077S) all Cell Signaling Technologies.



Cell culture

Partially immortalized human hippocampal neurons (38) and an immortalized human microglia cell line (catalog # T0252; Applied Biological Materials, Richmond, BC, Canada) were used for in vitro studies. Cells were maintained in growth media in 6-well plates until 80-85% confluent. Neuron growth media was: N2b medium (customized media from Cytivia, Marlborough, MA) with 0.2 μM beta-estradiol (catalog # E4389; Sigma) and 10 μg/mL fibroblast growth factor basic (catalog # GF003AF; Millipore, Burlington, MA) and 1% heat-inactivated fetal bovine serum (FBS; catalog # MT35016CV; Corning, Corning, NY). Microglia growth media was: PriGroIII (catalog # TM003; Applied Biological Materials, Richmond, BC, Canada) and 10% non-heat inactivated FBS or DMEM (catalog # BW12741F; Lonza, Quakertown, PA) and 10% heat inactivated FBS for cytosolic dsDNA qPCR experiments. At 60-80% confluence, neurons were changed to differentiation media (NSDM, custom media, Cytiva, Global Life Sciences Solutions, Marlborough, MA for 8 d (39)). On differentiation day 9 for neurons and at 80-85% confluence for microglia, media was changed to treatment media (differentiation media without insulin for neurons and growth media without FBS for microglia) 5 h prior to experimental treatments. Following this, cells were treated with either palmitate alone (62.5 μM in microglia or 250 μM in neurons) or palmitate plus insulin (50 nM, both cell types) for 24 h (35, 40). At 24 h, cultures were washed, and cells were fixed for cytosolic dsDNA determination via immunocytochemistry or qPCR (below) or isolated for cGAS/STING pathway protein determination by WB (above).



Cytosolic dsDNA via qPCR

Cytosolic DNA isolation was performed as previously published (41). In brief, cells were lysed with RIPA buffer (Invitrogen, Waltham, MA), centrifuged (10 min, 4°C, 700g), and supernatant used to quantify and normalize protein concentrations. The pelleted nuclei/whole cell fraction was saved for downstream analysis. Normalized protein concentrations of the supernatant were spun further (30 min, 4°C, 10,000g) and the pellet (cytosolic fraction) saved. The pelleted nuclei/whole cell fractions and the pelleted cytosolic fractions were used to isolate DNA using a commercially available kit (catalog # 80004, All prep DNA, RNA, and Protein mini kit; Qiagen, Germantown, MD). Nuclear (18S; 5’-TAG AGG GAC AAG TGG CGT TC-3’ [forward] and 5’-CGC TGA GCC AGT CAG TGT-3’ [reverse]) and mitochondrial DNA (cytochrome oxidase I; 5’- GCC CCC GAT ATG GCG TTT-3’ [forward] and 5’- GTT CAA CCT GTT CCT GCT CC -3’ [reverse]) were run on the nuclei/whole cell fractions and pelleted cytosolic fractions using qPCR SYBR green primers (above). Levels of cytosolic DNA were quantified using the ddCT method (42), with the nuclei fraction used to normalize the cytosolic fraction and the mean ΔCT of the BSA controls as the calibrator for all samples.



Puzzle box

To assess possible changes in cognition, we performed a modified version of the puzzle box task (43). In this task, mice are intrinsically motivated to move from the light area of the puzzle box into the dark area. On day 2 of diet, puzzle box testing was carried out over a period of 3 d, with a series of three single tasks repeated for a total of three replicates over the first 2 d. The single tasks were then combined into a ‘complex’ task, which was performed once on day 2 and 24 h later on day 3. Latency to ‘escape’ or to enter the dark area of the box was recorded for each of the tasks. Animals were allowed 5 min to perform each task. If the mouse was unable to escape the light area of the box after 5 min, it was removed from the box and its time recorded as 5 min.



Statistical analysis

We previously established that a sample size of n=8 per group (30, 44) provides adequate power to detect significant metabolic differences between groups. Statistical analyses were performed using Prism 9 (GraphPad Software, La Jolla, CA) using either t-test or one-way analysis of variance (ANOVA) followed by Tukey’s multiple comparisons. Alternatively, analysis of microglial morphology and CNS immunophenotyping data was performed using SAS 9.4 (SAS Institute, Cary, NC) using the Proc Mixed function. Anderson-Darling, D’Agostino-Pearson omnibus, Shapiro-Wilk, and Kolmogorov-Smirnov tests were used to determine normality, and non-normal data was log transformed to achieve normality. Statistical tests and software used for each analysis (glucose tolerance test, immunophenotyping, etc.) and the corresponding results section/figure are detailed in Supplemental Table 1. Statistical significance was defined as p<0.05 and trends as p<0.10. Unless otherwise indicated, results are presented as mean ± standard error of the mean (SEM).




Results


Acute HFD impairs metabolic but not cognitive responses

We previously showed that chronic HFD induces obesity and prediabetes (29), however little is known about the acute metabolic, inflammatory, and cognitive effects of HFD. Therefore, we examined the impact of acute HFD on both metabolic and cognitive function. To do so, BL6 mice were placed on either a HFD or a sucrose matched 10% fat standard diet (SD) for 4 d. GTT was performed on 3 d and mice were harvested for blood and tissue analysis on 4 d (Figure 1A). Within just 3 d, we observed HFD impaired glucose tolerance, with higher blood glucose levels at all time points of the glucose tolerance test, as well as a higher area under the curve versus SD mice (Figures 1B, C). We and others also previously observed CNS insulin resistance in mice following chronic HFD feeding (29, 45). However, changes in response to acute HFD were unknown. To investigate this, we measured the responsiveness of ex vivo brain tissue to insulin by assessing phosphorylation of critical insulin signaling proteins (46, 47). After 3 d of HFD feeding, we observed changes in cortex insulin sensitivity, with decreased phosphorylated protein kinase B (pAkt)/total Akt (Figure 1D; Supplemental Figure S1A) and decreased insulin receptor substrate 1 (IRS1) phosphorylation [pIRS-1(S307)]/total IRS-1 in response to insulin stimulation (Figure 1E; Supplemental Figure S1B).




Figure 1 | Experimental timeline and metabolic phenotyping. Experimental timeline (A), glucose tolerance test, (GTT; B), area under the curve (C), and cortex response to insulin stimulation (D, E) in male BL/6 mice fed standard diet (SD) or high fat diet (HFD). Protein expression normalized to tubulin and relative to unstimulated control; *p<0.05, **p<0.01, ***p<0.001.



In addition to metabolic shifts, we and others have shown that chronic HFD also induces cognitive impairment (29, 48, 49), although cognitive changes in response to acute HFD were less clear. Here we performed puzzle box testing, a behavioral task which primarily tests executive function, to assess possible changes in cognition after 3 d on diet. However, we did not detect any differences in behavior between HFD and SD mice (Supplemental Figure S2). Overall, 3 d of HFD induces systemic and central metabolic changes related to glucose tolerance and insulin sensitivity, without a detectable impact on cognition within this timeframe.



Acute HFD alters peripheral and central immune cell populations

We and others have previously reported that chronic HFD also induces changes in circulating inflammatory profiles (33, 48). Using ELISA to examine inflammatory cytokine concentrations and flow cytometry to examine circulating and CNS immune cell populations, we observed changes to plasma inflammatory profiles after 4 d of HFD similar to those seen in long-term HFD feeding (Supplemental Figure S3). Specifically, HFD mice had a trending increase in the number of CD4 T-cells (Supplemental Figure S3C), and a significant increase in B-cells (number and % of leukocytes; Supplemental Figures S3F, G) versus SD animals. HFD mice also had a trend for lower Ly6C+ monocytes compared to SD mice (Supplemental Figure S3J). There was no difference due to diet in any of the other measured immune cell populations including CD8 T cells, natural killer cells, Ly6C+ monocytes, Ly6C- monocytes, or neutrophils (Supplemental Figures S3A, B, D, E, G-I, K-S). We also measured plasma inflammatory cytokine levels in HFD and SD mice after injection with either saline or lipopolysaccharide (LPS). LPS robustly increased circulating TNF-α and MCP-1 concentrations (Supplemental Figure S4); there was no effect of diet.

To understand CNS specific changes in immune cell populations, we repeated our experiment in a separate cohort of HFD versus SD mice, both in control treated (saline injection) and in response to immune challenge (LPS injection). When lymphoid populations in the CNS were examined, HFD increased leukocytes (Supplemental Figures S5A, B) and decreased CD8 T-cells (% of leukocytes; Supplemental Figure S5D) versus SD animals and LPS injection had no effect (Supplemental Figure S5). CD4 T-cell levels were low/not detectable and HFD did not impact the numbers or percentages of CNS natural killer cells (Supplemental Figures S5C, E-H). In CNS myeloid cell populations (Figure 2 and Supplemental Figure 6), total immune cell levels and surface marker expression were impacted by 4 d HFD. Neutrophil, microglia, and Ly6C+ monocyte levels were examined as well as expression of CD11c and F4/80, markers of activation and differentiation. HFD mice had more neutrophils (numbers and %; Figures 2A, B) and a greater number of microglia, which also had a trending increase in size as measured by a larger forward side scatter (Figures 2C, I) suggesting activation. There were no differences due to LPS treatment or due to diet for neutrophil or microglial F4/80 or CD11c expression, or for the percentage of microglia (Figures 2C, D, F-H). LPS administration did impact LyC6+ monocyte numbers and surface expression of CD11c, which was further altered by diet (Figures 2K, L).




Figure 2 | CNS immunophenotyping of myeloid cells by flow cytometry. Data represented as neutrophils (number of cells, % of cells, F4/80 expression, and CD11c expression; A-D), microglia (number of cells, % of cells, F4/80 expression, CD11c expression, and forward side scatter; E-I), and Ly6C+ monocytes (number of cells, % of cells, and CD11c expression; J-L) in male BL/6 mice fed standard diet (SD) or high fat diet (HFD) who were administered saline or LPS (lipopolysaccharide). In the absence of differences between saline and LPS, data for each dietary group were combined and are presented as SD vs. HFD alone; *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001.



Monocyte CD11c expression can indicate a change in monocyte activation, and activation can promote monocyte differentiation into a microglial-like phenotype (32, 50, 51). We observed that LPS increased CNS monocytes in both HFD and SD animals; however, monocyte CD11c expression was lower in response to saline injection in HFD versus SD mice. In contrast, LPS decreased monocyte CD11c expression in SD but not HFD mice. Increased numbers of microglia and decreased expression of CD11c on monocytes in the absence of increased monocyte numbers likely indicates that HFD promotes monocyte conversion into a more microglial-like phenotype, which LPS fails to further promote. Cumulatively, our findings indicate that acute HFD of only 3 d produces changes in peripheral and central immune cell populations. In this setting, LPS stimulation differentially impacts CNS immune cell dynamics, i.e., monocyte to microglial shifts, in HFD versus SD.



Acute HFD activates hippocampal microglia

Since we observed changes in microglia numbers and size upon 4 d of HFD in our CNS immunophenotyping data, we were interested in further interrogating acute inflammatory microglial changes. We therefore assessed microglial morphology (34) as a proxy of activation in an area of the brain critically important for learning and memory, the hippocampus. Mice were administered HFD or SD with or without LPS stimulation for 4 d, and microglia morphology was examined using confocal microscopy. Three days of HFD shifted the morphology of hippocampal microglia to a state indicative of activation (Figures 3A–D) where microglia of HFD mice given saline (Figure 3C) appeared to have a larger soma size and more ameboid-like shape with fewer and shorter processes compared to microglia of SD mice given saline (Figure 3A). Additionally, microglia in SD (Figure 3B) and HFD (Figure 3D) mice given LPS appeared to take on an activated morphology similar to HFD mice given saline. Indeed, when quantifying these morphological changes, we observed that HFD lowered the ratio of three-dimensional space occupied by the microglia to its perimeter (ramification index; Figure 3E) versus SD mice. Interestingly, administering LPS to SD mice caused the microglia to have a decreased ramification, indicating activation. However, administering LPS to HFD mice did not change their ramification index; this inability of HFD microglia to respond to LPS stimulation may suggest they are activated under basal conditions to such a degree that further stimulation cannot provoke an appropriate immunological response to cellular insult or injury. Like the ramification index, HFD microglia had shorter average branch length (Figure 3F), shorter maximum branch length (Supplemental Figure S7D), and shorter minimum branch length versus SD microglia (Supplemental Figure S7F). LPS stimulation did not affect territorial volume (Supplemental Figure S5A), average branch length (Figure 3F), and maximum branch length (Supplemental Figure S7D). While HFD mice had a greater overall cell volume compared to SD mice, there no effect of LPS (Supplemental Figure S7B). Between groups differences in the number of microglial branch points and end points were varied and dependent upon hippocampal region (Supplemental Figures S7C, E). Thus, acute 3 d HFD activates hippocampal microglia and renders them less able to mount a response to additional stimulation, e.g., to LPS.




Figure 3 | Microglial morphology. Representative images of IBA-1 microglia (red stain) in male BL/6 mice fed standard diet (SD) or high fat diet (HFD) who were administered saline or LPS (lipopolysaccharide; A-D). Quantification of microglia ramification index (E) and average branch length (F). In the absence of differences between saline and LPS, data for each dietary group were combined and are presented as SD vs. HFD alone; *p<0.05, **p<0.01, ****p<0.0001.





Acute HFD activates cGAS/STING signaling

The deleterious role of cGAS/STING inflammatory signaling in obesity and metabolic dysfunction is well established in the periphery, particularly in adipose tissue) (19, 21). However, little is known about its role in this context in the CNS. Therefore, next we wanted to establish the effects of HFD feeding on hippocampal cGAS/STING pathway protein expression (Figure 4; Supplemental Figure S8). To do so, we took hippocampal tissue from SD and HFD animals fed diet for 4 d, homogenized it, and performed Western Blotting. We observed that HFD of only 4 d already acutely upregulated expression in the hippocampus of the dsDNA sensing cGAS and its adaptor molecule STING (Figures 4A, B; Supplemental Figures S8A, B). However, HFD did not promote phosphorylation or change expression of the cGAS/STING pathway transcription factors IRF3 (Figures 4C–E; Supplemental Figures S8C–E) and NFkβ (Figures 4F; Supplemental Figures S8C–E). When activated, IRF3 and NFkβ act as canonical transcription factors and move from the cytosol to the nucleus to induce gene transcription. Therefore, a lack of changes these transcription factors in bulk tissue is perhaps not surprising. Differences in cytosolic vs. nuclear localization are likely present, as have been observed by others in culture and in microglia (21, 26). Together, these data further suggest an early upregulated and pro-inflammatory phenotype involving the cGAS/STING pathway after only 3 d on HFD diet.




Figure 4 | Hippocampal cGAS/STING protein expression. Expression in male BL/6 mice fed standard diet (SD) or high fat diet (HFD). Data represented as cGAS (A), STING (B), pIRF3 (C), total IRF3 (D), pIRF3/total (E), and NFκβ (F) relative protein expression. Protein expression quantified as average band intensity relative to tubulin loading control; *p<0.05.



We previously showed that in vitro treatment of neurons with insulin or palmitate for 24 h produces insulin resistance, providing a cell culture model of prediabetes, with the expected changes in cellular signaling pathways (40, 52). We adopted this same approach to establish the contribution of various CNS cell types, namely neurons and microglia, to cGAS/STING pathway activation. Using a partly immortalized human hippocampal cell line and an immortalized human microglial cell line, we first established the presence of cytosolic DNA in response to palmitate and insulin treatment. Our data show a trending increase in cytosolic nuclear DNA (18s) in both neurons and microglia in response to palmitate or combined insulin and palmitate treatment (Figures 5A, C). However, there were no differences in either cell type in response to stimulation for cytochrome oxidase I DNA, a marker of mitochondrial DNA (Figures 5B, D). Of note, only trending differences in cytosolic nuclear DNA and a lack of differences in mitochondrial DNA were likely due to low sample sizes and a high degree of variability between replicates. Future studies could address how obesogenic conditions might cause genomic damage and the role of mitochondrial vs. genomic or nuclear damage on cGAS/STING signaling in the CNS. We next assessed cGAS/STING pathway protein expression in both cell types. There was a robust response in microglia, with a significant increase in STING, pIRF3, and NFκβ, in the presence of either palmitate alone or combined insulin and palmitate for 24 h (Figure 6; Supplemental Figure S9). We also found a trending increase in cGAS protein expression in response to acute treatment for 24 h with either palmitate alone or combined insulin and palmitate in hippocampal neurons (Figure 6A; Supplemental Figure S9A).




Figure 5 | Cytosolic DNA concentrations. Relative quantity (RQ) of cytosolic DNA (nuclear and mitochondrial) in partially immortalized human hippocampal neurons (HHi; n=3, A, B) and in a human microglial cell line (MG; n=3, C, D). Cells treated with palmitate (Palm; HHi=250 μM, microglia=62.5 μM, 24h) or a combination of insulin and palmitate (Ins + Palm; above palmitate concentrations + 50 nM insulin, 24h). Values relative to BSA controls.






Figure 6 | Neuronal and microglial cGAS/STING protein expression. Expression in a human microglial cell line (n=3 biological replicates, A-D) and a human hippocampal neuronal cell line (n=3 biological replicates, E-H) treated with either palmitate alone (Palm; HHi=250 μM, MG=62.5 μM, 24h) or a combination of insulin and palmitate (Ins+Palm; above concentrations of Palm+50nM insulin, 24h). Relative protein expression quantified as average band intensity relative to tubulin loading control; *p<0.05, **p<0.01.



Finally, we assessed cGAS/STING pathway activation in co-culture to evaluate the contribution of inflammatory crosstalk on potential pathological mechanisms via gap junctions in the CNS. Inflammatory crosstalk (53) is vital for normal intercellular communication (54). However, aberrant inflammatory crosstalk in the CNS (either via glia-glia or glia-neuron signaling) may promote pathological inflammatory mechanisms. Indeed, it plays a role in neurodegenerative diseases, such as AD/ADRD (55–57), and gap junctions facilitate transfer between cells of the cGAS/STING second messenger, cyclic GMP-AMP (cGAMP) (23, 56). To determine whether gap junctions mediate inflammatory crosstalk, we co-cultured neurons and microglia in the presence or absence of a gap junction inhibitor (CBX; carbenoxolone). Co-cultures were pre-treated with either the saturated fatty acid palmitate or the combination of insulin to mimic obesogenic prediabetic conditions. Our data (Figure 7; Supplemental Figure S10) show that treating co-cultures with transfection reagent alone did not change cGAS (Figure 7A; Supplemental Figure S10A), STING (Figure 7B; supplemental Figure S10B), or NFκβ protein expression (Figure 7D; Supplemental Figure S10D) in the presence of the gap junction inhibitor, carbenoxolone. However, we observed a significant increase in co-cultures pre-treated with insulin and palmitate for 24 h then stimulated with the dsDNA analog, poly dA:dT (poly deoxyadenylic-deoxythymidylic acid sodium salt), which was completely reversed in the presence of carbenoxolone (Figure 7C; Supplemental Figure S10C). In aggregate, these data suggest that cGAS/STING inflammatory crosstalk between CNS cells, e.g., neurons and microglia, in response to metabolic injury is mediated, at least in part, by gap junctions.




Figure 7 | Co-culture cGAS/STING protein expression with and without gap junction inhibitor. Expression in a human hippocampal and human microglial cell line co-culture (n=4). Cells pretreated with bovine serum albumin (BSA; 31.25 µM, 24h) as a control, palmitate (Palm; 31.25 µM, 24h), or a combination of insulin and palmitate (IP; 31.25 µM palmitate and 50 nM insulin, 24h) +/- the gap junction inhibitor carbenoxolone (CBX; 150 µM), then stimulated with the dsDNA analog Poly dA:dT (DNA; 1µg/mL). Protein expression of cGAS (A), STING (B), pIRF3 (C), and NFκβ (D) quantified quantified as average band intensity relative to histone loading control; *p<0.05. TR, transfection reagent.






Discussion

Metabolic dysfunction, in the form of chronic obesity, prediabetes, or diabetes, induces peripheral and central inflammation which correlate with cognitive impairment (58, 59). However, early inflammatory events secondary to obesity- or prediabetes that might contribute to cognitive impairment remain uncertain. The innate immune cGAS/STING pathway is dysregulated in cognitive impairment and neurogenerative disease (24, 26) and by responding to excess saturated fatty acids may connect metabolic dysfunction to inflammation in the CNS (19–21). In the current study, we examined the effect of acute HFD on peripheral and CNS inflammation, cognition, and CNS cGAS/STING activation. Our data show that acute HFD for only 3 d causes peripheral and central metabolic and immunologic changes indicative of insulin resistance and an acute pro-inflammatory response, though changes in cognition were not detected. Additionally, acute HFD activates CNS microglia, as measured by changes in cell size and morphology, and promotes cGAS/STING signaling. This immune response was mirrored in vitro under conditions of metabolic injury, particularly in microglia, as well as in in neuron-microglia co-culture and was blocked by a gap junction inhibitor. Overall, our findings indicate that inflammation and cGAS/STING activation are early responses to HFD, potentially through direct gap junction-mediated neuron-microglia crosstalk in the CNS.

We found that short-duration HFD induced acute peripheral and CNS metabolic changes in mice, specifically impaired glucose tolerance and insulin resistance. These findings are aligned with another study of 3 d of HFD feeding, which similarly saw impaired glucose homeostasis (60). These changes are also consistent with literature regarding chronic HFD, i.e., of a few to several weeks, that report increases in body weight and impaired glucose tolerance (29, 30). We further show that both peripheral and CNS immune cell populations are dysregulated after only 3 d on HFD. Specifically, HFD increased circulating and CNS lymphocytes and neutrophils. We also observed that acute HFD decreased circulating Ly6C+ monocytes and Ly6C+ monocytes in the CNS had lower CD11c expression. Concurrent with increased CNS microglia, these data suggest that HFD promoted of monocyte recruitment to the CNS and monocyte conversion to a more microglia-like phenotype. Moreover, LPS failed to mount a further immune response in HFD, indicating peripheral and CNS immune cells are activated to such a degree by HFD that LPS is unable to provoke an appropriate response. Our findings are broadly aligned with the acute impact of HFD on the CNS, where others have reported increased levels of inflammatory cytokines after 3 d on diet (12). Furthermore, it is frequently reported that chronic HFD feeding induces an inflammatory phenotype (33, 48, 61).

HFD-induced pro-inflammatory responses through upregulated cGAS/STING signaling in peripheral tissues has been proposed as a potential pathological mechanism in obesity and prediabetes/diabetes (19, 21, 41). As an intracellular pattern recognition receptor, cGAS/STING is widely expressed by innate cells of the CNS, including microglia (62, 63), which canonically senses cytosolic dsDNA of viral or bacterial origin (64). However, the cGAS/STING pathway can also be activated by cytosolic self dsDNA released under conditions of metabolic stress, such as by saturated fatty acid overload (20, 64). Indeed, HFD fed mice have elevated adipose (41) and liver (65) STING levels. In endothelial cultures, the long-chain saturated fatty acid palmitate activates cGAS/STING and induces inflammation (21, 41). Further, STING deficiency partially reverses HFD-induced weight gain, decreases plasma free fatty acids and adipose macrophage infiltration, and improves impaired insulin sensitivity and glucose tolerance (41).

While there is ample evidence to suggest a role for cGAS/STING in obesity and prediabetes/diabetes in the periphery, the role of cGAS/STING in the brain is less clear. We observed cGAS/STING was upregulated in the hippocampus of HFD animals versus SD controls. We previously established that our HFD feeding paradigm induces obesity, prediabetes and cognitive impairment with chronic HFD in mice (29). While here we did not observe cognitive impairment after only 3 d of HFD, our findings suggest HFD promotes an acute and early CNS pro-inflammatory programming that precedes or initiates the cascade of processes leading up to neurodegeneration and cognitive impairment with chronic HFD. Conversely, others have reported changes in cognition after acute HFD feeding (66–68). Differences may have arisen from variations in model system (mouse versus rat), animal age (5 wk versus 12 wk) or testing modality (puzzle box versus contextual fear conditioning versus radial arm maze) (66–68). Moreover, it is possible that cognitive differences in HFD versus SD animals in only measurable upon additional stimulation, e.g., by LPS (66). Therefore, the temporal evolution of cognitive impairment upon acute HFD requires further study.

In alignment with our findings of early cGAS/STING activation, cGAS/STING is implicated in frank dementia, such as AD/ADRD (24, 26). In the brains of AD models, cGAS/STING is increased and improving DNA damage/repair by NAD+ supplementation normalizes cGAS/STING levels, reduces inflammation, and improves behavioral outcomes (24). Furthermore, cGAS/STING may be involved in AD via interaction with one of the key pathological AD proteins, tau. Specifically, tau activates cGAS/STING via binding to polyglutamine binding protein 1, which is essential for tau-mediated cGAS/STING activation, specifically in microglia (26). In a Parkinson’s disease mouse model, knocking out cGAS/STING signaling rescues the inflammatory phenotype, prevents loss of dopaminergic neurons, and improves motor deficits (27). In amyotrophic lateral sclerosis, the critical disease protein TDP-43 promotes the release of mitochondrial dsDNA into the cytosol, which subsequently activates the cGAS/STING pathway and promotes neurodegeneration (28).

We observed that acute HFD was sufficient to activate hippocampal microglia, which were unable to respond to additional stimulus in the form of LPS injection. Further, using an established in vitro model of metabolic injury, we observed a stronger response of the cGAS/STING pathway in microglia compared to neurons. This was anticipated, as cGAS/STING pathway proteins are highly expressed in microglia (62). Moreover, as we observed, HFD induces an inflammatory phenotype in hippocampal microglia (11, 12), and inflammatory microglia play critical roles in AD/ADRD pathology and related neuroinflammation (69–71). cGAS/STING activation primarily results in type 1 interferons (IFN) pro-inflammatory cytokine production, which acts to further stimulate cytokine release, e.g., of IL-1β, IL-6, TNF-α (72). Excessive cGAS/STING activation contributes to pathological mechanisms, often mediated in the CNS by microglia (72, 73). This cGAS/STING activation and subsequent IFN release structurally and functionally injures neurons (72). Our findings indicate that microglia may be constituently activated under HFD conditions in the hippocampus, are less able to respond to inflammatory stimulus, and may contribute to CNS neuroinflammation, neurodegeneration, and eventual cognitive decline.

The immune system has multiple functions, including to induce inflammation, recruit immune cells, initiate protective cellular programs (including metabolic processes), preserve homeostasis, and maintain tissue functions (74). To perform these functions, it partly relies on inflammatory crosstalk, such as gap junctions (53), for intercellular communication (54). This crosstalk may become dysregulated upon chronic inflammatory activation, such as occurs in obesity and prediabetes, and thus is a potential mechanism promoting disease progression. In our co-culture model of human hippocampal neurons and microglia, we showed activation of the cGAS/STING pathway is strongly reduced in the presence of a gap junction inhibitor. These data show that gap junction mediated cGAS/STING crosstalk is a mechanism by which cGAS/STING inflammatory signaling can be promoted in the CNS in the presence of metabolic insults. In fact, gap junctions are relevant to neurodegenerative diseases, such as AD. Gap junctions are elevated near Aβ plaques (75, 76), and their blockade slows disease progression (55). Further, immune responses and cytokines can regulate gap junctions during insult, infection, or injury (77, 78). cGAS/STING has been shown to utilize gap junctions as an inflammatory crosstalk mechanisms in HEK cells and murine fibroblasts (23). Specifically, in response to cytosolic dsDNA, cGAS triggers production of its second messenger, cGAMP (20), which can travel to neighboring cells via gap junctions and stimulate downstream cytokine production by activating STING and pIRF3 (23). This represents a source of direct cell-to-cell crosstalk, contributing to inflammatory activation in neighboring cells, possibly furthering pathological processes. While our data support a role for gap junctions in promoting inflammatory crosstalk, it is unclear which cell types are the primary source of this inflammation. Future studies using single cell sequencing and cGAS cell specific knock out models are currently underway to better understand how different cell types contribute to this inflammation and the downstream effects they might have on cognition.

However, our study had some limitations. First it was carried out in male animals only. We (79) and others (80) have shown that male and female animals have sexually dimorphic responses to high fat diet feeding, particularly early in the paradigm. Additionally, there are known differences between males and females in terms of immune function and inflammation (81, 82), including in microglia (83). These differential effects also potentially impact cognition, as some have shown a differential effect of sex on cognitive outcomes (84). As mentioned above, no differences were observed between groups for puzzle box performance. However, motivation to escape in the puzzle box task is primarily driven by the animal’s fear and anxiety in brightly lit spaces (85). Additional non-cognitive tasks that more directly measure anxiety under a similar motivation, such as the open field task (86), would allow for discrimination between a lack of cognitive deficits vs. overall anxiety in the animals and should be considered for future studies.

Overall, our data indicate that acute HFD feeding promotes early dysregulated glucose and insulin metabolism in the periphery and CNS. HFD feeding also causes an acute pro-inflammatory response, including microglial and innate inflammatory cGAS/STING pathway activation in the brain. Our in vitro data in neurons and microglia further point to a critical role for microglia in promoting this pro-inflammatory phenotype and indicate that gap junction may, at least in part, mediate cGAS/STING signaling, participating in inflammatory spread in the CNS.
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Supplementary Figure 1 | Representative insulin signaling western blot images. Representative unaltered images of western blots quantified in main figure 1 (w/link color) for cortex insulin signaling protein expression of AKT (pAKT and total AKT; A) and IRS-1 (pIRS-1(pS307) and IRS-1; B) in male BL/6 mice fed standard diet (SD) or high fat diet (HFD) and +/- acute insulin treatment.

Supplementary Figure 2 | Cognition as measured by puzzle box testing. Data represented as single tasks (A-D), and the combination of the single tasks into a complex task (E) in male BL6 mice fed high-fat diet (HFD) versus standard diet (SD).

Supplementary Figure 3 | Peripheral immunophenotyping by flow cytometry. Data represented as leukocytes (number of cells A), CD4 T-cells (% of cells or number of cells; B, C), CD8 T-cells (% of cells or number of cells; D, E), B-cells (% of cells or number of cells; F, G), natural killer cells (% of cells or number of cells; H, I), Ly6C+ monocytes (% of cells or number of cells; J, K), Ly6C- monocytes (% of cells or number of cells; L, M), neutrophils (% of cells or number of cells; N, O), Ly6C+ monocytes CD11c expression (median fluorescent (fold) intensity; P), Ly6C+ monocytes F4/80 expression (median fluorescent (fold) intensity; Q), Ly6C- monocytes CD11c expression (median fluorescent (fold) intensity; R), and Ly6C- monocytes F4/80 expression (median fluorescent (fold) intensity; S) in male BL6 mice fed high-fat diet (HFD) versus standard diet (SD); *p<0.05.

Supplementary Figure 4 | Plasma inflammatory cytokines as measured by ELISA. Data represented as plasma TNF-α (pg/mL; A) and plasma MCP-1 (pg/mL; B) concentrations in male BL6 mice fed high-fat diet (HFD) versus standard diet (SD), administered either saline or lipopolysaccharide (LPS); **p<0.01, ****p<0.0001.

Supplementary Figure 5 | CNS immunophenotyping of lymphoid cells by flow cytometry. Data represented as leukocytes (number of cells or % of cells; A, B), CD8 T-cells (number of cells or % of cells; C, D), CD4 T-cells (number of cells or % of cells; E, F), and natural killer cells (number of cells or % of cells; G, H) in male BL6 mice fed high-fat diet (HFD) versus standard diet (SD). There were no differences between animals administered saline vs. lipopolysaccharide (LPS), therefore SD and LPS animals were combined within their appropriate dietary groups; *p<0.05.

Supplementary Figure 6 | Representative flow cytometry panels for CNS myeloid cells. Data represented as CD11c or F4/80 surface expression on neutrophils (A), microglia (B), and monocytes (C) in male BL6 mice fed high-fat diet (HFD; black) versus standard diet (SD; red) given saline. For monocytes, solid lines represent mice given saline and dashed lines represent mice given lipopolysaccharide. Grey peaks represent IgG control antibody.

Supplementary Figure 7 | Microglial morphology. Quantification of microglial territorial volume (μm3; A), cell volume (μm3; B), number of end points (C), maximum branch length (μm; D), number of end points (E), and minimum branch length (μm; F) in male BL6 mice fed high-fat diet (HFD) versus standard diet (SD) administered saline or LPS (lipopolysaccharide; A-D). Quantification of microglia percentage occupied volume (E) and average branch length (F). For A, B, D, and F quantification was performed on individual cells per image (n=3 images for the CA1 and molecular layers of the hippocampus and n=2 images for the hilus). For C and E quantification was performed by combing all images per hippocampal region. In the absence of differences between saline and LPS, data for each dietary group were combined and are presented as SD vs. HFD alone; *p<0.05, **p<0.01, *** p<0.001, ****p<0.0001.

Supplementary Figure 8 | Representative hippocampal cGAS/STING western blot images. Representative unaltered images of western blots quantified in main figure 4 (w/link color) for hippocampal cGAS/STING pathway protein expression of cGAS (A), STING (B), pIRF3 (C), IRF3 (D), NFκβ (E), and tubulin (F) in male BL/6 mice fed standard diet (SD) or high fat diet (HFD).

Supplementary Figure 9 | Representative neuron and microglia cGAS/STING western blot images. Representative unaltered images of western blots quantified in main figure 6 (w/link color) for cGAS/STING pathway protein expression of cGAS (A), STING (B), pIRF3 (C), NFκβ (D), and tubulin (F) in palmitate (Palm) and insulin (Ins) stimulated neuronal and microglial cell lines. Conditions in bold are those used for analysis.

Supplementary Figure 10 | Representative co-culture cGAS/STING western blot images. Representative unaltered images of western blots quantified in main figure 7 (w/link color) for cGAS/STING pathway protein expression of cGAS (A), STING (B), pIRF3 (C), NFκβ (D), and histone (F) in in palmitate (Palm) and insulin and palmitate (IP) stimulated neuronal and microglial cell line co-culture +/- the gap junction inhibitor carbenoxolone (CBX; 150 μM). Co-cultures were further stimulated with the dsDNA analog Poly dA:dT (DNA; 1μg/mL). Conditions in bold are those used for analysis. TR; transfection reagent.
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The innate immune DNA sensing cGAS-STING signaling pathway has been widely recognized for inducing interferons (IFNs) and subsequent antiviral state. In addition to IFN, the cGAS-STING pathway also elicits other cell autonomous immunity events including autophagy and apoptosis. However, the downstream signaling events of this DNA sensing pathway in livestock have not been well defined. Here, we systematically analyzed the porcine STING (pSTING) induced IFN, autophagy and apoptosis, revealed the distinct dynamics of three STING downstream events, and established the IFN independent inductions of autophagy and apoptosis. Further, we investigated the regulation of autophagy on pSTING induced IFN and apoptosis. Following TBK1-IRF3-IFN activation, STING induced Atg5/Atg16L1 dependent autophagy through LIR motifs. In turn, the autophagy likely promoted the pSTING degradation, inhibited both IFN production and apoptosis, and thus restored the cell homeostasis. Therefore, this study sheds lights on the molecular mechanisms of innate immunity in pigs.
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Introduction

Innate immune response is the first barrier for the host to resist pathogen invasion. It recognizes pathogen associated molecular patterns (PAMPs) or damage associated molecular patterns (DAMPs) through pattern recognition receptors (PRRs), to trigger downstream signaling cascades and exert strong immune responses (1). The innate DNA receptor cGAS recognizes self and non-self double stranded DNA and synthesizes the second messenger 2’3’-cGAMP, which binds STING on endoplasmic reticulum (ER) and triggers the STING translocation from ER. Next, the STING recruits TBK1 which activates IRF3 and NF-κB transcriptions (2, 3). The gene transcriptions generate downstream interferons (IFNs), IFN stimulated genes (ISGs), and proinflammatory cytokines, playing an important antiviral role in virus infections (2, 3). Recently, accumulating evidences have shown that cGAS-STING pathway is involved not only in the IFN induction, but also in autophagy and cell death, which also have anti-virus and/or anti-tumor functions (4, 5).

Autophagy is a primary protective mechanism that allows cells to cope with a series of stressors and to maintain cellular and physiological homeostasis (6). The cGAS-STING pathway has been proved to induce autophagy in mammals, fruit flies and sea anemones, and this function was identified earlier than IFN during evolution (7, 8). Both cGAS and STING induce canonical autophagy as well as non-canonical autophagy (9). STING induces canonical autophagy through ER stress and mammalian target of rapamycin (mTOR) signaling pathway (10). Additionally, STING also induces non-canonical autophagy through the interaction with microtubule associated protein I light chain 3 (LC3) protein (7, 11, 12). STING induced autophagy is usually independent of TBK1 and IRF3 activation, but dependent on Atg5, Atg16L1 and Atg7 (11–13).

STING has been reported to be involved in regulating several types of cell death, including apoptosis, necroptosis, pyroptosis, ferroptosis and so on (4, 14). Apoptosis, also known as the non-inflammatory type of programmed cell death, is one of the most widely studied cell death pathways (15). At present, the mechanism of STING induced apoptosis is not clear; nevertheless, most studies point to ER stress (16–20). Under different conditions including agonist stimulation, gain-of-function mutation, bacterial infection or ethanol treatment, STING and ER stress are linked to trigger apoptosis, through an evolutionarily conserved unfolded protein response (UPR) motif (18). Alternatively, STING may induce apoptosis through downstream IRF3 or NF-κB (16, 17, 21, 22), where STING mainly mediates the phosphorylation of IRF3 and triggers the formation of IRF3-Bax complex (16, 17, 21).

Although the cGAS-STING induced autophagy and apoptosis in humans and mice have been extensively studied, the mechanisms in an important animal species such as the pig are still unknown or unclear. Further, as the STING downstream signaling events, IFN, autophagy and apoptosis all play a role in anti-virus or anti-tumor immunity, it is thus necessary to clarify the relationships between all these events induced by STING. In this study, we found that porcine STING (pSTING) signaling activates IFN, autophagy and apoptosis with the peak levels appearing in sequence, with autophagy and apoptosis inductions independently of IFN. In addition, autophagy inhibited both IFN production and apoptosis occurrence, restoring the cell homeostasis.



Materials and methods


Chemical reagents and antibodies

TRIpure Reagent for RNA extraction was obtained from Aidlab (Beijing, China). 2×Taq Master Mix (Dye plus) were from Vazyme Biotech Co.,Ltd (Nanjing, China). Poly I:C-LMW, 2’3’-cGAMP and poly dA:dT were bought from InvivoGen (Hong Kong, China). The Golden Star T6 Super PCR mix polymerase was from Tsingke (Nanjing, China) and the KOD plus neo polymerase was from Toyobo (Shanghai, China). Annexin V/propidium iodide (PI) were purchased from Becton Dickinson Company (BD; Franklin Lakes, NJ, USA).

The rabbit mAbs of HA (3724S), LC3I/II (3868), cleaved caspase3 (Asp175) (9664S), TBK1 (3504S), p-TBK1 (5483S), IRF3 (11904S), FLAG (14793), GFP (2956) and β-actin (5057) were acquired from Cell Signaling Technology (Boston, MA, USA). The phosphorylated-IRF3 (Ser396) rabbit mAb (MA5-14947), Goat anti-rabbit IgG (H+L) cross-adsorbed 488 (35553) were from ThermoFisher Scientific (Shanghai, China), The mCherry rabbit pAb (ab183628) and Goat anti-mouse IgG H&L Alexa Fluor®594 (ab150120) were acquired from Abcam (Cambridge, UK). The STING rabbit pAb (19851-1-AP), Bax rabbit pAb (50599-2-lg), Bcl2 mouse mAb (60178-1-lg), Atg5 rabbit pAb (10181-2-AP), Atg16L1 mouse mAb (67943-1-Ig), were all purchased from ProteinTech (Wuhan, China). The HA mouse mAb, GFP mouse mAb, HRP anti-mouse IgG (HS201), and HRP anti-rabbit IgG (HS101) were all acquired from Transgen Biotech (Beijing, China).



Cells and cell transfection

HEK293T was cultured in DMEM (Hyclone Laboratories, USA) containing 10% fetal bovine serum (FBS) and 100 IU/mL of penicillin plus 100 mg/ml streptomycin. Porcine alveolar macrophages (3D4/21, ATCC CRL-2843™) were cultured in RPMI (Hyclone Laboratories) containing 10% FBS with penicillin/streptomycin. All cells were maintained at 37°C with 5% CO2 in a humidified incubator. Cell transfection was performed by using the Lipofectamine 2000 (ThermoFisher Scientific, Shanghai, China) following the manufacturer’s instructions. The Vesicular Stomatitis Virus (VSV-GFP) and Herpes Simplex Virus-1 (HSV-1-GFP) were both provided by Dr. Tony Wang in SRI International USA, and used as we described previously (23).



STING molecular cloning and gene mutations

The HA tagged pcDNA DEST47 plasmids of pcGAS and pSTING were previously constructed and have been used in our laboratory (24). The pSTING was PCR amplified from pcDNA DEST47-pSTING-2HA using 2×Taq Master Mix (Dye plus) and the designed primers as presented in Supplementary Table S1. The PCR product was cloned into the Bgl II and EcoR I sites of pmCherry-C1 vector. The mutation PCR primers of pSTING were designed by QuickChange Primer Design method (https://www.agilent.com) and shown in Supplementary Table S1. The mutation PCR was performed with KOD plus neo polymerase and pcDNA-DEST47-pSTING-2HA or pmCherry-C1-pSTING as the templates. The PCR products were transformed into competent DMT E.coli after Dpn I digestion, and the resultant mutants were sequence confirmed.



Preparation of homozygous KO 3D4/21 cell clones by CRISPR-Cas9 approach

The CRISPR gRNAs targeting porcine Atg5 and Atg16L1 were designed using the web tool from Benchling (www.benchling.com). For each gene, two pairs of gRNAs were selected according to the prediction score. The DNA sequences encoding all gRNA are shown in Supplementary Table S2. The annealed gRNA encoding DNA sequences were cloned into the BbsI site of pX458-EGFP and the recombinant pX458-gRNA plasmids were sequence confirmed. 3D4/21 cells grown in 6-well plates (6-8×105 cells/well) were co-transfected with each pX458-gRNA using Lipofectamine 2000. Twenty four hours later, the GFP positive cells were sorted by flow cytometry and grown in 96-well plates by limiting dilution for monoclonal growth. The single clones of 3D4/21 cells were used to detect the protein expression of Atg5 or Atg16L1 by Western blotting. All 3D4/21 cell clones were detected for genomic DNA editing by PCR using primers shown in Supplementary Table S2. Specifically, the genomic PCR products were cloned into T vector using pClone007 versatile simple vector kit (TsingKe Biological Technology, Beijing, China) and inserted fragments were sequenced and analyzed for base insertion and deletion (ins/del) mutations. Finally, homologous KO cell clones were obtained for both Atg5 and Atg16L1, respectively.



RNA extraction and reverse transcription-quantitative PCR

Total RNA was extracted using TRIpure reagent following the manufacturer’s suggestions. The extracted RNA was reverse transcribed into cDNA using HiScript 1st strand cDNA synthesis kit, and then the target gene expressions were measured by quantitative PCR with SYBR qPCR master Mix (Vazyme, Nanjing, China) in StepOne Plus equipment (Applied Biosystems). The qPCR program is denaturation at 94°C for 30 s followed by 40 cycles of 94°C for 5 s and 60°C for 30 s. The relative mRNA levels were normalized to β-actin mRNA levels, and calculated using 2−ΔΔCT method. The sequence of qPCR primers used are shown in Supplementary Table S3.



Western blotting detection

Whole cell proteins were extracted with an RIPA lysis buffer. Then, the concentration of lysate protein was analyzed and adjusted using the BCA protein assay kit (Beyotime Institute of Biotechnology, Shanghai, China). The protein samples were mixed at the ratio of 3:1 with 4 × loading buffer and boiled for 10 min. The protein supernatants were run by SDS-PAGE, and then the proteins in the gel were transferred to PVDF membranes. The membranes were incubated with 5% skim milk solution at room temperature (RT) for 2 h, probed with the indicated primary antibodies at 4°C overnight, washed, and then incubated with secondary antibodies for 1 h at RT. The protein signals were detected by ECL detection substrate and imaging system.



Cell apoptosis analysis

The level of cell apoptosis was examined using the Annexin V-fluorescein isothiocyanate (FITC) apoptosis detection kit. Briefly, after treatment, the cells were harvested and washed with the binding buffer, and then resuspended in the binding buffer. The staining solutions of Annexin V-FITC and PI were added one by one. The cells were incubated at RT for 15 min in the dark, and the stained cells immediately detected using flow cytometry. The ratios of Annexin positive cells including PI negative and positive were calculated as the levels of apoptotic cells.



Confocal microscopy

3D4/21 cells grown on 15 mm glass bottom cell culture dish (NEST, Wuxi, China) were transfected with pSTING-HA or pSTING mutants and pCMV-GFP-LC3II (D2815, Beyotime, Shanghai, China), using Lipofectamine 2000. Twenty-four hours later, the cells were fixed with 4% paraformaldehyde at RT for 30 min, and permeabilized with 0.5% Triton X-100 for 20 min. After washing with PBS, the cells were sequentially incubated with primary LC3I/II rabbit pAb (1:200) and HA mouse mAb (1:200), and next secondary Donkey anti-rabbit IgG Alexa Fluor 488 (1:800), Goat anti-mouse IgG H&L Alexa Fluor 594 (1:800). The stained cells were counter-stained for cell nucleus with 0.5mg/mL 4’,6-diamidino-2-phenylindole (DAPI, Beyotime, China) at 37°C for 15 min. Lastly, cells were visualized under laser-scanning confocal microscope (LSCM, Leica SP8, Solms, Germany) at the excitation wavelengths 488 nm and 594 nm, respectively.



Statistical analysis

All of the experiments were representative of two or three similar experiments. The results were analyzed by using SPSS and presented as the mean ± standard deviation (SD) of triplicate samples (n=3). Statistical analysis was performed by using Student’s t-test and ANOVA. * denotes p < 0.05, ** denotes p < 0.01 and p < 0.05 is considered statistically significant.




Results


Activation of porcine cGAS-STING signaling pathway induces autophagy

First, we expressed porcine cGAS (pcGAS) and porcine STING (pSTING) in transfected 293T cells and the various cell signaling pathways were examined by Western blotting (Figure 1A and Figure S1). The expression of pSTING but not pcGAS activated the phosphorylation of TBK1 (p-TBK1), indicating an IFN response, and the co-expression of pcGAS intensified the pSTING activated p-TBK1 (Figure 1A). Similarly, the ectopic pSTING expression induced autophagy as evidenced by the conversion of LC3I to LC3II, the indicator of LC3 lipidation and the co-expression of pcGAS further enhanced the LC3 lipidation (Figure 1A). In addition, pSTING activated both p-TBK1 and LC3 lipidation in a pSTING dose dependent manner (Figure 1B and Figure S1).




Figure 1 | Activation of porcine cGAS-STING signal causes autophagy. (A) 293T cells were transfected with the indicated pcDNA encoded pcGAS (0.5 μg), pSTING (0.5 μg) with HA tags. (B) 293T cells were co-transfected with pcGAS (0.5 μg) and pSTING at different amounts (0, 0.125, 0.25 and 0.5 μg) for 24 h (C, D) 3D4/21 cells were stimulated by transfection of 2’3’-cGAMP or poly dA:dT (1 μg/mL) for the indicated times. Western blotting were performed to detect the LC3I/II protein expressions. (E) 3D4/21 cells were transfected with the pcDNA-pSTING-2HA (1 μg) for 24 h (F) 3D4/21 cells were co-transfected with pcDNA-pSTING-2HA and LC3-GFP for 24 h The confocal microscope was used to analyze the formations of endogenous and exogenous LC3 puncta, indicators of phagosomes. The small insets are magnified on the up-right corner. Scale bar: 20 μm.



Second, porcine macrophages 3D4/21 were stimulated by the transfection of STING specific agonist 2’3’-cGAMP (Figure 1C and Figure S1) or cGAS agonist poly dA:dT (Figure 1D and Figure S1), and the p-TBK1 and LC3 lipidation were examined. The 2’3’-cGAMP activated p-TBK1 with peaking level at 2 h post stimulation, whereas the LC3 lipidation peaked at 4 h post stimulation (Figure 1C). Similarly, poly dA:dT activated p-TBK1 and LC3 lipidation with peak levels at 2 and 4 h post stimulation, respectively (Figure 1D).

Third, the autophagy induction was further validated by observation for LC3 autophagosome formations under fluorescence microscopy (Figures 1E, F). In normal 3D3/21 cells, both endogenous and exogenous LC3 were diffusely distributed in cytoplasm; upon ectopic pSTING expression, both endogenous and exogenous LC3 presented as puncta indicative of autophagosome formations, which were also co-localized with ectopic pSTING (Figures 1E, F).



Activation of porcine cGAS-STING signaling pathway induces apoptosis

We found that the activation of porcine cGAS-STING signaling pathway seriously affected cell growth; therefore, the effects of cGAS-STING signaling on cell apoptosis in 293T and 3D4/21 cells were analyzed using annexin V staining followed by flow cytometry. As shown in Figures 2A, B, the ratios of cell apoptosis in pcGAS and pSTING co-transfected 293T cells was significantly higher relative to control transfected cells. Further, the apoptosis levels increased in the pSTING concentration dependent manner (Figures 2C, D). In 3D4/21 cells, both 2’3’-cGAMP and poly dA:dT stimulations triggered significantly higher levels of apoptosis, with poly dA:dT stimulating more potent apoptosis (Figures 2E, F).




Figure 2 | Activation of porcine cGAS-STING signal induces apoptosis. (A, B) 293T cells were transfected with pcDNA encoded pcGAS (0.5 μg), pSTING (0.5 μg) as indicated. (C, D) 293T cells were co-transfected with pcGAS (0.5 μg) plus pSTING at different amounts (0, 0.125, 0.25 and 0.5 μg). (E, F) 3D4/21 cells were stimulated by transfection of 2’3’-cGAMP (1 μg/mL) or poly dA:dT (1 μg/mL) for 16 h. Cells were stained with Annexin V and PI followed by flow cytometry analysis. The percentages of cells in each quadrants of dot blots were indicated and apoptotic cell levels were presented in graphs. *p < 0.05 and **p < 0.01. (G) 293T cells were co-transfected with pcGAS (0.5 μg) plus pSTING at different amounts (0, 0.125, 0.25 and 0.5 μg) for 24 h. (H, I) 3D4/21 cells were stimulated with 2’3’-cGAMP or poly dA:dT (1 μg/mL) for the indicated times. Cells were analyzed by Western blotting for cleaved caspase 3 expressions.



Bcl2 family plays a key role in apoptosis (25), and it is composed of pro-apoptotic members such as Bax and anti-apoptotic members such as Bcl2. The Bax and Bcl2 regulate the mitochondrial outer membrane permeabilization (MOMP), which is the key to induce intrinsic apoptosis (26). Caspase 3, one of the important members of caspase family, is the executor of apoptosis (26). Western blotting showed that the cleaved caspase 3 and the proportion of Bax/Bcl2 markedly increased in a pSTING dose dependent manner in pcGAS/pSTING co-transfected 293T cells (Figure 2G and Figure S2). In 3D4/21 cells, both 2’3’-cGAMP and poly dA:dT stimulations activated the cleaved caspase 3, with the peak levels at 8 h post stimulation, following those of p-IRF3 indicative of IFN induction (2 h post stimulation) and LC3 lipidation indicative of autophagy (4 h post stimulation) (Figures 2H, I and Figure S2).



Porcine STING is essential for autophagy and apoptosis inductions

To check the role of pSTING in the inductions of IFN, autophagy and apoptosis, the STING-/- 3D4/21 cells were used and stimulated with various agonists including 2’3’-cGAMP for STING, poly dA:dT and HSV1 for cGAS, and poly I:C for RIG-I/MDA5, and the downstream cell events were examined by Western blotting (Figure 3 and Figure S3). Consistently, in normal 3D4/21 cells, the IFN response reflected by p-TBK1 appeared and peaked at 2 h post stimulations with 2’3’-cGAMP (Figure 3A) or poly dA:dT (Figure 3B); the autophagy induction evidenced by LC3 lipidation peaked at 4 h post stimulations with 2’3’-cGAMP (Figure 3A) or poly dA:dT (Figure 3B); the apoptosis induction indicated by cleaved caspase 3 peaked at 8 h post stimulations with 2’3’-cGAMP (Figure 3A) or poly dA:dT (Figure 3B). Whereas in STING-/- 3D4/21 cells, the p-TBK1, LC3 lipidation and cleaved caspase 3 all disappeared with both 2’3’-cGAMP and poly dA:dT stimulations (Figures 3A, B). The results of flow cytometry further showed that 2’3’-cGAMP and poly dA:dT induced apoptosis in STING-/- 3D4/21 cells were largely reduced relative to normal 3D4/21 cells (Figures 3C, D).




Figure 3 | STING is essential for autophagy and apoptosis. STING-/- and wild type 3D4/21 cells were stimulated by 2’3’-cGAMP (1 μg/mL) (A), poly dA:dT (1 μg/mL) (B), HSV1 (MOI=0.01) (E) or poly I:C (1 μg/mL) (F), respectively. Cells were harvested at the indicated times and analyzed by Western blotting. The abbreviations CC3 in (E), (F) and subsequent Figures all denote cleaved caspase 3. (C, D) Cells were stimulated with 2’3’-cGAMP or poly dA:dT for 16 h, and the stimulated cells were stained with annexin V and PI followed by flow cytometry for cell apoptosis analysis. ns, not significant; *p < 0.05 and **p < 0.01.



HSV1 activated cGAS-STING to induce p-TBK1, LC3 lipidation and cleaved caspase 3 in normal 3D4/21 cells, and the three cell events all disappeared in STING-/- 3D4/21 cells (Figure 3E). However, the poly I:C, as control agonist to activate RNA sensors RIG-I and/or MDA5, induced p-TBK1, LC3 lipidation and cleaved caspase 3 in both normal 3D4/21 cells and STING-/- 3D4/21 cells (Figure 3F). Taken together, these results suggest that porcine cGAS-STING signaling pathway induces IFN, autophagy and apoptosis with different dynamics, and pSTING is essential for the inductions of three cellular events.



The pSTING induced apoptosis and autophagy are both IFN independent

It has been known that STING is able to induced IFN independent autophagy (7), and previous studies showed that STING regulates apoptosis through downstream IRF3, but with dispute on the involvement of IFN (16, 27, 28). It has been reported that human STING serine 366 and leucine 374 (equivalent to pSTING S365 and L373) are critical sites for its recruitment and activation of IRF3 and TBK1, respectively, and thus important for subsequent IFN induction (29, 30). The C-terminal tail (CTT) of STING (pSTING residues 340-378), contains both IRF3 and TBK1 recruitment and activation motifs (Figure 4A), are critical for IFN induction (31).




Figure 4 | The apoptosis and autophagy induced by STING signaling are both IFN independent. (A) The alignment of human, mouse and porcine STING with CTT domain enlarged, IRF and TBK1 recruitment motifs box marked. The pSTING S365 in IRF recruitment motif and L373 in TBK1 recruitment motif are also indicated. (B, D) 293T cells were co-transfected with pcDNA-pcGAS-2HA (0.5 μg) plus pcDNA-pSTING-2HA, pSTING S365A, pSTING L373A or pSTING ΔCTT (each 0.5 μg) for 24 h, followed by Western blotting (B) and flow cytometry (C, D). **p < 0.01.



In order to explore whether the inductions of autophagy and apoptosis by STING requires the participation of IFN, we constructed pSTING mutants STING S365A, L373A and ΔCTT, and examined the cellular events in transfected 293T cells by Western blotting (Figure 4B and Figure S4). Consistent with the results in humans and mice, pSTING S365A could not phosphorylate IRF3, but still phosphorylated TBK1, whereas L373A and ΔCTT could phosphorylate neither one (Figure 4B). On the contrary, all three IFN defective pSTING mutants was able to induce autophagy indicated by LC3 lipidation (Figure 4B). In the meantime, these IFN defective pSTING mutants induced similar levels of apoptosis to wild type pSTING as shown by flow cytometry (Figures 4C, D). Together, these results suggest that pSTING induced autophagy and apoptosis are both IFN independent.



The pSTING exerts IFN independent antiviral effect, likely via autophagy and/or apoptosis

It was reported that STING induced autophagy mediate antiviral function (8), and we were curious to know whether the IFN defective pSTING mutants exert antiviral function. In 293T cells, the pSTING mutants S365A, L373A and ΔCTT were co-transfected with pcGAS into 293T cells and subsequently infected by HSV1 or VSV. Surprisingly, all the IFN defective pSTING mutants exhibited similar antiviral effects against HSV1 (Figures 5A, B) and VSV (Figures 5C, D) as wild type pSTING, which was evidenced by viral GFP fluorescence microscopy (Figures 5A, C), viral GFP intensity in flow cytometry (Figures 5A, C), and GFP immunoblotting (Figures 5B, D and Figure S5). The IFN defective pSTING mutants did not induce p-TBK and/or p-IRF3, again confirming the absence of IFN response, whereas these pSTING mutants exhibited normal inductions of LC3 lipidation and cleaved caspase 3 (Figures 5B, D). These results suggest that pSTING exerts its antiviral function likely via autophagy and/or apoptosis.




Figure 5 | STING exerts antiviral effects independent of IFN. (A, B) 293T cells were co-transfected with pcDNA-pcGAS-2HA (0.5 μg) plus pcDNA-pSTING-2HA or various mutants (each 0.5 μg) for 24 h, followed by HSV1 (MOI=0.01) infection for another 12 h. **p < 0.01. (C, D) 293T cells were co-transfected with pcDNA-pcGAS-2HA (0.5 μg) and pcDNA-pSTING-2HA or various mutants (each 0.5 μg) for 24 h, followed by VSV (MOI=0.001) infection for another 8 h. Cells were analyzed for viral GFP signal by fluorescence microscopy, viral GFP intensity by flow cytometry and protein expressions by Western blotting. **p < 0.01.





The pSTING induced autophagy suppresses its IFN response

In order to study the influence of pSTING induced autophagy on IFN response, we constructed two autophagy related gene knockout cells, Atg5-/- and Atg16L1-/- 3D4/21 cells, respectively (Figure S9). Previous studies have shown that STING induced autophagy is Atg5 and Atg16L1 dependent (7, 11, 12), and our results showed that 2’3’-cGAMP stimulated LC3 lipidation disappeared in both Atg5-/- 3D3/21 cells (Figure 6A and Figure S6) and Atg16L1-/- 3D4/21 cells (Figure 6B and Figure S6). In contrast, the levels of p-TBK, p-IRF3 and downstream ISG56 were all upregulated in both gene knockout macrophages (Figures 6A, B), suggesting the negative regulation of IFN response by autophagy.




Figure 6 | STING induced autophagy suppresses IFN signaling. (A, B) Wild type and Atg5-/- 3D4/21 cells (A) or Atg16L1-/- 3D4/21 cells (B) were stimulated by transfection of 2’3’-cGAMP (1 μg/mL) for the indicated times, and cell lysates were analyzed by Western blotting with the indicated antibodies. (C, D) Wild-type, Atg5-/- and Atg16L1-/- 3D4/21 cells were stimulated with 2’3’-cGAMP (1 μg/mL) for 4h (C) or infected with HSV1 (0.01 MOI) for 8 h (D). The harvested cells were analyzed by RT-qPCR for downstream gene expressions as indicated. *p < 0.05 and **p < 0.01.



Further, the mRNA transcriptions of IFNβ and co-regulated genes were examined by RT-qPCR. Upon 2’3’-cGAMP stimulation, the activated IFNβ, ISG15 and CXCL10 mRNA levels were significantly upregulated in both Atg5-/- 3D3/21 cells and Atg16L1-/- 3D4/21 cells relative to those in wild type 3D4/21 cells (Figure 6C). Upon HSV1 infection, the activated IFNβ, ISG15 and TNFα mRNA levels were also significantly upregulated in both Atg5-/- 3D3/21 cells and Atg16L1-/- 3D4/21 cells relative to those in wild type 3D4/21 cells (Figure 6D). These results suggest that pSTING induced autophagy plays a negative regulatory role in its IFN response.



The pSTING induced autophagy inhibits its apoptosis activity

In order to analyze the effect of pSTING activated autophagy on apoptosis, we first examined the caspase 3 cleavage in Atg5-/- 3D4/21 cells by Western blotting (Figures 7A, B and Figure S7). The levels of cleaved caspase 3 were greatly upregulated in Atg5-/- 3D4/21 cells upon 2’3’-cGAMP stimulation (Figure 7A) or HSV1 infection (Figure 7B). Similarly, both poly dA:dT and 2’3’-cGAMP induced cell apoptosis were significantly upregulated in Atg5-/- 3D3/21 cells analyzed by flow cytometry (Figures 7C, D).




Figure 7 | STING induced autophagy promotes STING degradation and inhibits apoptosis. (A, B) Wild type and Atg5-/- 3D4/21 cells were stimulated by 2’3’-cGAMP (1 μg/mL) (A) or HSV1 (0.01 MOI) (B) for the indicated times, followed by Western blotting. (C, D) Wild type and Atg5-/- 3D4/21 cells were stimulated by poly dAdT or 2’3’-cGAMP (each 1 μg/mL) for 16 h, followed by flow cytometry analysis of cell apoptosis. *p < 0.05 and **p < 0.01. (E) Wild type and Atg16L1-/- 3D4/21 cells were stimulated by 2’3’-cGAMP (1 μg/mL) for the indicated times, followed by Western blotting. (F, G) Wild type and Atg16L1-/- 3D4/21 cells were stimulated by poly dA:dT or 2’3’-cGAMP (each 1 μg/mL) for 16 h, followed by flow cytometry analysis of cell apoptosis. *p < 0.05 and **p < 0.01.



Simultaneously, the levels of cleaved caspase 3 were also obviously upregulated in Atg16L1-/- 3D3/21 cells upon 2’3’-cGAMP stimulation (Figure 7E and Figure S7). Further, both poly dA:dT and 2’3’-cGAMP induced cell apoptosis were significantly upregulated in Atg16L1-/- 3D4/21 cells as observed by flow cytometry (Figures 7F, G). These results suggest that pSTING induced autophagy plays a negative regulatory role in its apoptosis activity.



LIR motifs participate in pSTING mediated autophagy induction and regulation

A recent study identified STING as an autophagy receptor, which interacts with LC3 through LIR motifs (11). LIR, called LC3 interaction region, is a typical linear amino acid motif, with conserved sequence W/YxxL/I (32). Using the iLIR server to predict potential LIR motifs in the porcine STING protein (33), we identified five hypothetical LIR motifs, with LIRs 1-3 in the transmembrane region of pSTING and LIR4 and 5 in the cyclic dinucleotide-binding domain (CBD) (Figure 8A). To verify the roles of LIR motifs in pSTING induced autophagy, we constructed five LIR motif mutants of pSTING, with the first residue W/Y and the fourth residue L/I in each LIR motif mutated into A, and verified the protein expressions. Western blotting showed that the pcDNA recombinant pSTING LIR4 and LIR5 mutants had very poor protein expressions in transfected 293T cells (Figure 8B and Figure S8). We expressed the pSTING with different doses and ensured the comparable protein expressions of pSTING to various LIR mutants (Figure 8C and Figure S8). Based on comparable protein expression levels, it was concluded that pSTING LIR4 and LIR5 motifs are important for pSTING induced autophagy as indicated by LC3 lipidation (Figure 8C and Figure S8). The pmCherry recombinant pSTING LIR mutants further supported the hypothesis that LIR4 and LIR5 motifs are important for pSTING induced autophagy (Figure 8D and Figure S8). Accordingly, the laser confocal microscopy results showed that the accumulations of LC3 puncta in 3D4/21 cells were greatly reduced in LIR4 or LIR5 mutant relative to wild type pSTING. (Figure 8E). Importantly, we found that both LIR4 and LIR5 mutants induced significantly heightened apoptosis relative to wild type pSTING in transfected 293T cells when the pSTING transfection amount was reduced to ensure the equal protein expression as LIR4 and LIR5 mutants (Figures 8F, G), which is consistent with the results from Agt5-/- and Atg16L1-/- macrophages (Figure 7), suggesting that pSTING induced autophagy negatively regulates apoptosis.




Figure 8 | LIRs as important motifs participate in STING mediated autophagy regulation. (A) Graphical representation of the pSTING showing the five potential LIR motifs. The N-terminal domain contains 4 transmembrane regions (TM1-4), the CBD is c-di-GMP binding domain, and the C-terminal tail (CTT) contains the cytoplasmic tail. The amino acid sequences of the predicted LIR motifs are indicated. (B) 293T cells were transfected with pcDNA-pSTING-2HA or corresponding LIR mutants (1μg each) for 24 h, followed by Western blotting. (C) 293T cells were co-transfected with pcDNA-pcGAS-2HA (0.5 μg) and pcDNA-pSTING-2HA (0, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5 μg) or corresponding LIR mutants (each 0.5 μg) for 24 h, followed by Western blotting. (D) 293T cells were co-transfected with pcDNA-pcGAS-2HA (0.5 μg) plus pmCherry-C1-pSTING or corresponding LIR mutants (0.5 μg) for 24 h, followed by Western blotting. (E) 3D4/21 cells were co-transfected with LC3-GFP (0.5 μg) and pSTING-2HA or LIR4-mut or LIR5-mut (0.5 μg each) for 24 h. Images of LC3 and pSTING were then captured by confocal microscopy. Scale bar: 20 μm. (F, G) 293T cells were co-transfected with pcGAS-HA (0.5 μg) plus pSTING-HA (0.05 μg), LIR4-mut or LIR5-mut (0.5 μg) for 24 h, and the Annexin V positive cells were detected by flow cytometry. *p < 0.05 and **p < 0.01.






Discussion

In this study, we first found that porcine cGAS-STING signaling activation not only induces TBK1-IRF3 mediated IFN response, but also activates Atg5/Atg16L1 dependent autophagy and caspase3 cleavage mediated apoptosis. The IFN, autophagy and apoptosis downstream of pSTING peak in a sequential order. Second, both autophagy and apoptosis inductions are IFN independent, suggesting no regulation of IFN signaling on autophagy and apoptosis. Third, pSTING activated Atg5/Atg16L1 dependent autophagy is LIR motif related and exerts a negative regulation on IFN and apoptosis. Thus, we define the pSTING downstream IFN, autophagy and apoptosis, and are able to make a conclusion for the interrelationship of pSTING downstream IFN, autophagy and apoptosis, i.e. IFN does not regulate autophagy and apoptosis, and autophagy can negatively regulate IFN and apoptosis.

It is known that STING induces autophagy independently of TBK1-IRF3 activation and IFN signaling (7, 10–12, 34). We confirmed the IFN independent induction of autophagy by pSTING (Figure 4). There are 7 LIR motifs in human STING and LIR4, LIR6 and LIR7 are important for STING autophagy (11). Although only 5 predicted LIR motifs exist in pSTING with LIR1 unique to pSTING, we found that LIR4 and LIR5 in pSTING are associated with autophagy (Figure 8) which correspond to LIR 4 and LIR7 in hSTING. The coincident results reflect the conserved function between pigs and human STING.

Whether STING induces apoptosis independently of TBK1-IRF3 activation and IFN signaling is unknown (16–21). Some studies suggested that ER stress is related with STING induced apoptosis (16–20), whereas others showed that the activation of TBK1-IRF3 is required (16, 17, 21). Our results using several IFN defective pSTING mutants including S365A, L373A and ΔCTT clearly showed that the apoptosis induced by pSTING is also independent of TBK1-IRF3 phosphorylation and activation (Figure 4). However, the pSTING induced apoptosis in TBK1-/- and IRF3-/- 3D4/21 cells are largely decreased, suggesting the presence of TBK1 and IRF3 is necessary for the apoptosis (data not shown). The exact mechanism of pSTING induced apoptosis deserves further investigation. Since pSTING induced autophagy and apoptosis are both IFN independent (Figure 4), autophagy and/or apoptosis likely mediate the IFN independent antiviral function of pSTING (Figure 5). Our separate study further showed pSTING exerts an antiviral function independently of both IFN and autophagy, therefore, the antiviral activity of STING appears complex.

Autophagy is originally a self-protection measure for cells to cope with harsh environments such as hunger, stress or pathogen infections (35, 36). Our data showed that it plays a negative regulatory role in the pSTING induced activations of TBK1 and IRF3, and IFN response at early stage of STING activation, as well as in the pSTING induced apoptosis at the late stage of STING activation, thus maintaining cell homeostasis after STING activation. STING has multiple negative feedback regulation mechanisms after activation, including ubiquitin proteasome pathway (37, 38), lysosomal degradation pathway (39) and autophagy mediated degradation (40, 41). Here we observed the pSTING degradation post stimulations, which is accompanied by autophagy (Figures 1 - 3 and Figure 7). Further, under the autophagy knockout conditions, the pSTING degradation weakened, which might be responsible for the heightened IFN response and apoptosis (Figure 6 and 7). Therefore, autophagy may exert homeostatic role by promoting pSTING degradation.

In summary, our work suggests that STING triggered IFN independent activity including autophagy and apoptosis have significant regulatory roles in STING signaling activity. Autophagy plays a negative regulatory role in STING signaling activity by promoting STING degradation. As for the regulatory role of apoptosis in STING signaling activity including IFN and autophagy, it will be investigated in our future study.
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The Janus kinase (JAK) family enzymes are non-receptor tyrosine kinases that phosphorylate cytokine receptors and signal transducer and activator of transcription (STAT) proteins in the JAK-STAT signaling pathway. Considering that JAK-STAT signal transduction is initiated by the binding of ligands, such as cytokines to their receptors, dysfunctional JAKs in the JAK-STAT pathway can lead to severe immune system-related diseases, including autoimmune disorders. Therefore, JAKs are attractive drug targets to develop therapies that block abnormal JAK-STAT signaling. To date, various JAK inhibitors have been developed to block cytokine-triggered signaling pathways. However, kinase inhibitors have intrinsic limitations to drug selectivity. Moreover, resistance to the developed JAK inhibitors constitutes a recently emerging issue owing to the occurrence of drug-resistant mutations. In this review, we discuss the role of JAKs in the JAK-STAT signaling pathway and analyze the structures of JAKs, along with their conformational changes for catalysis. In addition, the entire structure of the murine JAK1 elucidated recently provides information on an interaction mode for dimerization. Based on updated structural information on JAKs, we also discuss strategies for disrupting the dimerization of JAKs to develop novel JAK inhibitors.
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Introduction

The Janus kinase (JAK)-signal transducer and activator of transcription (STAT) signaling pathway is involved in various cellular phenomena, such as cell division, apoptosis, inflammatory reactions, and carcinogenesis (1–8). The initial reaction in the JAK-STAT signaling pathway is triggered by binding of extracellular ligands, such as cytokines, to transmembrane type I and II cytokine receptors, which causes receptor dimerization. This multimeric state induces access of JAKs to the dimeric receptor, resulting in autophosphorylation of JAKs. Activated JAKs add phosphate groups to their receptors, enabling STATs to recognize the phosphorylated receptors. The binding of STATs to their receptors facilitates STAT phosphorylation by JAKs. These activated STATs form dimers and translocate to the cell nucleus. Finally, STATs bind to specific DNA regions, causing transcription of target genes. Because these target genes are associated with many cellular processes, including immunity, the JAK-STAT signaling pathway plays a vital role in immune response (2, 6–8).

JAK proteins are non-receptor tyrosine kinases that are classified into four groups: JAK1, JAK2, JAK3, and tyrosine kinase2 (TYK2) (9, 10). While JAK1, JAK2, and TYK2 are produced in most cell types, JAK3 is produced only in hematopoietic and lymphoid cells (11). Regardless of JAK isoforms, however, JAKs are responsible for immune responses including interferon signaling (12, 13). To perform their biological functions, JAKs form homodimers or heterodimers by binding to the same isoform or other forms. The binary combination of JAKs differs depending on specific receptors that bind their own ligands (7, 14). Each dimeric JAK is involved in specific biological functions, most of which correspond to immune response (7, 14). Accordingly, dysfunctional JAKs can cause severe immune disorders by precluding normal downstream signaling in the JAK-STAT pathway.

Owing to their importance in the JAK-STAT pathway, JAKs have been attractive drug targets to develop inhibitors that block cytokine signaling. Starting with ruxolitinib approved in 2011 (15, 16), numerous JAK inhibitors have been approved and launched in the global pharmaceutical market (17–32). They target one or more than one kinases among JAK1, JAK2, JAK3, and TYK2, accordingly aiming at different indications such as myelofibrosis, rheumatoid arthritis, atopic dermatitis, and psoriasis (13, 14, 33). Several review papers provide valuable information on JAKs and their inhibitors in the treatment of specific indications. Roskoski Jr. introduced JAK inhibitors with a focus on the treatment of neoplastic and inflammatory disorders, along with depiction of structural features of JAKs (13). Huang et al. summarized JAK inhibitors in clinical trials of COVID-19 (14). Inhibition of JAK activities constitutes an effective treatment strategy, in that JAKs are key molecules associated with upstream signal transduction in the JAK-STAT pathway. They also have diverse isoforms and dimeric combinations, depending on specific ligands, including cytokines. In particular, JAK3 can be a suitable drug target to treat adaptive immune disorders, considering that JAK3 kinases are produced in specific cells such as hematopoietic cells and lymphocytes (11).

Although various inhibitors targeting JAKs have been approved and launched, JAK inhibitors have two intrinsic limitations as therapeutic agents, i.e., a lack of selectivity and potential drug resistance. These issues have commonly been raised with other kinase inhibitors (34, 35). Considering that all kinases require an ATP molecule as one of their two substrates, assuming that spatial features of the ATP-binding site are shared to some extent among kinases is reasonable. Indeed, approved JAK inhibitors competitively bind to the ATP-binding site (36–39), which signifies that JAK inhibitors can target not only JAKs but also other kinases. Moreover, mutations in JAK genes can create structurally altered JAK proteins, leading to drug resistance to JAK inhibitors by weakening the affinity of JAK inhibitors. Therefore, understanding the mode of inhibition of JAK inhibitors and structural features of JAKs is indispensable for developing novel and specific JAK inhibitors. In addition, the entire structure of murine JAK1 was elucidated recently. This structure showed a unique dimerization mode of JAK1. This structural information can lead to a new approach to the development of JAK inhibitors.

In this review, we describe previously known structures of JAKs to obtain structural insight into their inhibitory mechanisms. We also discuss conformational changes of JAKs for catalysis. Based on updated structural information on JAKs including the entire structure of murine JAK1, the potential inhibitor-binding sites of JAKs are explored to develop novel and specific inhibitors. This review enables us to profoundly understand the molecular biology of JAKs, which can ultimately lead to the development of novel anti-inflammatory agents.



Architecture of JAKs

In general, JAKs consist of seven JAK homology (JH1-7) domains from the C terminus to N terminus (2, 40, 41). The JH1 and JH2 domains correspond to kinase and pseudokinase domains, respectively. The JH3-5 domains form an Src homology 2 (SH2) domain, and the JH6-7 domains correspond to a band-4.1 protein, ezrin, radixin, and moesin (FERM) domain. The SH2 and FERM domains are directly involved in the binding of JAKs to cytokine receptors.

Recently, the entire structure of murine JAK1 in complex with part of the interferon lambda receptor (IFNλR) was determined as a homodimeric form using cryo-electron microscopy (PDB ID: 7T6F) (Figure 1A) (42). Although JAK1 was known to form a heterodimer with other types of JAKs such as JAK2, JAK3, and TYK2 in the cellular environment (14, 43), this dimeric structure provides valuable information on the entire architecture of JAK1 as a snapshot of its active form.




Figure 1 | Structural analysis of JAK. (A) The entire structure of murine JAK1 as a dimeric form (PDB ID: 7T6F) is represented as cartoon. IFNΛR is omitted for clarity. The JH1 (magenta), JH2 (marine), SH2 (green), and FERM (salmon) domains are shown. The SH2-JH2 linker is located between the JH2 and SH2 domains. (B) The ATP-binding site of the JH2 structure of JAK2 (PDB ID: 5I4N). The JH2 domain is divided into the N- and C-terminal lobes. The ATP molecule is depicted as sticks. (C) Different conformations of the P-loop. The ATP-bound form (cyan; PDB ID: 5I4N) is superimposed onto the ADP-bound form (brown; PDB ID: 4GVJ). The adenosine moiety of ATP and ADP is colored green and gray, respectively. (D) Two conformations of the C-helix. The αC-in state form (cyan; PDB ID: 5CSW) is superimposed onto the αC-out state form (violet; PDB ID: 5L3A). (E) Gatekeeper residues. The four JH1 (PDB ID: 6HZU, 6X8G, 7Q6H, and 7REE) and three JH2 (PDB ID: 4L01, 7AX4, and 7JYQ) domain structures are superimposed onto each other. Met and the other residues are colored yellow and gray, respectively. (F) Two conformations of the A-loop: active (red) and inactive (cyan) conformations. The structure of the JH1 domain of JAK1 (limon; PDB ID: 6HZU) is superimposed onto that of an ABL kinase (gray; PDB ID: 1IEP). The A-loops of JAK1 and ABL are colored red and cyan, respectively. Imatinib is represented as sticks. (G) Two conformations of the DFG-motif. The DFG-in form (limon; PDB ID: 1IEP) is superimposed onto the DFG-out form (gray; PDB ID: 5L3A). (H) Potential inhibitor-binding sites of JAKs. The entire structure of murine JAK1 as a dimeric form is shown in the center, and represented as surface. The structure comprises the FERM, SH2, SH2-JH2 linker, JH2, and JH1 domains. The interface for dimerization is colored red. The other color code is the same as that in the panel (A). The six yellow dashed ellipses indicate each potential inhibitor-binding site, which the letters ‘PS’ denote.



Of the seven domains of JAKs, the JH1 and JH2 domains are directly associated with catalytic function as kinases, although they exhibit different catalytic activities (10, 44, 45). These two domains are structurally similar, along with similarities in amino acid sequences (46). Since all four JAK family members (JAK1-3 and TYK2) are kinases, they share structural features common with those of all kinases. The structure of the JH2 domain of JAK2 (PDB ID: 5I4N) (47) containing an ATP molecule (one of its two substrates) at the active site provides structural information on the ATP-binding mode. The JH2 domain consists of two parts: a small N-terminal lobe and a large C-terminal lobe. The N-terminal lobe is linked to the C-terminal lobe by a hinge region (Figure 1B). These two lobes create a cleft in the linkage region, which constitutes the active site (Figure 1B).

An ATP molecule binds to the active site, which is surrounded by a β-sheet in the N-terminal lobe and the α2 helix in the C-terminal lobe (Figure 1B). A loop connecting the β1 and β2 strands is located next to the α1 helix (Figure 1B). This loop is known as P-loop or G-loop (i.e., a Gly-rich loop). The α1 helix in the N-terminal lobe is called the C-helix (αC) (Figure 1B). The β7 strand in the C-terminal lobe is linked to a relatively long loop (Figure 1B). This loop is called A-loop (i.e., an activation loop). The A-loop can adopt different conformations, including a helical form, in response to substrates binding to the active site.



Conformational changes of JAKs for catalysis

As other kinases have several flexible regions in the proximity of active sites, the active sites of JAKs are also surrounded by several loops along with the C-helix, which undergo conformational changes in response to their substrates or inhibitors. The P-loop is directly associated with positioning of the phosphate groups of ATP. Specifically, the Gly554, Thr555, and Thr557 residues in the P-loop form hydrogen bonds with phosphates. However, owing to the substantial flexibility of this loop, this region appears disordered in several crystal structures. Compared with the ATP-bound form (PDB ID: 5I4N) (47), the P-loop opens outwards in the ADP-bound form (PDB ID: 4GVJ) (48) (Figure 1C). Namely, the P-loop residues do not interact with ADP as tightly as that with ATP. This structural difference seems reasonable, in that ADP, as a product of catalysis needs to be released from the active site.

The C-helix also plays an important role in JAK catalysis. A Lys residue of the conserved AXK motif (X = any amino acid) in the β3 strand can form a salt bridge with a Glu residue in the C-helix at an appropriate position (αC-in state) (Figure 1D; cyan). The Lys residue is a key residue in JAK catalysis, which corresponds to K908 (JAK1), K882 (JAK2), K855 (JAK3), and K930 (TYK2). However, spatial distortion of the C-helix gives rise to a deviation from the C-helix-in state, thereby disrupting the salt bridge (αC-out state) (Figure 1D; violet). Therefore, the C-helix-in state facilitates catalysis by rendering correct position of the Lys residue.

A residue in the β5 strand adjacent to the hinge region is called ‘gatekeeper’. The gatekeeper plays a vital role in controlling the access of ATP or inhibitors to the hydrophobic backpocket. This residue varies depending on the type and domain of JAKs. Specifically, JH1 domains of all four JAKs (JAK1, JAK2, JAK3, and TYK2) retain a Met residue as the gatekeeper (Figure 1E). In contrast, Glu (JAK1), Gln (JAK2), and Thr (TYK2) residues are assigned to the same position in JH2 domains (Figure 1E). This gatekeeper is critical for sensitivity to inhibitors. Mutation of the gatekeeper to other residues, such as bulkier residues, can decrease the affinity of inhibitors by causing steric hindrance to inhibitor binding (49).

Remarkably, the A-loop shows two distinct conformations. In the ATP-bound form, the A-loop is located distantly from the P-loop (active conformation) (Figure 1F). This conformation renders the active site constructed, thereby facilitating the binding of ATP and its target protein substrate to the active site. Because this conformation provides the architecture of the ATP-binding pocket, numerous inhibitors have been developed to bind to the ATP-binding site in this active conformation (49). In contrast, in the “rest period” of kinases, the A-loop exhibits a form moved towards the P-loop (inactive conformation) (Figure 1F). However, JAK structures in the inactive conformation have not yet been determined. The inactive conformation of Abl, a tyrosine-protein kinase (PDB ID: 1IEP) (50), is described in this review (Figure 1F). This conformation does not form an ATP-binding pocket. Alternatively, this inactive conformation renders the space between the A-loop and C-helix wider, which implies that this region can be another target site for inhibitors. Indeed, the structure of Abl shown here (PDB ID: 1IEP) contains imatinib as an inhibitor in the inactive conformation (50) (Figure 1F). Consequently, the conformational change in the A-loop is the most striking structural phenomenon concerning kinase catalysis, which is noteworthy in that this structural information can lead to the development of novel JAK inhibitors.

The conserved DFG-motif is another significant part of the conformational changes involved in catalysis (49). This motif is located at the N terminus of the A-loop. In the active conformation, the Asp residue of the DFG-motif orients inward the ATP-binding site and coordinates with a Mg ion (DFG-in) (Figure 1G; gray). In the inactive conformation, the Asp residue orients outwards from the ATP-binding site, where it cannot coordinate with a Mg ion in the ATP-binding site (DFG-out) (Figure 1G; limon). Therefore, the DFG-motif regulates the catalytic activity of kinases by suitably adopting their respective conformations.



Development strategies for novel JAK inhibitors

In general, kinase inhibitors are classified into six types depending on their binding sites and kinase conformations (types I-VI) (51). Type I inhibitors bind to the ATP binding site in the active conformation (DFG-in and αC-in). Type I1/2 inhibitors bind to the same site in an incomplete and inactive conformation (DFG-in and αC-out). Type II inhibitors bind in the inactive conformation (DFG-out and αC-out). In contrast to types I and II, the binding site of type III inhibitors is located near the ATP binding site. Type IV inhibitors bind to an allosteric site far from the ATP binding site. Accordingly, type III and IV inhibitors target allosteric sites, in that they do not bind to the ATP binding site. Type V inhibitors bind to the ATP-binding or allosteric site. Lastly, type VI inhibitors covalently bind to the ATP binding or allosteric site.

To date, all JAK inhibitors launched into the pharmaceutical market are type I inhibitors, except for inhibitors unidentified in the PDB (13). Information on launched JAK drugs is summarized in Table 1. However, type I inhibitors compete with ATP for the same binding site. This signifies that type I inhibitors can bind to other unintended kinases which have ATP-binding sites. Nonspecific binding usually results in unexpected side effects. Therefore, discovering target sites other than the ATP-binding site is of recent interest in developing new inhibitors for a specific kinase. Accordingly, although the current JAK drugs are type I inhibitors, other types of JAK inhibitors can be designed and developed to enhance JAK-binding specificity.


Table 1 | Human JAK inhibitor profilesa.



Notably, two monomeric JAKs also form a dimer when two monomeric cytokine receptors form a dimer upon binding a cytokine (13, 14, 43). The resulting JAK dimer facilitates the trans-phosphorylation of its counterpart (13, 14, 43). Dimerization of JAKs is a prerequisite for JAK-STAT signaling transfer; therefore disturbing JAK dimerization may constitute a novel strategy for blocking the JAK-STAT signaling pathway at the upstream level. Hubbard proposed a putative mechanism for JAK2 activation (52). In this review, the author explained JAK2 activation with vast conformational changes. According to this hypothesis, monomeric JAK2 exists in the inactive conformation in the equilibrium state (52). Namely, the JH1 domain is attached to the JH2 domain, thereby maintaining the autoinhibited state. When a cytokine binds to its receptor, dimerization of the receptor by the cytokine induces JAK2 dimerization. V617F, a JAK2 mutant in the JH2 domain, which causes myeloproliferative neoplasms, has been previously identified (53–56). This mutant may induce a substantial conformational change in the JH1 domain, resulting in the active conformation of JAK2, despite the absence of a cytokine (52). Moreover, the V617F mutant may reinforce the interface between monomers owing to the bulkier side chain. Consequently, the V617F mutant leads to abnormal JAK-STAT signaling by maintaining its active dimeric form without external stimuli.

The V617 residue of human JAK2 corresponds to the V660 residue of the murine JAK1, which is associated with the dimerization of murine JAK1. The substitution of V660 with Phe presumably increases the hydrophobic interaction between the two Phe residues through π- π stacking. However, determining the extent to which this hydrophobic interaction affects the dimerization is challenging.

As JAK dimerization is a critical step for the trans-phosphorylation of the JH1 domain, blocking the dimerization of JAKs may constitute a new paradigm for developing JAK inhibitors. The entire structure of JAK1 (PDB ID: 7T6F) (42) provides structural insight into potential inhibitor-binding sites to block dimerization. However, this structure is that of murine JAK1, not human JAK. Several clefts (PS1-6), which could be novel inhibitor-binding sites, were identified between the JH2 domain and adjacent domains (Figure 1H). The PS1 and PS2 clefts comprise part of the FERM, SH2-JH2 linker, and JH2 domains, whereas the PS3 cleft consists of part of SH2-JH2 linker and JH2. The PS4 cleft corresponds to the ATP-binding site of the JH2 domain. The PS5 cleft, which comprises part of the FERM and JH2 domains, is located at the rear of the JH2 interface. Lastly, the PS6 cleft consists of part of FERM, SH2, SH2-JH2 linker, and JH2. These clefts appear relatively large and sufficiently deep to accept small molecules. Furthermore, all clefts except PS3 are located at the interface of the domains. This implies that the binding of suitable small compounds to the PS clefts might trigger a conformational change in the JH2 domain, thereby affecting and obstructing its dimerization. However, whether these sites induce significant conformational changes remains to be determined.



Discussion

To date, several JAK inhibitors have been approved and launched in the pharmaceutical market. Structures of the JAK-inhibitor complexes have also been reported (36–39). Such structural information provides insight into the inhibitor-binding modes. However, considering that the affinity of many kinase inhibitors has decreased owing to the occurrence of drug resistance (49), the inhibitory ability of the JAK drugs may also reduce eventually.

The mutation of key residues in the active site of kinases is one of the most prevalent molecular mechanisms underlying inhibitor resistance (49). One of the most common mutation sites is the gatekeeper residue. The size and shape of the gatekeeper residue regulate the access of a molecule binding to the hydrophobic back pocket; therefore mutations in the gatekeeper residue can reduce the affinity of kinase inhibitors to the ATP-binding site. Gatekeeper mutations have also been identified in several kinases (57–60). The A-loop is another mutation site for kinase inhibitor resistance (49). Mutations in the A-loop are more variable than those in gatekeeper mutations. Such mutations affect the binding of inhibitors to kinases in the inactive conformation of the A-loop (49). Mutations in the A-loop typically lower the affinity of the inhibitors for the inhibitor-binding site in the inactive conformation by maintaining the active conformation of the A-loop. Therefore, mutations in the A-loop appear to be critically related to the conformation.

Natural JAK-related mutations associated with inhibitor resistance in patients have not been reported. However, a recent study indicated that several mutations in JAK2 induce resistance to ruxolitinib at the cellular level (61). In this study, the authors reported that the Y931C, L983F, and G993A mutants of murine JAK2 cause acquired resistance to ruxolitinib (61). These residues were associated with the ATP/ruxolitinib binding site. Although these residues may not constitute naturally occuring mutation sites for resistance to ruxolitinib, these in vitro results may provide valuable information for developing novel JAK2-inhibitors.

The entire structure of murine JAK1, which was recently elucidated (42), helped us understand the detailed molecular mechanisms of its receptor binding and dimerization. Notably, the dimerization mode of the JH2 domain suggests novel strategies for JAK-inhibitor development. In the JAK-STAT signaling pathway, diverse heterodimers of JAKs except for the JAK2 homodimer are associated with downstream signaling. These combinations include JAK1-JAK2, JAK1-JAK3, and JAK1-TYK2. Although these heterodimeric structures have not been determined, the respective JH2 domains are probably involved in dimerization. If each dimerization mode is the same as in the murine JAK1, the dimerization mode of murine JAK1 may be generalized to all JAK heterodimers. This assumption means that strategies for disrupting dimerization can be applied to these heterodimers. However, the potential inhibitor-binding sites discussed in the previous section are based on the premise that such binding induces significant conformational changes in the JH2 domain to destabilize dimerization. Therefore, future studies should focus on the discovery of potential inhibitor-binding sites and factors that affect conformational changes to obstruct dimerization.
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Leptospirosis is a neglected worldwide zoonosis involving farm animals and domestic pets caused by the Gram-negative spirochete Leptospira interrogans. This bacterium deploys a variety of immune evasive mechanisms, some of them targeted at the complement system of the host’s innate immunity. In this work, we have solved the X-ray crystallographic structure of L. interrogans glyceraldehyde-3-phosphate dehydrogenase (GAPDH) to 2.37-Å resolution, a glycolytic enzyme that has been shown to exhibit moonlighting functions that potentiate infectivity and immune evasion in various pathogenic organisms. Besides, we have characterized the enzyme’s kinetic parameters toward the cognate substrates and have proven that the two natural products anacardic acid and curcumin are able to inhibit L. interrogans GAPDH at micromolar concentration through a noncompetitive inhibition modality. Furthermore, we have established that L. interrogans GAPDH can interact with the anaphylatoxin C5a of human innate immunity in vitro using bio-layer interferometry and a short-range cross-linking reagent that tethers free thiol groups in protein complexes. To shed light into the interaction between L. interrogans GAPDH and C5a, we have also carried out cross-link guided protein-protein docking. These results suggest that L. interrogans could be placed in the growing list of bacterial pathogens that exploit glycolytic enzymes as extracellular immune evasive factors. Analysis of the docking results indicates a low affinity interaction that is consistent with previous evidence, including known binding modes of other α-helical proteins with GAPDH. These findings allow us to propose L. interrogans GAPDH as a potential immune evasive factor targeting the complement system.
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1 Introduction

The complement system is a central part of the innate immune defense against pathogens (1). It comprises about forty soluble and membrane-associated proteins, which survey the blood and interstitial fluids for pathogens, immune complexes, and apoptotic cell debris. Those stimuli can activate the complement system very swiftly through three main activation pathways: the alternative (AP), classical (CP), and lectin (LP) pathways. Normal complement activation on surfaces involves a self-amplification cascade where the so-called C3 convertases proteolytically cleave C3, the most abundant complement factor, to yield C3b, which remains attached to the activating surface, and C3a. Surface-attached C3b can assemble C3-convertase enzyme complexes, propagating C3b deposition in a process known as opsonization. C3b can be quickly cleaved by factor I into iC3b (2). On densely opsonized surfaces like those of pathogens and other foreign or damaged surfaces, C3b-containing enzyme complexes can cleave C5 into C5b and soluble C5a, a 74-amino-acid anaphylatoxin (3). The former remains bound to surfaces and nucleate the assembly of the so-called membrane attack complex (MAC) (4), which can lyse targeted cells directly through osmotic shock in a process known as terminal pathway. Like C3a, C5a is a soluble factor that diffuses away from the site of activation and acts as one of the most powerful chemoattractants of innate immunity. Once liganded to its cognate receptor (C5aR1/CD88), C5a stimulates proinflammatory responses like chemotaxis and vascular permeability, which result in the recruitment of inflammatory neutrophils and macrophages to the sites of activation (5). On self-cells, however, complement activation is strongly suppressed by self-protective fluid-phase regulators such as factor H and C4b binding protein (C4BP), both involved in the inactivation of iC3b on opsonized cell surfaces, and membrane regulators such as MCP and DAF, which disassemble C3 convertases to prevent further deposition of C3b (6).

Leptospirosis is a widespread zoonotic disease caused by the highly motile Gram-negative spirochete Leptospira (7, 8). Leptospira colonizes a range of hosts including humans, domestic and farm animals, and some wild animal species such as mice, rats, and bats, which typically serve as reservoirs of infection (9). In humans, leptospirosis typically presents with mild fever and flu-like symptoms, but in its more severe forms it can lead to fatal multi-organ failure. Leptospirosis causes about 1 million severe cases in humans every year with 60,000 fatalities (10). In cattle and swine, leptospirosis causes veterinary and economic damage through reproductive failure, abortion, still-births, fetal mummification, weak calves/piglets, and agalactia (8, 11). Its prevalence has surged in recent years due to global warming, intensive farming, and other geographic and socioeconomic factors (12). Globally, leptospirosis represents an increasing public and veterinary health threat, as evidenced by growing incidence rates and multiple outbreaks around the world, compounded by frequent misdiagnosis.

Pathogenic Leptospira produces the activation of all three complement activation pathways and, not surprisingly, it has evolved sophisticated immune evasion mechanisms to escape it (13). The deployment of Leptospira’s complement-targeting molecular weaponry accelerates the decay of the three complement activation pathways and inhibits the terminal pathway, thereby promoting the pathogen’s dissemination and infection. Examples of immunoevasion strategies deployed by Leptospira include: 1) acquisition via surface evasion molecules of host’s soluble complement regulators like factor H and C4BP (molecular mimicry) (14); 2) terminal pathway inhibition either through the direct interaction of surface pathogenic proteins with C9 or through the indirect interaction with vitronectin, an inhibitor of C5b7 complex formation and C9 polymerization; 3) plasminogen binding to and cleavage of C3b, C4b, and C5 (mixed molecular mimicry/proteolytic cleavage) (15); and 4) direct proteolytic degradation of complement proteins C2, C3, C4, and factor B. Several Leptospira virulence factors comprising extracellular enzymes and cell-surface proteins have been demonstrated to play key roles in host-cell adherence and immunoevasion. To date, two Leptospira proteins displaying moonlighting functions have been found: elongation factor-thermal unstable (EF-Tu), shown to interact with host extracellular membrane (ECM) molecules, plasminogen, and factor H, and the glycolytic enzyme α-enolase, described to interact with plasminogen, factor H, and C4BP.

We and others have proposed that the ubiquitous glycolytic enzyme glyceraldehyde-3-phosphate dehydrogenase (GAPDH; E.C. 1.2.1.12) from pathogenic bacteria may double as an innate immune evasive factor when it is found in the extracellular environment (16). To perform these moonlighting functions, GAPDH must be relocated to the extracellular space by cell lysis (e.g., via streptococcal lysins) (16), secretion (e.g., type-3 secretion systems in enteropathogenic Escherichia coli) (17), or outer membrane shedding (e.g., Francisella tularensis, Mycobacterium tuberculosis, Staphylococcus aureus, Atopobium vaginae, and Leptospira interrogans). Some of the infectivity enhancing functions attributed to moonlighting GAPDH are mostly targeted at the innate immunity and, specifically, the complement system. Examples of these mechanisms include sequestering nascent C5a as it is being generated by C5 cleavage, a mechanism described for Gram-positive bacteria such as Streptococcus pneumoniae, S. pyogenes, A. vaginae, and Clostridium perfringens (16, 18, 19); binding complement factors like C3 and C1q (20, 21); and increasing pathogen dissemination by binding to ECM components as plasminogen to help to degrade tissue barriers, basement membranes, and fibrin clots (13, 22).

In this work, we set out to characterize the structure and function of GAPDH from the Gram-negative spirochete L. interrogans and investigate whether it could operate as a virulence factor by binding to C5a. We have characterized LiGAPDH’s enzymatic activity and inhibition by curcumin and anacardic acid, two natural products, and we have solved its crystal structure at 2.37-Å resolution complete with its NAD+ cofactor. Furthermore, we have shown by bio-layer interferometry and controlled cross-linking experiments that LiGAPDH can bind C5a, a property shared by GAPDH enzymes from other pathogenic bacteria that might contribute to immune evasion in the mammalian host. To shed light into the C5a recognition mechanism, we have performed cross-link guided protein-protein docking.




2 Materials and methods



2.1 Cloning, expression, and purification of LiGAPDH

The gene encoding full-length LiGAPDH (UniProt Accession No. Q72QM3_LEPIC) was amplified by PCR from L. interrogans serovar Copenhageni strain Fiocruz L1-130 genomic DNA (ATCC) and cloned into the pETM-11 expression vector by restriction-ligation after digesting the PCR fragment with BsaI-XhoI and the pETM-11 expression vector with NcoI-XhoI, conferring an N-terminal hexahistidine tag and a tobacco etch virus cleavage (TEV) site in frame with the LiGAPDH gene. The expression plasmid was verified by sequencing the entire ORF. For protein expression, the LiGAPDH construct was transformed into Rosetta(DE3) chemically competent cells. An overnight starter culture was used to inoculate a 2.5-L expression culture at 37 °C. The culture was allowed to grow at 37 °C in Luria-Bertani medium supplemented with 50 µg/ml kanamycin and 34 μg/ml chloramphenicol to an absorbance of 0.6 at 590 nm and then induced with 1 mM isopropyl β-D-thiogalactopyranoside (IPTG) for 20 h. Cell pellet was lysed by sonication in IMAC-A buffer (50 mM Tris-HCl (pH 8.0), 500 mM NaCl, 20 mM imidazole) supplemented with 1 mM phenylmethylsulfonyl fluoride (PMSF) and one tablet of EDTA-free protease inhibitor cocktail. Supernatant was collected upon centrifugation for 20 min at 4 °C. The sample was clarified further by filtration through a 0.22 µm membrane and loaded on a HisTrap column (Cytiva) pre-equilibrated in IMAC-A buffer and eluted in IMAC-A buffer with 250 mM imidazole. Peak fractions were analyzed by SDS-PAGE and fractions containing LiGAPDH were pooled and dialyzed against a buffer containing 10 mM HEPES-NaOH (pH 7.4), 150 mM NaCl, 3.4 mM EDTA. Then, LiGAPDH was subjected to size exclusion chromatography on a HiLoad 16/60 Superdex 200 pg (Cytiva) pre-equilibrated in the same buffer. Comparison of the elution volume of LiGAPDH with a calibration curve constructed using high and low molecular weight calibration kits (Cytiva) revealed that the quaternary structure of LiGAPDH corresponds to a tetrameric oligomeric state. Finally, LiGAPDH was concentrated to 10 mg/ml, dispensed in 50-µl aliquots, snap-frozen in liquid nitrogen and stored at −80 °C until use. The yield was ~2 mg LiGAPDH/l of culture, showing a >95% purity on a Coomassie brilliant blue-stained SDS-PAGE gel.




2.2 Enzyme kinetics

The LiGAPDH enzyme activity was followed spectrophotometrically by the change in absorbance at 340 nm due to NADH formation (ϵ = 6220 M−1 cm−1), adapted from a previously described method (23). Temperature controlled assays were performed in an Eppendorf BioSpectrometer spectrophotometer at 25 °C. One unit of enzyme activity was defined as the amount of GAPDH that converts 1 µmol/min of NAD+ to NADH at 25 °C. A standard assay was carried out in a final volume of 0.15 ml using 40 mM Tris-HCl (pH 8.5), 2 mM EDTA, 10 nM LiGAPDH, and indicated concentrations of the different substrates: nicotinamide adenine dinucleotide (NAD+), glyceraldehyde 3-phosphate (G3P), and inorganic phosphate (Pi). NAD+ concentration was varied between 0.02 and 1.62 mM while keeping fixed G3P at 2 mM and Pi at 5 mM; G3P concentration between 0.14 and 11.7 mM at 2 mM NAD+ and 5 mM Pi; and Pi concentration between 0.38 and 31.5 mM at 2 mM NAD+ and 2 mM G3P. The reaction was initiated by adding 0.56 μg of enzyme. Michaelis-Menten parameters were obtained by non-linear regression fitting of the kinetic data using SigmaPlot 14.5 (Systat Software Inc.).




2.3 Inhibition by curcumin and anacardic acid

Inhibition assays were performed with two natural compounds, anacardic acid and curcumin. Four inhibitor concentrations each were tested for anacardic acid (10, 24, 64, and 160 μM) and curcumin (10, 25, 62.5, and 150 μM). To ascertain the inhibition modality with respect to G3P and NAD+, initial velocity measurements at each inhibitor concentration were carried out varying G3P concentration (0.06-1.56 mM G3P for both inhibitors) while maintaining a saturating concentration of 2 mM NAD+; or varying NAD+ concentration (0.02-1.1 mM NAD+ for both inhibitors) while maintaining a saturating concentration of 2 mM G3P. In either case, potassium phosphate was kept at a saturating concentration of 5 mM. The software SigmaPlot 14.5 (Systat Software Inc.) was used to analyze the data.




2.4 Crystallization and X-ray diffraction data collection

To find the optimal crystallization conditions, we performed extensive scans of crystallization conditions from commercial screenings by Hampton Research and Molecular Dimensions (Crystal Screening 1 and 2, Salt Screening 1 and 2, JSCG+ 1 and 2). The best results were obtained with Bis-Tris buffer at different concentrations of PEG 3350 as precipitant. The crystals presented a form of elongated prisms with a dimension of 150-300 μm in their longest axis. For freezing, 20% (v/v) glycerol was used as cryoprotectant. Crystals were mounted on Micromount loops (MiTeGen) and frozen in liquid nitrogen. The crystals were diffracted at the BL13-XALOC beamline of the ALBA synchrotron (Barcelona) (24). The maximum observable resolution was 2.37 Å with unit cell dimensions of a = 79.8 Å, b = 82.0 Å, c = 123.2 Å, α = 94.0°, β = 95.1°, and γ = 112.5° and P1 space group. The data was processed with XDS (25) and scaled and merged with Aimless (26).




2.5 Structure determination

The crystallographic structure of LiGAPDH was solved by molecular replacement using PHASER (27) in the PHENIX suite (28) with the structure of AvGAPDH as a model (PDB ID 5LD5; http://doi.org/10.2210/pdb5LD5/pdb) (18). The crystal structure contained two tetramers in the asymmetric unit. The difference map (Fo-Fc) showed a clear position and conformation for an NAD+ cofactor in the active site of all the monomers from the two tetramers. Refinement cycles with phenix.refine (29) of the PHENIX suite were interspersed with cycles of manual construction (placing first NAD+ and then solvent molecules) and validation cycles with Coot (30). Non-crystallographic symmetry was applied as a constraint on the main-chain dihedral angles during the initial refinement, but they were removed during the later stages of refinement. At the end of the refinement, the LiGAPDH model obtained a Rwork/Rfree of 0.19/0.23 with an r.m.s.d. of 0.011 Å and 1.31° for distance and bond angles, respectively. The final model consists of 2674 amino acid residues, eight NAD+ molecules, 380 water molecules, 4 phosphate anions, and 33 glycerol molecules from the cryoprotectant solution. The crystallographic refinement statistics are summarized in Table 1.


Table 1 | Data collection and refinement statistics (molecular replacement).



The coordinate and structure factors files have been deposited with the Protein Data Bank (PDB) with PDB ID 8OHA (http://doi.org/10.2210/pdb8OHA/pdb).




2.6 Small angle X-ray scattering

SAXS experiments were carried out at the B21 beamline (31) from the Diamond Light Source synchrotron (DLS, UK). To improve sample purity and monodispersity, we collected SAXS data using continuous flow in HPLC-SAXS mode (620 images/3 s) at 9 °C. Sample LiGAPDH at 7 mg/ml in 10 mM HEPES-NaOH (pH 7.4), 150 mM NaCl, 3.4 mM EDTA, 2 mM TCEP, 3% (v/v) glycerol were injected on a Shodex KW-403 size-exclusion column (theoretical separation range 10-700 kDa, 4.6-ml column volume), previously equilibrated in the same buffer. Individual 2D data images were radially averaged to produce 1D diffraction profiles I(q) vs. q without subtracting buffer. For the final data reduction process, statistical checks were performed to rule out images affected by radiation damage or systematic scaling errors (32). The data were averaged, buffer subtracted, and combined to produce the final SAXS profile covering the transfer momentum range 0.0026 to 0.3400 Å-1. The ATSAS 3.0 software package (33) was used to extract structural information and perform an ab initio shape restoration of LiGAPDH. Firstly, the number of Shannon channels and the maximum usable q were estimated with SHANUM (34). Next, the direct diffraction extrapolated to zero angle I(0) and the Rg were evaluated using the Guinier approximation (35) and the pairwise distance distribution function in real space (P(r) vs. r) computed with GNOM (36). From the P(r) profile it was possible to evaluate the maximum dimension (Dmax) of the particle. Additionally, two different concentration-independent methods were used to estimate the molecular mass of LiGAPDH: the correlation volume (VC) and the empirical Porod volume (VP) correction (37), implemented in the ATSAS toolsets called DATMOW, DATVC, and DATPOROD. With DATCLASS, the shape of LiGAPDH derived from the SAXS data was classified as compact and potentially unique (38). Ab initio shape restoration was performed using a dummy bead model of 50 independent runs with DAMMIF (39), which were superimposed, averaged, and clustered with DAMAVER (40), and further refined with DAMMIN (41) to create the final ab initio shape. The most representative cluster contained >90% of all bead models with a normalized spatial discrepancy (NSD) threshold of 0.55 (42). The resolution was estimated from the Fourier shell correlation (FSC) at FSC = 0.5 (43). The fit of the crystal structure of LiGAPDH to the SAXS data was evaluated using CRYSOL (44).




2.7 Bio-layer interferometry

Bio-layer interferometry (BLI) studies were performed on a BLItz instrument (ForteBio) at 25 °C with shaking at 2200 rpm. BLI assay buffer consisted of 10 mM HEPES-NaOH (pH 7.4), 50 mM NaCl, 0.34 mM EDTA, 0.02% (v/v) polysorbate 20 (P20), which was 0.22-µm filtered. Before use, (anti-biotin) streptavidin (SA) biosensors (ForteBio 18-5019) were hydrated in BLI assay buffer for 10 min. All samples for BLI measurements were prepared in 4.5 µl. The BLI assay was as follows: baseline (30 s) (Equilibration), loading (300 s) (BLI assay buffer for nonspecific binding or biotinylated-C5a (34 µg/ml) (Abvance Biotech ABVC5ARBIO1), stabilization (300 s) (BLI assay buffer), baseline (30 s) (Equilibration), association (300 s) (230 µM LiGAPDH), and dissociation (300 s) (BLI assay buffer). Loading of biotinylated-C5a for 300 s onto SA sensor tips resulted in a wavelength shift signal of ~2.75 nm. Loading of LiGAPDH for 300 s onto either the mock SA sensor tips or the biotinylated-C5a SA sensor tips resulted in wavelength shift signals of 0.5 and 4.5 nm, respectively.




2.8 Cross-linking

Specific cross-linking assays were performed with bis(maleimido)ethane (BMOE; Pierce 22322), a 7-atom, 8.0-Å short spacer arm cross-linking reagent that generates non-cleavable cross-links between sulfhydryl groups that are in proximity (< 8 Å apart). Cross-linking reactions were carried out by mixing 10 µg LiGAPDH with 0.5, 1.0, 2.0, 4.0, or 5.0 µg human recombinant C5a (ABVC5A, Abvance Biotech) in assay buffer (10 mM HEPES-NaOH (pH 7.4), 150 mM NaCl, 3.4 mM EDTA) containing 0.3 mM BMOE, and incubating the reaction mixtures for 2 h at 4 °C. The C5a:LiGAPDH molar ratio for these assays was 0.27, 0.53, 1.07, 2.13, or 2.67; and the BMOE:LiGAPDH molar ratio was 1.44. To control for nonspecific cross-linking, we treated identical amounts of LiGAPDH (10 µg) and C5a (5 µg) with 0.3 mM BMOE and without BMOE. We followed the appearance of cross-linked products by 12% SDS-PAGE gel electrophoresis and Coomassie-Brilliant Blue (CBB) staining. A second SDS-PAGE gel was run with one-fourth of the cross-linking reactions under otherwise identical conditions and transferred onto a nitrocellulose membrane (1 h at 80 V) for Western blotting. The membrane was incubated 1 h at RT with blocking solution (5% (w/v) BSA in TBST), probed with an anti-C5a primary antibody (1:6000, 1 h at 37 °C) and a Goat anti-Rabbit HRP secondary antibody (1:2000, 30 min at 37 °C), developed with luminol and water peroxide, and imaged on a ChemiDoc Imaging System (Bio-Rad). Afterwards, the same blot was treated with Restore Stripping buffer (ThermoFisher Scientific 21059) for 30 min at 37 °C, reblocked, reprobed with an anti-His HRP antibody (1:3000, 1 h at RT), developed with luminol and water peroxide, and imaged.




2.9 Cross-link guided docking protocol

We applied a cross-link guided protein-protein docking protocol to predict LiGAPDH-C5a complexes using the standard ROSETTA docking protocol (45), with modifications. Receptor (LiGAPDH) and ligand (C5a) were first relaxed and then subjected to cross-link guided docking using the known length of the BMOE cross-link as restraint. The protocol filters and ranks the protein-protein docking poses by the sequential application of Xwalk (46) to simulate cross-links on protein surfaces, FreeSASA (47) and PISA (48) to calculate the size of predicted binding interfaces, and an energy-based clustering approach implemented in ROSETTA (49).




2.10 Electrostatic potential calculations

Electrostatic potential surfaces of LiGAPDH and C5a were calculated with the APBS (Adaptive Poisson-Boltzmann Solver) (50) software as a plugin in PyMOL (51) using default parameters.





3 Results



3.1 Crystallographic structure of LiGAPDH

We have determined the first crystal structure of LiGAPDH at 2.37-Å resolution (Figure 1). The crystal structure corresponds to the holoenzyme with an NAD+ molecule tightly bound into the active site (Figure 1). We solved the structure by molecular replacement using Atopobium vaginae GAPDH as a model (AvGAPDH; PDB ID 5LD5; http://doi.org/10.2210/pdb5LD5/pdb) (18). There are two independent tetramers in the asymmetric unit that are nearly identical, with an r.m.s.d. of 0.30 Å. This remarkable similarity is mirrored by the structure of the individual subunits, which can be superimposed with an r.m.s.d. of 0.26 Å on average. Crystallographic data processing and refinement and validation statistics are reported in Table 1.




Figure 1 | Crystal structure of LiGAPDH. (A) Overall tetrameric structure of LiGAPDH in cartoon representation with chain colors (O in green, P in violet, Q in cyan, and R in yellow). Crossing dashed lines indicate the directions of the two molecular symmetry axes on the plane of the figure. The NAD+ cofactor is shown in sticks and CPK colors. Two views of the LiGAPDH tetramer are shown down the Q-axis or the R-axis, which are perpendicular to the plane of the figure. (B) Cartoon representation of the LiGAPDH subunit structure color coded according to secondary structure: helices in cyan, β-strands in violet, and irregular segments and loops in salmon. Secondary structural elements and the NAD+ are annotated. In the inset (top left corner) we show the same monomer in molecular surface representation, color according to the domain: the N-terminal nucleotide-binding domain is in violet and the C-terminal catalytic domain in gold.



The quaternary structure of LiGAPDH consists in a homotetramer with O, P, Q, and R subunits related by a 222/D2 molecular symmetry, which gives rise to three non-equivalent interfaces related by three mutually perpendicular axes referred to as P, Q, and R (Figure 1A). The monomers are composed of two domains: an N-terminal domain that contains the NAD+ binding pocket (residues 1-152), and a catalytic C-terminal domain spanning residues 153-335 (Figure 1B). The N-terminal domain adopts an α/β/α Rossmann fold characterized by the classic α/β nucleotide binding pocket, which typically contains a central 7-stranded β-sheet and a tightly bound NAD+ cofactor occupying the active site. In LiGAPDH there are 8 β-strands (β1 to β8) because the canonical seventh β-strand is split into two smaller β-strands (β7 and β8) by a small irregular segment of extended conformation. Small helices are inserted between consecutive β-strands in this domain, which is further stabilized by packing against the C-terminal H8 helix. The C-terminal domain contains an 8-stranded β-sheet (β9 to β16), with helices inserted between β9-β10 (310C), β10-β11 (H6 and 310D), β12-β13 (H7), and β13-β14 (310E). Helix H8 is the last secondary structural motif of LiGAPDH.

The main interfaces through which each LiGAPDH monomer interacts with its two neighboring chains within the tetramer are not equivalent and have different surface areas (Figure 1A and Supplementary Figures 1, 2). First, the interface between the O-P subunits is the most extensive, with an average surface area of 1901 Å2 (Supplementary Figure 1). Nine H-bonds and 19 salt bridges stabilize the O-P interface. Second, the O-R interface, with an average surface area of 1412 Å2, has up to 13 H-bonds (Supplementary Figure 2A). Finally, the smallest intersubunit interface lies between the O-Q subunits, with an average surface area of 492 Å2, 10 H-bonds, and 2 salt bridges (Supplementary Figure 2B).

Another key structural feature of LiGAPDH is the S loop, an extended and irregular segment comprising residues Ala180-Ile207 that inserts itself between the NAD+-binding site and the adjacent subunit (Figure 1B and Supplementary Figure 2). The S loop contains residues lying between two of the catalytic triad residues His179 and Arg234 that are important for catalysis, cofactor-binding, and dimerization.




3.2 Solution SAXS shape of LiGAPDH

We analyzed the size and other hydrodynamic properties of LiGAPDH by solution small-angle X-ray scattering (SAXS) at the B21 beamline of the Diamond Light Synchrotron (DLS) (31). SAXS parameters are reported in Table 2 and Supplementary Table 1. Results indicated that LiGAPDH is a fairly spherical homotetramer with a well-folded structure (Figures 2A, B), with a radius of gyration Rg of 34.8 Å and a maximum dimension Dmax of 90.9 Å (Figure 2C). These hydrodynamic parameters match well those obtained from the crystallographic structure (Rg 32.5 Å, Dmax 99.6 Å). Indeed, direct comparison of the theoretical scattering calculated with CRYSOL, and the experimental scattering confirmed the excellent agreement with a χ2 = 1.5 (Figure 2A). Ab initio shape reconstruction of LiGAPDH using dummy-bead models as implemented in DAMMIF resulted in a family of volumes with a consistent shape and a calculated resolution for the consensus reconstruction of 28.3 Å (Supplementary Figure 3). Attempts to rigid-body fit the crystallographic model of LiGAPDH into the ab-initio SAXS shape showed a close agreement between the crystal and solution structures (Figure 2D). From these observations, we concluded that the overall organization of LiGAPDH in solution is preserved in the crystal lattice.


Table 2 | Small-angle X-ray scattering (SAXS) parameters.






Figure 2 | SAXS hydrodynamic properties and shape restoration for LiGAPDH. (A) 1D diffraction intensity of LiGAPDH plotted as a function of the diffraction momentum transfer q. Experimental data shown as a scatter plot (red circles). The black line corresponds to the average of the theoretical scattering profile of the two LiGAPDH tetramers in the asymmetric unit (χ2 = 1.5). (B) Dimensionless Kratky representation showing the degree of protein folding in solution. The experimental pattern is shown as a scatter plot (red circles). The cross (gray lines) marks the so-called Guinier-Kratky point (1.732, 1.1), i.e., where the position of the main peak for globular proteins would be located. (C) Pair distance distribution function P(r) plotted as a function of r. The experimental pattern is shown as a solid line (red color). The value of Dmax is the largest non-negative value that the distribution function supports. (D) Cartoon representation of LiGAPDH (in red) fitted inside the ab initio shape calculated with DAMMIF. Two orientations 90° apart are shown.






3.3 Active site of LiGAPDH

The active site of LiGAPDH is a large cavity covered by a lid spanning about 50 amino acid residues (residues 114-164). At the bottom of the groove, the NAD+ cofactor occupies an elongated binding site between the central β-sheet of the N-terminal domain and helices H1-H5, where it makes contacts with the main-chain atoms of Asn32 (from β2), Glu76, and Arg77 (from the β5-310A loop) (Figure 3). The catalytic Cys152 residue is located at the intersection between the N-terminal and C-terminal domains, where it interacts with the side chains of His179 and Arg234, the two other catalytic triad residues, responsible for lowering the pKa of the Cys152 thiol nucleophile. Arg234, in turn, interacts with Thr182 and Gln185. LiGAPDH lacks an aspartic acid residue between Thr182 and Gln185, unlike other GAPDH sequences like those of C. perfringens and S. pyogenes (19).




Figure 3 | Close-up into the active site of LiGAPDH. Catalytic residues are shown in sticks in CPK colors (non-C atoms) or gold (C atoms). The NAD+ cofactor is shown in sticks in CPK colors. Dashed lines represent polar interactions (H-bonds). The Ps and Pi sites are annotated. Inset (top right) shows the quality of the experimental electron density surrounding the cofactor.



In contrast to other GAPDH structures, in LiGAPDH, well-ordered electron density was found for the residues responsible for binding the inorganic phosphate moieties of substrates and products, the so-called Ps and Pi binding sites (Figure 3). Inspection of the eight active sites in the crystal structure revealed that some of them had the Ps and Pi sites occupied by phosphate anions from the purification buffers or glycerol molecules from the cryoprotectant solution, which acted as substrates or substrate analogs. These ligands corroborated the relevance of the observed active-site configuration, which remained unchanged with or without substrate analogs across all subunits. The Ps site is formed by residues Thr182, Thr184, and Gln185, and the Pi site by residues Ser151, Thr153, His179, Thr211, and Gly212. The catalytic triad residue Arg234 interacts with both phosphate sites, thereby it belongs to the Ps and Pi sites.




3.4 LiGAPDH kinetic parameters

Besides carrying out moonlighting functions in the extracellular space, LiGAPDH is a glycolytic enzyme located in the cytoplasm. We have measured its enzymatic activity using a well-established assay that reports on the reduction of the NAD+ cofactor to NADH at 25 °C and pH 8.5 (18, 19). In these assays, the kinetic parameters for the direct reaction catalyzed by LiGAPDH were determined by systematically varying NAD+, G3P, and Pi concentrations. While we observed a classic hyperbolic dependence of the catalytic activity for G3P/Pi at low substrate concentration (Michaelis-Menten model), with excess of either G3P or Pi the enzyme exhibited significant substrate inhibition with inhibitory constants KSS larger though within one order of magnitude of the corresponding Km values (Supplementary Figure 4). Kinetic parameters are reported in Table 3.


Table 3 | LiGAPDH kinetic parameters.






3.5 Inhibition of LiGAPDH by two natural compounds

Next, we examined the inhibitory effect of two natural compounds, anacardic acid and curcumin, which have previously shown efficacy against GAPDH from the Gram-positive bacterial pathogens A. vaginae (18) and S. pyogenes (19), and, in the case of anacardic acid, Trypanosoma cruzi (52). The safety of these compounds for use in humans makes them attractive lead compounds in repositioning campaigns for leptospirosis.

We obtained comparable results after testing the two natural compounds in the range 10-160 μM (anacardic acid) and 10-150 μM (curcumin) while varying the concentrations of either the G3P substrate or the NAD+ cofactor (Table 4; Figure 4; Supplementary Figures 5, 6). Both anacardic acid and curcumin behaved as micromolar non-competitive inhibitors of LiGAPDH with respect to G3P and NAD+. Not only was the inhibitory modality the same for both natural products, but also the magnitude of the inhibition constants was comparable: Kiana/G3P = 135 μM vs. Kicur/G3P = 148 μM and Kiana/NAD = 41 μM vs. Kicur/NAD = 59 μM.


Table 4 | Inhibition of LiGAPDH by anacardic acid and curcumin.






Figure 4 | LiGAPDH can be inhibited by natural products. Initial rate of reaction plotted in the presence of various concentrations of anacardic acid (10-160 µM) against the concentration of (A) glyceraldehyde-3-phosphate (G3P) or (B) NAD+, and in the presence of curcumin (10-150 µM) against the concentration of (C) glyceraldehyde-3-phosphate (G3P) or (D) NAD+. Each experimental data point represents the mean and the errors are standard deviations of the mean (SEM) from three independent experiments. Nonlinear regression to a Michaelis-Menten hyperbolic model with noncompetitive inhibition was carried out with SigmaPlot 14.5 (R2 = 0.98).






3.6 Interaction between C5a and LiGAPDH

It has been reported that C5a can interact with immune evasive factors like GAPDH on the pathogen’s surface through weak, transient interactions, which might be enhanced by the high local concentration of surface associated GAPDH (16, 18, 19). To reveal a potential interaction between natively folded LiGAPDH and C5a in vitro, we performed bio-layer interferometry experiments with streptavidin (SA) biosensors loaded with biotinylated-C5a. At a high LiGAPDH concentration (230 µM, ~9 mg/mL), we observed a clear binding event with immobilized C5a characterized by a low kinetic association constant (kon estimated at 37.3 ± 0.2 M–1 s–1) and a slow dissociation constant, which could not be accurately determined (Figure 5A). Binding to the unmodified SA biosensors was far lower at the same concentration of LiGAPDH, ruling out strong nonspecific interactions between the biosensor and the analyte.




Figure 5 | Interaction of LiGAPDH-C5a. (A) Bio-layer interferometry sensorgrams showing the wavelength shift length or BLI response (nm) obtained by incubating streptavidin (SA) biosensors previously loaded with biotinylated-C5a (blue line) or unmodified (orange line) with 230 µM LiGAPDH. (B) SDS-PAGE electrophoretic separation of cross-linking reactions of LiGAPDH and C5a with BMOE. Gel loaded with mock-treated control samples and BMOE-treated samples (increasing concentrations of C5a for a fixed concentration of LiGAPDH). The first two lanes with added BMOE represent internal controls for C5a (maximum load) and LiGAPDH without added C5a. (C) Western blotting of the same samples in (A) revealed with an anti-His HRP antibody. (D) Like (C) with an anti-C5a primary antibody (D). Asterisks indicate protein bands containing cross-linked LiGAPDH:C5a complexes.



To provide independent evidence for the interaction, we resorted to the highly specific cross-linker reagent BMOE. BMOE covalently tethers the free sulfhydryl groups of Cys residues that lie in close proximity, typically at a distance of 8 Å apart. This stringent condition discriminates nonspecific interactions from meaningful though weak interactions, at the risk of missing some authentic but little populated complexes or those that would have required a longer tether. As shown in Figure 5B, SDS-PAGE electrophoresis of BMOE-treated mixtures of LiGAPDH and C5a revealed the appearance of a band corresponding to cross-linked LiGAPDH-C5a complexes, clearly discernable already at substoichiometric C5a:LiGAPDH molar ratios (between 0.53-1.07). The molecular mass of this cross-linked band (~10 kDa greater than monomeric LiGAPDH) coincided with the expected mass increment due to C5a (molecular mass ~9 kDa) (Figure 5B, indicated by an asterisk). The intensity of this band depended on the amount of C5a in the cross-linking reaction, thus proving that a native, though weak interaction is likely to exist between LiGAPDH and C5a. We could identify proteins bands simultaneously containing C5a and hexahistidine-tagged LiGAPDH by Western blotting with anti-C5a and anti-His antibodies (Figures 5C, D, indicated by asterisks), demonstrating the formation of LiGAPDH:C5a cross-linked complexes. This interaction necessarily involves protein surfaces containing a free Cys residue. The only free Cys in C5a (Cys704 in C5 numbering, Cys27 in C5a numbering) must therefore mediate this interaction. Based on previous evidence (16) we hypothesize that the catalytic Cys residue (Cys152 in LiGAPDH) participates in this interaction. Cys152 is the most reactive Cys residue in LiGAPDH since the nucleophilicity of its thiol moiety is enhanced by the catalytic environment. The specificity of the reaction was corroborated by the observation that no cross-linked bands developed in samples containing only C5a until later than the LiGAPDH-C5a cross-linked complexes, nor did they spontaneously appear on samples not treated with BMOE (Figure 5B).

To shed light on the structure of the LiGAPDH-C5a binary complexes, we carried out cross-link guided protein-protein docking with ROSETTA, as distance restraints from chemical cross-linking experiments can guide protein-protein docking calculations and significantly improve the accuracy of the simulations (45). All the calculated docking poses were clustered and filtered according to binding energy, compliance with distance restraints derived from the cross-linker, and the buried surface area. After analyzing the 10 most populated clusters of binary complexes (Supplementary Figure 7), the most likely docking pose was identified (Figure 6A). In this pose, C5a approximates the LiGAPDH deep groove at the interface between chains Q and P, making polar interactions with residues from both chains (shown in aquamarine and violet, respectively, in Figures 6A, B). Residues from C5a implicated in binding include residues near Cys27 (residues 23-36) and also from the N- and the C-terminal helices (Figure 6C, color coded as in Figures 6A, B). As far as the electrostatic potential is concerned, the face of C5a that comes closest to LiGAPDH bears a slightly negative charge, which is complementary to the long and positively charged cavity of the active site and neighboring residues (Figures 6D, E). The C-terminal helix of C5a tilts at an angle that allows it to slide out of the binding site. This orientation is consistent with known facts about the interaction of GAPDH from various organisms with mostly α-helical proteins of small size (53–55).




Figure 6 | LiGAPDH-C5a complex by guided docking. (A) Two views 90° apart of the top-ranking LiGAPDH-C5a docking pose, shown in molecular surface representation (LiGAPDH, in white) and in cartoon (C5a, in orange). LiGAPDH residues engaged in polar interactions with C5a are shown in aquamarine (Q subunit) or violet (P subunit). (B) Zoom into the binding interface with interacting residues shown in sticks and annotated, color coded as in (A). (C) Two orientations 180° apart of C5a shown in molecular surface representation, with residues engaged in interactions with the Q and P subunits of LiGAPDH colored in aquamarine and violet, respectively. (D) Electrostatic potential surface of LiGAPDH mapped onto the same two orientations shown in (A). The inset zooms into the NAD+ binding site, highlighting the positively charged residues in the neighboring area. (E) Electrostatic potential surface of C5a mapped onto the same two orientations shown in (C). It can be noted that the region around Cys27 is slightly negatively charged.



Other high-ranking docking poses exploited the same or very similar docking surfaces as the top-ranking pose, differing mainly in the angle with which C5a approximated LiGAPDH (Supplementary Figure 7). Using the most representative poses, which differ minimally in the binding site, we can describe a consensus binding interface (Figure 7). Concerning LiGAPDH, the surface residues that mediate most contacts with C5a belong to the N- and C-terminal domains and to two chains, Q and P. On subunit Q, the three identified patches comprise residues 75-81 (patch 1Q), 183-185 (patch 2Q), and 192-196 (patch 3Q); and, on subunit P, residues 36-38 (patch 1P), 7 and 96-97 (patch 2P), and 182-186 and 191-196 (patch 3P) (Figure 7A). Reciprocally, the C5a residues that consistently contributed to the docking interface in the top-ranking docking solutions comprised residues surrounding Cys27 and from the two long helices (Figure 7B); the end of the C-terminal helix was pointing out of the docking site in most poses. The generally polar nature of the interface of most docking poses and the relatively wide range of compatible tilts for C5a (within the same small docking area) are compatible with a weak interaction between C5a and LiGAPDH, which could be enhanced in the biological context through electrostatic and avidity effects as previously described for GAPDH from Gram-positive pathogens (18, 19).




Figure 7 | Consensus docking surfaces for LiGAPDH-C5a. (A) Molecular surface representation of LiGAPDH (in white). Surface areas that interact with C5a in most of the top-ranking docking poses (consensus docking surfaces) are highlighted in aquamarine if the residues come from the Q subunit, and violet if they come from the P subunit. Spatially close residues define up to three interaction patches on chains Q and P. The inset shows a zoom into the area containing the consensus docking residues (shown in sticks with the same color coding); LiGAPDH is shown in cartoon (in white). (B) Likewise, for C5a. Two orientations 180° apart are shown for the molecular surface representation. Residues in aquamarine interact with the Q subunit and in violet with the P subunit of LiGAPDH; the few residues that interact with both the Q and P subunits are colored yellow. Patches are numbered 1 through 6. Patches 4 and 6 (in yellow) pivot between binding the Q or the P subunits depending on the specific pose. In addition, C5a is shown in cartoons with the residues predicted to interact with LiGAPDH shown in sticks and with the same color coding.







4 Discussion

Vertebrate innate immunity has evolved to prevent and fight infections by recognizing features of pathogens that are broadly shared such as plasma membrane lipids and cell-wall composition, called pathogen-associated molecular patterns (PAMPs). The complement system is one of the oldest and most efficient branches of our innate immunity. It therefore makes evolutionary sense that many pathogens have evolved sophisticated molecular weaponry to circumvent, inactivate, or mimic components of the complement system. Bacteria (and many eukaryotic parasites) rely on multiple complement-evasive strategies, often deployed simultaneously. One of these complement-targeting strategies consists in the neutralization of the C5a anaphylatoxin, which bacteria have learned to do in two separate but complementary ways: by proteolytic inactivation and by direct binding (sequestration). Proteases that can cleave C5a are deployed by pathogenic bacteria (56) as diverse as Pseudomonas aeruginosa (the alkaline protease ArpA and elastase B LasB) (57) and all sequenced serotypes of Group B streptococci (streptococcal cell-wall C5a peptidase) (58, 59).

Besides the direct proteolytic cleavage of C5a, some pathogens have also evolved the capacity to bind and retain C5a close to the site of infection, thereby precluding the anaphylatoxin (or, at least, slowing it down) from recruiting neighboring phagocytes. One of the virulence factors is the moonlighting protein GAPDH. Intracellularly, GAPDH is the well-known glycolytic enzyme; however, outside the cell, GAPDH can bind C5a (and, in some microorganisms, C3). In S. pneumoniae, GAPDH remains associated with the cell wall, indicating that bound C5a remains attached to the pathogen cells (16). Reciprocally, in clinical isolates of S. pyogenes, added C5a binds the cells in a dose-dependent fashion (19). These two complementary views show that streptococcal cells have the ability to “soak in” C5a, effectively shielding it from macrophages. Other cell-wall components might help to retain C5a besides GAPDH, further enhancing the immune evasive effect.

L. interrogans is a Gram-negative pathogen with an impressive array of immune evasive mechanisms, including many targeted at complement factors (13, 60). Several of the best characterized immune evasion mechanisms of L. interrogans include recruiting endogenous complement regulators such as FH and C4BP (13, 61, 62). However, complement-targeting immune evasion mechanisms directly interfering with C5a had not been demonstrated. In this work, we have shown that C5a binding and sequestration through LiGAPDH can provide an additional immune evasive mechanism to an already impressive weaponry. In support of this view, other metabolic and glycolytic enzymes have been shown to perform similar functions, such as enolase (22), EF-Tu (63), and the chaperonin GroEL (64). The in vivo relevance of these interactions for the pathogen’s survival in the host is still a matter of debate, further complicated by the essential nature of the bacterial genes encoding most moonlighting proteins, which precludes the analysis of gene deletion phenotypes, and the high concentrations found for these proteins in both the bacterial cytosol and exoproteome. Another difficulty for dissecting the relevance of specific moonlighting/virulence factors arises from the multiplicity of redundant and nonredundant immune evasive strategies that appear to contribute to the adaptation of L. interrogans and other bacterial pathogens to their hosts.

To better understand the unconventional roles of LiGAPDH, we have solved the crystal structure of the holoenzyme to 2.37-Å resolution. The crystallographic structure agrees with the solution SAXS data, suggesting that the crystal lattice has trapped the native conformation. The structural information it provides contributes to a significant pool of GAPDH structures available at the PDB. This information can be used for purposes such as drug discovery and repurposing campaigns in cases where GAPDH has a role in completely expressing pathogen’s virulence. This unconventional role appears to be rather prevalent as phylogenetically diverse Gram-negative and Gram-positive bacteria (and at least one eukaryotic parasite too) exhibit it (16, 18–21, 56). In this light, the kinetic characterization that we have performed on LiGAPDH shows that the enzyme is susceptible to inhibition by natural products such as anacardic acid and curcumin. Given the favorable safety profile of these natural products, they represent promising starting points for further drug development.

In the context of leptospirosis, extracellular LiGAPDH may play a virulence role by binding to C5a generated by the activation of complement’s terminal pathway. Indeed, LiGAPDH has been shown to be one of the twenty most abundant proteins in the extracellular proteome of pathogenic L. interrogans strains (11). Although not yet known, LiGAPDH could be exported to the cellular exterior by type I or II secretion systems or via extracellular vesicles, two of the most common secretion mechanisms characterized in L. interrogans.

In this work, we have shown by bio-layer interferometry and cross-linking experiments that LiGAPDH and C5a can form a specific complex at a sufficiently high concentration to overcome an intrinsically slow kinetic association constant. Initially, a weak interaction between nascent C5a (generated in situ on the surface of opsonized bacteria) and LiGAPDH could delay C5a diffusion long enough to be proteolytically degraded by nonspecific proteases from the pathogen or dearginated by serum carboxypeptidases; in fact, deargination of anaphylatoxins C5a and C3a in vivo is a fast and irreversible process that dampens the chemotactic response. In either scenario, neutrophil recruitment to the site of infection would be much reduced. The cross-link guided docking protocol that we have explored in this work produces LiGAPDH-C5a complexes that are compatible with the known facts about the interaction: proximity between C5a Cys27, the only free Cys residue in C5a, and the highly reactive catalytic Cys152 residue; structural and electrostatic complementarity at the docking site; a considerable buried interface (>2000 Å2); a predominantly electrostatic nature; and a variety of compatible poses differing in the overall tilt of C5a inside the interfacial groove between LiGAPDH Q-P subunits.

As our structural knowledge of the molecular machinery of the host’s innate immunity and the pathogens’ immune evasion factors expands and refines, our tools to fight recalcitrant infections will likely become more efficient and sophisticated. In the face of the dwindling efficacy of antibiotics and the looming medical and humanitarian crisis unleashed by global warming, further research is sorely needed to generate new approaches to curb infectious diseases through the combination of structural information from the host’s innate immune system and the pathogens’ virulence factors.
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Immunity-related GTPase B10 (IRGB10) is a crucial member of the interferon (IFN)-inducible GTPases and plays a vital role in host defense mechanisms. Following infection, IRGB10 is induced by IFNs and functions by liberating pathogenic ligands to activate the inflammasome through direct disruption of the pathogen membrane. Despite extensive investigation into the significance of the cell-autonomous immune response, the precise molecular mechanism underlying IRGB10–mediated microbial membrane disruption remains elusive. Herein, we present two structures of different forms of IRGB10, the nucleotide-free and GppNHp-bound forms. Based on these structures, we identified that IRGB10 exists as a monomer in nucleotide-free and GTP binding states. Additionally, we identified that GTP hydrolysis is critical for dimer formation and further oligomerization of IRGB10. Building upon these observations, we propose a mechanistic model to elucidate the working mechanism of IRGB10 during pathogen membrane disruption.
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1 Introduction

Pathogen invasion triggers various immune responses in living organisms, the production of interferon through the immune response representing one such example (1, 2). The produced interferon triggers an intracellular signal to induce immune response-related gene expression, and the resulting proteins then contribute to proper host defense through various ways (3–5). In the event that these defense processes fail, various diseases, including immunodeficiency, can occur (6, 7). Interferon (IFN)-inducible GTPase is one of the main immune response-related proteins induced by interferons. IFN-inducible GTPases are characterized by the ability to protect the host by eliminating pathogens using their GTPase activity (8, 9). The GTPase family is divided into four groups, including Mx GTPase, very large inducible GTPase (VLIG), guanylate-binding protein (GBP), and immunity-related GTPase (IRG), according to the type of inducer interferon and physical-molecular mass of the proteins (8, 10–12). Type 1 interferons (alpha and beta) induce Mx GTPases (72–82 kDa) (13), while type 2 interferon (gamma) induces VLIG (molecular weight: 200–285 kDa) (14), GBP (molecular weight: 65–73 kDa) (15), and IRG (molecular weight: 21–47 kDa) (16) GTPases.

The IRG family, also called p47 GTPases, comprise IFN-inducible GTPases, which are involved in the early immune response. In mice, a total of 23 genes (IRGA 1–8, IRGB 1–10, IRGC, IRGD, IRGM 1–3) have been identified as IRG family, while only a single full-length IRGC and truncated IRGM have been identified as human IRG family (8, 17). Similar to other GTPases, the IRG family possesses a GTPase domain containing a highly conserved P-loop to which GTP binds. The IRG family is divided into two classes, the GKS class and GMS class, according to the P-loop sequence (18). The IRG family GKS class contains a conserved G-x(4)-GKS pattern in the P-loop, while the GMS class contains a G-x(4)-GMS sequence pattern in the P-loop. All IRG families except IRGM (GMS class) are included in the GKS class (17, 18). The IRG family is known to contribute to cell-autonomous immune responses against invasion by various pathogens (19, 20).

Although their detailed working mechanisms are unclear, several studies on IRGB10, an IRG family member, have indicated that the IRG family mediates pathogen membrane disruption in collaboration with the GBP family, which is critical for the host defense mechanism (20). During this pathogen membrane disruption stage, pathogenic products, such as DNA and lipopolysaccharide (LPS), are released from the pathogen and induce the formation of inflammasomes to further promote the host immune response (20). In the case of IRGA6 and IRGB6, IRGA6 directly binds to the pathogen membrane using N-terminal myristoylation, whereas IRGB6 is not involved in the membrane disruption. However, it remains unclear whether other IRG family proteins can also directly interact with pathogens and contribute to pathogen membrane disruption similar to IRGB10 and IRGA6 (20–24). The various IRG families may have their own action mechanism for the immune system.

Among the IRG family, the structures of IRGA6 (25), IRGB6 (24), and IRGB10 (26) have been elucidated, with several studies revealing that they share similar structures, comprising two distinct domains, a helical domain, and a GTPase domain. The IRG family usually forms a unique head-to-head dimer, as well as a further oligomer during pathogen membrane disruption (26, 27). To form head-to-head dimers, IRGA6 uses the P-loop and switch I region of the GTPase domain, whereas IRGB10 uses one of the helices of the GTPase domain (26, 27). Without clear experimental data, we previously suggested a structural model of pathogen membrane disruption by IRGB10 using the elucidated GDP-bound dimeric IRGB10 structure (26). Additionally, we speculated that the structure of IRGB10 is altered by GTP hydrolysis similar to that of other GTPase proteins, such as Atlastin1, which is structurally related to the IRG families. We also speculated that GTP hydrolysis and the presence or absence of nucleotides impact the function of IRGB10. Although these assumptions were made based on the GDP-bound structure of IRGB10 in our previous study, several unanswered questions remain regarding the functional mechanism of IRGB10. First, how does nucleotide binding affect the structure and function of IRGB10? Second, is GTP hydrolysis critical for the oligomerization of IRGB10? Lastly, how can IRGB10 make pores in the pathogen membrane? To answer these questions, in this study, we elucidated two more IRGB10 structures, including nucleotide-free and GppNHp-bound forms. Additionally, we reveal that GTP hydrolysis is critical for dimer formation and further oligomerization of IRGB10. Based on the current structural, biochemical, and biophysical studies, we provide a model of IRGB10-mediated pore formation on pathogen membranes in a step-by-step manner.




2 Methods



2.1 Expression and purification of GDP-bound IRGB10

The purification details of GDP-bound IRGB10 were introduced in a previous study (26). Briefly, the plasmid containing the IRGB10 gene was transformed into Escherichia coli BL21 (DE3) competent cells. Subsequently, the cells were coated onto plates containing Luria-Bertani (LB) agar and incubated overnight at 37°C. A single colony was inoculated into 5–10 mL of LB medium, transferred to 1 L of LB medium, and incubated at 37°C until the optical density (OD) reached ~0.7. Subsequently, 0.5 mM isopropyl β-D-thiogalactopyranoside was added to the medium to induce protein expression, and the cells were incubated overnight at 20°C. After overnight incubation, cells expressing IRGB10 were collected by centrifugation and suspended in 16 mL of lysis buffer (20 mM Tris-HCl pH 8.0, 500 mM NaCl, and 5 mM imidazole). Subsequently, the cells were disrupted by sonication on ice. The cell lysates were centrifuged at 10,000 g for 30 min at 4°C to remove the cell debris, and the supernatant was incubated with nickel-nitrilotriacetic acid (Ni-NTA) affinity resin (Qiagen, Hilden, Germany). After incubation, the supernatant was loaded onto a gravity-flow column (Bio-Rad, Hercules, CA, USA) and the resin was washed with 50 mL of washing buffer (20 mM Tris-HCl pH 8.0, 500 mM NaCl, and 25 mM imidazole) to remove impurities. The target protein was eluted from the resin in the column using elution buffer (20 mM Tris-HCl pH 8.0, 500 mM NaCl, and 250 mM imidazole). The eluted protein was further purified with size-exclusion chromatography (SEC) using SEC buffer (20 mM Tris-HCl pH 8.0, and 150 mM NaCl). The target protein was eluted at around 13 mL, concentrated to 10–12 mg/mL, and stored for structural and biochemical studies.




2.2 Expression and purification of nucleotide-free IRGB10

The same IRGB10 expression clone that was used for the expression and purification of GDP-bound IRGB10 was used for the expression and purification of nucleotide-free IRGB10. The expression in E. coli and affinity chromatography was performed using the same method as that used for the purification of GDP-bound IRGB10. During the washing step, the resin was washed with 30 mL of the first washing buffer (20 mM Tris-HCl pH 8.0, 500 mM NaCl), before transferring the washed Ni-NTA resin to 50 mL of the second washing buffer (20 mM Tris-HCl pH 8.0, 1.5 M NaCl) and incubating for 30 min at room temperature. Subsequently, the incubated Ni-NTA resin was reloaded into a gravity column and washed again with 30 mL of the third washing buffer (20 mM Tris-HCl pH 8.0, 500 mM NaCl, 25 mM imidazole). The target protein was eluted using 3 mL elution buffer applied onto the column, and the eluted proteins were loaded onto the SEC column. A Superdex 200 Increase 10/300 GL column (GE Healthcare, Chicago, USA), which had been pre-equilibrated with the SEC buffer, was used in the SEC experiment. The absence of nucleotides was checked by UV absorbance (A260/A280), as outlined in a previous study (28).




2.3 Multi-angle light scattering

The molar masses of nucleotide-free IRGB10, GppNHp-bound IRGB10, and K81A mutant IRGB10 were determined by multi-angle light scattering (MALS). The purified target protein was injected into a Superdex 200 HR 10/30 gel-filtration column (GE Healthcare) that had been pre-equilibrated in buffer containing 20 mM Tris-HCl pH 8.0 and 150 mM NaCl. The chromatography system was coupled to a MALS detector (mini-DAWN TREOS) and a refractive index detector (Optilab DSP) (Wyatt Technology). The data were collected every 0.5 s at a flow rate of 0.4 mL/min and then analyzed using the ASTRA program.




2.4 Crystallization and data collection

Crystallization of nucleotide-free IRGB10 was performed at 20°C using the hanging drop vapor diffusion method. Initial crystals were screened using a crystallization screening kit from molecular Dimensions, Hampton Research. The crystals were grown on plates by equilibrating a mixed drop of 1 μL protein solution (8–9 mg/mL protein in SEC buffer) and 1 μL reservoir solution containing 0.1 M Tris-HCl pH 7.0, 2.0 M (NH4)2SO4, and 0.2 M Li2SO4 against 0.3 mL reservoir solution. The crystallization conditions were further optimized by experimenting with various concentrations and pH values of (NH4)2SO4. The optimized crystals appeared in the presence of 0.1 M Tris-HCl pH 7.2, 1.8 M (NH4)2SO4, and 0.2 M Li2SO4.

Crystallization of the GppNHp-bound IRGB10 was performed at 20°C using the hanging drop vapor diffusion method. Just before crystallization, 10 mM GppNHp and 2 mM MgCl2 were added to 11 mg/mL nucleotide-free IRGB10 protein sample and incubated for 20 min. After incubation, the mixture was screened using a crystallization screening kit. Initial crystals were grown on a reservoir solution containing 0.1 M Tris-HCl pH 8.5, 20% (w/v) polyethylene glycol (PEG), 2,000 monomethyl ether (MME), and 0.2 M trimethylamine n-oxide. The diffraction data sets were collected at the BL-5C beamline of Pohang Accelerator Laboratory (PAL) (Pohang, Republic of Korea). Data processing and scaling were conducted using the HKL2000 package.




2.5 Structure determination and analysis

The structures of nucleotide-free and GppNHp-bound IRGB10 were determined by the molecular-replacement (MR) phasing method using the Phaser program in the PHENIX program (29). The previously solved IRGB10 GDP-bound structure (PDB ID: 7C3K) was used as the search model. Model building and refinement were conducted by COOT (30) and Refmac5 (31), respectively. Water molecules were added using the ARP/wARP function in Refmac5. The geometry was inspected using PROCHECK and was found to be acceptable. The quality of the model was confirmed using MolProbity (32). All structure figures were created using PyMOL (33).




2.6 Oligomerization measurement

Oligomerization of IRGB10 was assessed using turbidity measurement (34, 35). Assembly of the IRGB10 oligomer was determined by measuring the absorbance at 350 nm UV using a Nanophotometer NP80 (IMPLEN, Munich, Germany) at 37°C. Purified proteins were concentrated to 100 μM ~ 500 μM and placed in quartz cuvettes. The protein only was placed in cuvettes before starting the measurement. After 500 s, 10 μL of the GTP and MgCl2 mixture was added. After finishing the measurement, the protein samples were centrifuged at 10,000 g for 10 min at 4°C to remove aggregates. The remaining solution was loaded onto a SEC column, which had been pre-equilibrated with buffer containing 20 mM Tris-HCl pH 8.0, 150 mM to determine the dimer form of IRGB10.




2.7 Native-PAGE

Self-oligomerization of IRGB10 due to GTPase activity was monitored by native-PAGE using a Phast system (GE Healthcare). Pre-made 8%–25% acrylamide gradient gels (GE Healthcare) were used for this experiment. The shifted bands on the gel were stained with Coomassie Brilliant Blue. Purified nucleotide-free IRGB10 was mixed and incubated with different concentrations of GTP and MgCl2 mixtures at 37°C for 30 min, before loading the mixture onto native gels.




2.8 Circular dichroism measurements

A tentative structural change of IRGB10 caused by GTPase activity was detected using CD measurements. A J-1500 spectropolarimeter at the Korea Basic Science Institute (Osong, South Korea) was used for the CD experiment. The spectra were obtained from 200 to 260 nm at 25°C in a 1-mm pathlength quartz cuvette using a bandwidth of 1.0 nm, a 100 nm/min speed, and a 5-s response time. Three scans were accumulated and averaged. The concentration of nucleotide-free IRGB10 and K81A mutant IRGB10 in the SEC buffer was 0.3–0.4 mg/mL. Next, 2 mM GTP and 0.2 mM MgCl2 mixture was added to the protein to generate a nucleotide-free IRGB10 + GTP sample. The mixture was incubated at 25°C for 30 min just before injecting the sample into the spectropolarimeter.




2.9 Accession codes

The atomic coordinates and structure factors of nucleotide-free and GppNHp-bound IRGB10 were deposited in the Protein Data bank under accession numbers 8JQY and 8JQZ, respectively.





3 Results



3.1 Nucleotide-free IRGB10 is a monomer in solution

Many GTPases, including the GTPase domain-containing dynamin family, function appropriately by altering their structure and stoichiometry dependent on their GTP/GDP binding state and GTPase activity (36, 37). To reveal the accurate working mechanism of IRGB10 in the process of pathogen membrane disruption, whose function might be dependent on the state of nucleotide binding and hydrolysis capacity, we attempted to solve the structures of the nucleotide-free IRGB10 and IRGB10/GTP complexes. As we observed that endogenous GDP in E. coli was automatically incorporated into IRGB10 during the purification step, we used an additional high-salt washing step during an affinity chromatography step, which has been used previously to remove nucleotides from binding proteins, to obtain nucleotide-free IRGB10 (38). The absence of nucleotides was checked by UV absorbance (A260/A280), as has been outlined previously (28). This experiment showed that the absorbance value of nucleotide-free IRGB10 was 0.67~0.64, while that for GDP-bound IRGB10 was 1.02~1.36, indicating that GDP was washed out during the purification step (Supplementary Figure 1). Next, purified nucleotide-free IRGB10 was applied to SEC, with a GDP-bound IRGB10 sample used for size control. Comparison of the SEC profiles indicated that the main elution peak of nucleotide-free IRGB10 was moved to the monomer size position, although the overall generated peaks on the SEC profiles were similar (Figure 1A). The molecular size of nucleotide-free IRGB10 was accurately determined by MALS, which was then used to calculate the absolute molecular mass of the protein particle. The results of MALS showed that the molecular weight of the tentative monomeric peak from nucleotide-free IRGB10 was 53.65 kDa (± 0.7%), whereas the molecular mass of the dimeric GDP-bound IRGB10 was 102.72 (± 1.8%) (Figure 1B). These results indicated that the dimeric GDP-bound IRGB10 became monomeric when IRGB10 lost its GDP. Purified nucleotide-free IRGB10 was successfully crystallized, which allowed the structure of the monomeric nucleotide-free IRGB10 to be solved. The crystallographic data and refinement statistics are summarized in Table 1. Unlike dimeric GDP-bound IRGB10, a single molecule of IRGB10 was detected in the crystallographic asymmetric unit (ASU). The overall structure of monomeric nucleotide-free IRGB10 was almost identical to that of GDP-bound IRGB10, which was composed of a helical domain formed by N-terminal, C-terminal, and GTPase domains, which is a typical domain composition of the IRG family (Figures 1C, D). The GTPase domain consisted of six β-sheets (S1–S6) and six α-helices (H4–H9), while the helical domain consisted of eleven α-helices, including H1~H3 from the N-terminus region and H10~H17 from the C-terminus region. The model of nucleotide-free IRGB10 was constructed from residue 16 to residue 406. The LEH residues at the C-terminus, which were from the plasmid construct, were included in the final model. The electron density of the N-terminus residues and several loops, including switches I and II in the GTPase domain, were not visible in the model (Figure 1C). These parts of the structure could not be constructed due to poor electron density. The unconstructed N-terminus and several loops in the GTPase domains around these structures were also observed in structural studies of IRGA6 and dimeric GDP-bound IRGB10; this indicates that the N-terminus loop, containing around 13–15 residues, and several loops, including switches I and II at the GTPase domain, are extremely flexible and unstructured regions (25). As we removed GDP from IRGB10 during the purification step and found that nucleotide-free IRGB10 became a monomer in solution, using the current structure, we first sought to investigate whether GDP or GTP is in the GTPase domain. The electron density search revealed no traceable electron density for GDP in the typical nucleotide-binding site of the GTPase domain (Figure 1E).




Figure 1 | Structure of nucleotide-free IRGB10. (A) Profiles of the size-exclusion chromatography (SEC) of GDP-bound IRGB10 (black line) and nucleotide-free IRGB10 (red-line). The shifted peak is indicated by the black arrow. (B) Multi-angle light scattering (MALS) profiles derived from the SEC peak from the nucleotide-free IRGB10 (left panel) and GDP-bound IRGB10 (right panel). Red line indicates the experimental molecular mass. (C) Overall structure of nucleotide-free IRGB10. The rainbow-colored cartoon representation of monomeric nucleotide-free IRGB10 is shown. The chain from the N- to C-terminus is colored blue to red. Helices and sheets are labeled with H and S, respectively. The missing N-terminal loop in indicated by the blue dotted line. (D) The domain boundary and overall structure of IRGB10. The relative positions of the helical domain and the GTPase domains are shown in the bar diagram at the top. (E) Close-up view of the nucleotide binding pocket in the GTPase domain of IRGB10. The 2Fo-Fc electron density map contoured at the 1σ level is indicated by the blue mesh. (F) Structural comparison of nucleotide-free IRGB10 (mixed green and yellow) with GDP-bound IRGB10 (magenta) by structural superposition. (G) Close-up view of the helical domains from panel (F) The structurally misaligned region is indicated by the black arrow. (H) Close-up view of the GTPase domain from panel (F) Missing, unconstructed loops in the model are indicated by dotted lines.




Table 1 | Data collection and refinement statistics.



Next, we compared the structure of the nucleotide-free IRGB10 to that of the GDP-bound IRGB10 (PDB ID: 7C3K) to analyze any structural changes that might occur by the loss of nucleotides in IRGB10. Pair-wise structural alignments between nucleotide-free and GDP-bound IRGB10 showed that the overall structures were similar to each other, with a RMSD between the two structures of 1.3 Å (Figure 1F). However, close-up analysis showed that the H2 and H3 helical domains formed by the N-terminal part of IRGB10 were dislocated from the positions of the H2 and H3 regions of GDP-bound IRGB10 (Figure 1G). In contrast, the last part of the helical domain that was constructed by the C-terminal part of IRGB10 was identical to that in GDP-bound IRGB10, indicating that binding nucleotide or GTP hydrolysis causes a slight structural alteration of IRGB10. Although the structures of the GTPase domain of each structure were almost identical, the positions of several loops were not. The structures of switches I and II, both of which are critical for GTPase activity, were unconstructed in nucleotide-free IRGB10, while only switch I was unconstructed in GDP-bound IRGB10 (Figure 1H). Interestingly, the P-loop, which is critical for nucleotide binding and GTP hydrolysis, was well constructed in both structures, indicating that the formation and location of the proper positioning of the P-loop is independent of nucleotide binding, contrary to what we have argued in a previous structural study of GDP-bound IRGB10 (26).




3.2 GTP hydrolysis causes dimerization and further oligomerization of IRGB10

Indeed, as we observed that nucleotide binding affects the stoichiometry change of IRGB10, we also investigated the effect of GTPase activity and GTP binding on any oligomeric and structural changes of IRGB10. To accomplish this, we first performed a turbidity assay that has been used previously to analyze the oligomerization of IRGA6 (34). The oligomerization of IRGB10 was detected by checking the absorbance of 350 nm UV light. After adding the GTP/MgCl2 mixture to GDP-bound IRGB10, UV absorbance was not detected for 1200 s (Figure 2A). However, when the GTP/MgCl2 mixture was added to nucleotide-free IRGB10, a considerable increase in UV absorbance was detected 600 s after GTP addition (Figure 2B). This UV absorbance was not detected when a non-hydrolysable GTP analog (GppNHp) was supplied to nucleotide-free IRGB10 (Supplementary Figure 2). The results of these turbidity assays indicated that GTP hydrolysis caused the oligomerization of IRGB10. Moreover, visible IRGB10 oligomeric particles were detected in the tube containing nucleotide-free IRGB10 following GTP addition. After removing those oligomeric particles by centrifugation, the solution was loaded onto SEC to determine the remnants in the solution. As GTPase hydrolyzes GTP to GDP, we speculated that the dimeric form of GDP-bound IRGB10 would be observed if the hydrolyzed product of GDP was incorporated into IRGB10 after hydrolysis. As expected, the SEC profile showed that the last portion of IRGB10 after GTP hydrolysis was a dimeric size and was eluted around the 13–14 position where dimeric GDP-bound IRGB10 was eluted (Figure 2C). When the non-hydrolysable GTP analog GppNHp was added to nucleotide-free IRGB10, no oligomeric particles were observed in the tube and the SEC profile showed a monomeric size (Figure 2C), indicating that GTP hydrolysis is critical for the dimerization and further oligomerization of IRGB10. The effect of GDP addition on the nt-free IRGB10 was also assessed by performing the same turbidity (Supplementary Figure 3). As shown at the S3 Figure, GDP addition did not produce oligomeric peak although a little absorbance was detected at 200 sec point after addition of GDP/MgCl2. This indicated that GTP hydrolysis is critical step for IRGB10 oligomerization. The GTP hydrolysis-mediated oligomerization of IRGB10 was confirmed by native PAGE, which is another oligomerization detection assay. As shown in Figure 2D, the newly formed oligomeric band was detected by the addition of GTP, indicating that GTP addition caused IRGB10 oligomerization, which was observed in the turbidity assay. Finally, we attempted to confirm whether GTP hydrolysis of IRGB10 is essential for dimer formation and further oligomer formation by constructing mutants that cannot hydrolyze GTP. To perform this experiment, K81, a catalytically important residue identified from previous study (19), was mutated to alanine to produce the K81A mutant, which is the GTP-locked form of IRGB10. Using this GTP-locked form of IRGB10, we performed a turbidity assay and SEC-MALS. Unlike wildtype IRGB10, K81A did not produce visible oligomeric particles following the addition of GTP. Additionally, K81A did not produce a dimeric peak on the SEC profile when GTP was added to K81A (Figure 2E). All three SEC samples, including nucleotide-free K81A, K81A with GTP, and K81A with GppNHp, were eluted at the monomer position at SEC-MALS (Figures 2E, F). In addition, K81A did not produced dimeric peak in the presence of GDP (Supplementary Figure 4). These additional experiments confirmed that GTP hydrolysis is essential for dimer formation and further oligomerization of IRGB10, which may be critical for pathogen membrane disruption. Finally, we elucidated the role of the dimer PPI of IRGB10 on the oligomerization of IRGB10. To evaluate this, we used dimer PPI disrupting mutant D185R, which has been identified by our previous study as PPI interfering mutant. The turbidity assay showed that nt-free D185R mutant failed to produce oligomeric peak after addition of GTP/MgCl2 (Supplementary Figure 5). Based on this experiment, we concluded that dimerization is a seed of further oligomerization of IRGB10.




Figure 2 | Dimerization and further oligomerization of IRGB10 by GTP hydrolysis. (A, B) Assembly of the IRGB10 oligomer as measured by turbidity changes. Turbidity changes of solutions containing nucleotide-free IRGB10 were measured upon addition of water for control (A) and GTP/MgCl2 (B). (C) SEC profiles of nucleotide-free (Nt-free) IRGB10 (black line), GTP-added IRGB10 (red line), GDP-added IRGB10 (yellow line), and GppNHp-added IRGB10 (blue line). (D) Native-PAGE of IRGB10 incubated with various concentrations of GTP in the presence or absence of MgCl2. The concentrations of GTP incubated with IRGB10 are indicated. (E) SEC profiles of K81A mutant IRGB10. (F) MALS profile derived from the SEC peak from the K81A mutant IRGB10. Red line indicates the experimental molecular mass.






3.3 GppNHp-bound IRGB10 is a monomer in solution

The mimetic structure of the GTP-bound form of IRGB10 was also solved using GppNHp, which is a non-hydrolyzable GTP analog. The crystallographic data and refinement statistics are summarized in Table 1. The overall structure and numbers of α-helices and β-sheets were similar to previously revealed nucleotide-free and GDP-bound IRGB10 structures. We detected a clear electron density map at the nucleotide-binding site in the GTPase domain responsible for GppNHp (Figure 3A). The P-loop was stably fixed in GppNHp-bound IRGB10, while switches I and II remained unstructured (Figure 3A). Additionally, the crystallographic asymmetric unit comprised two identical IRGB10 molecules, molecule A and B (Figure 3B). As the stoichiometric and structural changes of the IRG family of GTPases are critical for understanding the working mechanism of the IRG family, we next analyzed the stoichiometry of GppNHp-bound IRGB10 in the solution using MALS. The experimentally calculated molecular weight of GppNHp-bound IRGB10 was 48.93 kDa (± 3.941%), indicating that GppNHp-bound IRGB10 is a monomer in the solution (Figure 3C), indicating that GTP bound-IRGB10 without GTP hydrolysis is still a monomer in solution.




Figure 3 | Structure of GppNHp-bound IRGB10. (A) Overall structure of GppNHp-bound IRGB10. Close-up view of the nucleotide binding pocket in the GTPase domain of IRGB10 shown in the right panel. The missing unconstructed switch I and II loops are indicated by red dotted lines. The 2Fo-Fc electron density map contoured at the 1σ level around GppNHp is indicated by blue mesh. (B) A cartoon representation of two GppNHp-bound IRGB10s presented in an asymmetric unit. (C) Multi-angle light scattering (MALS) profiles derived from the SEC peak from GppNHp-bound IRGB10. Red line indicates the experimental molecular mass. (D) Structural comparison of GppNHp-bound IRGB10 (metal blue) with nucleotide-free IRGB10 (mixed green and yellow) by structural superposition. (E) Structural comparison of GppNHp-bound IRGB10 (metal blue) with GDP-bound IRGB10 (magenta) by structural superposition. Two structurally misaligned regions are indicated by black circles. (F) Close-up view of the helical domains from panel (D). The structurally misaligned region is indicated by a black arrow. (G) Close-up view of the helical domains from panel (E). The structurally misaligned region is indicated by a black arrow. (H) Structural comparison of the GTPase domains of GppNHp-bound IRGB10 (metal blue) with GDP-bound IRGB10 (magenta) and nucleotide-free IRGB10 (mixed green and yellow) by structural superposition. (I) Close-up view of the nucleotide pocket from panel H showing GppNHp-bound IRGB10 and nucleotide-free IRGB10. (J) Close-up view of the nucleotide pocket from panel H showing GppNHp-bound IRGB10 and GDP-bound IRGB10. The structurally misaligned region and H4 and H4 connecting loop are indicated. (k) Circular dichroic spectra of nucleotide-free (Nt-free) IRGB10 (black line), Nt-free IRGB10 provided GTP (red-line), and Nt-free K81A mutant IRGB10 provided GTP (blue line).



To comprehend any structural change caused by nucleotide binding and GTPase activity, we next compared the GppNHp structure with nucleotide-free (Figure 3D) and GDP-bound (Figure 3E) IRGB10 structures by structural superposition analysis. The results of this structural comparison indicated that the overall GppNHp structure is almost identical to that of the nucleotide-free and GDP-bound forms of IRGB10, with RMSDs of 0.8 Å and 1.2 Å, respectively. However, upon closer examination of the helical domain, the locations of several helices were not identical. Indeed, H2 and H3 of the GppNHp-bound form were tilted by approximately 5° compared to those of the nucleotide-free form of IRGB10 (Figure 3F). Moreover, compared to the helical domain of the GDP-bound form, H13 and H14 of the GppNHp-bound form were tilted by approximately 8° compared to those of the GDP-bound form of IRGB10 (Figure 3G). The largest structural alteration was detected in the nucleotide binding site (Figure 3H). Although no structural changes were detected when the GppNHp-bound structure was compared to the nucleotide-free form (Figure 3I), distinct movements of the H4 and H4 connecting loops were detected when the GppNHp-bound structure was superposed with the GDP-bound form (Figure 3J). Moreover, by conducting a structural comparison of the GTPase domain of the GppNHp-bound IRGB10 with the GDP-bound form, we found that the loops of the GppNHp-bound form were very flexible and unfixed, and the position of H4 connected to the switch I loop in the GDP-bound form was different from that of the GppNHp-bound form (Figures 3H, J). All P-loops structures, which are important for nucleotide binding, of the three structures were identical. Finally, we evaluated the far UV circular dichroic (CD) spectra to determine the tentative structural changes of IRGB10 during GTP hydrolysis. The results of this experiment showed that the spectrum patterns were different when nucleotide-free IRGB10 was treated with GTP (Figure 3K). The nucleotide-free IRGB10 alone sample produced a typical CD spectrum pattern of α-helical proteins, exhibiting two pronounced minima at 208 nm and 222nm and a maxima at 200 nm. This pattern was not observed when GTP was provided. Moreover, these changes in the CD pattern were not observed when the GTPase activity defect K81A mutant was treated with GTP. In addition, GDP or GppNHp addition also produced a typical CD spectrum pattern produced by wildtype IRGB10 (Supplementary Figure 6). These CD experiments indicate that GTP hydrolysis might lead to structural changes in IRGB10.





4 Discussion

Given the importance of the field of study and understanding the mechanism underlying membrane disruption, several structures of the IRG family, including IRGA6, IRGB6, and IRGB10, have been revealed so far. Despite this, the functionally important filament-like structures of the IRG family, which are formed for membrane disruption, remain to be elucidated. To better understand the working mechanism of the IRG family, we initially solved the structure of the dimeric GDP-bound form of IRGB10 (26). Although GDP was not included in the protein sample preparation steps, endogenous bacterial GDP was incorporated in the GTPase domain of IRGB10. As the IRG family has a higher affinity for GDP than GTP, the natural production of GDP-bound IRGB10 was not extraordinary (25, 39). We established a method for purification of the nucleotide-free form of IRGB10 and revealed the structures of the nucleotide-free and GppNHp-bound forms of IRGB10 to establish the structural basis of membrane pore formation. Our results showed that IRGB10 existed as a monomer in the nucleotide-free state and became a dimeric form through GTP hydrolysis. During GTPase activation, the GTPase domain was flexible, and several helices underwent structural changes.

Following GTP addition, visible IRGB10 oligomeric particles were detected in the tube containing nucleotide-free IRGB10, which may be aggregates that can be formed due to the absence of membrane. After GTP hydrolysis, IRGB10 is supposed to work on the membrane; however, due to the absence of a membrane or binding partner such as GBP5, oligomeric IRGB10 became aggregated in solution. After removing all of the higher oligomeric particles (or aggregates), the remaining IRGB10 was detected as a dimer in solution, suggesting that the dimeric form is the main functional building block used by the IRG family for membrane disruption of pathogens.

Structural comparison of the three structures of IRGB10, including nucleotide-free, GDP-bound, and GppNHp-bound, indicated that the structure of the monomeric nucleotide-free form was almost identical to that of the monomeric GppNHp-bound IRGB10. However, the structure of IRGB10 changed if it experienced GTP hydrolysis. Although we observed a limited structural change at both the helical domain and GTPase domain of IRGB10, we expected huge structural changes in the helical domain of IRGB10, which were not observed in our study. In a previous study, although the bacterial dynamin-like protein (BDLP), a member of the IRG-like GTPase dynamin family in bacteria, had a closed conformation in the crystal structures of the nucleotide-free and GDP-bound states (36), this dynamin-like GTPase underwent huge structural changes at the helical domain when GTP was hydrolyzed. This structural change induced by forming the extended helical domain conferred BDLP with the capability to wrap the membrane by further oligomerization in the presence of lipid membrane, as evidence by cryo-EM structure analysis (40). Assuming that IRGB10 works in a manner similar to that of BDLP, GTP hydrolysis-mediated power generation, structural changes to the extended helical domain using generated power, and further oligomerization–mediated membrane disruption may occur, which may be achieved only in the presence of a phospholipid membrane. The possibility of huge stryctyral change of IRGB10 during GTP hydrolysis was indicated by our CD experiments. Although dramatic change of CD profile was detected when IRGB10 was incubated with GTP, this change might be not due to the structural changes but due to the oligomerization of IRGB10 induced by GTP addition. This should be investigated further in near future. Taken together, based on the results of our structural, biochemical, and biophysical studies, we propose a model of IRGB10-mediated pathogen membrane pore formation (Figure 4). Initially, IRGB10 without nucleotide forms an inactive monomeric conformation. Once GTP is loaded into the GTPase domain of IRGB10, a minimal structural change, especially at the helical domain, occurs to prepare IRGB10 for action. During the GTP-hydrolysis step, IRGB10 may undergo huge structural changes, which may be critical for the membrane association of IRGB10, dimerization, and further oligomerization for pore formation (Figure 4). As we cannot capture the moment at which structural changes of IRGB10 are induced, the types of structural changes that occur during GTP hydrolysis remains an open question.




Figure 4 | Putative model of a nucleotide and its hydrolysis-mediated membrane pore formation by IRGB10. The blue lines indicate the N-terminus loops where myristoylation occurs.
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The complement system plays crucial roles in a wide breadth of immune and inflammatory processes and is frequently cited as an etiological or aggravating factor in many human diseases, from asthma to cancer. Complement receptors encompass at least eight proteins from four structural classes, orchestrating complement-mediated humoral and cellular effector responses and coordinating the complex cross-talk between innate and adaptive immunity. The progressive increase in understanding of the structural features of the main complement factors, activated proteolytic fragments, and their assemblies have spurred a renewed interest in deciphering their receptor complexes. In this review, we describe what is currently known about the structural biology of the complement receptors and their complexes with natural agonists and pharmacological antagonists. We highlight the fundamental concepts and the gray areas where issues and problems have been identified, including current research gaps. We seek to offer guidance into the structural biology of the complement system as structural information underlies fundamental and therapeutic research endeavors. Finally, we also indicate what we believe are potential developments in the field.
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1 Introduction to the complement receptors

The currently accepted list of complement receptors includes four broad structural classes of transmembrane proteins: complement control protein (CCP)/short consensus repeat (SCR) domain modular single-pass transmembrane receptors (CR1, CR2), β2 integrins (CR3, CR4), complement receptor of the immunoglobulin family (CRIg), and G-protein coupled receptors (GPCR) (C5aR1, C5aR2, C3aR) (Table 1). Various aspects of their sequence, function, structure, localization, regulation, activation, and implications for infection, pathogenesis, and therapy have been reviewed elsewhere (1–19). Complement receptors recognize either the C3 proteolytically activated fragments C3b, iC3b, and C3dg deposited on opsonized surfaces (CR1 to CR4 and CRIg) or the soluble anaphylatoxins released during alternative pathway activation (C3aR) or terminal pathway activation (C5aR1/C5aR2). The pattern of cellular expression and compartmentalization of the complement receptors underlies their various functions: leukocyte recruitment and migration, phagocytosis, and inflammation. A fascinating function of complement receptors is connecting the effector responses of the innate and adaptive branches of the immune system.


Table 1 | Complement receptors and membrane-associated regulators.



The membrane-bound negative complement regulators membrane cofactor protein (MCP/CD46) and decay accelerating factor (DAF/CD55) are structurally related to CR1 and CR2 as they contain tandem repetitions of the CCP/SCR domain (20). However, they are not commonly considered complement receptors as their main function is to accelerate convertase decay or act as cofactor of complement factor I (FI) to prevent unregulated complement deposition on self-cell surfaces, and will not be discussed further (but see (21, 22) regarding MCP as a complement receptor in T-cell lymphocytes). Likewise, we will not cover three proteins that have been proposed as C1q receptors: C1qRp/CD93, cC1qR/calreticulin (CR), and gC1qbp. CD93, also known as C1q receptor protein (C1qRp), promotes cell adhesion, migration, and angiogenesis; however, its main ligand appears to be multimerin-2, not C1q (23, 24). cC1qR is a 62-kDa form of ecto-calreticulin that can bind the collagen domain in C1q with the assistance of other membrane proteins including β1 integrins, CD91, and the KDEL docking receptor (25). Finally, gC1qR is a 33-kDa binding protein for the globular head of C1q (gC1qbp) found in both the intracellular and cell surface compartments, where it can bind various proteins including vitronectin, thrombin, and fibrinogen; the location of gC1qR is mainly in the mitochondria, where its leader peptide is processed (24).

The renewed interest in the pharmacological modulation of the complement system (26–31) has contributed to a recent surge of structural information on the structure and function of complement receptors, especially CR3 (32–34) and the anaphylatoxin receptors C5aR1 and C3aR (35, 36). This review aims to inform and guide structurally aware basic and clinical research by providing an up-to-date synthesis of our current understanding of the structural biology of complement receptors.

An exciting topic that we will not cover in this review is the intracellular complement system, the complosome, despite the breadth of attributed effector functions and the important associations uncovered with prevalent diseases (reviewed in (37)). We have decided to leave the complosome outside the scope of this review as the available structural information is not specific to the intracellular location of complosome components (e.g., C3aR/C5aR1).




2 Highly modular complement receptors based on the CCP/SCR domain



2.1 The building block: CCP/SCR domain

The complement receptors CR1 and CR2 and the negative complement regulators FH, FH-related (FHR) proteins, C4b binding protein (C4BP), MCP, and DAF are all mosaic proteins comprised of several independently-folded modules known as the short consensus repeat (SCR), complement control protein (CCP), or Sushi domain (20, 38). Other complement factors that bind C3b or C4b, like FB or FI, also contain CCP domains and other structural and catalytic domains. Conversely, CCP domains are also found in complement factors lacking the ability to bind C3b or C3b, like the complement proteases C1r and C1s (39).

The dimensions of the CCP domain are approximately 1 nm in width and 3.6 nm in length (Figure 1A). Each CCP (61 amino acids) contains a hydrophobic core composed of up to eight-stranded antiparallel β-sheet stabilized by two conserved disulfide bridges (Cys1-Cys3 and Cys2-Cys4) and a buried conserved Trp residue (40) (Figure 1A). Individual CCP domains in mosaic sequences start with the first conserved Cys (Cys1) and end with the last conserved Cys (Cys4); the two-to-eight residues between Cys4 in the preceding CCP domain and Cys1 in the following CCP domain are denoted as inter-CCP linking regions. A structurally important feature of the inter-CCP linkers is that they allow a wide range of inter-domain orientations, thus adding to the structural variability of the mosaic proteins that contain them (41). CCP domains have been structurally classified into nine distinct groups (from A to I) according to sequence and structural features (42). This classification is intended to help the systematic structural analysis and the accurate homology modeling of CCP domain-containing proteins.




Figure 1 | Complement receptors CR1 and CR2 are mosaic proteins built from CCP/SCR modules. (A) Structure of a prototypical CCP/SCR domain, the CR1 CCP16, taken from the structure of CR1 CCPs 15-17:C3b (PDB ID 5FO9). The domain is shown in cartoons in two orientations. The two most conserved features of CCP domains, the disulfide bonds between four conserved cysteine residues (C1-C3 and C2-C4) and a conserved tryptophan (W) residue, are shown in sticks and CPK atom colors. (B) Structure of the CR1 ectodomain (left) comprising CCPs 1-30 modeled from SAXS data (PDB ID 2Q7Z), with C3b/C4b interacting CCP domains colored in lime (C4b) and dark green (C3b/C4b). Structure of the CR1 CCPs 15-17:C3b (right) (PDB ID 5FOB) in molecular surface representation. C3b is colored according to chain (the α’ chain in red, the β chain in blue), and CR1 CCPs 15-17 is colored in dark green. (C) Structure of the CR2 ectodomain (left) comprising CCPs 1-15 modeled from SAXS data (PDB ID 2GSX), with C3b interacting CCP domains colored in cyan. Structure of the CR2 CCPs 1-2:C3d (right) (PDB ID 3OED) in molecular surface representation. C3d is colored in red, and CR2 CCPs 1-2 is colored in cyan.






2.2 Complement receptor 1

Complement receptor 1 (CR1, CD35, C3b/C4b receptor) is a type I transmembrane glycoprotein from the Regulators of Complement Activity (RCA) family. CR1 acts as a receptor for C3b/C4b, C1q (43), the mannan-binding lectin (MBL) (44), and as an immune adherence receptor (45). The biological functions of CR1 rely on its ability to bind to C3b and C4b reversibly, components of the C3 convertase of the alternative pathway (C3bBb) or the classical pathway (C4b2a), inactivating the C3 and C5 convertases, and promoting the dissociation of the catalytic subunits C3a or Bb (decay-accelerating activity) (46). CR1 also serves as a necessary cofactor for FI-mediated proteolytic cleavage of C3b and C4b to the breakdown products iC3b/C3dg and iC4b/C4dg, respectively (cofactor activity) (46). The cellular location of CR1 influences its biological functions. CR1 is mainly found on the surface of erythrocytes, where it is responsible for the Knops blood group (York and McCoy antigens), and on antigen-presenting (APC) cells (47). While in erythrocytes CR1 contributes to the clearance of complement-fixed immune complexes, in leukocytes its main role seems to be channeling the immune response to foreign antigens to other immune cell types bearing CR2, CR3, and CR4 receptors. In addition, CR1 acts as a B-cell receptor (BCR) inhibitor to prevent B cell activation (48). A soluble version of CR1 (sCR1) has also been identified with anti-inflammatory properties (43).



2.2.1 Structure of the largest complement receptor, CR1

CR1 is the largest member of the RCA family. In the most common allelic form, the extra-cellular component of CR1 (sCR1) contains 30 CCP domains and 14 occupied N-linked glycosylation sites; other allelic forms have 23, 37, or 44 CCP domains. The 30 CCP domains of CR1 are organized as four long homologous repeat regions spanning seven CCP domains (LHR-A to LHR-D) plus two C-terminal CCP domains. Three functionally relevant sites have been identified in CR1: Site 1 in CCPs 1-3 in LHR-A binds C4b and is the site harboring the decay-accelerating activity toward the classical and alternative pathway C3 convertases; site 2 in CCPs 8-10 in LHR-B and site 3 in CCPs 15-17 in LHR-C bind C3b and C4b and are the main sites for the FI cofactor activity.

Given the membrane location, size, glycosylation, and highly modular and flexible structure, obtaining high-resolution structural information about CR1 has been challenging. The first structural information about sCR1 was obtained by negative staining electron microscopy (NS-EM). Those early electron micrographs exposed the elongated structure of sCR1 in various CCP structural arrangements (49). However, the most comprehensive structural description of sCR1 has thus far been obtained by solution small-angle X-ray scattering (SAXS) coupled with biophysical techniques like analytical ultracentrifugation (AUC) and constrained computational modeling.

Even though at a moderate resolution, this approach has revealed critical structural features of CCP repeat proteins like FH (50), CR2 (51), and CR1 (52). Strikingly, sCR1, as FH and sCR2, does not adopt a fully extended structure, which would stick out of the cellular surfaces harboring it by a maximum theoretical length of 108 nm (compared with 17 nm for C3b/C4b). In contrast, SAXS data analysis revealed that sCR1 structure folds back onto itself to yield a more densely packed molecule with a maximum dimension Dmax = 55 nm and a radius of gyration RG = 13.4 nm (52) (PDB ID 2Q7Z) (Figure 1B). In comparison, FH has a Dmax = 40 nm instead of the maximum theoretical length of 73 nm, and sCR2 has a Dmax = 38 nm instead of the theoretically maximum length of 54 nm. Analysis of the SAXS cross-sectional radii of gyration for sCR1 (RXS-1 = 4.7 nm and RXS-2 = 1.2 nm) in combination with the RG and the frictional ratio RG/R0 = 3.76 provided further confirmation of the folded-back structure of sCR1, which resembles that of FH more closely than that of sCR2. For CCP-containing proteins, RXS-1 reports on the averaged medium-range folding back and RXS-2 on the averaged short-range inter-CCP orientation between adjacent CCP domains (50). Equilibrium sedimentation experiments with sCR1 resulted in a sedimentation coefficient s°20,w = 5.84, and a frictional coefficient anisotropy ratio f/f0 = 2.3 (compared to 1.25 for globular proteins), which agree with the extended but folded-back structural model derived from SAXS measurements.

SAXS-constrained modeling of the three-dimensional structure of sCR1 has shown that sCR1 can be best described as a family of partly folded-back CCP structural arrangements with a moderate degree of flexibility around the CCP inter-linking regions. SAXS and other biophysical techniques have comprehensively sampled the translational and rotational average structural ensemble. SAXS-constrained modeling has suggested that the four-residue linker between CCP22 and CCP23 might be responsible for the main bend in sCR1. Still, this inference awaits experimental corroboration as SAXS alone cannot prove where the kink occurs. A kink at CCP22-CCP23 would introduce an angle between the LHR-C and LHR-D regions, apparently without implications for ligand recognition, as the C3b/C4b binding sites are in the LHR-A, LHR-B, and LHR-C regions. This observation contrasts with the oft-cited statement that the folded-back structure of CR1 facilitates binding to multiple ligands on the surface of pathogens or immune complexes.

Higher resolution structures of unliganded CR1 domains are only available for a subset of CCP domains. The earliest structures were determined by multinuclear NMR for the three CCP domain tandem constructs CCPs 1-3, CCPs 8-10, and CCPs 22-24 (41), and the CCPs 15-16 (PDB ID 1GKN) and CCPs 16-17 (PDB ID 1GKG) domain pairs in site 3 of CR1 (53). The NMR structure of an individual CCP domain was also published for CCP16 (PDB ID 1PPQ) (54). The NMR structure of the N-terminal CCP domain pairs CCPs 1-2 (PDB ID 2MCZ) and CCPs 2-3 (PDB ID 2MCY) (55).




2.2.2 CR1 dampens C3 and C5 convertase activities, and transports opsonized cargo

CR1 uses CCP binding sites in LHR-A, LHR-B, and LHR-C to recognize and bind C3b and C4b. CR1 ligands include both monomeric ligands such as C3b, C4b, or the C3 convertase (C3bBb or C4b2a) and the bivalent C5 convertases, which contain a back-to-back arrangement of either C3b-C3b dimers (alternative pathway) or C3b-C4b dimers (classical pathway) (56, 57). This bivalent recognition sets CR1 apart from all other RCA proteins and it explains the 10-fold tighter binding affinity of CR1 for C5 convertases over C3 convertases (58).

Recent structural data have shed light on how CR1 recognizes its cognate ligand C3b (59). The crystallographic structure of C3b:CR1 CCPs 15-17 (PDB ID 5FO9) has shown how CR1 exploits a similar binding mode to FH CCPs 1-4 to exert cofactor activity (60) (Figure 1C). C3b domains engaged in this interaction include MG7, MG6, CUB, MG2, MG1, and TED, and the α’NT region over a region spanning ~100 Å with ~1910 Å2 buried surface area.

In contrast to C3b/C4b ligands, CR1 uses the LHR-D homologous repeat to recognize and bind C1q and MBL. Therefore, C1q and MBL must compete for binding to CR1. A structural characterization of the interaction between CR1 and C1q/MCP awaits further investigation.




2.2.3 Implications of CR1 structure for disease and immune evasion

sCR1 has been proposed for therapeutic use based on its anti-inflammatory properties and low immunogenicity. Possible applications include controlling inflammatory tissue damage in myocardial infarction (49), tissue damage suppression in complement-dependent autoimmune diseases (46), and the treatment of pemphigus foliaceus (61).

CR1 is also known as a receptor for various pathogens, including Plasmodium falciparum, the malaria agent, through direct interaction with erythrocyte membrane protein 1 (PfEMP1) and reticulocyte-binding homolog protein 4 (PfRh4) (55, 62–66). The interaction with PfEMP1 causes red blood cells to become “sticky” and rigid, displaying the parasite phenotype known as “rosetting” or adhesion of infected erythrocytes to uninfected erythrocytes, which maintains infected red blood cells in the microvasculature, and avoiding destruction in the spleen and liver. At the structural level, rosetting depends on C3b-binding sites on LHR-B and LHR-C homologous repeats, even though it does not involve C3b. In contrast, PfRh4 interacts with CR1 CCP1 inhibiting the decay-accelerating activity without affecting C3b/C4b binding (55).





2.3 Complement receptor 2

Complement receptor 2 (CR2, CD21) is a type I membrane glycoprotein found on the cell surface of mature B cells, follicular dendritic cells, epithelial cells, and some T cells. CR2 contains 15-16 CCP domains depending on alternative splicing (67), which makes it the third largest CCP repeat protein within the RCA proteins after CR1 and FH. CR2 is the only RCA protein lacking complement regulatory functions; instead, CR2 links the innate and adaptive immune response during the activation of B cells through binding to its primary ligand, C3d, in a complex with CD19, CD81, and mIgM, which is thought to reduce the threshold of immune activation. Besides C3d and the C3d-containing opsonin iC3b (but not C3b) (68, 69), CR2 has three known ligands: IFNα (70, 71), the low-affinity IgE receptor CD23 (72), the glycoprotein gp350 of the Epstein-Barr virus (73, 74).



2.3.1 CR2: a dynamic structure to bind opsonized surfaces

As sCR1 and FH, the structure of sCR2 has been studied by various structural and biophysical methods. The first images of sCR2’s elongated structure were obtained by electron microscopy (75). More detailed structural information has been obtained by a combination of SAXS and AUC (76). In solution, sCR2 has an RG = 11.5 nm (RG/R0 = 4.1), RXS-2 = 1.2 nm (and no RXS-1), and a Dmax = 38 nm (SAXS) and s020,w = 4.2 nm (f/f0 = 2) (AUC). In contrast to sCR1 and FH, the CCP overall structural arrangement of sCR2 is more extended (although not fully extended) and only folds back partially onto itself (PDB ID 2GSX) (Figure 1C). Accordingly, the Dmax derived from SAXS comes nearer to the theoretically maximum length of 54 nm. Another feature of CR2 concerns the length of the inter-CCP linkers, which is longer compared with CR1 and FH; in CR2, there are several inter-CCP linkers from four to eight amino-acid long. The greater length of the inter-CCP linkers gives CR2 a higher degree of flexibility, allowing it to reach a larger overall length than structurally similar proteins.

Isolated CR2 CCP domains have also been studied at the structural level. CCPs 1-2 have been shown to adopt a V-shaped structure by X-ray crystallography with implications for C3d/iC3b ligand binding (Figure 1C). Although the crystal structure of unbound CR2 CCPs 1-2 (PDB ID 1LY2) suggested a compact V-shaped arrangement with substantial flexibility at the junction between CCP1 and CCP2 domains (77), the solution NMR structures calculated for the same domains have shown a more open, but equally kinked, structure (PDB ID 1W2R) (78–80).




2.3.2 Ligand binding at the interface between innate and adaptive immunity

The CR2 structure binds three relatively small protein ligands: C3d, gp350, and IFNα at CCPs 1-2, while a fourth ligand, CD23, binds both CCPs 1-2 and CCPs 5-8. The maximum dimensions of these ligands are 6.0 nm (C3d), 10.2 nm (gp350), 5.3 nm (IFNα), and 6.8 nm (CD23). Although CD23 is not much larger than C3d, CR2 uses two sets of CCP binding sites to latch onto it, a process likely favored by the flexibility of CR2. Therefore, CR2 can bind to antigen-C3d complexes on the B-cell surface and CD23 to bring the N-terminal tip of CR2 closer to membrane-bound IgE molecules on the B-cell surface (76).

The first crystal structure of CR2 CCPs 1-2 in complex with C3d showed a compact V-shaped structure where only CCP2 interacts with C3d (81). This was later disputed by constrained molecular modeling in 50 mM NaCl and mutagenesis data in 137 mM NaCl, which provided compelling evidence that both the CCP1 and CCP2 domains bind to the surface of C3d in a kinked conformation (PDB ID 1W2S) (79, 82). Later, a new crystal structure was published for CR2 CCPs 1-2:C3d, revealing a V-shaped conformation for CR2 CCPs 1-2 with a more extensive interface comprising residues from both CCP domains (PDB ID 3OED) (Figure 1C) (83). Although the conformation of CR2 CCPs 1-2 is similar in the two C3d complexes (RMSD 1.2-1.5 Å), the region of C3d involved in the interaction with CR2 CCPs 1-2 found in the crystal structure is more consistent with available functional and mutagenesis data.

The first structural glimpse into the CR2:C3d complex, indeed, into any large CCP-containing protein and its ligand, was obtained by SAXS and AUC (51). While sCR2 structure and oligomeric state remained unchanged in 50-137 mM NaCl, unbound C3d was shown to exist as monomers only in 137 mM NaCl; in 50 mM NaCl, C3d exists in monomer-dimer and monomer-trimer equilibria. Interestingly, the sCR2:C3d complex could be analyzed by AUC only in 50 mM NaCl, where the sedimentation coefficient shifted from 4.0 S (sCR2 alone) to 4.5 S (sCR2:C3d). The models put forward to rationalize the CR2:C3d complex (PDB ID 1W2R, PDB ID 1W2S) provide a solid foundation for future work, even if the details of the C3d binding interface may be better captured by the CR2 CCPs 1-2:C3d crystallographic structure (PDB ID 3OED) (76, 83).

Several features of the interaction between CR2 and C3d are worth remembering. Firstly, the extended, flexible, and relatively fold-back structure of CR2 and the V-shaped arrangement of CCPs 1-2 that is ideally positioned to interact with C3d-antigen complexes. Secondly, the constellation of weak and electrostatically modulated interactions between CR2 and C3d becomes physiologically significant only by avidity effects driven by receptor clustering. This weak summation of specific interactions appears discriminatory for B cells to respond only to antigens presented as multimeric C3d molecules clustered through surface-bound CR2 molecules. This parallels the weak CR1 interaction with C3b/C4b molecules on neutrophils, which is enhanced by the polymerization or multimerization of the ligand and receptor clustering. Other examples of this structural principle will be seen later.




2.3.3 Implications of CR2 structure for diseases and immune evasion

CR2 was recognized as a receptor for the Epstein-Barr virus (EBV) very early on, mapping the CR2 binding region to the first two CCP domains and thereby in competition with C3d (68, 74). The gp350 protein on the surface of the viral membrane envelope interacts with CR2 during the first steps of EBV entry. Another virus that exploits CR2 as a receptor for viral entry is the human immunodeficiency virus 1 (HIV-1) (84). HIV-1 can infect B cell lymphocytes in a complement/C3-dependent and CD4-independent manner, thus facilitating viral dispersion and access to lymphoid organs (85). Besides viruses, the pathogenic yeast Cryptococcus neoformans has been shown to use an extracellular factor, the antiphagocytic protein 1 (App1), to bind to CR2 (and also CR3) and avoid complement-mediated phagocytosis by alveolar macrophages (86).





2.4 CR1 and CR2 are structurally selective receptors

CR1 and CR2 both recognize C3 activated fragments tethered to a biological surface by using a common structural framework, yet they accomplish a remarkable degree of selectivity through distinct binding modes and cell localization. As already seen, CR1’s main ligands are C3b, C4b, the AP/CP C3 convertases (monovalent binding sites), and the C5 convertases (bivalent binding sites), all markers of active complement opsonization. In contrast, CR2’s ligands are iC3b and C3d(g), both monovalent binding sites and markers of halted complement activation.

Although at face value CR1 and CR2 recognize distinct ligand sets, the fact that C3b, iC3b, and C3d(g) share the TED domain could potentially lead to overlapping binding sites. In fact, CR1 is known to bind iC3b and C3d with low affinity (87) in addition to the higher affinity binding to C3b/C4b. The solution to this apparent problem has been revealed by the X-ray crystal structures of CR1 CCPs 15-17:C3b (PDB ID 5FO9) (59) (Figure 1B) and CR2 CCPs 1-2:C3d (PDB ID 3OED) (83) (Figure 1C). By comparing these two complexes, which reflect the tightest receptor-ligand interactions (2 μM for CR1 CCPs 15-17:C3b (59) and 22 nM for CR2 CCPs 1-2:C3d (78)), it is straightforward to see that the molecular surfaces recognized by either receptor are rather distinct. A small overlap is, however, created by CR1 CCPs 15-17 interacting weakly with the CUB-TED domains in C3b (59), interactions that are likely lost in iC3b. Furthermore, interaction of CR2 with C3d occurs through surfaces that are partially occluded in C3b, but sterically unimpeded in iC3b/C3d(g).





3 Integrin receptors

Integrins link the extracellular matrix (ECM) to the cellular cytoskeleton and associated signal transduction pathways and mediate cell-cell, cell-ECM, and cell-pathogen adhesion (88). Integrin-mediated interactions participate in cytoskeletal remodeling, phagocytosis, and cell migration (89). Complement receptors 3 (CR3) and 4 (CR4) belong to the integrin superfamily of type I transmembrane heterodimers (90). CR3 and CR4 are co-expressed in myeloid cells like neutrophil granulocytes, monocytes, macrophages, activated T and B lymphocytes, and lymphoid natural killer cells (91). They mediate immune adhesion-dependent processes such as adhesion to endothelium, phagocytosis of opsonized foreign particles, and other activation events that promote the innate and adaptive branches of the immune system (92).

These leukocyte-specific receptors bind multiple ligands like iC3b (93–95), ICAMs (96), fibrinogen (97), or lipopolysaccharide (LPS) (98). Despite their sequence homology, structural similarities, and overlapping ligands, CR3 and CR4 are functionally specialized, presenting a “division of labor” that makes them nonredundant receptors (34, 99).

Integrin signaling involves bidirectional communication between the extracellular environment and the intracellular cytoskeleton and signal transduction pathways, and the most accepted mechanism invokes an “inside-out” signaling precedence (100, 101). In the resting state, integrins adopt a bent, “closed”, ligand-free inactive state; signals initiated in the actin cytoskeleton can trigger a dramatic conformational change in the extracellular region of integrins, which become extended, “open”, ready to engage the ligand if available. When appropriate ligands are nearby, they can engage the receptors, initiating signaling processes from the “outside-in”.



3.1 The overall structure of the β2 integrins

Integrins are comprised of two noncovalently-associated protein chains: the α subunit (150-172 kDa) and the smaller β subunit (95 kDa), which is glycosylated. The cytoplasmic regions of integrins are very small compared to the large ectodomains. CR3 and CR4 share the same β2 chain (CD18) and belong to the β2 integrin family of adhesion receptors (90, 102), differing in their α chain, which is αM in CR3 and αX in CR4. The full CR3 heterodimer is also known as Mac-1 (Macrophage-1 antigen), CD11b/CD18, or integrin αMβ2, and the CR4 heterodimer is also known as p150,95, CD11c/CD18, or integrin αXβ2.

CD18/β2 integrins are restricted to leukocytes, and except for mast cells, which lose CD18 expression during differentiation, all leukocytes express one or more CD18 integrins (91). CR3 and CR4 have found utility in biomedicine as their expression in NK cells enables complement-dependent cytotoxicity toward anti-CD20 (rituximab)-coated cancer B cells, contributing to the treatment’s efficacy (103). CR3 and CR4 belong to the class of inserted (I) domain-carrying receptors. Fittingly, the N-terminal end of the α chain contains the iC3b-binding von Willebrand type A (VWA) domain or α chain inserted domain (αI), a specialized region characterized by a modified Rossman-fold architecture and a metal ion (Mg2+)-dependent adhesion site (MIDAS) motif (7). This relatively small domain is inserted between β-sheets (blades) 2 and 3 of the next domain in the α chain, a seven-bladed β-propeller domain, which allows the relative orientation of the αI and β-propeller to adjust flexibly (104). The aptly named Thigh, Calf-1, and Calf-2 domains complete the α chains. The αM and αX chains are homologous, with an overall sequence identity of ~60% (~47% in the αI domain). The functional discrimination of ligands by CR3 and CR4 is even more intriguing because most of the ligand recognition seems to be mediated by the 320-amino-acid αI domain, with the crucial involvement of the Mg2+ in the MIDAS. A comparison of the nature of known ligands suggests that strongly negatively charged molecules tend to be recognized by CR3, whereas CR4 tends to bind positively charged species (7). CR3 and CR4 are also homologous to two additional β2 integrins, the lymphocyte function-associated antigen 1 (LFA1, CD11a/CD18, αLβ2) and αDβ2 (CD11d/CD18).

The sequence of domains of the β2 chain from the N to the C terminus includes I-like, Hybrid, plexin-semaphorin-integrin (PSI), integrin epidermal growth factor (I-EGF) 1-4, and β tail (BT) domains. The β2-chain I-like domain interacts with the α-chain β-propeller domain to form a broad platform that supports the ligand-binding αI domain. The overall structure of the β2 chain domains contributing to the headpiece will be discussed later with available structural data for CR3 and CR4. As for the stalk region of the β2 chain, there is structural data for a substantial part, even if piecemeal.

The crystal structure of the PSI/Hybrid domain/I-EGF1 segment from the human integrin β2 chain was solved by X-ray crystallography at 1.8-Å resolution (PDB ID 1YUK) (105). The structure of this first part of the stalk revealed an elongated molecule with a rigid architecture stabilized by nine disulfide bonds. The PSI domain is wedged between the Hybrid and I-EGF1 domains, with extensive interfaces stabilized by contacts between conserved arginine and tryptophan residues. Soon after, there appeared two additional structures containing the PSI/Hybrid domain/I-EGF1 and additional I-EGF modules, I-EGF2 (PDB ID 2P26) and I-EGF2 and I-EGF3 (PDB ID 2P28) (106). The I-EGF is a cysteine-rich repeat module with a nosecone shape; four copies are located in the stalk region, where they relay activation signals to the ligand-binding headpiece. In the first structure, there was a prominent kink between the I-EGF1 and I-EGF2 modules, whereas, in the second structure, the three I-EGF modules adopted an extended conformation. The NMR structure for I-EGF3 and the NMR analysis of the interface contacts between I-EGF2 and I-EGF3 had been previously studied (PDB ID 1LY3) (107). The interdomain contacts between I-EGF domains 2 and 3 could be measured by NMR and were interpreted in terms of an approximate two-fold screw axis. In the NMR structure, the I-EGF domains 2 and 3 adopt an extended conformation connected by the “genu”, a highly flexible linker that allows extreme bending. Based on these data, the authors posited that the release of contacts of the headpiece with I-EGF modules 2 and 3 could trigger a switchblade-like opening motion springing the integrin into its extended, active conformation. Reanalysis of these structures in the context of the structure of the αLβ2 headpiece in the closed conformation confirmed previous results while stressing the importance of proper disulfide pairing in the cysteine-rich I-EGF modules (PDB ID 5E6V, 5E6W, 5E6X) (108).

The structure of the single transmembrane helix of the β2 chain has been shown by NMR to use a membrane-snorkeling lysine residue (Lys702) to interact with acidic phospholipids in the membrane bilayer to stabilize the bent closed conformation (PDB ID 5ZAZ) (109). This interaction can be modulated by intracellular Ca2+, disrupting it and facilitating the acquisition of the extended open conformation. As this mechanism seems independent from the “inside-out” integrin signaling in T cell lymphocytes, it suggests a more prominent role for direct interactions of the β2 chain, membrane phospholipids, and Ca2+ in regulating integrin structure and conformational changes.




3.2 Complement receptor 3

The initial work on the structure of CR3 was carried out by negative-staining electron microscopy on the headpiece (110) and by X-ray crystallography on the ligand-binding αMI domain, which has been most thoroughly characterized (111–113). More recently, the crystal structure of the CR3 headpiece (33) and the cryoelectron microscopy structure of the CR3 ectodomain (114) have advanced the field significantly (Figure 2A, B).




Figure 2 | Complement receptor CR3. (A) Cartoon and molecular surface representations of the X-ray crystallographic structure of the CR3 headpiece in complex with a nanoantibody (Nb) (PDB ID 7P2D). The αMI domain is in the inactive, closed conformation. (B) Cartoon representation of the cryoelectron microscopy structure of the CR3 ectodomain (except for the αMI domain) in an inactive, closed conformation (PDB ID 7USM). (C) X-ray crystallographic structure of a complex between iC3b and CR3 αMI domain (PDB ID 7AKK) where iC3b adopts an extended conformation. The interaction between the TED/C3d domain of iC3b and CR3 αMI is shown in two orientations related by a 90° rotation. (D) Molecular surface representation of the cryoelectron microscopy structure of the CR3 ectodomain (except for the αMI domain) in complex with B. pertussis RTX751 toxin (PDB ID 7USL). In this structure, the CR3 ectodomain adopts a more extended conformation than in (B) through interactions with the toxin.



Crystal structures of the αMI domain in the open (PDB ID 1IDO) (112) and closed (PDB ID 1JLM) (113) conformations revealed the overall structure of the MIDAS motif and a ligand-binding regulatory mechanism whereby helix α7 plays a crucial role in the closed form by restricting access to negatively charged ligand residues. While in the open state a glutamic acid residue from a neighboring αMI domain completed the Mg2+ coordination sphere, in the closed form it was a key aspartic acid in helix α7 that played the role. Two other crystallographic structures of the αMI with the antagonist simvastatin (PDB ID 4XW2) (115) and with a ligand-mimicking antibody (PDB ID 3QA3) (116) have strengthened this idea by showing binding interfaces where the ligand contributes an acidic side chain to complete the metal coordination sphere.

CR3 and other β2 integrins show homotypic interactions or, at least, a tendency to form homotypic interactions. Tellingly, NS-EM studies on the CR3 headpiece showed large numbers of dimers (110). Even the αMI domain in the open conformation formed weak homodimeric interactions with crystallographic lattice neighboring molecules (112). Homotypic interactions may be desirable for β2 integrins as they must accommodate large concentrations during receptor clustering or result from the loose ligand specificity. The first structure of a β2 integrin with a complement factor ligand was that of CR3 αMI in complex with C3d (PDB ID 4M76), the main ligand for CR3 (111). This structure revealed the binding mode of C3d to αMI, characterized by an aspartate side chain of C3d chelating the MIDAS motif of αMI, which was occupied by a non-physiologic Ni2+ cation from the crystallization condition. Although the buried surface area is relatively small, the interaction is strong enough (affinity (KD) is in the micromolar range) to stabilize the complex and is comparable in area and affinity to other integrin complexes. A key insight from this structure showed that the C3d surface engaged by αMI is masked in C3b by a well-folded CUB domain, effectively ruling out the possibility of an αMI interaction with C3b. In iC3b, however, the cleavage by FI inside the CUB domain causes it to unfold, making the αMI binding motif accessible.

Another fascinating insight from the αMI:C3d structure was its compatibility with the binding of C3d by CR2 through its CCPs 1-2 domains (7). This hypothetical αMI:C3d:CR2 complex was interpreted as a hand-over or transfer of C3d-opsonized antigens from CR3-bearing macrophages to CR2-bearing B lymphocytes. This process might act like an MHC-independent antigen presentation mechanism bridging the innate and adaptive branches of immunity. It would be interesting to characterize the hand-over in more cellular structural detail as the involvement of three distinct surfaces (macrophages, B cells, and opsonized particles) renders the entire process challenging.

A recent structure by our group has shown a complex between the entire iC3b and the αMI domain (PDB ID 7AKK) (Figure 2C) (34). In this structure, the MIDAS motif of αMI was fully charged with Mg2+. The interaction between αMI and the TED domain of iC3b was identical to the interaction previously observed between αMI and C3d (111). More interestingly, the structure of CR3 αMI:iC3b revealed two potential interfaces for the αMI domain on the MG ring of the C3c fragment. This is relevant because the C3c moiety has been known to contribute to CR3 binding in interaction assays (111) and, perhaps more importantly, because iC3b-opsonized surfaces are phagocytosed by CR3-expressing macrophages at much lower opsonin concentration than C3d-opsonized surfaces (117), begging the question about what the role of C3c in CR3 binding might be. In one of these αMI:C3c interfaces involving C3c MG1-2 domains, the C3c moiety of iC3b would conserve an “original” orientation with respect to the surface-anchored TED domain (“upright”), while in the other one, involving the C3c MG3-4 domains, the C3c moiety would be required to turn around and lie “upside-down” with respect to the TED domain. Surface plasmon resonance (SPR) binding experiments and site-directed mutagenesis of interfacial residues on the αMI domain indicated that both interfaces may be relevant in vivo. Additional evidence will be necessary to clarify the physiological role of the C3c moiety of iC3b for CR3 recognition. Meanwhile, an enticing hypothesis is that iC3b behaves as a modular platform comprising a surface-anchored C3d and a more detached C3c moiety that collaborate to bind the CR3 ectodomain in the highly concentrated environment of the cell-particle interface. A modular iC3b would facilitate binding by increasing the number of low-affinity contacts (avidity effect), restricting the angular spread of CR3:C3d complexes to increase CR3:iC3b packing efficiency (alignment effect), and making it possible for C3d(g) and C3c moieties from the same or different iC3b molecules to collaborate in CR3 binding.

Although the role of CR3 as a complement receptor is well-attested, the capacity of CR3 (and CR4) to recognize and bind to a wide variety of other ligands remains puzzling. CR3, for example, interacts with many macromolecular components of the coagulation system (e.g., fibrinogen, fibrin, kininogen, plasminogen, heparin), denatured proteins, and oxidative and degrative products of lipids and glycans (7). Analysis of the electrostatic properties of the ligand-facing molecular surface has shown that it is a markedly negatively charged surface, which is in line with the preference of CR3 for cationic ligands like the intrinsically unstructured myelin basic protein (MBP) (118) and the antimicrobial peptide LL-37 (119), as long as they also have a carboxylate moiety. These properties have been used to justify including CR3 and CR4 as scavenging receptors, i.e., those receptors like CD36 and the receptor for advanced glycation end products (RAGE) that enable cellular removal of decayed macromolecules in extracellular space (7). With its preference for cationic ligands that can interact with cell membranes, CR3 could function as a receptor for clearing cellular debris associated with membrane damage. CR3’s multitude of ligands and the fact that its outside-in signaling dampens inflammatory responses are in line with this proposal; CR4, instead, lacks anti-inflammatory signaling, suggesting that it may be functionally distinct from CR3 in this context (7).

More recently, the crystal structure of the CR3 headpiece has been determined in complex with a nanoantibody at 3.2-Å resolution (PDB ID 7P2D) (33) (Figure 2A). This structure provides the first high-resolution structure of CR3 beyond the αMI domain. In this structure, the CR3 headpiece adopts the closed conformation, which resembles those of LFA1 and CR4 in the same state. The nanoantibody used for crystallization could sterically block C3d binding in an Mg2+-independent manner but, surprisingly, acted as an agonist for cell-bound αMβ2, thus apparently increasing affinity for the iC3b ligand. These seemingly contradictory observations could be reconciled by proposing that additional conformational flexibility on the integrin and iC3b might permit interactions in cell surface-bound integrin that are not observed in solution or binding experiments in vitro. Indeed, the current understanding of both αMβ2 and iC3b structures suggests that they can interact in complex, heterogeneous environments using multiple domains in the crowded cell surface environment (32, 34).

Within a few months of the publication of the previous structure, the cryoelectron microscopy structure of the CR3 ectodomain at 2.7-Å resolution was published (PDB ID 7USM), along with the structure of a complex with an adenylate cyclase toxin RTX751 from Bordetella pertussis and a stabilizing Fab (PDB ID 7USL) (114) (Figure 2D). While the unbound αMβ2 adopts the closed conformation seen for the CR3 headpiece and closed CR4 ectodomain (see below), RTX751-bound αMβ2 was able to achieve a more extended conformation through stabilizing interactions with RTX751, closely resembling the conformations of extended αXβ2 ectodomains (120, 121). The closed and extended conformations of CR3 were related by a hinge motion of the headpiece relative to the tailpiece, pivoting between the Thigh/β-propeller in the αM headpiece with the Calf-2 domain in the tailpiece. The observation of a partially extended conformation in the RTX751 complex suggests that CR3 must be able to spontaneously sample more extended conformations by built-in flexibility around the headpiece-tailpiece hinge angle, which is consistent with previous observations (107).




3.3 Complement receptor 4

Earlier structural work on the CR4 headpiece by NS-EM showed an overall structure like that of other integrins, particularly very similar to that of CR3 (120). Maintaining the inactive state of the αXI domain requires the correct pairing of the αX and β2 chains, as shown by several experimental approaches (e.g., 122). When CR4 adopts an extended conformation, an α-helix in the I-like domain exerts a pull on the αXI domain that opens it up for binding.

The αXI domain was the first αI domain to be elucidated by X-ray crystallography (121). The crystallographic structure of the αXI shows a similar overall fold to that of CR3. Studies of CR4 revealed the flexible connection of the αXI domain with the β-propeller domain, suggesting that rotational freedom was required for efficient ligand binding (108). This property might also be necessary for binding structurally diverse ligands since the chelation of acidic ligand groups by the core cation in the MIDAS motif is likely to restrict ligand movement to pivoting around the Mg2+ cation.

NS-EM micrographs of the CR4 headpiece bound to iC3b revealed up to two independent CR4 αXI binding sites on the iC3b MG ring (110). The dominant site, present in all complexes, was located close to the macroglobulin domains MG3-4, and a secondary site, less frequently occupied, was found near the C345c domain. Interestingly, the two αXI binding sites do not overlap with the MG binding sites identified for αMI (34), suggesting that the two receptors saturate all potential binding sites on the MG ring of iC3b without directly competing. This does not imply the potential for simultaneous binding of iC3b by CR4 and CR3, which would be sterically impeded, but it shows that the αI domains have some degree of selectivity in ligand binding.

A structural chemical feature of CR4 αXI is the presence of a “ridge” of positively charged residues on the ligand-facing molecular surface (7). The electrostatic properties of αXI are markedly distinct from those of the homologous αMI and αLI domains (7, 34). This property has been invoked to explain why CR4 can selectively bind polyanionic molecules more efficiently than CR3 (7). Indeed, highly negatively charged polymers/molecules like heparin, nucleic acids, LPS, and osteopontin are proficient ligands for CR4. In parallel to the potential role of CR3 as a scavenger receptor for polycationic species, a receptor like CR4 with a strong preference for polyanionic species could serve complementary functions as a scavenger receptor by clearing excessive amounts of negatively charged proteins, detecting the presence of the negatively charged bacterial cell wall and LPS-rich membranes, and potentially alerting the immune system about their presence.

The structure of the complete CR4 ectodomain has been solved by X-ray crystallography in a bent, resting state (PDB ID 3K71, 3K72, 3K6S, 5ES4) (121) and a metastable, transition state (PDB ID 4NEN, 4NEH) (120) (Figures 3A, B). In the resting structure, the αXI domain is in the inactive conformation, as expected for the ectodomain’s inactive state. Surprisingly, the αXI domain shows a high degree of flexibility around the loops connecting it to the β-propeller domain. This suggests a more dynamic coupling between the αI domain with implications for the allosteric transmission of information along the integrin’s body. The second set of structures of the αXβ2 ectodomain represents an intermediate or transition state from the bent, closed, to the open, extended conformations, with a crystal lattice contact stabilizing the αXI domain in an open conformation. A key feature of this structure consists in the unwinding of much of αX α7 helix and its insertion into the interface between the β-propeller and the βI domains. The elevation (lift-off) of the αXI domain above the headpiece’s platform facilitates large-scale extensional and rotational motions of sufficient amplitude to communicate allosteric changes across the length of CR4.




Figure 3 | Complement receptor CR4. (A) Cartoon representation of an X-ray crystallographic structure of the CR4 ectodomain in an inactive but metastable structure that anticipates activation (PDB ID 4NEH). Two orientations related by a 90° rotation are shown. (B) As in (A) but as a molecular surface representation. Native glycan moieties are shown as white spheres.







4 Complement receptor of the immunoglobulin family

The complement receptor of the immunoglobulin (Ig) family (CRIg) is a type I transmembrane Ig superfamily member first cloned during a search for homologs of the junctional adhesion molecule (JAM) family (123). CRIg is also known as V-set and immunoglobulin domain-containing protein 4 (VSIG4), Z39Ig, UNQ317, and PRO362. In humans, there are three spliced isoforms of CRIg. The most common allelic form contains 399 amino acids and is known as huCRIg(L), whereas isoforms 2 and 3 are shorter, with 274 and 296 amino acids, respectively. Isoform 3 is also known as huCRIg(S). Full-length CRIg contains a signal peptide, a V-type Ig-like 1 domain, a C2-type Ig-like 2 domain, several potential O-glycosylation sites, and an intracellular domain with two potential phosphorylation sites, and is structurally related to the B7 family of immune regulatory proteins (124). Whereas huCRIg(L) comprises both Ig-like domains, huCRIg(S) contains only the V-type Ig-like 1 domain.

CRIg is expressed in tissue-resident and sinusoidal macrophages like the Kupffer cells, the resident macrophages in the liver, and it mediates phagocytosis of particles opsonized by any of its two ligands, C3b and iC3b (125). Besides stimulating pathogen opsonophagocytosis, CRIg is also known to be a potent inhibitor of the activation of the C3 convertase of the alternative pathway by binding to C3b, acting as a negative regulator of complement activation. In contrast to the other C3 fragment receptors (CR1 to CR4), CRIg is found on a constitutive recycling pool of membrane vesicles where it participates in the internalization of C3-opsonized particles from the bloodstream by Kupffer cells. Instead, CR1, CR3, and CR4 are located on secretory vesicles that fuse with the plasma membrane upon cytokine stimulation of the cells and internalize ligands through a macropinocytotic process only after receptor cross-linking (126). Besides its localization in the liver, CRIg is also abundantly expressed in resident macrophages from several fetal and adult tissues, with the highest expression attained in the lung and placenta. The main function of CRIg is to act as a potent negative regulator of T-cell proliferation and IL-2 production (127).



4.1 CRIg has two consecutive Ig-like domains

CRIg contains two Ig domains known as Ig-like 1 and Ig-like 2 domains. The crystallographic structure of Ig-like 1 (residues 19-137) was determined to 1.2-Å resolution, showing a V-set Ig-like fold that resembles the antibody variable domain, responsible for providing the binding specificity (PDB ID 2ICC) (128) (Figure 4A). Subsequent crystal structures of the same V-set Ig-like 1 domain from human and mouse have been determined in complex with a nanoantibody that blocks binding with C3c and C3b (PDB ID 5IMK, 5IML, 5IMM, 5IMO) (129).




Figure 4 | Complement receptor CRIg consists of two Ig-like domains and binds the β-chain of C3b. (A) Crystallographic structure of the V-set Ig-like 1 domain of CRIg, in cartoon representation and two orientations (PDB ID 2ICC). (B) AlphaFold predicts with high confidence the structural model of the C2-type Ig-like 2 domain of CRIg (AlphaFold AF-Q9Y279-F1). The consecutive Ig-like 1 and 2 domains are shown in cartoon representation and two orientations; the orientation of the V-set Ig-like 1 matches panel A for comparison. (C) Structure of CRIg V-set Ig-like 1:C3b (PDB ID 2ICF) in molecular surface representation. C3b is colored according to chain (the α chain in red, the β chain in blue), and CRIg V-set Ig-like 1 domain is in cyan. Native glycan chains in C3b are shown in white spheres.).



In contrast, the structure of Ig-like 2 (residues 143-226) has not been solved, although sequence homology has identified its fold as a C2-type Ig-like domain reminiscent of constant antibody domains that provide the effector functions. The AlphaFold model corresponding to full-length CRIg contains the predicted structure of the Ig-like 2 domain (AlphaFold AF-Q9Y279-F1) with a very high degree of confidence (Figure 4B).

The Ig-like domain consists of antiparallel β-strands arranged into two sheets linked by a disulfide bond. V-set domains can be distinguished from C2-type domains because they show the variability associated with antigen/ligand recognition, and the domain is longer with two extra strands tucked into the middle of the domain (C’ and C’’). The first β-sheet in Ig-like 1 comprises β-strands A’, G, F, C, C’, and C’’, and the second one of β-strands B, E, and D (Figures 3A, B).




4.2 CRIg binds to the β-chain of C3b and iC3b

C3b and iC3b are the main ligands of CRIg. Other C3 proteolytic fragments have been tested for CRIg binding, including C3, C3a, and C3d, and other homologous complement factors like C4 and C5, all with negative results (125).

The structures of CRIg Ig-like 1 domain bound to C3c (PDB ID 2ICE) and C3b (PDB ID 2ICF) (Figure 4C) have been determined by X-ray crystallography at 3.1-Å and 4.1-Å resolution, respectively (128). Since C3d is not a ligand for CRIg, the C3c moiety shared by C3b/iC3b becomes the most likely binding site for CRIg Ig-like 1 domain. Furthermore, C3c and C3b differ essentially in the lost TED domain (C3dg) while they share most of their structural core with minimal deviation: ~0.6 Å root mean square distance over 479 Cαs of the α-chain and 642 Cαs of the β-chain.

CRIg Ig-like 1 domain binds to C3c or C3b identically without restructuring or inducing conformational changes in the ligand. Residues from β-strands A’, F, G, C’, and C’’ from one of the β-sheets and β-strand B from the second β-sheet are engaged in the interaction, with β-strands C’ and C’’ contributing most of the interactions. The hairpin loop between β-strands C’ and C’’ sticks into the cavity in the center of the keyring-shaped β-chain of C3b.

The binding site is quite large (2,670 Å2 of solvent-accessible surface). It overlaps the cavity inside the C3c macroglobulin ring, crossing it diagonally and ending at the interfaces between consecutive MG domains MG3-MG4 and MG5-MG6 (Figure 3C). This binding site places CRIg on the opposite side of the surface-anchored C3dg/TED domain, a sterically accessible location facilitating binding. The most extensive contributions to binding are made by MG3 and MG6, supplemented by MG4, MG5, and LNK. Compared to C3, in C3c and C3b MG3 has rotated by 15° and there is a movement of the helical section in the LNK region, which appear to be necessary to form the CRIg binding site and thereby explain why CRIg cannot bind to C3.

The V-set Ig-like 1 domain of CRIg is sufficient for high-affinity binding to C3b/iC3b, even though this domain alone binds iC3b more strongly than to C3b. Although the presence of the C2-type Ig-like 2 domain is not required for binding, it restores high-affinity binding to C3b to the same level observed for iC3b (125). Interestingly, dimeric C3b (C3b2) (130) is bound more tightly to CRIg than monomeric C3b, a relevant result because multimeric C3b is supposed to represent the physiologic state of C3b on opsonized surfaces.

Significantly, CRIg binding to C3b inhibits the C3 and C5 convertases of the alternative pathway since CRIg blocks the generation of C3a and C3b by C3 convertase and C5b by C5 convertase. In a series of elegant experiments, site-directed mutations introduced in CRIg residues in contact with C3b MG3, MG5, or MG6 at the center, periphery, or outside the CRIg:C3b interface led to a strong, weak, or negligible effect on CRIg-mediated inhibition of the C3 convertase, evaluated in hemolytic assays with rabbit red blood cells (128). This proved that CRIg inhibition of the C3 convertase depended on its interaction with C3b.

In contrast to other complement negative regulators, CRIg does not inhibit the alternative pathway convertases by dissociating the catalytic subunit Bb (decay accelerating activity) or promoting C3b degradation by FI (cofactor activity). In contrast, it appears that CRIg, once bound to the β-chain of C3b, can sterically hamper association with the C3 and C5 alternative pathway convertases. Remarkably, CRIg fails to inhibit the C3 and C5 classical pathway convertases, indicating that the functional effect is confined to C3b and the alternative pathway.




4.3 Implications for diseases and immune evasion

CRIg is an essential receptor for the clearance of complement-opsonized particles, which are recognized and phagocytosed by Kupffer cells in the liver. Pathogens and immune complexes are shuttled in the circulation by CR1-bearing erythrocytes and handed over to CRIg-expressing Kupffer cells in the liver in a dynamic process relying on immune adherence that prevents systemic inflammation and immune complex diseases associated with aberrant vascular deposition (8). This extremely efficient mechanism of blood-borne pathogen clearance can catch Gram-positive and Gram-negative bacteria (8) and eukaryotic parasites (131).





5 Anaphylatoxin G-protein coupled receptors

The anaphylatoxins C5a and C3a, generated by the proteolytic activation of C5 and C3, respectively, are potent chemoattractants and pro-inflammatory mediators. The cognate receptors of C5a are C5aR1 (C5aR/CD88) and C5aR2 (C5L2/GPR77), and the cognate receptor of C3a is C3aR (C3aR). The analogous “anaphylatoxin” released by proteolytic activation of the C3-homologous zymogen C4, C4a, has thus far defied a functional description and, perhaps significantly, lacks a specific receptor (132, 133).

C5aR1/C5aR2 and C3aR belong to the G-protein coupled receptor (GPCR) family and, more precisely, to the rhodopsin family and class A, two equivalent groupings at the highest hierarchy level of the two main GPCR ordering systems (134–136). Based on sequence homology and functional similarity of GPCR, the three receptors are classified into the complement peptide group inside class A (135). In contrast, within the rhodopsin family defined by the phylogenetic classification of human GPCR, C5aR1/C5aR2 are members of the chemokine cluster of γ-group, while C3aR belongs to the purine receptor cluster of δ-group (134).

The three anaphylatoxin receptors share structural features common to all GPCR. They are comprised of an extracellular N-terminal region, seven transmembrane α-helices (TM1-7), connected sequentially by intracellular (ICL) or extracellular (ECL) loops, and an intracellular C-terminal region (137–139). To refer to TM residues, we will follow the Ballesteros-Weinstein numbering (140), and for the remaining residues, we will use the name of the containing motif (ECL, ICL, N-ter, or C-ter) as superscripts.

The anaphylatoxin receptors are widely expressed in immune cells from the myeloid and lymphoid lineages and nonimmune cells like epithelial cells and neurons (141). By binding their cognate ligands, the receptors are implicated in diverse cellular functions, physiological processes, and pathologies, mainly related to the immunological system (141–148).

The clinical relevance of these receptors in different acute and chronic disorders, mainly with an inflammatory etiology, has triggered a great interest in developing specific and effective modulators (149). In this context, an exhaustive investigation has aimed to reveal insights into the structure-function of these receptors to increase the understanding of how they carry out their functions and to support the finding of modulators with clinical potential.



5.1 Complement receptor 5a 1



5.1.1 Structure of C5aR1

C5aR1 was discovered in 1978 (150), and the coding sequence of its 350 amino acids was cloned and determined in 1991 (151, 152). While the unliganded receptor has defied structural determination, recently published high-resolution X-ray crystal (PDB ID 5O9H, 6C1Q, 6C1R) and cryoelectron microscopy (PDB ID 7Y64, 7Y65, 7Y66, 7Y67) structures (Figure 5A) have provided insights into the structural features of this receptor.




Figure 5 | Anaphylatoxin receptor C5aR1 in complex with C5a and conformational changes underlying activation. (A) Cryoelectron microscopy structure of C5aR1:C5a bound to heterotrimeric G protein comprising the Gα, Gβ, and Gγ subunits (shown in orange, yellow, and gold), and a stabilizing antibody (shown in gray) (PDB ID 7I65). C5aR1 is shown in green, and C5a in red. The same view is shown of the cartoon and molecular surface representations of the complex. We show a 90° rotated view of the complex on the right in molecular surface representation. (B) Superposition of the active conformation of the C5aR1:C5a complex (PDB ID 7I65) (C5aR1 in green, C5a in red) and an inactive reference structure (PDB ID 6C1Q) (C5aR1 in grey; the antagonist PMX53 is not shown for clarity). Side (left) and bottom (right) views are shown. Conformational changes are indicated by dashed lines between and labeling of structural elements that occupy distinct positions in the active versus inactive conformations.



The structure of the core transmembrane region is conserved with other class A GPCR (138, 139, 153) including the overall helical arrangement and kinks, the placement of TM3 at the center of C5aR1 with a lower tilt-angle with respect to the plane of the lipid bilayer, W6.48 (W2556.48) near P6.50 (P2576.50), the PIF motif (P2145.50, I1243.40, F2516.44), an intrahelical sodium coordination site (D822.50, N2927.45, N2967.49) at the cytoplasmic side, the NPXXY motif (N2967.49, P2977.50, I2987.51, I2997.52, Y3007.53) and the DRY/F motif (D1333.49, R1343.50, and F1353.51). On the extracellular side, C5aR1 presents a conserved disulfide bond (C1093.25 and C188ECL2) and a β-hairpin conformation in ECL2 that resembles other peptide binding receptors (138, 154, 155).

At the intracellular region, the ICL2 exhibits a two-turn α-helical structure, and some C-terminal residues form the conserved eighth amphipathic α-helix (H8) of three turns long (35, 138, 154, 155). C5aR1 can oligomerize in vivo, forming homodimers and perhaps higher-order homo-oligomers (156, 157) and heterodimers with CCR5 (158) and C5aR2 (159).

Other post-translational modifications observed in C5aR1 are an N-glycosylation at N5 (160), tyrosine sulfation at Y11 and Y14 (161) at the N terminus, and serine phosphorylation at S314, S317, S327, S332, S334, and S338 in the C terminus (162); albeit to a lesser degree, threonine residues can also be phosphorylated (158).




5.1.2 C5a-binding orthosteric site

The cognate ligands of C5aR1 are the anaphylatoxin C5a and its dearginated product C5adesArg, which have been extensively researched (163, 164). Other ligands of the C5aR1 have been recently discovered (165).

The high-resolution structures of liganded C5aR1 have revealed an orthosteric and an allosteric binding site (35, 36, 154, 155). The orthosteric binding site consists of an interhelical solvent-exposed amphipathic cavity located at the extracellular side of the receptor (35, 36, 155) (Figure 5A). This site can be divided into a polar region and a hydrophobic cage. The polar region spans from the outer edge to one side of the binding site and comprises hydrophilic and charged residues recruited from TM3-7 and the membrane-proximal part of ECL2. The hydrophobic cage is mainly formed by hydrophobic residues from TM1-3, TM7, and ECL1, which extend from one side to the bottom of the binding site. The orthosteric site can bind peptide ligands of up to eight residues (amino acid positions numbered P1-P8) with various pharmacological effects, including C5a, BM213, C5apep, PMX53, and C089. Water molecules can be involved in ligand binding, forming a polar network connecting the ligand to residues from the polar surface (155). The allosteric binding site is an extra-helical hydrophobic cleft formed by residues from the middle regions of TM3, TM4, and TM5, which bind non-peptide ligands such as NDT9513727 or Avacopan through shape complementarity, hydrophobic interactions, and a key hydrogen bond with W2135.49 (154, 155). The N terminus and the turn region of the ECL2 can also participate in binding orthosteric ligands (35, 36).

The structures of C5aR1 in complex with C5a and the Gi protein show that C5a binds in a C-terminus-inside mode, and the receptor interacts with three distinct regions of the anaphylatoxin (35) (Figure 5A). Firstly, an amphipathic stretch of the receptor’s N terminus (L22-D27) interacts with a cavity between C5a α-helices H2 and H4 and the H3-H4 loop. Secondly, the orthosteric site accommodates the last eight residues of C5a. Inside the orthosteric site, the C5a C terminus adopts a hook-shaped conformation, establishing strong interactions with residues at the polar surface while accommodating inside the hydrophobic cage. In this orientation, the side chain of C5a LP6 interacts with a triad of receptor residues denominated IWI region (I912.59, W102ECL1, I1163.32) (35, 36). Finally, the amphipathic turn region of ECL2 (E180ECL2-P183ECL2) makes contact with C5a in a cleft assembled by α-helices H1, H2, and H4 and the H2-H3 loop.

Other C5aR1 ligand peptides occupy the orthosteric binding site in a similar fashion to the C5a C terminus (35). The main differences in binding mode between C5a and these peptides have been observed in the hydrophobic cage of the orthosteric site, particularly in the interactions established between the peptides’ P6 and P7 positions and the IWI region and surrounding residues (e.g., L922.60, S952.63, H100ECL1, P1133.29, and V2867.39) (35, 155). A unique feature of the cyclic peptide PMX53 is a hydrogen bond between WP5 and P1133.29 (155).

The recent flurry of C5aR1 structures has made important contributions to understanding the structure-function relationship of C5aR1 and how C5a binds and activates the receptor. However, a few questions remain unanswered. For example, receptor aspartic acid residues upstream of L22 (166, 167) and the sulfated Y11 and Y14 (161) had been shown to play important roles in C5a binding. Still, current structures have not revealed any direct interactions between these residues and the ligand. Therefore, how these residues contribute to C5a binding has not been explained. They may establish direct interactions with C5a (168) or be required for the structural conformation of the binding site (169).

The recent structural evidence agrees with a two binding sites model previously proposed (170). In this model, the first binding event with C5a engages a site 1 in C5aR1 composed of the N terminus and the ECL2, which directly contacts the helical core of C5a; this binding event favors a conformational change of C5a that promotes binding to the site 2, composed of the orthosteric pocket, which interacts with C5a C terminus. In support of this model, kinetic and thermodynamic analyses by atomic force microscopy of the binding interaction have confirmed that both sites 1 and 2 contribute to the high-affinity binding of C5aR1:C5a through a cooperative mechanism (171). The markedly different conformation adopted by bound C5a with respect to the free form lends further support to this model. In the bound conformation, C5a shows a rearrangement of the C terminus and the helical bundle, which changes from a 1.5-turn helix form placed near the helical bundle (as seen in free C5a) to an unfolded conformation in bound C5a (35). These changes have been rationalized as a bi-directional information flow between C5a and C5aR1 (166). According to this view, the first binding event would be characterized by C5aR1 site 1 promoting or favoring a conformational change in C5a, and the second binding event in a fully extended conformation of C5a inside site 2 would then activate the receptor.

Orthosteric ligands vary widely in their binding affinity for C5aR1. While C5a interacts with C5aR1 with a dissociation constant KD = 1-5 nM (151, 167, 172, 173), its dearginated version C5adesArg, which only differs from C5a in the last amino acid, R74 (174), has a 10 to 100-fold lower binding affinity. However, peptides derived from the C-terminal end of C5a show modest binding affinities, suggesting that the engagement of the receptor N terminus and the ligand coupling to the orthosteric site (35, 175) are important features for the strong binding of C5a. The lower affinity of C5aR1 for C5adesArg could be explained by the putative lack of interactions between R74 at P8 in the orthosteric site (35).




5.1.3 C5a-mediated activation of C5aR1

C5aR1 is activated by orthosteric agonists (170, 175–177), which cause rearrangements in the extracellular, transmembrane, and intracellular regions of the receptor (35, 36) (Figure 5B), leading to a conformation in which it can trigger intracellular signaling pathways by recruiting transducers (138, 139, 153). At the extracellular region, the N terminus appears not to be involved in the C5aR1 conformational changes since this stretch is not required for receptor activity (161, 166, 175, 177). The ECL1 and especially its WXFG motif perform a critical role in C5aR1 activation (178). The ECL2 accomplishes a striking function in ligand-mediated activation of C5aR1 beyond its role in ligand binding (35, 179). In contrast to ECL1 and ECL2, ECL3 seems not to be involved in C5aR1 activation (178). Other residues essential for C5aR1 activation were found at the core of the transmembrane helix bundle and inter-helical interfaces (178, 180, 181).

In line with the common mechanism of class A GPCR (153, 182), an activation mechanism has been proposed for C5aR1 based on the receptor conformational changes observed between an active state (bound to C5a and Gi) and an inactive state (bound to PMX53 and Avacopan), and the currently available receptor structure-function data (35, 36, 155). Initially, the coupling of C5a into the orthosteric site causes TM displacements that loosen a hydrophobic zipper formed by I1163.32, M1203.36, W2556.48, and Y2907.43 at the extracellular side of C5aR1. This zipper is proposed to act as a lock tethering TM3, TM6, and TM7 in an inactive configuration, and movements key for loosening it are an upward rotation of the extracellular region of TM3 and a TM6 downward displacement, which may be caused by the engagement of C5a LP6 by the IWI region and the RP8-Y2586.51 interaction, respectively. Next, TM shifts keep taking place disturbing the PIF motif at the hydrophobic core. Sequentially, the reorganization of the helical bundle core cause conformational changes at the cytoplasmic side of C5aR1 that include a pronounced outward displacement of the intracellular section of TM6, an H8 swing from its location between TM1 and TM7 oriented toward the receptor’s center to a classic conformation near to the lipid bilayer, alterations of NPXXY and DRY/F motifs, the sodium coordination site collapse, and the opening of an interhelical water-accessible cavity (Figure 5B). Eventually, the rearrangements promote receptor-transducer interactions and, ultimately, intracellular signaling (35, 36).

Other remarkable conformational changes associated with C5aR1 activation by C5a include an uncommon placement of Y3007.53 that may be important for the particular H8 reorientation, TM3 and TM7 distancing their extracellular sides and approaching their intracellular segments, and rearrangements of clusters of water molecules located into the interhelical cavities that are separated by W2556.48 and I1163.32 at the helical core of the receptor (35, 36, 155).




5.1.4 Modulation and selectivity of C5aR1 activity

C5aR1 exhibits functional selectivity as it triggers distinct downstream signaling and cellular responses in a ligand and cell-type-dependent fashion. The ability of C5aR1 to activate different transducers and the variety of mechanisms by which its activity can be modulated contribute to this functional selectivity. Agonist-activated C5aR1 can signal through heterotrimeric guanine nucleotide-binding proteins (G-proteins) with α-subunits of the Gi/o and Gα16 families (183–187). Coupling the Gαi1 subunit involves C5aR1 residues from ICL2, ICL3, TM3, TM5, and TM6, and Gαi1 residues from the β2-β3 loop, β6 strand, and α5 helix. Remarkably, the α5 helix of Gαi1 inserts into the receptor intracellular cavity taking up part of the space filled by H8 in the inactive C5aR1 (35, 36). The receptor segments involved in G-protein signaling include the DRY/F and NPXXY motifs, particularly the ICL3 (180, 188, 189).

The G-protein specificity of C5aR1 seems to lie in the three ICLs and particularly the receptor C terminus, which could work together to restrict the receptor interaction with G-proteins (188). Noteworthy, C5aR1 can bind Gi even in the absence of agonist stimulation, suggesting that, although G-protein pre-coupling to C5aR1 is not essential for ligand binding, the pre-coupling could increase the receptor affinity for ligands as C5a:C5aR1 binding fosters the G-protein coupling to the receptor (190–192).

The main phosphorylation sites identified in C5aR1 include serine (S314, S317, S327, S332, S334, and S338) and threonine residues at the C terminus (158, 162, 193). A likely PKC phosphorylation site has also been identified in the ICL3 (194). C5aR1 phosphorylation seems hierarchical as the initial modification of S332/S334 or S334/S338 is required for the efficient phosphorylation of the remaining sites (195). Several kinases, including GRK (GRK2, GRK3, GRK5, and GRK6) and PKC (PKCβ), can be implicated in C5aR1 phosphorylation (193, 196, 197). GRK2 can be translocated to the plasma membrane in response to C5a, and the receptor ICL3 is the intracellular stretch preferentially bound by GRK2 and PKCβII (198). Receptor phosphorylation is involved in β-arrestin recruitment (158, 193, 199), receptor internalization (158, 194, 199, 200), and desensitization (193, 195). Although the precise roles of these phosphorylation sites have not yet been elucidated, one or several of the C-terminal serine residues (S327, S332, S334, and S338) appear to be the most relevant phosphorylation sites for β-arrestin recruitment and C5aR1 internalization and desensitization (193). L318H8 plays an important role in the receptor conformation that can be efficiently phosphorylated and internalized (201).

Activated C5aR1 can recruit β-arrestins 1 and 2 (199). GRK 2, 3, 5, and 6 have all been shown to facilitate the recruitment of β-arrestins 1 and 2 to C5aR1 (187, 202). β-arrestins 1 and 2 recruitment by C5aR1 may be followed by receptor internalization and downstream signaling (199, 203). The C terminus of C5aR1 is required for efficient homologous receptor internalization (194). C5aR1 internalization has been observed as a clathrin-dependent process that is associated with the β-arrestin recruitment by the receptor. C5aR1 internalized in early endosomes can be targeted to lysosomes for degradation or recycled to the cell membrane. The trafficking of C5aR1 through these pathways appears to depend on the cell type (199–201). Recycling of C5aR1 likely requires its dephosphorylation by several phosphatases, including protein phosphatase 1 (PP1) (193, 200). Although a structure of C5aR1 binding to β-arrestins is lacking, impaired β-arrestin binding by different phosphorylation-deficient C5aR1 mutants indicates that a stable association between C5aR1 and β-arrestin likely requires a certain degree of receptor phosphorylation (158, 193, 199). C5aR1 can also couple with the Wiskott-Aldrich syndrome protein (WASP), which binds to the receptor’s C terminus (204).

Agonist-induced and unliganded C5aR1 receptor oligomerization have been observed (205). Oligomerization likely plays important functional or regulatory roles in vivo, but little is known about how C5aR1 assembles into oligomers and the implications for receptor activity. Structurally, TM1, 2, and 4 may be involved in C5aR1 dimerization (157, 181), while neither the N nor the C terminus is required for C5aR1 dimerization (205). Only in one of the solved structures with the extra-helical antagonist NDT9513727 (PDB ID 5O9H), C5aR1 has been observed in a non-crystallographic homodimeric organization, although this arrangement might not be physiologically relevant (154, 155); structural comparison with the homodimer of the smoothened (SMO) receptor (206) has lent support to the C5aR1 homodimer arrangement. Remarkably, the agonist activation of C5aR1 homodimers and phosphorylation of only a monomer can lead to the internalization of these dimers (205).

C5aR1 activity can also be modulated by antagonists and inverse agonists that bind to its orthosteric or allosteric site (154, 155). These allosteric modulators trap the receptor in the inactive state by stabilizing the network of hydrophobic interactions that maintain the receptor in the inactive state or by sterically hindering the helical rearrangements required for receptor activation. The structures of PMX53:C5aR1 (PDB ID 6C1Q, 6C1R) reveal how the cyclic peptide PMX53 sits in the orthosteric site, interacting with residues of the polar surface that interact with C5a and inserting the side chains of the d-cyclohexyl alanine (dChaP4) and WP5 in the vicinity to the IWI region (155). In the allosteric site, NDT9513727 (PDB ID 6C1Q) and Avacopan (PDB ID 6C1R) establish interactions with the hydrophobic core of the transmembrane region, including the PIF motif (155).

Several C5aR1 agonists display ligand bias, i.e., differences in receptor signaling via G-protein signaling and β-arrestin recruitment (35, 207, 208). Ligand bias may depend on interactions between the agonist and ECL2 and between the ligand P6 and the IWI region, which are important for C5a-mediated β-arrestin recruitment. Interestingly, C5aR1 inhibitors display ligand bias effects: while PMX53 preferentially inhibits G-protein coupling over β-arrestin recruitment, Avacopan shows the opposite trend (35).





5.2 Complement receptor 5a 2



5.2.1 Structural features of C5aR2

The gene encoding human C5aR2 (HsC5L2) was cloned and sequenced many years after HsC5aR1 (209), and what its specific functions may be is still an active research area. In particular, the structure of C5aR2 has not been elucidated experimentally. As C5aR1, C5aR2 belongs to the class A GPCR superfamily and therefore shares the overall structure of the model GPCR. Although the sequence identity and similarity with C5aR1 are relatively high (~36.4% and 57.1%, 128 identical and 73 similar residues), the difference is sufficiently extensive to make us cautious about extrapolating structural facts about C5aR1 onto C5aL2 without critical assessment.

The following putative and potential structural features have been recognized by sequence homology. Firstly, the seven transmembrane helical core that is a hallmark of all GPCR. Secondly, the N terminus contains an N-glycosylation site at N3 (143). Thirdly, the presence of a disulfide bond between C1073.25-C186ECL2. Fourthly, serine and threonine phosphorylation sites in the ICL3 and C terminus. And, finally, a remarkably shorter ICL3 compared with C5aR1 and other related GPCR.

As far as differences are concerned, C5aR2 lacks a canonical DRY/F motif at the end of TM3, which is substituted for by the sequence D1313.49, L1323.50, and C1333.51, thereby resulting in the obligate uncoupling of C5aR2 from heterotrimeric G proteins (210). It also lacks an S/T-X-R/K phosphorylation site in ICL3. Finally, the NPXXY motif in TM7 lacks the tyrosine residue, which has been replaced by F2917.53 (209, 211).




5.2.2 C5aR2 binds C5a and C5adesArg

C5aR2 has two high-affinity ligands: C5a and C5adesArg. Like C5aR1, C5aR2 exhibits a higher affinity for C5a over C5adesArg. While the affinity for C5a is similar for C5aR1 and C5aR2, the affinity of C5aR2 for C5adesArg is one order of magnitude tighter than C5aR1 (210, 211). This, together with the slower dissociation rates of C5a from C5aR2 (210), has motivated the proposal that the primary physiological role of C5aR2 may be modulating the activation through C5aR1.

C5aR2 does not seem to share the exact binding mechanism for orthosteric ligands proposed for C5aR1. Indeed, C5a and C5adesArg display distinct binding modes to C5aR2. The C5aR2 N terminus plays crucial roles in C5adesArg binding, especially through the acidic and tyrosine residues and the tyrosine sulfation posttranslational modification (212).

Underscoring this differential recognition of C5a by C5aR1 and C5aR2, two partial agonists (P32 and P59) that are selective for C5aR2 over C5aR1/C3aR have been discovered (213). Conversely, the well-characterized C5aR1 antagonist PMX53 is perfectly selective toward C5aR1 and biased toward Gi signaling and does not bind C5aR2 (159).

Besides the two cognate ligands, there has been some controversy over the possibility that C3a, C3adesArg (ASP), and C4a could also bind to C5aR2 (211). Although enticing, this proposal has not been supported by recent data. None of the three proteins activates the receptor (211, 214); it seems none binds to it (210, 213).




5.2.3 C5aR2: a C5a receptor that recruits β-arrestin

There are striking differences between C5aR2 and C5aR1 concerning localization, phosphorylation, internalization, and regulation.

To begin with, C5aR2 is mainly localized inside the cell rather than in the plasma membrane and does not show a rapid internalization in response to C5a binding (210, 215). The internalization mechanism of C5aR2 appears to be different from that of C5aR1 and is only clathrin-dependent. In fact, internalized C5aR2 can also be constitutively recycled to the plasma membrane by a clathrin-dependent process (215). These processes suggest that C5aR2-bearing cells can uptake C5a and C5adesArg and either keep them intracellularly, target them for degradation, or release them back into the extracellular environment. Since C5aR2 exhibits a greater efficiency in ligand uptake and processing than C5aR1, C5aR2 can be posited as the main receptor involved in internalizing, retaining, and degrading C5a in natively expressing C5aR2 cells (215).

Regarding phosphorylation status, C5aR2 is phosphorylated to a lesser degree than C5aR1 in response to C5a binding (210). C5aR2 can recruit β-arrestin 1 and 2 in an agonist-dependent manner (187, 213, 214), a process involving phosphorylation sites introduced by GRKs 5-6 (187). Besides C5a-mediated recruitment, C5aR2 can also pre-couple both β-arrestins in the absence of agonist (187, 216). The direct interaction of C5aR2 with β-arrestin 1 has been shown by NS-EM (187). Interestingly, both β-arrestins exhibit different conformations bound to C5aR2 than those bound to C5aR1 (187). In contrast with C5aR1, C5aR2 showed a greater β-arrestin 2 recruitment stimulated by C5a/C5adesArg that was equally strong for the two anaphylatoxins (214, 216).

An intriguing aspect of C5a receptors is that C5aR2 can form heterodimers with C5aR1 constitutively and also in an agonist-dependent manner (159). It has been hypothesized that through heterodimerization, C5aR2 might regulate C5aR1 activity and cooperate functionally (159, 216).

C5aR2 does not signal through the heterotrimeric G proteins (187, 210), and grafting the C5aR1 motifs that engage with G proteins such as the DRY/F motif, ICL3, and the NPXXY motif does not complement C5aR2 (215). The inability of C5aR2 to couple with G proteins explains that C5aR2 plays a much smaller role in intracellular signaling than C5aR1 (210, 214).

Based on the lack of G-protein signaling, clearing of extracellular C5a/C5adesArg, and β-arrestin recruitment and internalization properties, C5aR2 has been proposed to be a recycling decoy receptor (215). Although this is an attractive theory, C5aR2 still contributes to intracellular signaling processes in a variety of roles, including modulation of the phosphorylation state of several transducers (e.g., p90RSK and ERK1/2) and intracellular calcium mobilization (187, 217). Different functions attributed to C5aR2 consist in the modulation of other immunological receptors, like C5aR1, C3aR, chemokine-like receptor 1 (CMKLR1), or different pattern recognition receptors (PRRs) (217). Through these functions, C5aR2 is involved in regulating complex cellular responses, such as releasing cytokines from macrophages (213, 217).





5.3 Complement receptor 3a



5.3.1 Structure of C3aR

Like the other anaphylatoxin receptors, C3aR was classified as a GPCR when the encoding gene was cloned and its primary sequence determined (218, 219). Analysis of the primary sequence revealed a distinctive structural feature of C3aR: an unusually long ECL2 of about 172 amino acids, predicted to be highly flexible, with a disulfide bond formed between C953.25 and C172ECL2. In contrast, its N terminus is shorter than that of C5aR1.

C3aR has several posttranslational modifications, including N- and O-glycosylations and tyrosine sulfations (220). S266ECL2 is O-glycosylated (221), and N9N-ter and N194ECL2 have been predicted to be N-glycosylated. Y174, Y184, Y188, Y317, and Y318 in the ECL2 can carry sulfations. The ICL3 and C terminus of C3aR contain serine and threonine residues that can be phosphorylated (197).

The cryoelectron microscopy structures of C3a-free (PDB ID 8HK3) and C3a-bound C3aR coupled to a Gi heterotrimeric protein (PDB ID 8HK2) (Figure 6A) have only recently become available, representing a striking leap ahead in the field (36). As suspected, the long ECL2 loop is highly flexible, and only the first 16 residues (V159-K175) were resolved, adopting a β-hairpin conformation.




Figure 6 | Anaphylatoxin receptor C3aR in complex with C3a and conformational changes underlying activation. (A) Cryoelectron microscopy structure of C3aR:C3a bound to heterotrimeric G protein comprising the Gα, Gβ, and Gγ subunits (shown in orange, yellow, and gold), and a stabilizing antibody (shown in gray) (PDB ID 8HZ2). C3aR is shown in green, and C3a in red. The same view is shown of the cartoon and molecular surface representations of the complex. We show a 90° rotated view of the complex on the right in molecular surface representation. (B) Superposition of the active conformation of the C3aR:C3a complex (PDB ID 8HZ2) (C3aR in green, C3a in red) and an inactive reference structure (PDB ID 6C1Q) (C5aR1 in grey; the antagonist PMX53 is not shown for clarity). Side (left) and bottom (right) views are shown. Conformational changes are indicated by dashed lines between and labeling of structural elements that occupy distinct positions in the active versus inactive conformations.






5.3.2 C3a last five amino acids are critical for C3aR interaction

The cognate ligand of C3aR is the C3a anaphylatoxin, which binds with high affinity (~1 nM) (218, 219, 222). Compared to C5aR1, C3aR does not bind C3adesArg (223). C3a recognition by C3aR has been proposed to follow a mechanism like that of C5aR1 with some differences. Like C5aR1, a two binding site model has been proposed (36, 222).

The primary or effector binding site (orthosteric site) consists of an interhelical amphipathic pocket found in the extracellular region of the receptor and formed by residues from TM3, TM5-7, and ECL2 (Figure 6A). The orthosteric site of C3aR is smaller than that of C5aR1, and it can only accommodate the last five residues of C3a (P1-P5). The C-terminal end of C3a inside the binding site adopts a hook-shaped conformation enabling multiple interactions with the amino acids in the cavity, including ionic and hydrophobic interactions and hydrogen bonds. Remarkably, R77 of C3a establishes some of the critical interactions, which include a salt bridge with D4177.35, a cation-π interaction with Y3936.51, and two hydrogen bonds with Y174ECL2 and R3405.42 (36).

The secondary binding site encompasses residues from the outermost segments of ECL2 and ECL3 that still make contact with the α4 helix of C3a. Even though this secondary binding site plays a less important role in engaging C3a, some functionally relevant contacts have been found in this region, e.g., the salt bridge between C3aR D404ECL3 and C3a R65 (36).

While the C3aR N terminus has shown little implication in C3a binding (36, 222, 224), its ECL2 plays an important role in the anaphylatoxin coupling. Site-directed mutagenesis studies have established that aspartic acid residues along the N-terminal and C-terminal ends of ECL2 (D183, D186, D325, D326, and D327) and sulfation of Y174 are required for high-affinity binding of C3a (36, 220, 222). Besides mediating C3a binding, the ECL2 appears vital for arranging the helical bundle functionally (224).

The selectivity toward their cognate anaphylatoxin ligands of C3aR and C5aR1 is in part due to the amino acid composition of the C terminal tails; in particular, C3a G74 seems to be essential for C3aR selectivity (36). Furthermore, the N terminus of these receptors also has shown a significant contribution to this selectivity, so the amino terminus of C3aR appears to hinder C5a binding (224). This is in accordance with the composition and implication of these N termini in the anaphylatoxin binding.




5.3.3 Activation of C3aR

Once liganded, C3aR can couple and signal by different heterotrimeric G proteins with α subunits from the Gi/o and Gq families (164). C3aR recognizes residues in the β2-β3 loop, β6 strand, and α5 helix of the Gαi subunit through residues from TM3-6, ICL2, and ICL3. The coupling to the heterotrimeric Gi to C3aR is similar to C5aR1, although the α5 helix of the Gαi subunit is inserted more deeply, TM6 is displaced by ~1.5 Å, and the ICL3 displays a distinct topology and broader interaction with Gαi (36) (Figure 6B).

C3a stimulation leads to C3aR phosphorylation on Ser and Thr residues in a dose-dependent manner by GRKs 2/3/5/6 and PKC (197). Removal of the C3a stimulus is followed by C3aR dephosphorylation. GRKs have shown different functions over C3aR signaling in mast cells. While GRK2/3 are involved in agonist-induced desensitization, GRK5/6 are implicated in cell degranulation (225). Phosphorylation at Ser459C-ter, Thr463C-ter, Ser465C-ter, Thr466C-ter, and Ser470C-ter is involved in β-arrestin 2 recruitment at C3aR and receptor desensitization in mast cells (226). Thr463C-ter, Ser465C-ter, Thr466C-ter, and Ser470C-ter have important roles in C3aR internalization, which occurs in an agonist-dependent manner (227). Agonist-induced phosphorylation of C3aR performs an important role in signal transduction from the receptor. In C3a-stimulated mast cells, phosphorylation is required for CCL2 production, but these modifications seem to attenuate a degranulation response (228).

C3aR activity can be modulated by β-arrestins 1 and 2. β-arrestins can inhibit C3a-induced ERK1/2 phosphorylation and perform other regulatory activities. For example, in mast cells, β-arrestin 2 is involved in C3aR desensitization, internalization, and inhibition of the C3a-induced NF-kB activation and CCL4 generation; β-arrestin 1 contributes mainly to cell degranulation (229).






6 Concluding remarks

The progressive recognition of the complement system as a driver of inflammatory and autoimmune diseases (11, 27, 28, 30, 31) has incentivized the functional and structural study of the complement system and, in particular, of the complement receptors, their ligands, and their complexes.

Work over many years has established the existence of at least four structurally distinct classes of complement receptors: the CCP/SCR mosaic receptors CR1 and CR2 (along with the negative regulators MCP and DAF), the Ig superfamily receptor CRIg, the β2 (CD18) integrin receptors CR3 and CR4, and the anaphylatoxin GPCR receptors C5aR1, C5aR2, and C3aR. This diversity likely reflects the enormous span of evolutionary time over which cellular immunity has coevolved with the complement system (230–232).

Although the diversity of functions carried out by the complement system and immune cells defies classification, specific unifying themes can be recognized.

Firstly, CCP/SCR mosaic receptors (CR1 and CR2) are long and flexible molecules that can survey considerable distances both in the plane of the membrane and above it to find their main ligands: C3b/C4b and C3 and C5 convertases (CR1) and C3d and iC3b (CR2). CR1 downregulates complement activation through the well-known decay-accelerating and cofactor activities, also exerted by the negative regulators MCP and DAF (membrane-bound) and FH and C4BP (fluid phase). In contrast, CR2 lacks complement regulatory activities but it has a more specialized role in bridging innate immunity with adaptive immunity by handing over complement-opsonized pathogens from macrophages to antigen-presenting cells in the spleen and other lymphoid organs.

Secondly, CRIg recognizes C3b (and iC3b) but does it with a structurally unrelated fold (Ig-like) and targets the β-chain of the proteolytically activated C3 fragments. Its unique binding mode is used by the tissue-resident macrophages that express it (mostly, Kupffer cells in the liver) to snatch complement-opsonized pathogens and cellular debris and facilitate their clearance by phagocytosis.

Thirdly, the β2 integrin receptors CR3 and CR4 have played an important role in establishing the structural basis for activation (e.g., the transition from a bent, closed, inactive conformation to an extended, open, active state) and ligand recognition by integrin receptors. Besides binding to iC3b (and to C3d in the case of CR3), these receptors have remarkable ligand promiscuity, employing a small but versatile domain (the αI domain) to recognize them. Their study has highlighted the degree to which surface concentration effects (the so-called 2D concentration, through avidity, compartmentalization, and clustering) and diversity in the structural presentation of ligands can influence the outcome of their interaction.

Fourthly, the anaphylatoxin GPCR receptors have aroused considerable interest as C5a and C3a have been associated with inflammatory diseases, and agonists/antagonists are available. Although the first structures of C5aR1 were obtained by X-ray crystallography, cryoelectron microscopy has allowed the determination of high-resolution structures of C5aR1:C5a and C3aR:C3a complexes within a short time. This acceleration promises a revolution in the structural understanding of anaphylatoxin receptors, how anaphylatoxins are recognized, and how binding triggers receptor activation and signal transduction. The detailed structural knowledge of receptor:anaphylatoxin complexes will also allow better agonists and antagonists to be engineered and validated as therapeutics.

The applications of the structural inquiry of the complement receptors and their ligands are important. Knowledge about the structural organization of the receptors and the ligand complexes advances a fundamental understanding of the immune system. It often results in unexpected and fascinating results, like the proposal that CR2 can hand over iC3b/C3d-opsonized surfaces from macrophages to antigen-presenting cells to stimulate (prime) adaptive immunity. More pragmatically, the structures of ligand complexes often make it possible to elucidate the mechanism of action of known (or suspected) receptor agonists and antagonists, with implications for developing more efficient treatments. It also paves the way for the rational or semi-rational discovery of new agonists and antagonists, increasing their utility, selectivity, and safety. For example, discovering new allosteric inhibitors/antagonists of the anaphylatoxin receptors could result in new treatments.

What are the challenges for the future regarding the structural biology of complement receptors?

The structural catalog of complement receptors is still incomplete. Although state-of-the-art protein structure prediction methods like AlphaFold (233) are filling in the gaps with enticing structural hypotheses (e.g., the C2-type domain of CRIg), it is important to elucidate the structures of receptors, ligands, ligand complexes, and complexes involving them and other immune system components and the host-pathogen machinery. In connection with this central endeavor, developing new methods for protein production and the characterization of protein-protein and protein-ligand complexes will continue to play a significant role as enabling technologies (234, 235).

Much remains to be elucidated regarding structural diversity and modularity, especially in 2D surfaces, highly concentrated clusters of receptors and ligands, and cell-cell interactions. The role of cryoelectron microscopy in advancing the field of structural biology of transmembrane receptors cannot be denied, and the trend is likely to strengthen further (236). A goal for the future should be to integrate cellular structural biology approaches (237) to gain insights into how complement receptors (and complement regulators, membrane-bound or otherwise) function in the physiological and pathological context.

As extracellular pathogens have evolved a seemingly endless repertoire of complement-evasive factors (238, 239), intracellular pathogens have evolved molecular mechanisms to hijack all the non-GPCR complement receptors, MCP, and DAF to gain entry to the cell (240, 241). Strategies aimed at restricting pathogen entry into their host cells targeting the virulence factors or their cognate complement receptors would greatly benefit from a complete understanding of the structural determinants of the interaction.

Finally, these advances should also result in a more subtle and precise appreciation of the differences between the various animal models in use in the field of complement. Applying structural methods and tools to the complement factors and complement receptors of mice, rats, and other animal models beside humans will allow a more informed understanding of the differences in the complement biology between these animals, with important implications for developing disease models and therapies.
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CR4 ectodomain (metastable) (XRD: 4NEN,
4NEH)

-EGF2-3 (NMR: 11Y3)
PSI/Hybrid/I-EGF1 (XRD: 1YUK, 5E6V)
+1-EGF2 (XRD: 2P26, SE6W)

+1-EGF3 (XRD: 2P28, 5E6X)

B, T™ helix (NMR: 5ZAZ)

V-set Ig-like 1 (XRD: 21CC)
V-set Ig-like 1:C3c (XRD: 2ICE)
V-set Ig-like 1:C3b (XRD: 21CF)
CRIg (AlphaFold AF-Q9Y279-F1)

C5aR1:NDT9513727 (XRD: 509H)
C5aR1:PMX53:NDT9513727 (XRD: 6C1Q)
C5aR1:PMX53:Avacopan (XRD: 6CIR)
C5aR1:G;:C5a (cEM: 7Y64)

C5aPP (cEM: 7Y65)
C5aR1:G;:BM213 (cEM: 7Y66)
C5aR1(1116A):G;:C089 (cEM: 7Y67)

No structure available

C3aR:G; (cEM: 8HK3)
C3aR:G;:C3a (cEM: 8HK2)
C3aR:G;:C5a (cEM: 8HK5)

! The name of the complement receptor used in this review appears in bold. Alternative names and CD nomenclature (if available) are also indicated.
> Main (canonical) ligands are given first. Other ligands are listed, although no attempt has been made to classify them according to their physiological relevance. Viral proteins that hijack

complement receptors to gain entry to the target cell have not been included.

® The list of PDB entries is not meant to be exhaustive. In choosing among available structures, we have placed the emphasis in those that have contributed crucial information to the
understanding of the architecture of the receptors. Accordingly, we have omitted a few structures featuring only short peptides derived from complement receptors (e.g., for CR4) or when they
represent antibody/small-molecule complexes that do not significantly alter our structural understanding of the receptor (e.g, CR3 o).

* For the integrin receptors (CR3/CRd), we have arranged the PDB IDs of structures containing CD11b/0y chain sequences under CR3, those containing CD11c/0tx chain sequences under CR4,
and those containing exclusively CD18/B, chain sequences under “Only CD18”.
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TLR Class of Pathogen Recognized Infectious Agent Reference
TLR1/2 Bacteria Mycobacteria (278-280)
TLR2 Bacteria Staphylococcus aureus (281, 282)
Listeria monocytogenes
sSRNA viruses SARS-CoV-2 (283)
TLR2/3 Protozoa Neospora caninum (284)
TLR3 DNA viruses HSV (285)
Retroviruses HIV (286-290)
ssRNA viruses Respiratory syncytial virus (291-294)
Protozoa Neospora caninum (295)
TLR4 Bacteria Staphylococcus aureus (281, 296)
ssRNA viruses Syncytial virus (297)
Rabies virus (298, 299)
Bacteria Mycobacteria (300)
TLR5 Bacteria Burkholderia pseudomallei (301)
TLR2/6 SSRNA viruses Dengue virus (302)
TLR6 Bacteria Legionella pneumophila (303)
TLR7 Protozoa Leishmania (304)
TLR7/8 ssRNA viruses Influenza A (305)
Retroviruses HIV-1 (306-308)
TLR8 Retroviruses HIV-1 (309)
Bacteria Staphylococcus aureus (310)
TLR9 DNA viruses HSV-1, HSV-2 311)
HPV (312)
Adenovirus (313-315)
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Inhibitor Substrate

G3P (3.18 + 0.09) x 1072 0.65  0.04 135+8 53+ 1 82+6
Anacardic acid NC'
NAD* (279 + 0.06) x 1072 0.076 £ 0.005 412 465+ 09 612+43
G3P (322 % 0.09) x 107 0.66 + 0.04 148+ 9 54+2 81+6
Curcumin NC
NAD* (276 + 0.04) x 107 0.072 £ 0.004 59+3 46+ 1 637 £33

! NC, noncompetitive inhibition.
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TLR Agonist/Antagonist Cancer and Model Observation Reference
TLR1/2 Bacterial lipoprotein, Lung carcinoma, leukemia, and Inhibits the suppressive function of Foxp3+ Tregs and enhance (224, 225)
Pam3CSK4 melanoma the cytotoxicity of tumor-specific CTL; depletion of tumor-
infiltrating Treg cells
TLR2/TLR4 OM-174 (synthetic Melanoma, Increases natural killer cell and CTL activity; prolongs survival of (236, 237)
derivative of lipid A), bacille  bladder cancer bladder cancer patients
Calmette-Guérin (BCG)
TLR3 Poly I:C, B16 melanoma cells, facial embryonal  IFN-y plus poly I:C reduces the expression of PD-L1; shows (238,
poly-ICLC(Hiltonol) rhabdomyosarcoma tumor regression and prolonged survival 239)
TLR4 MPLA Breast and ovarian cancer models MPLA + IFNy repolarizes TAMs to tumoricidal macrophages and (240)
activates cytotoxic T cells
TLR4 TAK-242 Breast cancer, Inhibits breast cancer cell viability, inhibits the proliferation of (241,
(resatorvid), Eritoran colorectal cancer breast cancer cells, induces G2/M cell cycle arrest in breast 242)
cancer cells and induces apoptosis of breast cancer cells; blocks
LPS-enhanced-AKT phosphorylation in colorectal cancer cells
TLR5 Entolimod Murine colon and mammary metastatic ~ Restrains liver metastases and facilitates the formation of CD8" T (243)
cancer models cell memory
TLR7 Imiquimod Various cutaneous malignancies Induces apoptosis, induces production of various cytokines, and (244)
stimulates cell-mediated immune response
TLR7/8 MEDI9197 B16-OVA melanoma tumor model Localized administration of TLR7/8 agonism polarizes anti-tumor (245)
immunity towards a Th1 response and activates natural killer cells
and CD8" T cells
TLR7/TLR9  Chloroquine Hepatocellular carcinoma Downregulate the level of phosphoralated-AKT and inhibit HuH7 (246)
cell proliferation;
TLR9 CpG Colon cancer animal model, head and  Reverses resistance to PD-1 blockade therapy by expending (247-249)

neck cancer animal model, melanoma

CD8" T cells; enhances the efficacy of anti-PD-1 therapy;
expands tumor antigen-specific CD8" T cells
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LIGAPDH

Data collection
Space group
Cell dimensions
a, b, c(A)
By ()
Resolution (A)
No. total reflections
No. unique reflections
Mean I/cI
Rinerge
Rincas
CC1/2
Completeness (%)

Redundancy

P1

79.80, 82.04, 123.19
94.02, 95.15, 112.52
45.5-2.37 (2.43-2.37)
401,101 (27,157)
109,875 (7248)

8.10 (0.91)

0.1077 (1.356)

0.1262 (1.581)

0996 (0.401)

94.76 (87.31)

36 (3.7)

Refinement

No. reflections

No. reflections in test set

Ryori/Riee

No. residues

No. atoms
Protein
Ligand/ion
Water

B-factors (A%
Protein
Ligand/ion
Water

Ram.s. deviations
Bond lengths A)
Bond angles (°)

Ramachandran plot
Favored (%)
Allowed (%)
Outliers (%)

Rotamer outliers (%)

Clashscore

109,875 (7248)
2008 (131)
0.1923/0.2322
2674

21,539

20,540

619

380

61.12

61.32

57.95

55.49

0.011

1.31

97.84
1.82
0.34
1.00

6.00

The structure was determined from a single crystal.
* Values in parentheses are for the highest-resolution shell.
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SAXS parameters

Molecular mass M from composition (Da)'? 36 648 (p.s.)
Molecular mass M for a tetramer (Da) 146 592
Guinier analysis

Ry (A) 35.70 + 0.09
Quality-of-fit parameter (7 fit) 0.84

P(r) analysis

Ry (A) 3479 + 0.03
Dinax (A) 90.9
M (Da) from I(0) (ratio to expected value) 143 866 (0.98)

Volume (Vp/Vc) 264 297/744

Structural modeling

Symmetry/anisotropy assumptions P222/unknown
% value/range 0.957-0.976
Model resolution (A) 283

! ProtParam, Expasy web server at https://web.expasy.org/cgi-bin/protparam/protparam.
2 Theoretical molecular mass calculated from the primary sequence (p.s.).
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Bio-layer interferometry LIGAPDH : C5a
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Rank Affiliations Country (Np) (Nc) (Na) H-index
1 UNIV OF TEXAS SYSTEM USA 88 10905 123.92 38
2 CHINESE ACADEMY OF SCIENCES China 51 1120 21.96 21
3 HOWARD HUGHES MEDICAL INSTITUTE USA 48 12049 251.02 37
4 UNIV OF CALIFORNIA SYSTEM USA 48 3151 65.65 24
5 HARVARD UNIV USA 48 836 17.42 22
6 WUHAN UNIVERSITY China 36 671 18.64 15
7 CENTRE NATIONAL DE LA RECHERCHE SCIENTIFIQUE CNRS France 35 1130 32.29 18
8 INSTITUTION NATIONAL DE LA SANTE ET DE LA RECHERCHE MEDICALE INSERM France 34 1900 55.88 17
9 AARHUS UNIVERSITY Denmark 33 1715 51.97 18
10 NATIONAL INSTITUTES OF HEALTH NIH USA USA 28 1591 56.82 14
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Rank Journal Np H-index Nc Na IF (2020)
1 FRONTIERS IN IMMUNOLOGY 55 10 338 6.15 7.561
2 JOURNAL OF IMMUNOLOGY 35 17 892 25.49 5.442
3 JOURNAL OF VIROLOGY 31 18 915 29.52 5.078
4 PLOS PATHOGENS 31 17 826 26.65 6.823
5 NATURE COMMUNICATIONS 29 18 2149 74.10 14.919
6 CELL REPORTS 27 18 1838 68.07 9.423
7 NATURE 27 24 6393 236.78 49.962
8 PNAS 25 17 1322 52.88 11.2056
9 IMMUNITY 17 156 3159 186.82 31.745
10 CELL HOST MICROBE 13 13 1514 116.46 21.023
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! Values for the outermost resolution shell are shown in parentheses.
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? Ryperge = Zn i [I(h); = <I(h)>}/E, X, 1(h);, where I(h) is the observed intensity of reflection h, and <I(h)> s the average intensity obtained from multiple measurements.

? Crystallographic Asymmetric Unit.
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ISG expression (Fold-change from pretreatment)
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WHCcAg-specific 1-cell proliteration (Fold-change from pretreatment)
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TLRs Localization Ligands Signaling pathways Cytokines

TLR1 (with TLR2) Cell surface Triacylated lipopeptides MyD88/TIRAP-NF-xkB TNF-o, IL-8

TLR2 Cell surface HSP, HMGB1, HCM MyD88/TIRAP-NF-xB TNF-o, IL-8, IFN-y, IL-12, IL-6

TLR3 Intracellular vesicle Virus dsRNA TRIF-IRF-3/NF-kB/AP-1 IFN-0/B

TLR4 Cell surface HSP, Gp96, HMGB1 Mal/MyD88-NF-kB and TRIF/TRAM-type 1 IFN IL-1B, TGF-B, TNF-a, IL-12 p40, IFN-o/
TLR5 Cell surface Flageliin MyD88-NF-xB and p38 MAPK IL-8, TNF-a.

TLR6 (with TLR2) Cell surface Diacylated lipopeptides MyD88/TIRAP-NF-xB IFN-y, IL-12, IL-6
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Intracellular vesicle
Intracellular vesicle
Intracellular vesicle
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Treatment Treatment Animal Treatment Sustained Viral Baseline/Max. Baseline/Max. Baseline/Max.

Group Identification Response Response® Decline Serum WHV Decline Serum Increase Serum
Group® DNA (logyo ge/mL)° WHsAg Anti-WHs Antibodies
(log1o ng/mL)° (logso StdU/mL)?
1 Vehicle F7934 NDH 10.68/0.91 5.28/0.93 2.00/0.09
F7935 NR = 10.83/0.48 5.37/0.74 2.00/0.00
M7965 NR - 10.80/0.06 5.76/0.84 2.00/0.00
F7991 ND* 10.73/2.06 5.96/2.20 2.00/0.00
F8047 NR = 10.76/0.15 5.93/0.99 2.00/0.00
2 RG7854 (30/120 mg/ F7937 NR = 10.60/0.10 5.08/0.60 2.00/0.00
kg)
M7979 NR'T 10.66/0.51 5.47/1.61 2.00/0.00
F7981 PR + 10.70/7.92° 5.32/4.62" 2.00/0.49
F7996 ND' 10.03/0.00 4.85/0.33 2.00/0.00
F8085 PR + 10.45/7.67° 4.75/4.05' 2.00/1.98
3 RG7854 (60 mg/kg) M7938 NR = 10.67/0.07 5.42/0.63 2.00/0.00
M7961 PR = 10.73/4.87 5.84/5.14" 2.00/0.98
F8021 R + 10.63/7.85° 5.69/4.99" 2.00/1.41
M8068 NR & 10.68/0.72 5.67/1.18 2.00/0.00
F8070 NR = 10.70/0.28 5.72/0.77 2.61/-0.05
F8226 ND' 10.70/2.83 5.36/3.33 2.00/0.18
4 Vehicle F5016 NR = 11.06/0.55 6.10/0.74 2.00/0.00
F5021 NR = 10.89/0.45 5.75/1.03 2.00/0.00
M5036 NR = 10.99/0.31 5.50/0.65 2.00/0.00
M5038 NR = 10.79/0.51 5.86/1.07 2.00/0.00
5 RG7854 (120 mg/kg) F5002 R + 11.04/8.26° 5.97/5.28' 2.00/2.53
+ ETV (0.1 mg/kg)
F5007 R + 11.07/8.29° 6.01/5.31" 2.00/2.03
F5008 ND* 11.00/8.08 5.97/5.28' 2.00/2.05
F5014 R = 10.96/8.19° 5.63/4.93" 2.00/2.71
M5028 R + 10.83/8.05° 4.99/4.29" 2.00/1.62
M5037 NR = 10.91/6.80 5.79/3.22 2.00/0.00

“Treatment response groups were defined as follows: R, Responders, serum WHY DNA <10° ge/mL, serum WHsAg <5 ng/mL, and anti-WHs antibodies >10° StdU/mL at the end of
treatment; NR, Non-Responders, minimum serum WHV DNA >10° ge/mL, minimum serum WHsAg >10° ng/mL, and absent anti-WHs antibodiies (<100 StdU/mL) at the end of treatment;
PR, Partial Responders, serum WHV DNA and WHsAg loads between Responders and Non-Responders and anti-WHs antibodly titer >100 but <11 0° StaU/mL at the end of treatment.
®Sustained viral response was defined as serum WHV DNA <10° ge/mL, serum WHsAg <5 ng/mL, and anti-WHs antibodiies present at the EOS.

°The maximum reductions in serum WHV DNA and WHsAg during treatment and/or follow-up were calculated relative to the week 0 (T0) timepoint (pretreatment baseline).

9The maximum increase in serum anti-WHs antibodies during treatment and/or follow-up was calculated relative to the week O (T0) timepoint (pretreatment baseline).

®Viremia in animals F7981, F8021, F8085, F5002, F5007, F5014, and M5028 was < lower limit of detection (LLOD; 600 ge/mL.) at one or more timepoints; the LLOD was used to calculate
the maximum WHV DNA decline in these animals.

’Ant/‘genemra inanimals M7961, F7981, F8021, F8085, F5002, F5007, F5008, F5014, and M5028 was < LLOD (5 ng/mL) at one or more timepoints; the LLOD was used to calculate the
maximum WHsAg decline in these animals.

tTreatment response group was not determined (ND) as animal died during treatment: F7991 (Group 1), F7996 (Group 2), and F8226 (Group 3) were euthanized in weeks 18, 7, or 17,
respectively, due to symptoms associated with end-stage HCC. F5008 (Group 5) died in week 11 due to liver biopsy-related hemorrhage.

t*Treatment response group was ND as animal died during the follow-up: F7934 (Group 1) was found dead in week 25, cause of death was attributed to terminal HCC. M7979 (Group 2)
was euthanized in week 26 due to symptoms associated with end-stage HCC.
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