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The development of information technology enabled us to exchange more items of information among us no matter how far we are apart from each other. It also changed our way of communication. Various types of robots recently promoted to be sold to general public hint that these robots may further influence our daily life as they physically interact with us and handle objects in environment. We may even recognize a feel of presence similar to that of human beings when we talk to a robot or when a robot takes part in our conversation. The impact will be strong enough for us to think about the meaning of communication. This e-book consists of various studies that examine our communication influenced by robots. Topics include our attitudes toward robot behaviors, designing robots for better communicating with people, and how people can be affected by communicating through robots.

Citation: Nishio, S., Nakanishi, H., Fujinami, T., eds. (2017). Investigating Human Nature and Communication through Robots. Lausanne: Frontiers Media. doi: 10.3389/978-2-88945-086-2


Table of Contents

Editorial: Investigating Human Nature and Communication through Robots

Shuichi Nishio, Hideyuki Nakanishi and Tsutomu Fujinami

Infant discrimination of humanoid robots

Goh Matsuda, Hiroshi Ishiguro and Kazuo Hiraki

Iconic Gestures for Robot Avatars, Recognition and Integration with Speech

Paul Bremner and Ute Leonards

Physical embodiment can produce robot operator’s pseudo presence

Kazuaki Tanaka, Hideyuki Nakanishi and Hiroshi Ishiguro

Expression transmission using exaggerated animation for Elfoid

Maiya Hori, Yu Tsuruda, Hiroki Yoshimura and Yoshio Iwai

Attitudinal Change in Elderly Citizens Toward Social Robots: The Role of Personality Traits and Beliefs About Robot Functionality

Malene F. Damholdt, Marco Nørskov, Ryuji Yamazaki, Raul Hakli, Catharina Vesterager Hansen, Christina Vestergaard and Johanna Seibt

Can We Talk through a Robot As if Face-to-Face? Long-Term Fieldwork Using Teleoperated Robot for Seniors with Alzheimer’s Disease

Kaiko Kuwamura, Shuichi Nishio and Shinichi Sato

Intimacy in Phone Conversations: Anxiety Reduction for Danish Seniors with Hugvie

Ryuji Yamazaki, Louise Christensen, Kate Skov, Chi-Chih Chang, Malene F. Damholdt, Hidenobu Sumioka, Shuichi Nishio and Hiroshi Ishiguro

Impact of Mediated Intimate Interaction on Education: A Huggable Communication Medium that Encourages Listening

Junya Nakanishi, Hidenobu Sumioka and Hiroshi Ishiguro

A truly human interface: interacting face-to-face with someone whose words are determined by a computer program

Kevin Corti and Alex Gillespie







	
	EDITORIAL
published: 18 November 2016
doi: 10.3389/fpsyg.2016.01784





[image: image2]

Editorial: Investigating Human Nature and Communication through Robots


Shuichi Nishio1*, Hideyuki Nakanishi2 and Tsutomu Fujinami3


1Hiroshi Ishiguro Laboratory, Advanced Telecommunications Research Institute International, Kyoto, Japan

2Department of Adaptive Machine Systems, Osaka University, Osaka, Japan

3School of Knowledge Science, Japan Advanced Institute of Science and Technology, Ishikawa, Japan

Edited and reviewed by:
 Anton Nijholt, University of Twente, Netherlands

* Correspondence: Shuichi Nishio, nishio@botransfer.org

Specialty section: This article was submitted to Human-Media Interaction, a section of the journal Frontiers in Psychology

Received: 03 October 2016
 Accepted: 31 October 2016
 Published: 18 November 2016

Citation: Nishio S, Nakanishi H and Fujinami T (2016) Editorial: Investigating Human Nature and Communication through Robots. Front. Psychol. 7:1784. doi: 10.3389/fpsyg.2016.01784



Keywords: robot, communication, enhancement, human nature, teleoperation, embodiment


Editorial on the Research Topic
 Investigating Human Nature and Communication through Robots



The aim of this research topic was to gather findings and hypothesis on how robotic devices have changed, or may change, ways of communication between people. In the last two decades, people acquired new means for communication; cellphones, e-mail, chat, SNS, and so on. With such communication media, along with the progress in information technologies and devices such as World Wide Web (WWW) and smartphones, ones lifestyle has rapidly changed. We can now talk with others anywhere and anytime, can send and receive not just text or voice but also images, movies to express our ideas and feelings in finer detail. Such changes not only increased the bandwidth and relaxed the distance limitation of communication; they also changed how people communicate with each other. Such changes provided researchers with new sources and methods for investigating human nature such as cognitive properties and sociological tendencies.

Now various types of robots that are aimed to work in our daily environment are developed and starting to appear in markets. Some robots can make simple conversation with people autonomously. Some cannot speak but people anthropomorphize them and talk to them. Some work as a mobile video chat system. Robots differ from existing information devices in that they can physically interact with real world objects. They can move round in the world we live, can carry things, can touch people or can be touched by people. You can feel a strong presence of the robot. Having conversation with such robots, or having conversation with other persons through such robots may re-define the meaning of communication.

People are starting to apply this new possibility in various fields. Some are making theater performance and art works with robots. Some are trying to use robots as means to understand and to talk to people with cognitive impairments such as dementia and autism. And some are using robots to refine communication with others. Such trials, as well as efforts to refine robots so that people can easily interact with them, are shedding lights on previously unknown human nature; e.g., how we recognize ourselves and others, what it is to have communication with others.

In this research topic, human communication with robots or through robots were examined from versatile aspects. Two papers examined how robots or their behavior are recognized by people. Matsuda et al. tested if infant can discriminate androids, a robot with very humanlike appearance. It is well known that people tend to feel “uncanniness” toward androids (MacDorman and Ishiguro, 2006). They examined if this uncanny feeling is equipped in people from birth or is developed during growth. Bremner and Leonards examined whether human can process gestures produced by robots in the same way as produced by others humans. When we speak to others, non-verbal elements are generated inevitably due to our body and such elements are processed in combination to speech. The question is, will this multi-modal processing be triggered for robots as well.

Two papers examined how robots can be made to affect people. Tanaka et al. tested how various factors in a robot, especially its physical embodiment, affect its social telepresence. That is, if robot that have physical bodies are better than telephones or video phones or not, in what way, and how robots can be used to make the effect stronger. Hori et al. tried to express emotion with robots, not by using body motions or facial expressions, but by changing illumination patters.

Four papers tested how communicating through robots would affect people. Damholdt et al. how elderly citizens will respond to a teleoperated robot. That is, when having a conversation through a robot that is controlled by another person, what personal factors of the elderly citizen will affect their attitude toward the robot. Kuwamura et al. focused on elderlies with dementia. They performed a long term testing in a care facility using a teleoperated robot, and checked how the robot is accepted and how people interacted with the robot. Yamazaki et al. examined if having a conversation through a robot, instead of using a telephone, would reduce stress. Nakanishi et al. describes their attempt to use a teleoperated robot as teaching tool in school. By using a huggable device, they examined if talking to children through the device would help the children to concentrate more on teacher.

And finally, Corti and Gillespie showed a unique setup on “robotic” teleoperation. Instead of having an operator person who controlls a robot, they used an artificial chat system (chat bot) to determine what to speak in conversation with others. This “Echoborg” is used to perform several testings and the authors also discuss on the possibility of creating an androids that speak autonomously.
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Recently, extremely humanlike robots called “androids” have been developed, some of which are already being used in the field of entertainment. In the context of psychological studies, androids are expected to be used in the future as fully controllable human stimuli to investigate human nature. In this study, we used an android to examine infant discrimination ability between human beings and non-human agents. Participants (N = 42 infants) were assigned to three groups based on their age, i.e., 6- to 8-month-olds, 9- to 11-month-olds, and 12- to 14-month-olds, and took part in a preferential looking paradigm. Of three types of agents involved in the paradigm—a human, an android modeled on the human, and a mechanical-looking robot made from the android—two at a time were presented side-by-side as they performed a grasping action. Infants’ looking behavior was measured using an eye tracking system, and the amount of time spent focusing on each of three areas of interest (face, goal, and body) was analyzed. Results showed that all age groups predominantly looked at the robot and at the face area, and that infants aged over 9 months watched the goal area for longer than the body area. There was no difference in looking times and areas focused on between the human and the android. These findings suggest that 6- to 14-month-olds are unable to discriminate between the human and the android, although they can distinguish the mechanical robot from the human.

Keywords: infant, humanoid robot, android, preferential looking paradigm, eye tracking, uncanny valley

Introduction

Over the last decade, various types of humanoid robots have emerged beyond the hypothetical realm of science fiction and into real life. More recently, robots with an extremely humanlike appearance, called “androids,” were developed (Ishiguro, 2006), primarily for interaction with humans. Because the best communicative partner of human beings is undoubtedly other humans, the development of a more humanlike appearance and motion for robots is considered a shortcut to developing robots that will have natural interactions with humans. Thus, investigating how currently available robots are perceived by humans will provide valuable information for this purpose.

The famous “uncanny valley” hypothesis is related to the impression conveyed by robots and their human likeness (Mori, 1970, 2012), and states that extremely humanlike artifacts often elicit negative affect, e.g., a feeling of eeriness, whereas modestly humanlike artifacts evoke familiarity. It was originally a theoretical hypothesis and remains controversial (Burleigh et al., 2013); some subsequent studies have, however, found empirical evidence supporting the existence of a similar phenomenon in both humans (Seyama and Nagayama, 2007) and other primates (Steckenfinger and Ghazanfar, 2009). In other words, the uncanny valley hypothesis suggests that humans have a sophisticated ability to discriminate between human and non-human beings. In fact, it has been reported that 80% of adult participants recognized that an android with a highly humanlike appearance was not a real human within 1 s (Noma et al., 2006), and that brain activity when viewing a human vs. an android is significantly different, especially in the anterior intraparietal sulcus, which is involved in action perception (Saygin et al., 2011). Currently available androids, therefore, do not seem to have achieved a sufficiently humanlike appearance in the view of human adults.

On the other hand, little is known about infant perception of extremely humanlike artifacts, such as androids. Newborns show primary discrimination abilities in relation to human properties, such as faces, voices, and movements (Goren et al., 1975; DeCasper and Fifer, 1980; Moon et al., 1993; Simion et al., 2008), and gradually gain more expertise during the first year of life. For example, whereas newborns can discriminate their mothers from strangers when the mothers’ heads are uncovered (Bushneil et al., 1989), they cannot do so when both women are wearing head scarves (Pascalis et al., 1995), although this only occurs up to 5 weeks of age (Bartrip et al., 2001). Moreover, at around 7 months, infants become able to process detailed facial configurations, such as the distance between eyes and mouth (Cohen and Cashon, 2001), and to identify strangers’ faces from a non-frontal view (Fagan, 1976). Discrimination of biological (e.g., a walking hen) from non-biological motion has also been observed in newborns (Simion et al., 2008), but the ability to differentiate human motion (e.g., a walking person) from non-human motion appears around 3 months of age (Bertenthal et al., 1987). By around 12 months of age, infants are able to discriminate possible and impossible human movements, such as fingers or elbows bending in the opposite direction (Christie and Slaughter, 2010; Morita et al., 2012). As mentioned above, although young infants already have primary discrimination abilities in relation to humans, this is not as well-developed as it is in adults. Therefore, it is likely that infant perception of humanoid robots is different from that of adults.

Investigating infant perception of androids inevitably leads to manifesting how infants discriminate human beings from non-human beings. Androids can be regarded as a highly controlled human stimuli for use in investigating human nature in the field of cognitive science (MacDorman and Ishiguro, 2006). Some researchers have already used androids as experimental stimuli (Saygin et al., 2011; Urgen et al., 2013); however, most targeted human adults. To our knowledge, there is only one study in which preschoolers’ responses to a real human and an android were compared (Moriguchi et al., 2010), and no studies on younger infants. Therefore, the purpose of this study was to investigate infant discrimination ability in regard to human beings, using humanoid robots and the preferential looking paradigm. When two kinds of stimuli are presented simultaneously in front of infants, a remarkable difference in looking times between both stimuli indicates that infants can discriminate between each stimulus. This method was devised by Fantz in the 1950s (Fantz, 1958), and is still widely used today in the field of developmental science.

In this study, three agents—a human, an android modeled on the human, and a mechanical-looking robot made from the android—were used as the experimental stimuli. If infants can recognize relatively few differences between the human and the android, significant difference in their looking times to each agent should be observed. Taking the findings of previous studies described above into consideration, it is very likely that younger infants will not realize that the android is not a human, while infants aged over 12 months may be able to discriminate between the two; therefore, this study targeted infants aged between 6 and 14 months. Furthermore, we employed an eye tracking system to measure infant looking times because it allows for more objective measurement and more precise analysis of focused areas than manual coding does. Even if no difference is found in looking times, there may be difference in the regions infants focus on when looking at each agent. Thus, this study will provide new evidence in relation to infants’ ability to discriminate human beings from non-human beings, and the pathway by which this ability develops. In addition, from the viewpoint of robotics, this experiment will evaluate the infant’s perception of the human likeness of currently available androids. If the uncanny valley hypothesis applies in infancy, particular responses to the android, such as avoiding viewing the android, may be observed.

Materials and Methods

Participants

Infants (N = 42; 20 boys, 22 girls; age = 6–14 months) were assigned to three groups based on their age: 6–8 months (six boys, five girls, mean age = 223.73 days, SD = 20.39), 9–11 months (eight boys, nine girls, mean age = 291.63 days, SD = 30.63), and 12–14 months (six boys, eight girls, mean age = 355.39 days, SD = 64.43). A further 22 infants were excluded from analysis following cessation of the experiment due to fussiness, such as crying and inability to stay still (n = 7), or a lack of valid gaze data (n = 15). Details about the criteria for data exclusion are described in the data analysis subsection below.

This study was approved by the ethics committee of the University of Tokyo. Written informed consent was obtained from the parents of all participants before beginning the experiment.

Stimuli and Apparatus

The visual stimuli were three different black and white video clips (800 × 800 pixels, 30 fps) that depicted one of three agents (a human, an android, or a mechanical robot) performing a grasping action with their right hand. Figure 1 shows example frames of each video clip. These clips were made from stimuli used in a previous study (Saygin et al., 2011).
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FIGURE 1. Agents used as experimental stimuli. The android was designed to have the likeness of the human actor, and was identical in internal architecture to the robot. The original face of the robot was covered with a plastic mask to conceal its somewhat bizarre appearance, with naked eyeballs and gums.



In the human agent clip, a Japanese woman reached her right hand toward a tube of facial wash, grasped it for a moment, and then moved her hand back to the original position. Her facial expression did not change and her left hand remained on her left thigh. In the android and robot clips, a female android named Repliee Q2 (Osaka University and KOKORO Co. Ltd., Japan) and a mechanical humanoid robot, respectively, performed the same grasping action as the human stimulus. The Repliee Q2 was modeled on the women actor shown in the human stimulus, and its upper body is moved by air actuators. Because the mechanical robot was made by stripping away the clothing and silicone skin from the android, the robots were almost identical in terms of physical size and motion. Although the robots’ motions were programed to resemble the human’s action as much as possible, those were actually rather unnatural due to mechanical limitations. In more concrete terms, whereas the human moved her hand straight to the target, the robots moved their hands over the target and then down toward it. All of the video clips were 3.5 s in duration, the second half (1.75 s) of which consisted of the first half (1.75 s) being played backwards. In addition, we used a simple animation with cheerful music that depicts a star changing in color and size as an attention getter.

Gaze data were collected at 300 Hz by the Tobii TX300 (Tobii AB, Sweden) contactless eye tracking system, which was placed at the center of a table. Its back and left and right sides were surrounded with curtains to ensure that the infants’ concentration remained on the stimuli. The stimuli were presented on a 23 in liquid crystal display (1920 × 1080 pixels) integrated with the Tobii, and the actual size of each video clip on the display was a 21 cm square. A small video camera (CCD-MC100, Sony Corporation) was additionally attached at the center of the upper frame of the display so that we could observe participants’ behavior. During gaze measurement, an experimenter who was located in an area separated by the curtain manipulated the Tobii and the stimuli.

Procedure

Infants viewed the stimuli while sitting on their parent’s lap, and the distance between the infants and the display was approximately 60 cm. The tilt angle of the Tobii was adjusted so that it only captured infants’ eyes, and then a 5-point calibration was conducted. The parent was instructed not to respond to either the infant or the stimuli. In a single trial, two different video clips were presented at the same time side-by-side on the display, and were repeated three times without an interval. Thus, a single trial lasted 10.5 s. Each pair of agents (human vs. android: HA, human vs. robot: HR, and android vs. robot: AR) was presented four times, and the distance between two clips was 3.2 cm. The position (left or right) of the stimuli was counterbalanced. We conducted 12 trials if the infant did not become fussy, with the presentation order of each pair randomized. Before every trial, the attention getter was played at the center of the display until the infant looked toward it. Validity of eye tracking was monitored in real time using the “Show Track Status” function of the Tobii. An experimenter determined termination of the attention getter based on this status monitor and live footage from the video camera. In addition, the experimenter asked parents to move infants back to the initial position after a trial in which the Tobii lost infants’ eye gaze because they moved vigorously.

Analysis

Trials with invalid (missing) gaze data for more than 50% of the trial duration were excluded from the data analysis. Moreover, participants for whom the data of one or more agent pairs was not obtained at all, were completed excluded. There were 15 infants excluded based on this criterion, primarily due to a hardware failure of the Tobii TX300 eye tracking system. According to the developer of Tobii, when the TX300 is used with a particular firmware (ver. 1.1.0), as we did in this study, it can fail to detect infant gaze during high-frequency measurement because of a problem in its algorithm for gaze detection. This problem does not occur in measurement at lower frequencies, such as at 60 and 120 Hz, and it has been fixed in the latest firmware (ver. 1.1.1). Regrettably, we lost a large amount of data because we were not aware of this important problem and its solution until after the experiment was complete.

We defined three static areas of interest (AOI), corresponding to the face area, a goal area, and the body area (see Figure 2). The same three AOI were applied to each agent, and statistical analysis was performed separately for each pair of agents (HA, HR, and AR). To calculate the proportions of looking times toward each AOI of each agent, mean gaze counts were divided by the total gaze count for two agents presented simultaneously. One gaze count corresponds to 3.3 ms viewing at 300 Hz sampling. A three-way mixed design analysis of variance (ANOVA; age group × agent × AOI) with the arcsine transformation was conducted for the proportions of looking times, and the Huynh–Feldt correction for degrees of freedom was employed as necessary. Multiple comparison with the Bonferroni method was carried out when an interaction was found.
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FIGURE 2. Heat maps of mean gaze count across all trials of all participants, superimposed upon each agent after 7 × 7 pixel Gaussian smoothing was applied. Red represents an area that the greatest number of infants viewed. areas of interest (AOI) are depicted as white rectangles. The reason for the focused areas in the goal area of the android and the robot spreading vertically is probably due to the trajectories of the agents’ hands.



Results

To make it easier to understand the overall trends, heat maps of the mean gaze count across all trials of all participants for each agent are shown in Figure 2.

Figure 3 shows the mean proportions of looking time for each AOI in each age group. There were main effects of agent in the HR and AR conditions [HR: F(1,39) = 22.65, p < 0.001; AR: F(1,39) = 28.90, p < 0.001], of AOI in all three conditions [HA: F(1.83, 71.29) = 45.86, p < 0.001; HR: F(1.70, 66.23) = 50.64, p < 0.001; AR: F(1.67, 65.29) = 64.46, p < 0.001), and of age group only in the HA condition [F(2,39) = 5.83, p = 0.006].
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FIGURE 3. Proportions of total looking times at each AOI of each agent across the three age groups. Red solid lines, purple dotted lines, and blue thin lines represent the human, android, and robot agents, respectively. Circle, triangle, and square markers correspond to AOI of face, goal, and body, respectively. Error bars represent standard errors.



Moreover, an interaction between age group and AOI was found in all of the three conditions [HA: F(3.66, 71.29) = 5.19, p = 0.001; HR: F(3.40, 66.23) = 2.77, p < 0.05; AR: F(3.35, 65.29) = 3.17, p < 0.05]. The details of significant differences between each AOI in each age group and those between each age group at each AOI are described in Tables 1 and 2, respectively. Table 1 shows that infants in all age groups principally watched the face area of each agent, and that infants aged over 9 months watched the goal area for longer than they did the body area. Further, Table 2 shows the gaze preference for the goal area in infants aged over 9 months, and shows that the 6- to 8-month-old group tended to view the body area for longer than the older groups did.

TABLE 1. The results of multiple comparisons for looking times between each areas of interest (AOI; Face/Goal/Body) in each age group (6–8/9–11/12–14 months).

[image: image]

TABLE 2. The results of multiple comparisons for looking times between each age group (6–8/9–11/12–14 months) in each AOI (Face/Goal/Body).
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An interaction of agent and AOI was also found in the HR and AR conditions [HR: F(2,78) = 3.53, p < 0.05; AR: F(2,78) = 12.53, p < 0.001]. Multiple comparison revealed that the robot captured the longest looking time among all of the agents in any AOI (p < 0.05 for the goal area in the AR condition, p < 0.01 for the goal area in the HR condition and for the body area in the AR condition, p < 0.001 for the rest), and that infants viewed the face area for significantly longer than they did the other AOI (all ps < 0.001).

No second-order interactions were found in any conditions. Further, no effect and interaction involved in the agent factor was detected in the HA condition; that is, there were no significant differences in either looking time or focusing area between the human and the android in any age groups.

Discussion

To examine infant discrimination ability among human and humanlike agents and to test the human likeness of a currently available android, we measured looking times of infants aged between 6 and 14 months in regard to three types of agents of similar body size and motion. The three-way ANOVA revealed that infants of all age groups spent the longest time on viewing the robot, especially its face, compared with the other agents. Further, there was no difference in looking time between the human and android agents. These results suggest that 6- to 14-month-old infants are unable to distinguish the android from the human, although they are able to distinguish the robot from the human.

Infants’ gaze preference for the mechanical robot is probably derived from their novelty preference tendency. A considerable number of studies have shown that infants generally prefer unfamiliar to familiar stimuli. The fact that the preference was observed in the AR condition, where the motions of both agents were almost the same, indicates that the visual aspects of the robot, rather than the motion, captured the infants’ attention. Although it is likely that the infants who participated in our experiment often saw many women besides their mother in daily life, none had seen the robot before taking part in this study; therefore, the robot must have been the most unfamiliar to them from among the three agents.

Despite the fact that the android is also a rare stimulus for the infants to have observed in reality, there was no gaze preference between the human and android agent. An absence of preference for the looking paradigm does not directly indicate that two stimuli are considered to be identical; hence, it is unclear whether the infants regarded the human and the android as the same person. However, our findings suggest, at least, that the human and the android were regarded as equally humanlike beings.

A similar insensitivity to artificial humanity in infants has been reported by a previous study (Lewkowicz and Ghazanfar, 2012), where it was exhibited that 6- to 12-month-old infants were unable to discriminate a realistic computer graphics (CG) avatar from a real human. Although the authors used the term “realistic” to describe their stimuli, the stimuli actually had a non-photorealistic appearance that any adult could recognize as being a CG avatar at a glance. Our android had a more photorealistic appearance than theirs did; therefore, it should have been difficult for not only 6- to 12-month-old infants but also older infants to discriminate between the human and the android.

The motion of the android used in this study was unnatural due to its mechanical limitations. If infants recognize the unnaturalness of its motion, it is possible that they looked for longer at the android than at the human; however, the results showed that this was not the case. The android’s grasping action is somewhat awkward but not impossible for human beings. It is likely that the discrimination ability of infants aged around 1 year for human movement is not yet sophisticated enough to detect this type of awkwardness.

In all the three conditions and for all age groups, infants spent the longest time looking at the face AOI. Infants’ preference for faces has been reported by many previous researchers. Even newborns under 1 week of age prefer face and face-like stimuli to other stimuli (Goren et al., 1975; Macchi et al., 2004; Farroni et al., 2005), and infants gradually focus their attention on faces at between 3 and 9 months of age (Frank et al., 2009). This preference for faces has been observed regardless of the nature of the stimuli, i.e., geometric or photographic images (Farroni et al., 2005), and is, thus, considered to reflect the importance of faces in human communication (Csibra and Gergely, 2009).

Interestingly, looking times in the goal AOI were larger in the older infant groups than in the youngest group. This probably depends on the development of their prediction ability for human action. Falck-Ytter et al. (2011) compared looking behaviors of 6- and 12-month-old infants and adults while watching human goal-directed actions, and revealed that 12-month-olds and adults looked at the goal area significantly faster and for longer than 6-month-olds did. In another similar study (Kanakogi and Itakura, 2011), the authors proposed that this prediction ability for others’ actions corresponds to their own motor ability, and demonstrated that infant grasping ability develops gradually after 6 months of age. Our result is highly consistent with these findings. A shorter looking at the goal AOI in the 6- to 8-month-old group may reflect their rudimentary understanding of the goal of the agents’ action.

Of course, there are limitations in our study. First, it is possible that the stimuli were too small for infants to detect slight differences in appearance and motion between the human and the android. We used 21 cm square black and white video clips, which were presented 60 cm away from the infants. An agent of this size corresponds to a real agent at about 2.5 m distance. The presentation of a real android may produce different results. In fact, presentation at a realistic size facilitates information processing about the human body in young infants (Heron and Slaughter, 2010). Second, factors that can influence the perceived human likeness of robots are not limited to their appearance and motion. For example, a study using a mechanical humanoid robot reported that infants regarded the robot as a communicative agent only after watching interactions between a human and the robot (Arita et al., 2005). This finding implies that the interactive functions of robots can influence their human likeness. In addition, infants’ characteristics, such as gender, and temperament, influence the perceived human likeness of robots. Because female, compared to male, infants have been reported to show an advantage in processing social stimuli, such as facial expressions (McClure, 2000), and to prefer more human-like stimuli, such as dolls and human faces (Connellan et al., 2000; Lutchmaya and Baron-Cohen, 2002; Alexander et al., 2009), their ability to discriminate between human and non-human beings may mature faster. Finally, gaze measurement is not the only way to investigate infant discrimination ability. Recently, infants’ neural response to stimuli has been attracting attention as a new subjective index of their discrimination ability, in association with the development of non-invasive and more simplified technology for measuring brain activity (Csibra et al., 2004; Farroni et al., 2004). Although we did not find differences in infant gaze behaviors between the human and the android agents in this study, infants’ neural response to the two types of agent may differ in some brain regions.

To our knowledge, this is the first report concerning infant discrimination of a recently developed android from humans and robots. Our results suggest that discrimination ability in regard to human vs. non-human beings is not as sophisticated in infants younger than 14 months as it is in adults. The uncanny valley effect elicited by the android was not found in infants; in other words, a currently available android may have already reached a humanlike quality for infants, at least with regard to appearance and motion. Androids have great potential as an alternative to human stimuli in future psychological studies.
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Co-verbal gestures are an important part of human communication, improving its efficiency and efficacy for information conveyance. One possible means by which such multi-modal communication might be realized remotely is through the use of a tele-operated humanoid robot avatar. Such avatars have been previously shown to enhance social presence and operator salience. We present a motion tracking based tele-operation system for the NAO robot platform that allows direct transmission of speech and gestures produced by the operator. To assess the capabilities of this system for transmitting multi-modal communication, we have conducted a user study that investigated if robot-produced iconic gestures are comprehensible, and are integrated with speech. Robot performed gesture outcomes were compared directly to those for gestures produced by a human actor, using a within participant experimental design. We show that iconic gestures produced by a tele-operated robot are understood by participants when presented alone, almost as well as when produced by a human. More importantly, we show that gestures are integrated with speech when presented as part of a multi-modal communication equally well for human and robot performances.

Keywords: human-robot interaction, gestures, humanoid robotics, tele-operated robot, multi-modal communication

1. INTRODUCTION

Based on the idea that embodiment leads to stronger social engagement than a screen (Adalgeirsson and Breazeal, 2010; Hossen Mamode et al., 2013), we wondered whether a viable alternative for telecommunication is to use a tele-operated humanoid robot as an embodied avatar in a remote location. In previous work with robot avatars they have been shown to improve social presence of a remote operator (Tanaka et al., 2015), and their salience to people in the robot's presence (Hossen Mamode et al., 2013), relative to more traditional telecommunication media (audio and video).

In order for a robot avatar to be a viable communication method it must be capable of transmitting human interactive behavior. In everyday communication people can be observed performing arm gestures alongside their verbal communications (McNeill, 1992; Kendon, 2004). Though there is much debate on whether such gestures have a communicative value for observers, a recent meta-analysis of the literature concluded that they are of communicative value (Hostetter, 2011). Indeed, a number of studies in the human communication literature demonstrate observers of co-verbal gestures comprehend information from them (Cassell et al., 1999; Kelly et al., 1999; Beattie and Shovelton, 2005, 2011; Cocks et al., 2011; Wang and Chu, 2013). Hence, we are motivated to investigate the use of gesturing on a humanoid robot avatar to capitalize on the reported benefits (salience and social presence), while still maintaining multi-modal communication efficacy.

To transmit the multi-modal communications of a human operator, we have developed a tele-operation interface that uses motion tracking of the operators arms, and audio streaming, to replicate their communication on a NAO robot (Aldebaran Robotics, Gouaillier et al., 2009). By using this implicit control method we aim to allow an operator to communicate as they would face-to-face. Before being able to investigate the benefits of embodiment over video in telecommunication, and interaction benefits of gestures, we first need to demonstrate the capability of the system to reproduce comprehensible gestures on the robot; thus, this is the first aim of the work presented here.

Which kind of gestures are particularly important in human–human communication, and how they can be shown to add communicative value, underpins our approach to evaluating multi-modal communication on a robot avatar. Within the literature on gestures in human interaction a number of schemes have been proposed to classify them according to their form and function (Ekman, 1976; McNeill, 1992; Kendon, 2004).

Iconic gestures are a key class of gestures from the classification scheme proposed by McNeill (1992). Iconic gestures are those that have a distinct meaning, they are of a form that either reiterates or supplements information in the speech they accompany. They typically convey information that is more efficiently and effectively conveyed in gesture than in speech, such as spatial relationships and motion of referents (Beattie and Shovelton, 2005), or the way in which an action is performed (termed manner gestures) (Kelly et al., 1999). Hence, multi-modal communication can be said to be more effective and efficient at conveying information between speaker and listener than uni-modal communication, i.e., taking less time to convey the desired message, and in a clearer way (Beattie and Shovelton, 2005). Given the high communicative value of iconic gestures, here we investigate their use in robot avatar communication.

For human-human communication, a number of approaches have been taken to establish the communicative value of iconic gestures, by examining whether the information understood by observers of multi-modal communication differs from uni-modal communication. One suggested value of gestures is that they improve how memorable the speech they accompany is. Hence, participants' ability to recall details of speech delivered with and without different gestures has been tested (e.g., Cassell et al., 1999; Kelly et al., 1999). Analysis of results for such experiments is non-trivial, and depends strongly on how easy the stimulus material content is to remember.

An alternative approach was suggested by Beattie and Shovelton (2005), whereby participants were asked questions about short multi-modal vignettes, the answers to some of which were only contained in the gestural channel. However, in such an approach it might be difficult to distinguish between speech and gesture integration, and contextual inferences (Beattie and Shovelton, 2011).

To avoid confounds such as the ones potentially inherent in the approaches described above, we decided to base our experiments on a seminal study presented by Cocks et al. (2011). We adapted their design for use with the NAO robot and our tele-presence control scheme (see Section 2). In their study, participants were presented with a series of actions conveyed either through speech alone, gesture alone, or an iconic (manner) gesture accompanying speech, and asked to select, from a set of images of actions one that best matches what was communicated. The authors were able to clearly distinguish and compare understanding of actions both in uni-modal and multi-modal communication. Hence, their method was able to evaluate integration of information from the two communication channels, a process vital for the utility of co-speech iconic gestures (Cocks et al., 2011).

One of the aims of the work presented here is to investigate whether the integration of speech and gesture occurs for a non-human agent, such as a robot, in the same way that it does for a human. Knowledge in this regard is as yet very limited. Speech and gesture integration for robot-performed pointing (deictic) gestures has been investigated (Ono et al., 2003; Cabibihan et al., 2012b; Sauppé and Mutlu, 2014), this showed that relative locations of referents could be better understood by using gestures to supplement speech information. While these studies provide some evidence for speech and deictic gesture integration, iconic gestures have yet to be examined. Moreover, to the best of our knowledge, it has never been investigated whether this integration process is as reliable in robots as it is in people.

A key issue in robot gesturing, is joint coordination and motion timing. Work on how the human brain processes gestures suggests this may be of importance to gesture recognition, and hence in studying speech and gesture integration. In their recent meta-analysis of studies concerning the neural processing of observed arm gestures Yang et al. identified three brain functions associated with gesture processing: mirror neurons, biological motion recognition, and response planning (Yang et al., 2015). Of particular relevance here are mirror neurons, part of the brain associated with performing actions that fire when those actions are recognized. Gazzola et al. showed that mirror neurons still fire when observing some robot motion (Gazzola et al., 2007). However, they suggested that this depends on identification of the goal of the motion. With gesture, the motion goal is often not clear, and so mirror neuron based gesture recognition may instead rely upon identification of motion primitives, component parts of gestural motion based upon muscle synergies in the arm (Bengoetxea et al., 2014).

A potential advantage in our study is we might overcome any scripting-related issues by using our tele-operation control scheme to copy both the shape, timing and joint coordination of human movement. Note, however, that even a tele-operation control system is limited by the design and the degrees of freedom of the robotics system used. Moreover, the non-biological appearance of the robot may interfere with identification of the gestures. Hence, we included testing conditions that allowed us to evaluate the comprehensibility of the gestures produced with our system when presented on their own.

In this paper we aim to address the following research questions: (1) can iconic gestures performed with our tele-operation system be identified?; (2) is performance comparable to when the same gestures are performed by a person?; (3) are iconic gestures performed using our tele-operation system integrated with speech?; and (4) is integration as efficient for robot performed multi-modal communication as human performed multi-modal communication?

In detail, we pre-recorded a set of communications consisting of verb phrases and appropriate iconic gestures produced by the robot using our tele-operation system, and a matching set by a human actor. The same actor was used for producing the robot stimuli and the human stimuli (recorded on video) to make the conditions as closely matched as possible. The recorded stimuli were then used in an experimental study adapted from the human–human communication literature (Cocks et al., 2011) to investigate whether hand gestures on their own were comprehensible for both robot and human, and whether they could be integrated with speech.

To evaluate integration, we established whether the understanding of the observers' was changed as compared to speech or gesture alone. Understanding was also directly compared for the human (on video) and the robot (embodied replay of recorded communications) within the same observers. We sought to establish the extent of integration benefit achievable with robotic communication, relative to the one observed for a human communicator. We used videos of human gestures in our study to ensure identical stimuli for all participants. We reasoned they would be as efficient as live performances, given high recognition and integration rates (close to ceiling) were observed using video stimuli, in the study on which our work is based (Cocks et al., 2011).

An additional motivation for our comparison of human video communication with a physically present robot is that it allows us to evaluate the differences between these two modes of telecommunication for multi-modal communication. If the performance of gesture understanding and integration for the robot avatar is comparable to video communication, it will enable further work on the salience and utility of these gestures in an interactive context. Beyond the application of the results to the utility of the NAO robot as an avatar, the tele-operated approach allows us to make more general inferences for the design of autonomous communicative robots.

Directly comparing participants' comprehension of iconic gestures and their integration with speech for human and robot performers (in a single experiment) allows us to eliminate a range of confounds that make it difficult to compare findings within the literature. To the best of our knowledge we are the first to make this direct comparison.

This paper is an extended version of our work published in Bremner and Leonards (2015a). We extended our previous work by adding in depth analysis of the gestures used, and the performance of the tele-operation system in reproducing these gestures. Additionally there is far more detailed discussion of our results, including implications of related work in neuroscience on human gesture processing.

2. MATERIALS AND METHODS

We conducted an experimental study with 22 participants (10 female, 12 male), aged 18–55 (M = 34.80 ± 10.88SD), all of whom were Native English speakers. Participants gave written informed consent to participate in the study, in line with the revised Declarations of Helsinki (2013), and approved by the Ethics Committee of the Faculty of Science, University of Bristol.

Stimuli consisted of a series of pre-recorded communications, these were either speech alone, gesture alone, or speech and gesture. Each communication was performed by either the human actor (on video) or the NAO robot (physically present). Video was used for the human stimuli to ensure repeatability, and to allow direct comparison of data obtained for speech and gesture integration in dependence of the type of communicator: human or tele-operated robot. Hence, the experiment used a 2 (performer) × 3 (communication mode) within-subjects design.

2.1. Tele-Operation System

To reproduce gestures performed by a human actor on the NAO humanoid robot platform from Aldebaran Robotics (see Figure 1, for specifications see Gouaillier et al., 2009), we designed a motion capture based tele-operation system. The system was built using the ROS framework. Architecturally, ROS can be described as a computation graph made up of software modules (termed nodes), communicating with one another over edges (Quigley et al., 2009). Communication is built on a publisher/subscriber model where a node sends a message by publishing it, and nodes using that message subscribe to it.
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FIGURE 1. Control architecture of the tele-operation system. Circles represent ROS nodes. © 2015 IEEE. Reprinted, with permission, from Bremner and Leonards (2015a).



ROS offers a number of advantages that make it well suited to our system. Firstly, its communication architecture means that the system is inherently modular, so if one node fails the others can keep running while the failed node is restarted. Secondly, this modularity means nodes can be easily modified independently, only needing to adhere to correct message structure, making the system easily extensible. Thirdly, nodes can be written in different programming languages, here some nodes use C++ and some Python. Finally, ROS is well documented with a large library of existing nodes on which to base our work, speeding development time. Hence its use over viable alternatives such as YARP (Metta et al., 2006) or URBI (Baillie et al., 2008).

In our tele-operation system we have developed separate nodes to gather kinematic information of the human tele-operator from several sensor systems. Each sensor node then publishes its data as ROS messages, a NAO control node subscribes to these message streams and then calculates the required commands that are then sent to the robot. Figure 1 shows the system architecture schematic. Audio streaming was handled separately from ROS using the GStreamer media framework to develop a NAO module and corresponding PC application to allow streaming of audio to the robot.

In order to ensure that gestures are reproduced on the robot as closely as possible to the original human motion, hand trajectories, joint coordination and arm link orientations must be maintained. To this end arm link end points (i.e., shoulder, elbow and wrist) are tracked using a Microsoft Kinect sensor; the Nite skeleton tracker API from OpenNI is used to process the Kinect data and produce the needed body points. A Kinect node was written with the Nite API that uses the arm link end points provided by the skeleton tracker to calculate unit vectors for the upper and lower arm in the operator's torso coordinate frame1, these were then published as ROS messages. Sensor update rate was 30 Hz.

The arm unit vectors are then used by the NAO control node to calculate robot arm joint values that align the arm links of the robot with those same unit vectors in the torso coordinate frame of the robot1. An example mapping between human and robot arm positions is shown in Figure 2. Data from the Kinect were subject to high levels of noise, consequently the joint angles were smoothed using a moving average filter with a 10 frame window.
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FIGURE 2. A tele-operator pose reproduced on the NAO robot. Black arrows indicate the directions of the unit vectors along the arm links, the coordinate frame of the torso is shown in RGB (XYZ). © 2015 IEEE. Reprinted, with permission, from Bremner and Leonards (2015a).



The filtering process added undesirable delay to the robot commands. Consequently, each filtered value is then modified by adding a trend term, calculated for each joint as a 10 frame moving average of the change in position each frame, then scaled by a factor of 4 (empirically determined) to produce a command similar to, but slightly ahead of, the raw value. To prevent overshoot due to sudden changes in velocity the filtered output was limited to deviate from the un-filtered value by an empirically determined maximum threshold value (0.04 rad). The NAO control module executed these commands to ensure the joints are still in motion when new commands are received, to do this it sent motor demands to execute the motion over a longer period than the update rate would require, so the controller doesn't decelerate more than demanded by the control node. This process utilized the inbuilt NAO position controllers to counteract commands being ahead of the raw value (resulting from the trend term in the filter), and thus allowed smooth handling of the stream of position demands.

Due to limitations of the resolution of the Kinect when viewing the full body, it is not able to provide all degrees of freedom (DoF) required. Specifically, finger flexion and extension, and hand rotation relative to the forearm (pronation/supination). To overcome these limitations additional sensors were used: a Polhemus Patriot provides pronation/supination, and 5DT data gloves provide finger bend information. ROS nodes were developed for each of the additional sensors, which publish that data as ROS messages at 30 Hz. The NAO node processes this additional data to calculate the needed joint angles for the robot. It then combines the calculated angles for all arm joints into a single message to send to the robot each command cycle.

2.2. Phrase and Gesture Selection

In order to evaluate whether the tele-operation system could produce comprehensible gestures, and whether the produced gestures were integrated with speech they accompany, we first had to determine a suitable set of phrases and accompanying gestures. We selected 10 verb phrases, depicting common actions (e.g., I played, I opened), chosen from those used by Cocks et al. (2011), see Table 1 for the full list. An important feature of the phrases selected is that they have more than one manner in which they can be conducted, and these manners can be conveyed with manual gestures.

Table 1. The 10 verb phrases, their preconceived meanings when accompanied with each of the two manner gestures (integration target), description of the manner gestures.
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For each phrase two different iconic (manner) gestures were determined that conveyed manner in which the action was performed. This is an extension of the original design as presented by Cocks et al. (2011), who used only a single gesture for each phrase. We made this modification for two main reasons, firstly to give us a larger range of gestures to evaluate for comprehensibility on the NAO robot; secondly, and more importantly, to better evaluate speech and gesture integration. Indeed, we would argue that showing two different shifts in meaning from a speech only interpretation provides stronger evidence for integration.

To select appropriate gestures there are a number of factors that must be considered. The primary aim for the gestures is that they are sufficiently vague that they might convey multiple possible meanings when viewed without words; at the same time, they must still be interpretable without the need for speech. This requirement also served to increase the ecological validity of the gestures being used, as they were close to those that might be performed in everyday speech. Note that this clearly contrasts with a precise pantomime gesture of a particular action, which is likely to have only one interpretation, and which is rarely used in normal conversation (Cocks et al., 2011).

Another important requirement was that the gestures had to be performable by the NAO robot, such that a fair comparison could be made between gestures performed by a person and the robot. While the NAO robot does have degrees of freedom in its arm such that it can cover a wide range of human-like movements (Gouaillier et al., 2009), it does have a number of limitations relevant to the performance of gestures. The most important of these is that the NAO only has three fingered, one degree of freedom hands, where all fingers open and close simultaneously. Hence, NAO is not capable of much in the way of hand-shapes, a key component in many human upper limb gestures. To accommodate for this restriction we selected gestures which mainly comprised arm movements, for which precise hand shape and finger movements were deemed less critical. Note further, the NAO robot also has only one degree of freedom in the wrist (pronation/supination), compared to the 3 degrees of freedom in the wrist of humans, a reduced range of flexion in the elbow, and a safety algorithm to prevent the two hands from colliding. While we have tried to select gestures that are relatively unaffected by these restrictions, in order to maintain ecological validity, the human performer/tele-operator was not instructed to accommodate any of these factors.

The final selection of gestures are described in Table 1. To simplify descriptions, and aid analysis of gesture features, the description of gesture space proposed by McNeil was used (McNeill, 1992). To further aid description we use the terms power grip: gripping with the whole hand, and precision grip: gripping with the finger tips.

2.3. Materials and Procedure

The experiment stimuli consisted of recordings of the 10 verb phrases detailed in Table 1. Each verb phrase was performed twice, once for each of the iconic (manner) gestures that portrayed how the action was performed. Two stimulus sets were recorded, the human performer stimuli was recorded using a digital video camera, the robot stimuli was recorded using the tele-operation system. In order to avoid inter-individual variability in action performance, the same human actor performed both human and robot stimuli.

To avoid possibly distorting participant perceptions due to the presence of the data-gloves necessary for tele-operation, the two stimulus sets were recorded separately. In order to ensure that the stimulus sets were as similar as possible, prior to performing without the data-gloves the actor reviewed the video of each tele-operation performance. The two recordings of each stimulus item were compared, and, where necessary, repeat performances were recorded.

The robot communication stimuli were created by recording the messages transmitted by the sensor nodes using the built in recording capabilities of ROS. Audio was captured using the GStreamer based software module. To allow immediate verification, the robot was controlled and streamed to during recording.

The human video stimuli and the recorded tele-operation stimuli were then edited to produce a set of presentations lasting approximately 5 s each, in three conditions: verbal only condition (V; audio only no performer movement); gesture only condition (G; gesture visible but audio not played); verbal-gesture condition (VG; gesture seen and verbal phrase heard). In both G and VG conditions, there were two different manner gestures so two presentations were created for each verb phrase. Hence, each action phrase came in five different versions per performer (V, G1, G2, VG1, VG2).

To create the human stimuli the audio recorded during the robot performances was added to the videos of the human performance (i.e., replacing the original audio). Hence, identical audio was used for both robot and human performances in the 3 condition with a verbal component. Audio-information was overridden for the human stimuli to make sure that the audio information provided was identical between both human and robot stimuli. To prevent any lip-syncing issues, and eliminate the possibility of facial gesture effects, the human performer's face was obscured in the video. The relative timing of speech and gesture for the robot performances was based on video recorded of the robot captured during stimulus recording with the tele-operation system.

There were 10 experimental conditions in total: five communication modes (V, G1, G2, VG1, VG2) for each of the two performers. Ten action phrases were used in each experimental condition; hence, each participant responded to 100 different trials. The trials were split into 10 blocks, each containing all 10 phrases, and all 10 experimental conditions. To prevent ordering effects, trial presentation order was counterbalanced across and within blocks by means of pseudo-randomization using partial Latin squares.

Following each stimulus presentation, participants were presented with a set of six color photos of people performing actions on the (12.1 inch) screen of a response laptop, and were asked to select one. To do so they clicked with the laptop's mouse cursor on the photo they thought most closely matched what had been communicated; doing so moves on to the next stimulus presentation. The layout of the images, and hence the location of the target(s) on the response screen, were randomized between conditions and between phrases. Presentation of the response images, and recording of responses was done using the PsychoPy software (Peirce, 2007). Average experiment time was 20 min.

The response image set for each phrase consisted of: a gesture only target for each gesture, that matched the corresponding gesture but not the speech; an integration target for each of the two manner gestures, which matched the corresponding speech and gesture combination; a pair of unrelated foils, not matching either the gesture or the speech, each one linked semantically to one of the gesture-only images (Figure 3 shows an example set, for “I paid”). For a particular gesture, one gesture only image and one integration target were both semantically congruent with it, so should have been selected with equal likelihood in the G condition. Both of the integration targets were semantically congruent with the speech, so in the V condition each should have been selected with equal likelihood. In each of the VG conditions only a single integration target was congruent for that particular speech and gesture combination, hence it should be the most probable image selection.
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FIGURE 3. The response images for “I paid”: (A,B) match only the gestures; (C,E) are the integration targets, both of which match the speech only condition; (D,F) are the unrelated foils. © 2015 IEEE. Reprinted, with permission, from Bremner and Leonards (2015a).



Figure 4 shows the experimental set-up. The video screen and the NAO robot were both positioned 57 cm from the participant. A 32 inch wide-screen TV was used to display the video stimuli, thus, the human performer and robot appeared to be of a similar size. The start of each trial was signaled to the participant by playing a tone and displaying either human or robot on the response laptop for 1 s to indicate which presenter was next. This allowed the participant to concentrate on the correct presenter from the outset of each trial. Each trial consisted of playback of the performance of the phrase, followed by automatic display of the response image set. Each trial was initiated by the experimenter after the participant had completed the previous trial; the experimenter was sat out of view of the participant. Prior to the experimental trials, participants performed two practice trials to ensure they understood the experimental procedure.
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FIGURE 4. Set-up for the experiment. © 2015 IEEE. Reprinted, with permission, from Bremner and Leonards (2015a).



3. RESULTS

3.1. Gesture Comprehension

Gesture comprehension was tested by calculating the proportion of correct responses in the conditions with only gestures. To evaluate each gesture, in both performance conditions, a chi-squared test was used to compare the proportion of correct responses for that gesture with chance (of the six images in the response set two were the correct answer, so chance was at 0.33). These results are shown in Figure 5. Almost every gesture (with the exception of both the “I lit”gestures in the robot condition) was identified significantly better than chance in both human and robot conditions, with high average proportions of correct responses (Mhuman = 0.943 ± 0.065SD; Mrobot = 0.802 ± 0.17SD). A Wilcoxon signed rank test (used as the data did not meet assumptions needed for a parametric test) revealed a significant difference between performers (p < 0.001) for the same gestures even excluding the “I lit”gestures.
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FIGURE 5. Proportion of correct identifications of each gesture for the two performance conditions, when gestures are presented alone. Correct gesture identifications significantly greater than chance indicated with *p < 0.05. © 2015 IEEE. Reprinted, with permission, from Bremner and Leonards (2015a).



It is apparent from Figure 5 that sizeable differences in gesture comprehension between performers existed only for some of the gestures examined. Hence, the data were further analyzed, on a per gesture basis, to find for which individual gestures there were significant differences in recognition rate between performers. As the data is binomial and paired (each participant viewed human and robot performances of each gesture), we used an exact McNemar test to evaluate differences. An exact McNemar test for each gesture revealed gestures were identified correctly significantly more frequently in the human performances than in the robot performances for lit1 (p = 0.00098), lit2 (p = 0.00049), and fixed1 (p = 0.00781). Cut2 approached being significantly more frequently correctly identified in human performances than in in robot performances (p = 0.0625). There were no other significant differences in gesture identification between human and robot performance conditions. Note, however, that these results2 need to be treated with caution as performance was almost at ceiling, resulting in small values for the dichotomous variables used in the test calculations.

In order to investigate possible sources for the difference in gesture comprehension found between human performer and robot, controller performance was further analyzed for two of the gestures; namely those for which significant differences had been reported—lit1 and fixed1. First we compared the physical movement profiles: for this, the recorded robot joint values over the duration of each gesture were plotted along with the joint values for the human performer as recorded by the Kinect (Figure 6, Lit1, Figure 7, Fixed1). It is clear from the graphs that joint co-ordination and velocity profiles, and hence hand trajectories, are very comparable between human and robot for the two gestures analyzed. However, two common differences can be observed in both plots, firstly the elbow flexion has a limited range of motion on the robot relative to the human, decreasing the amplitude of the peak of the gesture (approximately 15% reduction in vertical travel); further, they have a very brief pause at the top of the stroke.
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FIGURE 6. Joint values during the Lit1 gesture for human and robot performers.
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FIGURE 7. Joint values during the Fixed1 gesture for human and robot performers.



Secondly, the predictive filter caused the robot joints to accelerate at a slightly different rate to the human joints when the human joint velocity was at certain values; this resulted in those joints finishing their motion approximately 0.1s early. It is hard to quantify the significance of these differences. Although they appear relatively small, critical visual examination of the robot motion on these two gestures may provide further insight. In both cases the hand trajectory is largely as expected and joint coordination appears on visual inspection human-like. However, the slightly shorter vertical travel is noticeably different from what is expected for these two actions, but vertical travel is still clearly perceptible. Further, in the human version of these gestures ulnar/radial deviation in the wrist is used, a degree of freedom lacking in the NAO robot. A pause in the gesture is barely perceptible, and only in the oscillatory motion in fixed1, appearing less smooth than expected.

To provide further insight into differences in gesture performances, the gestures lit2, cut2, played1, and cleaned1 were also analyzed by visual inspection. Though not significantly different in identification between performers, cut2, played1 and cleaned1 all led to differences in identification performance between human and robot performer (5). Similarly to lit1 and fixed1, cut2 and played1 showed reduced vertical travel for the robot performance due to a reliance on elbow flexion. It is also apparent from lit1, lit2, cut2, and cleaned1 that the wrist rotation sensor did not always give accurate readings. As a result, wrist orientation differed visibly from the human version of these gestures. Although we would have thought that hand-shape itself should play only a minor role in these gestures, in lit2, and cut2, a fairly particular hand-shape was adopted by the human which the NAO was unable to approximate well enough.

3.2. Speech and Gesture Integration

To test for speech and gesture integration all stimulus item scores were summed for every participant (the scores for a particular phrase were the combined results for the two gestures that accompanied each), hence we determined the proportion of integration target choices (ITC). Figure 8 shows the proportion of participant responses where the integration target was selected, in dependence of the presented stimulus mode.
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FIGURE 8. Proportion of integration target image selection for each communication modality, in dependence of the communication performance medium. Shaded symbols: robot communication, empty symbols: human communication. Error bars represent ±1 SEM. *p < 0.0005; **p < 0.0001. © 2015 IEEE. Reprinted, with permission, from Bremner and Leonards (2015a).



Uni-modal presentations had a uni-modal image as a correct answer as well as the integration image. In line with expectations that each was equally likely to be chosen, ITC for the verbal condition were made close to 50% of the time; the gesture conditions favored the non-integration target image, with ITC close to 40%. In the multi-modal presentation condition we observed a distinct increase in the frequency with which the integrated image was selected. Underlying the averaged values for uni-modal image selection, a number of individual stimuli had a particular image of the two viable image choices that was chosen significantly more often than the other. In some cases this was the integration target and in some cases it was not; integration target choice in the multi-modal version of those stimuli did not vary significantly from the value found in less extreme uni-modal cases. Hence, this provides stronger evidence for multi-modal integration in cases where a large change occurred. Moreover, this shows the robustness of our approach to these variations as the averaged values are close to those expected.

Accordingly, a 2 (presenter) × 3 (communication modus) repeated measures ANOVA revealed a significant main effect of communication mode [F(2,42) = 282.57, p < 0.0001]. Post-hoc analysis (Tukey) confirmed that participants chose the integrated images far less often in the gesture only condition (M = 0.39 ± 0.11SD) than in the verbal only condition (M = 0.49 ± 0.02SD, p < 0.0005). More importantly, participants selected the image constituting the integrated information from speech and gesture in the VG condition (M = 0.82 ± 0.08SD; p < 0.0005). Hence, there there is clear indication that ambiguity is decreased by means of correct integration of speech and gesture information.

We found no significant main effect for presenter [F(1,21) = 2.61, p = 0.12], nor a significant interaction between communication mode and presenter [F(2,42) = 1.23, p = 0.30]. This first analysis seems to indicate that integration of information conveyed in speech and gesture is of similar efficiency for a human communication mediated by video or mediated by a robot avatar.

So that we can gain a clearer picture of the pairwise comparisons of integration target image choices, we propose calculation of an estimate of the effect size of changes in ITC proportions in dependence of condition. The method we have utilized to do so is based on the method proposed by Cocks et al. (2011) termed multi-modal gain (MMG). MMG is a means by which we can estimate the change in probability of ITC between uni-modal (speech or gesture alone) and multi-modal conditions (speech and gesture together). To estimate the value of MMG, the proportion of ITC in uni-modal communication (P(Uni)) is estimated, and then subtracted from the proportion of ITC in the VG conditions (P(Multi)), see Equation (1).
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To estimate the proportion of ITC in the uni-modal conditions (P(Uni)) the weighted mean of ITC in the verbal (ITCV) and gesture (ITCG) conditions are summed, see Equation (2). The basis for this calculation is that the different modalities vary in how likely they are to be utilized by observers, i.e., it is assumed that participants are more likely to be influenced by the modality that they perceive as providing the most useful information. Thus, the two weights, WV and WG, for the verbal and gesture conditions respectively, are calculated as normalized proportions of trials in which integration targets were selected (PCV for V trials and PCG for G trials), see Equations (3) and (4).
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Hence, MMG calculates a single figure for percentage gain, taking into account how often the integration targets were chosen in both uni-modal conditions (the results for both gestures for each phrase were included together). The values for each performer were calculated separately and are shown in Figure 9. By using two gestures per phrase we found that for some phrases in the verbal condition one of the two matching images was selected far more frequently than the other. Hence, MMG for the preferred integration target image was close to zero, i.e., gesture had no effect; conversely, for the other integration target image MMG was very high, i.e., gestures had a large effect. This gives us a clear advantage over the original study of Cocks et al. (2011) as we were less vulnerable to the variability of individual meaning preferences, and hence could gain a clearer picture of whether integration effected understanding by incorporating the scores in a single calculation.
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FIGURE 9. Group mean multi-modal gain for each performance mode. Error bars show ±1 SD. © 2015 IEEE. Reprinted, with permission, from Bremner and Leonards (2015a).



We conducted a two tailed t-test for each performer against the null hypothesis of MMG = 0, the means of both samples (MH = 0.393 ± 0.079SD; MR = 0.355 ± 0.095SD) differed significantly from 0 [tH(21) = 23.12, p < 0.001, r = 0.98;tR(21) = 17.405, p < 0.001, r = 0.97]. It is important to be aware that a maximum estimate for MMG is given by 1−P(Uni), hence, MMGRmax = 0.56 and MMGHmax = 0.56 (i.e., 56 and 55% for the robot and human respectively). The MMG values for both performance modes are approaching ceiling.

The means of the two performers were compared using a paired two tailed t-test, and this showed no significant differences [t(21) = −2.005, Dif = 0.019, p > 0.05, r = 0.21]. However, for testing the hypothesis that there is no difference between performance modes this analysis was underpowered. In order to allow us to more reliably test this hypothesis, i.e., that the performance mode results are interchangeable, a repeatability measure was used, intraclass correlation coefficient (ICC). The MMG scores for each participant were calculated from responses in multiple trials (so can be considered akin to a mean score), hence we used ICC(2, k), as suggested in Shrout and Fleiss (1979). We found significant correlation between the results, indicating fair to substantial reliability [ICC(2, k) = 0.61, F(21,21) = 2.8, p = 0.011]. Taking these two analyses together, we thus feel confident that participants' ability to integrate gestures and speech was independent of the performers.

4. DISCUSSION

The findings in this paper address the four research questions proposed in Section 1. We found that (1) human observers were able to identify upper limb manner gestures the majority of the time when produced by a tele-operated NAO robot. (2) Although identification of robot-performed gestures was worse than that for human-performed gestures, it was still good enough for them to be useful. More importantly, as gesture in human communication is most commonly employed along with speech, we found that (3) when such gestures were performed with speech they were integrated with it; (4) this process was as efficient for the robot as the human performances. Moreover, this integration compensated for any difficulties in identification of robot performed gestures. In the following sections we will discuss these findings in more detail.

4.1. Gesture Comprehension

With the exception of those accompanying “I lit,” all gestures used in this experiment were identified clearly above chance for both the human and the robot when they were presented without speech. Though robot gestures were more difficult to identify than human gestures, the general ability to do so is in clear contrast to earlier findings by Cabibihan et al. (2012a) and Zheng and Meng (2012). In both these previous studies they found robot performed gestures were difficult to identify on their own. There are a number of possible causal factors for the differences between our study and previous work. Possible factors are the subtleties in gestures captured by the tele-operation scheme, the different methods of response-gathering (restricted choices as used here, in contrast to free response in related work), the types of gestures used (they used more emblematic gestures, often close to pantomime, in contrast to the iconic manner gestures used here), or some combination of all of these. Whichever the explanatory case, the work presented here provides evidence for the idea that there is communicative value in robot performed gestures.

We suggest that there might be a wider range of gestures than those tested here that will have communicative value for a robot. Therefore, we will look at common features of the gestures used here that were correctly identified. It is also instructive to examine these same features for gestures that were more difficult to identify when performed on the robot than when performed by a human. Differences in the performances likely account for the lower mean recognition rate for robot performed gestures (80.2%, compared to 94.3% for human performances).

The primary common feature is the importance of hand trajectory, including the appropriate hand velocity profile. This is used to convey easily identifiable relative motions that are either part of the action being carried out, or of objects manipulated by the action. This idea is supported by the work of Beattie and Shovelton (2005), who found that gestures portraying relative positions and movements are the most successful at conveying information. Relatedly, when the trajectories could not be correctly perceived gestures were harder to identify. The main reason for this here was due to the reduced range of motion on the NAO elbow flexion, and the lack of the ulnar/radial deviation degree of freedom, resulting in smaller vertical travel for some gestures, and in some cases increased jerk. Moreover, these deviations might also cause difficulties in identifying motion primitives used in gesture recognition (Bengoetxea et al., 2014), or limit the perception of the movement to being artificial where different mental processes are applied (Yang et al., 2015).

One way in which this issue of gesture recognition has been circumvented, is by having participants evaluate gestures not on their meaning alone, but rather on what action they would do in response, as this activates another area of the brain used in gesture recognition (Yang et al., 2015). This was demonstrated in the findings of Riek et al. where in speeded response trials participants were reported to correctly identify responses to robot performed co-operative gestures; they remained able to do so even when the robot used non-human-like velocity profiles (Riek et al., 2010). This suggests that the context in which the gestures are used may be of importance in the ease with which they are recognized.

A second common feature is hand orientation, as different hand orientations for the same hand trajectory can convey very different actions. Indeed, we found that for gestures where the wrist rotation sensor provided erroneous information, those gestures were less frequently correctly identified. As with deviations in arm trajectory this might mean that movement expected according to muscle synergies observed in human gesture (Bengoetxea et al., 2014) is not observed. A final feature, important for robots that do not possess fully articulated hands such as NAO, is a minimal reliance on hand shapes; i.e., gestures where arm trajectories and the degree to which the hand was open or closed contained sufficient information. We found that for some gestures hand shape was required for the gesture not to be too ambiguous to be correctly identified.

A good illustration of the importance of these features can be found in the gesture lit1, which, while being correctly identified in the human presentation condition, was not identified correctly in the robot presentation condition. The lit1 gesture comprises a vertical hand motion demonstrating pulling a cord to switch on a light (a common action in the UK). In the robot condition the unrelated foil images were selected with close to identical frequency as the target images. Examining the response image set for “I lit,” we observed that the main differences between target and foil images was hand orientation, and motion range. Hence, we suggest, if gesture is to be used in uni-modal communication for a robot, as an avatar or autonomously, which gestures are used needs to be carefully examined, and the capabilities of the robot platform taken into account.

While the evidence for the relevance of the aforementioned deviations is limited, it does highlight an important factor both for gestures in HRI and in human communication that merit further investigation. We suggest this key factor is that the differences between human and robot gestures are relatively small, as shown in the performance analysis of the tele-operation control scheme in producing closely matched joint motion. Hence, our data provide further evidence for the notion that people are well conditioned to making subtle gestural discriminations and to identify biological motion and meaning (Kilner et al., 2003; Yang et al., 2015). This is further reinforced by our observations during the development of the range of gestures to be tested.

To test how susceptible observers are to subtle variations in robot performed gesture and how much this depends on the context (e.g., whether observers are needed to physically or socially interact with the robot) requires more compelling evidence (see also Riek et al., 2010). Further, whether such effects vary between deliberate gesture identification, and the use of such gestures in conversation, also needs to be investigated. Indeed, by testing subtle gesture effects for robot communication we may be able to also learn more about the mechanisms underlying human communication and gesture perception.

4.2. Speech and Gesture Integration

Our findings demonstrate that when performed together speech and gesture are integrated, even when performance is mediated by a tele-operated NAO robot. We observed a larger proportion of integration target choices (ITC) in the multi-modal condition, as compared to either uni-modal condition. Multi-modal communication disambiguates the possible meaning of either gesture or speech on their own. ITC differed between uni-modal conditions, making it difficult to directly evaluate and compare the extent of speech and gesture integration for the two performers. To overcome this difficulty we followed the methodology of Cocks et al. to calculate multi-modal gain (MMG) (Cocks et al., 2011). MMG incorporates the results from both uni-modal presentation conditions in a calculation to estimate the change in probability of ITC for multi-modal communication as a single value. Highly significant values for MMG were found for both performance conditions. More importantly, the extent to which speech and gesture could be integrated was comparable between the two performers, indicating that robot-performed gestures are as efficiently integrated with speech as human-performed multi-modal communication.

As the lit gestures were not identified correctly when presented alone by the robot, it is instructive to examine the image choices when presented alongside speech. For lit1 and lit2 gestures, the correct target image was selected by 82% of participants and 95% of participants, respectively. This shows that participants were able to compensate for the lack of clarity in the gesture performance by using speech information to resolve ambiguity.

These results are somewhat surprising given previous work on speech and gesture integration with mismatched appearance and voice (here there is a clear mismatch of human voice and robot appearance). Kelly et al. showed that when there was a gender mismatch between voice and gesture performer, integration was reduced, and required considered rather than automatic mental processing (Kelly et al., 2010). Hayes et al. replicated these findings with human voice and robot performed gestures (Hayes et al., 2013). Similarly, we found that in speeded trials integration of speech and beat gestures does not occur when using a robot avatar to communicate (Bremner and Leonards, 2015b). The work presented here differs from the aforementioned, in that trials were not speeded.

We suggest that though integration of robot gesture and human speech may not be an automatic process, it occurs nevertheless. Whether there is a difference in mental processing for the gestures examined here, and if there is, whether it effects interaction with robot tele-operators requires further investigation. One way in which this could be tested is to look not only at information comprehension, but also response times in speeded trials.

As well as being important for tele-communication using humanoid robot avatars, our findings also have implications for design of communicative behavior in autonomous humanoid robots. Perhaps the most important implication is that when a humanoid robot needs to communicate this can be done more accurately and efficiently by splitting semantic information across verbal and gestural communication modalities. In addition, our results demonstrate that multi-modal communications are interpreted similarly whether the gestural component is mediated by video only or by a tele-operated robot. Hence, autonomous robots should, where possible, use gestures to produce more natural seeming human-robot interaction. Thus, our work reinforces findings in the literature that higher subjective ratings are given to robots when they perform gestures (Han et al., 2012; Aly and Tapus, 2013; Salem et al., 2013).

Importantly, the difference in gesture recognition between human video and robot-embodied communication for gesture only communication is compensated for in multi-modal communication. That is to say, a humanoid robot avatar offers comparable performance to video communication when using speech along with gestures. Hence, a robot avatar operator might take advantage of previously observed advantages of robots over 2D communication media, such as enhanced engagement, improved social presence and action awareness (Powers et al., 2007; Adalgeirsson and Breazeal, 2010; Hossen Mamode et al., 2013), while maintaining communicative efficacy.

4.3. Conclusion

We show in this paper, using a fully within subject design, that using our Kinect based tele-operation system iconic manner gestures conveyed on the NAO robot are recognizable. This is despite physical restrictions in the degrees of freedom and movement kinematics of NAO relative to a human. Further, there seem to exist a large range of gestures which might be conveyed successfully. More importantly, we show that such robot-executed gestures can be integrated with simultaneously presented speech as efficiently as human-executed gestures. Whether this is because of, or despite the speech clearly originating from a human operator, remains to be further investigated. Hence, with regard to multi-modal semantic information conveyance, a NAO tele-operated avatar can be close to video mediated human communication in terms of efficacy. These two findings provide strong evidence as to the utility of a tele-operated NAO for conveying multi-modal communication. Although gestures are not recognized quite as well for the robot as they are for the human on video, they are still recognized well enough to make it a viable communication medium. We suggest the slight compromise in uni-modal gesture recognition for a robot performer is compensated for by the potential improvements in social presence and salience to interlocutors.

Our findings also have implications for autonomous communication robots, for which gesturing is an active area of research, and has been shown to offer a number of communicative benefits beyond information conveyance. Huang and Mutlu found that robot performed deictic gestures improved participants' recall of items in a factual talk; however, gestures other types had minimal effects (Huang and Mutlu, 2014). Bremner et al. showed that although higher certainty in the information recalled was observed for parts of a monolog that were accompanied by (beat and metaphoric) gestures, the amount of information recalled was no better than for parts without gesture (Bremner et al., 2011). However, Van Dijk et al. found there was a positive influence on memory when redundant iconic gestures were performed when describing action performance (Dijk et al., 2013).

Other gesture effects beyond memory have been observed by Chidambaram et al. (2012), who demonstrated a robot was significantly more persuasive when it used gestures and other non-verbal cues. Additionally, hand gestures have been found to improve user ratings of robots on scales such as competence, likeability, and intention for future contact in a number of studies (e.g., Han et al., 2012; Aly and Tapus, 2013; Salem et al., 2013). These findings suggest that performing gestures on a robot avatar may have additional benefits to the robot operator that can be capitalized on, and we are in a position to do so now that we have shown they can be interpreted correctly.

We suggest that, when it is possible, robot communication should be multi-modal to ensure clarity of meaning, and to improve its efficiency and efficacy. This demonstration of the utility of multi-modal communication is not only of importance for our continuing work with tele-operated humanoid robot avatars, but also for socially communicative autonomous humanoid robots. We suggest our results might be generalizable in this way as previous studies showed that participants treat avatars similarly to how they do autonomous systems (von der Pütten et al., 2010). Indeed, one of the applications of humanoid tele-operation is as a tool to test what is important in terms of robot behavior for successful HRI in so-called super Wizard of Oz studies (Gibert et al., 2013).

4.4. Limitations and Future Work

While the work presented here provides initial insight into speech and iconic gesture integration for robotic communicators, it has a number of limitations which we hope to address in future work. Firstly, the range of tested gestures was limited to manner gestures where hand shape was not expected to be critical. In the future we intend to expand on our findings that integration can occur even for gestures that, as a consequence of differences in physical capabilities, can not be realized in a precisely human-like way by a robot. Limited evidence was found for this with the “I lit” gestures which were poorly recognized when performed by the robot.

The degree of similarity between robot performed and the original human gestures was not objectively controlled, other than visual inspection. Given our preliminary findings on the effects of subtle gesture differences, and existing literature on human sensitivity to biological motion, we suggest the examination of the degree of similarity required for comprehension and integration. Doing so would inform robot design and control requirements (extending the ideas in Riek et al., 2010). Additionally, we suggest that by both carefully controlling gesture motion requirements, and similarity to human motion, one could more easily generalize our results across different robot platforms.

Another limitation of our work was that all gestures used were tested in a laboratory setting, with a limited set of short communications. In future work we aim to improve the ecological validity of our findings by investigating gestures in more interactive settings (extending the ideas in Hossen Mamode et al., 2013). In doing so we aim to look at a larger range of types of gesture, situated within longer sentences, and accompanied by other non-verbal behaviors such as gaze. An important component of this further work will be timing of gestures relative to speech (McNeill, 1992; Kendon, 2004). Though initial testing has shown coordination between speech and gesture to be close to that of the robot operator, whether it is close enough needs to be experimentally verified to fully validate our robot avatar system as a communication medium.

It is also important to note that our results might not be generalizable across cultures. Different nationalities have different gesturing conventions, and semantics (i.e., words that are ambiguous in English are often not in other languages). Further work is required to see if integration varies across different cultures, particularly where gestures are more (e.g., Italy), or less (e.g., Japan) prevalent in everyday communication.
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Recent studies have focused on humanoid robots for improving distant communication. When a user talks with a remote conversation partner through a humanoid robot, the user can see the remote partner’s body motions with physical embodiment but not the partner’s current appearance. The physical embodiment existing in the same room with the user is the main feature of humanoid robots, but the effects on social telepresence, i.e., the sense of resembling face-to-face interaction, had not yet been well demonstrated. To find the effects, we conducted an experiment in which subjects talked with a partner through robots and various existing communication media (e.g., voice, avatar, and video chats). As a result, we found that the physical embodiment enhances social telepresence. However, in terms of the degree of social telepresence, the humanoid robot remained at the same level as the partner’s live video, since presenting partner’s appearance also enhances social telepresence. To utilize the anonymity of a humanoid robot, we proposed the way that produces pseudo presence that is the sense of interacting with a remote partner when they are actually interacting with an autonomous robot. Through the second experiment, we discovered that the subjects tended to evaluate the degree of pseudo presence of a remote partner based on their prior experience of watching the partner’s body motions reproduced by a robot. When a subject interacted with an autonomous robot after interacting with a teleoperated robot (i.e., a remote operator) that is identical with the autonomous robot, the subjects tended to feel as if they were talking with a remote operator.

Keywords: teleoperated robot, autonomous robot, videoconferencing, avatar, face-to-face, social telepresence, face tracking

Introduction

Currently, we can easily use audio and videoconferencing software. Audio-only conferencing, such as a voice chat, has a problem in that social telepresence decreases. The social telepresence is the sense of resembling face-to-face interaction (Finn et al., 1997). Enhancing social telepresence psychologically makes the physical distance between remote people less and saves time and money on travel. The most common method of enhancing social telepresence is videoconferencing. It had been proposed that live video can transmit the social telepresence of a remote conversation partner (Isaacs and Tang, 1994; de Greef and Ijsselsteijn, 2001). However, videoconferencing is closer to a situation of talking through a window than face-to-face conferencing due to a display.

To further enhance social telepresence, recent studies have begun on robot conferencing in which people talk with a remote conversation partner through teleoperated humanoid robots. The robots use motion tracking technologies to reflect partner’s facial and body motions in real time. The main features of robot conferencing are to transmit conversation partner’s body motions and to present these motions via a physical embodiment. The physical embodiment means the substitution of a partner’s body that exists physically in the same place as a user. Thus, it is expected that the user may feel closer to face-to-face interaction. Some studies reported superiorities of robot conferencing to videoconferencing (Morita et al., 2007; Sakamoto et al., 2007). One such study showed that the teleoperated robot, which has a realistic human appearance, enhances social telepresence compared with audio-only conferencing and videoconferencing (Sakamoto et al., 2007). Even so, it is difficult that each user owns a robot with his/her realistic appearance due to the high cost. For this reason, a teleoperated robot that has a human-like face without a specific age or gender is developed (Ogawa et al., 2011). However, there is a question whether such an anonymous robot can produce higher social telepresence compared with videoconferencing in which a user can see the remote partner’s motion and appearance.

As the communication medium similar to the robot conferencing, avatar chats are available. Recently, it has become easy and inexpensive to use avatar chats such as avatar Kinect. The avatar chat resembles the robot conferencing in transmitting user’s body motions without disclosing the user’s appearance, but differs in reflecting these movements onto a computer graphics animation, which does not have a physical embodiment. A lot of studies found positive effects of avatar on distant communication (Garau et al., 2001; Bailenson et al., 2006; Bente et al., 2008; Kang et al., 2008; Tanaka et al., 2013). Several such studies focused on social telepresence reported that avatar chats are better than audio-only communication (Bente et al., 2008; Kang et al., 2008), but worse than videoconferencing (Kang et al., 2008). Thus, presenting partner’s body motion and appearance might contribute to produce social telepresence. If the physical embodiment does not produce social telepresence, the usefulness of humanoid robots would decrease since robots are more expensive than videos and avatars.

In this study, we conducted two experiments to prove the usefulness of humanoid robot. First, it is necessary to demonstrate that the physical embodiment enhance social telepresence independently from the transmitting information, e.g., audio, motion, and appearance. In the first experiment, we investigated how the physical embodiment and transmitting information factors influence the social telepresence (Tanaka et al., 2014). To analyze the effects of the two factors separately, we prepared six communication methods as shown in Figure 1. The voice chat, avatar chat, and videoconferencing that do not have a physical embodiment transmit audio-only, audio + motion, and audio + motion + appearance, respectively. The robot conferencing that has a physical embodiment transmits audio + motion, and so it corresponds to the avatar chat as described above. As the method that corresponds to the voice chat, we set an inactive robot conferencing that transmits audio but no motion. Furthermore, we assumed that the face-to-face interaction corresponds to the videoconferencing.


[image: image1]

FIGURE 1 | Conditions and the setups of the first experiment (length unit: centimeters): the six communication methods divided into physical embodiment and transmitting information factors.



Another method to prove the usefulness is to demonstrate that humanoid robots produce pseudo presence of remote conversation partner. Pseudo presence means the feeling of interacting with a remote operator when interacting with an autonomous robot. The two main types of humanoid robots are teleoperated and autonomous. Teleoperated robots transmit remote operator’s social telepresence by reproducing remote operator’s behavior. On the other hand, autonomous robots produce remote operator’s pseudo presence by behaving as being controlled by a remote operator. We hence believe that the essential difference between these robots is the presence or absence of a remote operator. If autonomous robots generate human-like behavior comparable to body motions obtained by motion tracking technologies, the user could feel pseudo presence of remote partner even when interacting with the autonomous robot. Thus, to decide presence/absence of conversation partner in interacting with an autonomous robot, prior experience of watching the remote partner’s motion reproduced by teleoperated robot whose design is identical as the autonomous robot may be needed.

We expect that the presence of a remote partner in interacting with a teleoperated robot will be recalled in interacting with an autonomous robot by the robot’s behaviors and the user might continue to feel the partner’s presence. First, a user experiences the teleoperated mode in which the user talks with a remote conversation partner through a robot synchronized to the partner’s body motions. After that, the user experiences the autonomous mode in which he/she talks with an autonomous system operating the same robot used in the teleoperated mode. This system generates talking behaviors, e.g., lip motion, from the pre-recorded partner’s speech, or nod motions from the user’s speech.

There are some applications that a remote operator provides services through a teleoperated robot. An autonomous robot could give the user the same services instead of a remote operator if the robot is able to produce the pseudo presence. In the example of an interaction robot (Ranatunga et al., 2012; Tanaka et al., 2012), if a user who is living alone talked with a remote caregiver through the robot, the user might continue to feel the caregiver’s presence even after moving to the autonomous mode. The pseudo presence of remote caregiver may reduce the user’s feeling of loneliness more effectively even if the remote caregiver is not talking actually. For a lecture robot (Hashimoto et al., 2011), the students might feel the remote teacher’s presence at an autonomous lecture after preliminarily greeting each other in the teleoperated mode. Due to the pseudo presence of remote teacher, the students may pay attention to the lecture even if the lecture is autonomously reproduced. While an autonomous robot interacts with the user, the remote operator does not have to work.

In the second experiment, we compared presence or absence of the prior experience of talking with remote conversation partner through a robot. Our approach that changes the dialog modes of a robot from teleoperated to autonomous utilizes a weakness of anonymous humanoid robot that is the lack of appearance. Therefore, this approach can be applied to media, which do not show partner’s current appearance. To confirm the contribution of physically embodied body motion to produce the pseudo presence, we conducted the comparison also in audio-only communication in which the user cannot see the partner.

The paper is organized as follows. The next section presents the related work. Section “Subjects” explains about the subjects who participated in our experiments. Sections “Experiment 1” and “Experiment 2” explain the methods and the results of the first and second experiment, respectively. The first experiment investigates whether the features of humanoid robot enhance social telepresence. The second experiment investigates the effects of humanoid robot on producing pseudo presence of remote conversation partner. Section “Discussion” discusses the results of these experiments. Finally, Section “Conclusion” concludes the paper.

Related Work

This study is related with the telerobotics and intelligent robotics. In the telerobotics field, many studies have proposed various teleoperated robots that present the operator’s facial movements (Kuzuoka et al., 2004; Morita et al., 2007; Sakamoto et al., 2007; Ogawa et al., 2011; Sirkin and Ju, 2012) with a physical embodiment. Several studies reported the superiority of robot conferencing to videoconferencing. One such study showed that the eye-gaze of remote person reproduced by a robot was more recognizable than by a live video (Morita et al., 2007). The study with regard to social telepresence concluded that teleoperated robot transmitted a higher social telepresence of a remote conversation partner than audio-only and videoconferencing (Sakamoto et al., 2007). However, this result seems somewhat obvious, since the teleoperated robot reproduced the whole body of a person, whereas the videoconferencing only showed conversational partner’s head. The video image of only a head is harmful to social telepresence (Nguyen and Canny, 2009), so that a superiority of robot conferencing to videoconferencing, which shows the whole body of a person was also not clear. Furthermore, the teleoperated robot that was used in the study had a specific person’s appearance, and so it was not clear, which of the factors, the physical embodiment, the appearance, or the ability to present body motions, enhanced social telepresence. To clarify them, we used an anonymous teleoperated robot (Ogawa et al., 2011) that has a human-like face without a specific age or gender, and compared it with partner’s life-size video.

In videoconferencing research, it was reported that the remote person’s movement that was augmented by a display’s physical movement enhanced the social telepresence (Nakanishi et al., 2011). This result implies that the physically embodied body motion enhances social telepresence.

In the intelligent robotics field, there are studies that focused on the effects of the physical embodiment on social presence (Lee et al., 2006; Bainbridge et al., 2011). These studies showed that a humanoid robot produces higher social presence than on-screen agents. These studies evaluated whether people interact with a non-human social agent (i.e., robots and on-screen agent) as if it were an actual human. By contrast, our experiments evaluated whether people feel being with a remote conversation partner in the same room when talking with a humanoid robot. When the teleoperated robot conveyed remote partner’s body motions, we estimated the degree of remote partner’s social telepresence. On the other hand, when the robot moves automatically, we estimated the degree of the partner’s pseudo presence. There is a possibility that the physical embodiment contributes to enhance these presence.

There are some technologies that generate talking behaviors autonomously instead of transmitting remote partner’s behaviors. If a robot can generate human-like talking behaviors, a user may believe that it is moving based on the partner’s body motions, since the user does not know the partner’s current appearance or behavior. Many past studies have proposed algorithms to generate talking behaviors from someone’s speech (Cao et al., 2005; Salvi et al., 2009; Lee et al., 2010; Watanabe et al., 2010; Le et al., 2012; Liu et al., 2012). These studies generated human-like talking behaviors that were as natural and various as possible. But no research has investigated whether this approach produces the sense of talking with a remote partner. We predicted that prior experience of watching the remote partner’s behavior reproduced by a robot produces the sense when watching talking behavior generated by the same robot. A robot that can be controlled by teleoperated and autonomous modes has been developed (Ranatunga et al., 2012), but the effect of changing these modes on producing remote partner’s presence has not been clarified.

Subjects

Thirty-six undergraduates (17 females and 19 males) and 16 undergraduates (9 females and 7 males) participated in our first and second experiments, respectively. We used a recruitment website for part-time workers to collect the subjects who lived near our university campus.

We did not choose students of master’s course and upward as subjects to prevent an influence of their expertise on the results. For the same reason, we employed mainly liberal arts undergraduates or science and engineering undergraduates who do not study about robotics. The subjects had never met the experimenter before the experiment.

We recorded the experiments and interviews for the subjects. The subjects were required to sign a consent form that confirmed whether they agree with the recording. The consent form also confirmed whether the recorded movies could be used for presentations, articles, or TV programs. If the subject does not agree with using their movies, he/she could refuse it. We are holding the consent forms and movies under lock and key.

Experiment 1

This section presents the first experiment in which we investigated how the physical embodiment and transmitting information factors influence on social telepresence.

Hypothesis

The main features of robot conferencing are to have a physical embodiment and to transmit conversation partner’s body motions. We predicted that these features enhance social telepresence. A previous study showed the superiority of a humanoid robot that has realistic appearance to videoconferencing (Sakamoto et al., 2007). In addition, several previous studies reported that avatars that transmit partner’s body motions enhance social telepresence compared with audio-only media (Bente et al., 2008; Kang et al., 2008). Since these findings suggest the contribution of the robot’s features on social telepresence, we made the following two hypotheses.

Hypothesis 1: a physical embodiment enhances the social telepresence of the conversation partner.

Hypothesis 2: transmitting body motions enhances the social telepresence of the conversation partner.

Conditions

The hypotheses described in the preceding section consist of these two factors: physical embodiment and transmitting information. The physical embodiment factor had two levels, with/without-physical embodiment, and the transmitting information factor had three levels, audio, audio + motion, and audio + motion + appearance. Thus, to examine the hypotheses, we prepared six conditions of a 2 × 3 design shown in Figure 1.

As described in Section “Introduction,” both robot conferencing and avatar chat transmit remote person’s body motions without disclosing the person’s appearance. We thus supposed that the avatar chat can become robot conferencing by adding a physical embodiment. Similarly, we assumed that the voice chat becomes an inactive robot conferencing, which does not transmit the body motions of a remote person and the video chat can become face-to-face communication by adding a physical embodiment. In terms of the transmitting information, we assumed that the voice chat and inactive robot transmit only audio, the avatar and robot transmit audio and motion, and the video and face-to-face transmit audio, motion, and appearance. These assumptions allowed us to analyze the effect of adding a physical embodiment to existing communication media. The details of each condition are described below.

Active Robot Condition (Transmitting Audio and Motion with a Physical Embodiment)

The subject talked to the conversation partner while looking at the robot. The robot had a three-degrees-of-freedom neck and a one-degree-of-freedom mouth. The head and lips moved at 30 frames per second according to the sensor data sent from face tracking software (faceAPI), which was running in a remote terminal and capturing the conversation partner’s movements. The camera for face tracking was set behind the robot. The microphone speaker was set behind the robot. The robot was dressed with the same gray shirt as the conversation partner.

Avatar Condition (Transmitting Audio and Motion but no Physical Embodiment)

The subject talked to the conversation partner while looking at an anonymous three-dimensional computer graphics avatar that reflected the conversation partner’s head and lip motions. The avatar consisted of a skin-colored cylindrical head, black lips, black eyeballs, and a gray conical body, which was the same color as the shirt of the conversation partner. In the preliminary experiment, we used an avatar, which had a spherical head and a realistic shirt, which looked like the robot. However, there were some subjects who felt hard to notice facial movements of the avatar. This problem was solved by changing the design of avatar to a cylindrical head. The recognizable facial movements might improve social telepresence, and so we employed the cylindrical head. In addition, we modified its body to a conical shape to standardize the abstraction level of the looks. The diameter of the head was equal to the breadth of the robot’s head (13.5 cm). The conversation partner’s head and lip motions were tracked in the same way as on the active robot condition. The head translated and rotated with three degrees of freedom. The lips were transformed based on the three-dimensional positions of 14 markers. The head and lips moved at 30 frames per second. The avatar was shown on a 40″ display. The display was set longitudinally on the other side of the desk. The bezel of the display was covered with a white board, so that the true display area was 49 cm by 56 cm. The microphone speaker was set behind the display. There were two cameras on top of the display. One was for face tracking, and the other was for live video. In this condition, the camera for live video was covered with a white box. The camera was used in the video condition described below.

Face-to-Face Condition (Transmitting Audio, Motion, and Appearance with a Physical Embodiment)

The subject talked to the conversation partner in a normal face-to-face environment. The conversation partner wore a gray shirt. The distance from the subject to the conversation partner was adjusted to 150 cm so that the breadth of the conversation partner’s head looked the same as the breadth of the robot’s head (13.5 cm).

Video Condition (Transmitting Audio, Motion, and Appearance but no Physical Embodiment)

This condition was identical to a normal video chat. The subject talked to the conversation partner while looking at a live video of the conversation partner. The conversation partner wore a gray shirt. The resolution of the camera for live video was 1280 pixels by 720 pixels, and its frame rate was 30 frames per second. The video was shown on the same display that was used in the avatar condition. Thus, the true display area was 49 cm by 56 cm. The horizontal angle of view was adjusted to 87° so that the breadth of the conversation partner’s head was equal to the breadth of the robot’s head (13.5 cm) on the display. The camera for face tracking that was used on the avatar condition was covered with a white box.

Inactive Robot Condition (Transmitting Audio with a Physical Embodiment)

The subject talked to the conversation partner while looking at the inactive robot. The camera for face tracking that was used on the active robot condition was covered with a white box. The subject was preliminarily informed that the robot did not move in this condition.

Audio-Only Condition (Transmitting Audio but no Physical Embodiment)

This condition was similar to a normal voice chat. The subject talked to the conversation partner through only a microphone speaker that was set on the desk.

In the preliminary experiment, some subjects doubted that the experimenter would be looking at them from somewhere even if the experimental condition required no camera. We hence informed the subjects that the dialog environments of the subject side and the conversation partner side were the same in all the conditions. To make the subjects believe this bi-directionality of the dialog environments, the subjects were shown a live video of the subjects’ avatar, robot, or video, which were seen by the conversation partner on a 7″ display before each experiment. At the same time, the subjects confirmed that their avatar and robot reflected their face and lip movements. The subjects also confirmed that the avatar and robot in front of them reflected the conversation partner’s face and lip movements by comparing a live video of the conversation partner that was shown on the 7″ display with the avatar and robot. The 7″ display for these confirmations was removed before the experiments.

Task

In the experiment, we informed the subjects that they were going to talk with a conversation partner who is in another room through six communication methods described above. An experimenter played the role of the partner. To observe the difference in the social telepresence between the conditions, we asked the subject to answer a questionnaire (which is explained in the next section) after the experiment ended. Since body motions in conversation are mainly speaking and nodding, we set the task in which the subject could see the partner’s mouth and neck motions.

The subject was asked by the experimenter to talk about the issue and resolution of a certain gadget and requests for a new function on that gadget at the beginning of each condition. Because all the subjects had to experience the six conditions, we prepared six gadgets as conversational topics, i.e., e-book readers, handheld game consoles, smartphones, robotic vacuum cleaners, portable audio players, and 3D televisions. We did not disclose the next topic beforehand, and the experimenter told the subject which gadget to talk about right when the condition began. While the subject was talking, the experimenter gave back-channel responses with an utterance and a small nod of his head. The nod motions of the robot, avatar, and experimenter are shown in Figure 2. As the figure shows, the robot and avatar synchronized with the experimenter.
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FIGURE 2 | Nod motions of the robot, avatar, and experimenter.



We did not ask the subject to talk for more than a certain duration, so the subject could stop talking anytime. However, since the six gadgets are attracting considerable attention recently, most subjects knew the issue and resolution of the gadgets to a certain level, and their speech was able to last more than 1 min.

The order of experiencing the conditions and the order of the topics were counterbalanced. The subject trained the task in the face-to-face condition in order to familiarize the subject with the task and the experimenter’s motion and appearance, before conducting the experiment in the six conditions. The topic of the training was always railway smart cards.

Questionnaire

After experiencing the six conditions, the subjects answered a questionnaire, which asked them to estimate the social telepresence, i.e., the degree of resembling face-to-face interaction (Finn et al., 1997) for each condition. We wanted to obtain the relative comparison of the conditions to avoid a ceiling effect. In the preliminary experiment, we conducted the questionnaire after each condition. However, when a subject marked the highest score for the first condition, the subject was not able to mark higher score for the later conditions even if he/she felt higher social telepresence. In the case of a between-subject design, such a problem will not happen, but another problem here is that there are six conditions, thus a lot of subjects are necessary to enable a between-subjects design.

The questionnaire is shown in Figure 3. The questionnaire had six statements that corresponded to the six conditions. The statement was the following: I felt as if I were talking to the conversation partner in the same room. Previous studies showed that the statement which asks a feeling of being in the same room is useful to measure the social telepresence (Nakanishi et al., 2008, 2009, 2011, 2014; Tanaka et al., 2014). The statement was rated on a 9-point Likert scale where 1 = strongly disagree, 3 = disagree, 5 = neutral, 7 = agree, and 9 = strongly agree. The subjects thereby could score the same number on the statements if they felt the same level of social telepresence in the conditions.
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FIGURE 3 | Questionnaire to evaluate social telepresence of the six conditions.



The statements were sorted in the order of the conditions and were printed on the questionnaire, with a photo that showed the experimental setup of the corresponding condition. The sort and the photo were good cues to help the subjects remember the feeling of social telepresence in each condition. After conducting the questionnaire, we interviewed the subjects in order to confirm the reason of scoring. The interview was open-ended. When we received the questionnaire that was against our hypotheses, we asked the subject the reason, e.g., the reason why the avatar condition was higher than the robot condition. Even if the questionnaire followed our hypotheses, we asked the reason, to confirm what point the subject focused on, e.g., physical embodiment, body motion, or appearance.

Result

Thirty-six subjects (17 females and 19 males) participated in our first experiment. The experiment was within-subject design, so each subject experienced all of the six conditions. We did not control the subjects’ prior knowledge about the topics of talking with the experimenter. Instead, at the interview following the experiment, we confirmed that their scoring of questionnaire was conducted independently from the difference of topics. There was no subject who mentioned about the topics as the reason of his/her scoring.

Figure 4 shows the result of the questionnaire, in which each point represents the mean value of the scores, and each bar represents the SEM value.


[image: image1]

FIGURE 4 | Result of the first experiment: the interaction effect between the physical embodiment and transmitting information factors on social telepresence.



We compared the six conditions to find the effects of the physical embodiment and the transmitting information factors. Since the physical embodiment and the transmitting information factors consisted of two and three levels as shown in Figure 1 and each subject evaluated all conditions, we conducted 2 × 3 two-way repeated-measures ANOVA. As a result, we found strong main effects of the physical embodiment factor [F(1, 35) = 36.955, p < 0.001] and the transmitting information factor [F(2, 70) = 279.603, p < 0.001]. We also found a strong interaction between these factors [F(2, 70) = 14.794, p < 0.001]. Regarding this interaction, we calculated the post hoc statistical power. First, we calculated the effect size 0.650 from the partial correlation ratio 0.297. Finally, we obtained the sufficiently high-statistical power 0.999 when the significance level was 0.001.

We further analyzed the simple main effects in the interaction with the Bonferroni correction. The physical embodiment significantly improved the social telepresence of the conversation partner, when the transmitting information was audio + motion + appearance [F(1, 105) = 8.857, p < 0.01], and audio + motion [F(1, 105) = 65.470, p < 0.001]. When the transmitting information was audio only, there was a non-significant tendency for the social telepresence to increase [F(1, 105) = 3.460, p = 0.086]. This meant that the subjects felt a higher social telepresence of the conversation partner in the face-to-face condition than in the video condition, and the active robot condition conveyed a higher social telepresence than the avatar. These results support hypothesis 1 that the physical embodiment enhances the social telepresence of the conversation partner. However, the effect of the physical embodiment on the social telepresence was lower in the audio-only communication.

Furthermore, there were significant differences between the three levels of the transmitting information in both cases of without-physical embodiment [F(2, 140) = 223.095, p < 0.001] and with-physical embodiment [F(2, 140) = 107.141, p < 0.001]. Multiple comparisons showed that the subjects felt a higher social telepresence in the face-to-face condition than in the active robot (p < 0.001) and inactive robot (p < 0.001) conditions, the active robot condition conveyed a higher social telepresence than the inactive robot condition (p < 0.001), the video condition conveyed a higher social telepresence than the avatar (p < 0.001) and the audio-only (p < 0.001) conditions, and the avatar condition conveyed a higher social telepresence than the audio-only condition (p < 0.001). These results prove hypothesis 2 that transmitting body motions enhances the social telepresence of the conversation partner. In addition, transmitting appearance also enhanced the social telepresence.

Experiment 2

The first experiment demonstrated that transmitting the remote partner’s current appearance as well as a physical embodiment enhances social telepresence. The result that the robot and video conditions were similar level as shown in Figure 4 might be because the robot condition could not transmit the appearance. This will be discussed in detail in Section “Discussion.” Therefore, the clear usefulness of humanoid robots was not demonstrated. To prove the usefulness of humanoid robots, we had to prove the benefit of both the physical embodiment and the absence of remote partner’s appearance.

This section presents the second experiment in which we investigated whether the presence of a remote partner in the teleoperated mode produces a sense of talking with the partner while actually talking with the robot in the autonomous mode. To confirm the contribution of a physical embodiment to produce such a pseudo presence, we compared the robot and audio-only conditions.

Since the first experiment suggested that a physical embodiment is effective when a robot moves, the second experiment dealt with a robot as a single condition. We chose audio-only (without-physical embodiment and body motion) as a condition for the baseline. Audio-only media (e.g., voice chats) can also be automated, since a user cannot see the remote partner’s current appearance, like with a robot. If a remote partner’s presence in audio-only media can produce the sense of talking with the partner while actually talking with an autonomous reply system, the physical embodiment, which is a robot, is not needed to produce such a pseudo presence.

Dialog Modes

Almost all the studies that proposed algorithms that generate talking behaviors focused on facial movements, e.g., nodding and lip motions. Since they seem to be the most fundamental facial movements while talking, this study also addressed them. Many of the teleoperated robots proposed in past studies have a face that can present these motions (Sakamoto et al., 2007; Watanabe et al., 2010; Hashimoto et al., 2011; Ogawa et al., 2011). In this experiment, we used telenoid that was used in experiment 1. We controlled it in two modes: teleoperated and autonomous.

Teleoperated Mode

In this mode, the robot’s head and mouth were synchronized with the remote operator. The method to control the robot was same as the active robot condition described in Section “Conditions.”

Autonomous Mode

The roles of the remote partner in the dialogs are listener and speaker. Their behaviors are mainly nod and lip motions, respectively. We constructed a back-channel system that detects the timing of back-channel feedback from user’s speech and a lip-sync system that generates a lip motion synchronized with a remote partner’s speech. We simplified these systems for the following reason. If our approach that changes the dialog modes makes subjects feel like they are talking with their remote partner even in simple systems, it would obviously also work on systems that generate more natural and various talking behaviors.

Back-channel system

Many methods detect the timing of back-channel responses. Most used prosodic information, including pause (Noguchi and Den, 1998; Takeuchi et al., 2003; Truong et al., 2010; Watanabe et al., 2010), and fundamental frequency (Noguchi and Den, 1998; Ward and Tsukahara, 2000; Truong et al., 2010). Our method used only the speech pause since it is good cue to identify the break or end of a sentence, which seems to be the appropriate timing of back-channel responses. One study also used only a speech pause, although their algorithm is more complex than ours in order to enable estimating the timing of back-channel earlier (Watanabe et al., 2010).

The detection rule is shown in Figure 5. Each box represents an utterance, and the distance between each box is pause duration t1. The utterance and pause parts correspond to higher and lower sound pressure, respectively. The system judged t1 as a target pause if it exceeded 0.6 s. Speech duration t2 is the elapsed time from the start of the speech to the time at which the target pause was recognized. If t2 exceeded 2.0 s, the system judged the target pause as the timing of the back-channel response and reset t2 to 0. This means that the system reproduces the back-channel response when the pause is continued for 0.6 s after the speech continued for more than 2.0 s.
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FIGURE 5 | Method to detect timing of back-channel response for the second experiment: the rule to detect the timing when the pause is continued for 0.6 s after the speech continued for more than 2.0 s.



To adjust the parameters of our back-channel system, we conducted preliminary experiments in which a subject evaluated the timing and frequency of robot’s backchannel in the same task to the second experiment. We found that back-channels repeated in short time (<2.0 s) decreases the naturalness of the timing. In addition, the backchannel, which was done more than 0.6 s later from the break or end of sentence tended to be felt late, but the pause that is <0.6 s is not enough to judge the break or end of sentence. We therefore set pause duration t1 and speech duration t2 to 0.6 and 2.0 s, respectively.

At the back-channel response, the robot made a nodding motion and a pre-recorded acoustic back-channel. In our preliminary experiment, we used only one nodding motion and an acoustic back-channel, but subjects pointed out that the robot’s response seemed constant. We therefore prepared three nodding motions that differ in their degree of pitch and speed and two acoustic back-channels that slightly differ in their tone of voice. This problem that subjects feel constant the robot’s response was solved by randomly selecting these nodding motions and acoustic back-channels at the timing.

Lip-sync system

Some lip-sync methods generate lip motions from a human’s voice to control a robot (Watanabe et al., 2010; Ishi et al., 2012) and a computer graphic avatar (Cao et al., 2005; Salvi et al., 2009; Watanabe et al., 2010). Our method was simpler because controlling a one-degree-of-freedom mouth does not need highly accurate lip-sync methods.

Our lip-sync system measured the acoustic pressure of the human’s voice and related the level to the angle of the robot’s chin. In other words, the robot’s mouth was synchronized with the waveform of the human’s voice. In our experiments, this system was driven by pre-recorded remote partner’s speeches.

Hypothesis

In the first experiment, the active robot condition could convey the same degree of social telepresence as the video condition without transmitting the partner’s appearance. We hence thought that physically embodied body motions effectively make the user imagine the remote partner’s presence. Due to the experience of imagining the partner’s presence, the user might feel the remote partner’s pseudo presence when talking with an autonomous robot. On the other hand, when the user talks with an autonomous reply system that uses only speech, it seems harder to feel the partner’s presence due to poor information for imagining.

A previous study showed that a teleoperated robot produces higher social telepresence of a remote partner than audio-only communication due to the effect of physical embodiment (Tanaka et al., 2014). We hence predict that physically embodied body motion will improve the sense of talking with a remote partner. The following is the hypothesis of the second experiment.

Hypothesis 3

The user who experienced talking with a remote partner through a teleoperated robot that presents the partner’s body motion will feel the sense of talking with the partner even when talking with the same robot that is being autonomously controlled.

Conditions

To examine hypothesis 3, we prepared the four conditions shown in Figure 6. The experiment included the experience and autonomous phases. The experience phase was only included in the with-experience conditions. Before experiencing the experience phase, the subjects were told that they would be talking with a remote partner in the teleoperated mode. However, if an experimenter replied to the subject’s speech, the quality of the conversation would differ for each subject. Actually, the experience phase was conducted in the autonomous mode to control the quality of the conversation for each subject. The manipulation check that will be explained in Section “Questionnaire” confirmed that all the subjects believed that the remote partner was listening to their speech through the robot. As described in Section “Autonomous Mode,” the back-channel systems proposed by previous works would detect more appropriate timing of backchannel, but our simple algorithm was enough to make the subjects believe the remote partner’s presence at a one-turn interaction. Before experiencing the autonomous phase, the subjects were told that they would be talking with an autonomous robot, which autonomously gives back-channel responses. To control the subjects’ prior knowledge, we gave them handouts that explained the teleoperated and autonomous modes before the experiment. We also explained our experiments to the subjects.
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FIGURE 6 | Conditions and the setup of the second experiment (length unit: centimeters): the audio-only and robot conditions were conducted in the presence and absence of prior experience of talking with remote partner.



The figure also shows the experimental setup. In all the experiments, the subject sat in front of a desk. The robot was placed on the other side of it. A directional microphone was embedded in the desk to capture the subject’s speech, and the top of it was covered with a cloth to hide the microphone. A speaker was set behind the robot to produce the remote partner’s speech.

Task

In the second experiment, the subject was a speaker, and the robot or the system gave a back-channel response to his/her speech as a listener for the following reason. If the subject is a listener, the autonomous system in the audio-only conditions only plays pre-recorded partner’s speeches unilaterally from the speaker. In this case, the audio-only conditions seem to have a disadvantage over the robot conditions.

The task was same to the first experiment. The subjects were asked to talk about a gadget at the beginning of each conversation through the robot or the speaker. The lines of asking and the acoustic responses were the pre-recorded voices of a member of our research group. The member greeted the subjects before the experiment to identify the remote partner. The topics in the experience and autonomous phases were portable audio players and robotic vacuum cleaners, and smartphones and 3D TVs, respectively. The order of the topics was counterbalanced.

Questionnaire

After talking about one topic, the subjects were asked to answer manipulation check questions to confirm whether they correctly understand our instructions. For example, after the experience phase, we confirmed that the subjects believed that they were actually talking to a remote partner although it was an autonomous system. The manipulation check consisted of the following two YES/NO statements:

• In the last experiment, your speech was listened to by a remote partner.

• In the last experiment, your speech was recorded instead of being listened to by a remote partner.

After the experiment, the subjects were asked to estimate the pseudo presence that is the remote partner’s presence in the autonomous phase. The following was the questionnaire statement:

• I felt as if the conversation partner was listening to me in the same room.

Answers were rated on a 7-point Likert scale: 1 = strongly disagree, 2 = disagree, 3 = slightly disagree, 4 = neutral, 5 = slightly agree, 6 = agree, and 7 = strongly agree. We collected open-ended responses to infer what determined the scores. The statement was accompanied with an entry column where the subjects rationalized their scores.

Result

Sixteen subjects participated in our second experiment. Half (five females and three males) participated in the with-experience conditions and experienced both the experience and autonomous phases. At each phase, they talked in both the audio-only and robot conditions. The order of experiencing the audio-only and robot conditions was counterbalanced. The other half of the subjects (four females and four males) participated in the no-experience conditions and only experienced the autonomous phase. According to the manipulation check, we confirmed that all the subjects believed our instruction.

The result of the second experiment is shown in Figure 7, where each box represents the mean value of the responses to the statement, and each bar represents the SEM value. The figure compares the no- and with-experience conditions by a between-subjects t-test.


[image: image1]

FIGURE 7 | Result of the second experiment: the mean value of scoring pseudo presence of the audio-only and robot conditions in the presence/absence of prior experience of talking with remote partner.



In the audio-only conditions, there was no significant difference between the no- and with-experience conditions [t(14) = 0.664, n.s.]. On the other hand, in the robot conditions, we found a significant difference between them [t(14) = 2.575, p < 0.05]. This means that the prior experience in which the subjects talked with the remote partner produced the pseudo presence in the autonomous phase when the subjects could see back-channel responses through the robot. However, the experience did not produce pseudo presence in the audio-only communication. These results proved hypothesis 3 described in Section “Hypothesis.”

In the with-experience conditions, the subjects had the conversations twice, but in the no-experience condition, they only had them once. Therefore, more conversations might improve the sense of talking with a remote partner. In spite of this, in the audio-only conditions, the difference between the no- and with-experience conditions was not significant. We hence considered that physically embodied motion was the significant factor to produce the pseudo presence regardless of the number of conversations.

Discussion

In the first experiment, the physical embodiment enhanced the social telepresence of the conversation partner. In the interviews, 7 of the 36 subjects said that they felt as if they were facing the conversation partner in the active robot condition compared with the avatar condition because there was a physical object in front of them. However, there was no significant difference between the audio-only condition and the inactive robot condition. In the interviews, 3 of the 36 subjects said that the inactive robot condition was not that different to the audio condition because they could not see the conversation partner’s reaction. In fact, in the questionnaire, 8 of the 36 subjects rated the same score for the audio and inactive robot conditions. Moreover, 5 of the 36 subjects said that they felt as if the conversation partner was in front of them when the robot moved. These subjective responses support the experimental result that a physical embodiment enhances social telepresence when transmitting body motions. This result indicates the superiority of robots to avatars, which does not have a physical embodiment. Nevertheless, there are some subjects who rated the same or higher score for the avatar condition than the robot condition. Most such subjects mentioned the uncanny appearance of the robot as the reason for their rating, and they tended to prefer the avatar’s design. Thus, if the robot’s design was more abstracted, the superiority would appear more significantly.

Presence or absence of motion parallax can be cited as one of the differences between physical embodiment and video. When interacting with the robot, the depth from motion parallax could increase visibility of body motions. The lack of the depth information might be the cause of feeling hard to notice facial movements of the avatar used in the preliminary experiment described in Section “Conditions.” A previous study reported that motion parallax generated by the movement of a camera enhances social telepresence (Nakanishi et al., 2009). The visibility of bodily motion improved by the motion parallax may have contributed to enhance social telepresence.

In terms of the transmitting information, the appearance enhanced social telepresence as well as the body motions. This result shows the disadvantage of robots and avatars that do not transmit the partner’s appearance. Although the active robot has this disadvantage, the active robot and video conditions seemed to convey the same degree of social telepresence, as shown in Figure 4. In the questionnaire, approximately half of the subjects (16 of the 36) rated the same or higher score for the active robot condition than the video condition. We assumed that the enhanced social telepresence by the physical embodiment offset the decreased social telepresence by the absence of the partner’s appearance. Therefore, the reported superiority of the robot in the social telepresence to the video (Sakamoto et al., 2007) could be caused by the robot’s realistic appearance.

We did not investigate the conditions that transmit audio and appearance but not motion. Talking through an inactive robot that has a realistic appearance of a partner, and a partner’s photo could correspond to such conditions. Watching the partner’s photo while talking is a popular situation since many users of instant messengers put their photos in the buddy list. Although the transmitting appearance enhances social telepresence as mentioned above, it has not been clarified whether the appearance works even if the motion is not transmitted. The effect of presenting appearance on the smoothness of speech had already demonstrated (Tanaka et al., 2013, 2015). The previous study showed that presenting partner’s avatar increased the degree of the smoothness of speaking to the partner, but partner’s photo did not have such an effect. We hence predict that the appearance also does not enhance social telepresence if the motion is not transmitted as is the case with the physical embodiment. To prove this hypothesis is a future work.

Although the subjects who rated the with-physical embodiment condition higher in all level of the transmitting information factor were less than half of all the subjects (14 of 36), there might possibly be a certain bias toward a preference for physical embodiment. A between-subject design avoids such a bias, but there is a problem that requires a lot of subjects to conduct it as described in Section “Questionnaire.” It is a future work to investigate the effect of physical embodiment without the bias.

The first experiment could not show the superiority of humanoid robots to videos, since humanoid robots cannot present the remote partner’s current appearance, which can be transmitted by videos. To prove the usefulness of humanoid robot, we had to demonstrate the benefit of both the physical embodiment and the absence of partner’s appearance. There are several studies that partly replaced the partner’s video with a robot to obtain the positive effects of both of appearance and physical embodiment (Samani et al., 2012; Nakanishi et al., 2014). This is an opposite approach of ours that utilizes one of the features of humanoid robot that is the absence of the partner’s appearance. A humanoid robot can pretend as if it is controlled by a remote operator due to not transmitting the appearance. When interacting with the humanoid robot, the user could feel pseudo presence of the remote operator, and the physical embodiment might be able to enhance the pseudo presence as well as social telepresence. The second experiment investigated these predictions.

The second experiment showed that the interaction with a humanoid robot produces the remote partner’s pseudo presence that is the feeling of talking with a remote partner when interacting with an autonomous system compared with audio-only interaction. We found that the subjects tended to deduce the presence/absence of a remote partner according to their prior experience with that same remote partner. However, the experience did not work well at the audio-only interaction. We hence considered that the physically embodied body motions might facilitate recalling the partner’s presence based on the experience.

We also found that the subjects’ deductions of the presence/absence of the remote partner were influenced by their belief about prior experience. In the experience phase, even though the autonomous system gave back-channel responses under the guise of a remote partner, all the subjects believed that the remote partner was listening to their speech. Such a fake experience produced the sense of talking with the partner when talking with an autonomous robot. Nevertheless, the open-ended responses of all the subjects who participated in the with-experience robot condition did not mention the similarity between the experience and autonomous phases. Almost all the subjects focused on whether the back-channel responses were done in appropriate timing. This result implies that the subjects’ deductions were subconsciously influenced by the prior experience.

There is a question whether the real experience that a remote partner is actually replying to the user’s speech produce higher pseudo presence. Compared with back-channel system, a real partner can give various responses according to the context of conversation. Such a real experience gives a stronger impression that the remote partner is listening, and the impression would effectively produce the pseudo presence. There is another question whether the prior experience produces the pseudo presence when the robot unilaterally speaks to a subject. The user might feel less presence of a remote partner because the robot is unilaterally reproducing talking behaviors and pre-recorded speech like a video message. In this case, it might be difficult to produce pseudo presence, since the factors in determining the presence/absence of the remote partner (e.g., timing of back-channel response) will be less. Answering these questions is future work. In addition, it is also future work to examine whether a user felt the remote partner’s pseudo presence through observation data, e.g., observing whether a user replies to the robot’s greeting. If he/she felt that the remote partner had been listening/speaking, they might reply to the greeting; if he/she did not feel that way, they might ignore it.

Conclusion

In this study, to prove the usefulness of humanoid robot, we investigated how the features of humanoid robot contribute to produce remote partner’s real/pseudo presence. In the first experiment, we compared robot conferencing with existing communication media divided into physical embodiment and transmitting information factors. As a result, we found that physically embodied body motions enhance the partner’s real presence, i.e., social telepresence, although physical embodiment without presenting body motion does not have such an effect. This result shows the superiority of robots to avatars. However, we also found that the partner’s appearance, which robots cannot reproduce, enhances social telepresence. Consequently, humanoid robots were comparable to live videos since the positive effect of the physical embodiment offset the negative effect of lacking appearance.

Previous studies have discussed the superiority of humanoid robots to live videos, but our study noted that humanoid robots in the absence of presenting remote partner’s appearance do not always have the superiority in social telepresence. Alternatively, this study proposed the utilization of the anonymity of humanoid robot to produce the partner’s pseudo presence that is the feeling of talking with a remote partner when interacting with an autonomous robot. In the second experiment, we evaluate whether an autonomous robot produces a similar presence as a teleoperated robot. From the experiment, we found that the prior experience of talking with the remote partner in teleoperation is effective for producing pseudo presence. If a user watched the remote partner’s body motion that reproduced by a robot, the user feels the pseudo presence of the partner even while talking with the same robot in autonomous control.

In terms of conveying social telepresence, live videos are more useful than humanoid robots because operating humanoid robots requires higher cost than using displays. We hence conclude that blurring between teleoperation and autonomous control is desirable for effectively utilizing a humanoid robot. Substituting an autonomous system for the remote operator reduces the operator’s task, and at the same time, the user could continue to feel the presence of a remote partner also while interacting with an autonomous system.
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We propose an expression transmission system using a cellular-phone-type teleoperated robot called Elfoid. Elfoid has a soft exterior that provides the look and feel of human skin, and is designed to transmit the speaker's presence to their communication partner using a camera and microphone. To transmit the speaker's presence, Elfoid sends not only the voice of the speaker but also the facial expression captured by the camera. In this research, facial expressions are recognized using a machine learning technique. Elfoid cannot, however, display facial expressions because of its compactness and a lack of sufficiently small actuator motors. To overcome this problem, facial expressions are displayed using Elfoid's head-mounted mobile projector. In an experiment, we built a prototype system and experimentally evaluated it's subjective usability.
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1. Introduction

Robots that have a human appearance have been developed to communicate with people in remote locations. Some studies have used humanoid robots for the transmission of human presence. In particular, teleoperated android robots such as Geminoid F and Geminoid HI-1 (Asano et al., 2010) have appearances similar to an actual person, and were intended to substitute for the presence of actual people. These humanoid robots have high degrees of freedom and can transmit human presence effectively. However, they are expensive and limited to a specific individual target. A robot called Telenoid R1 (Ogawa et al., 2011) was developed to reduce the cost and the number of actuators. Telenoid is not limited to a specific individual target, and is designed to immediately appear as a human. A person can easily recognize Telenoid as human; it can be interpreted as male or female, and old or young. With this design, Telenoid allows people to feel as if a distant acquaintance is next to them. This makes it possible to transmit human presence. Moreover, Telenoid's soft skin and child-like body size make it easy to hold. However, it is difficult to carry around in daily life.

For daily use, a communication medium that is smaller than Telenoid and uses mobile-phone communication technology is now under development. Like a cellular phone, Elfoid is easy to hold in the hand, as shown in Figure 1. By combining voice-based conversation with an appearance and touch that is capable of effectively communicating an individual's presence, the user can feel as if they are conversing in a natural fashion with someone directly in front of them (Tanaka et al., 2015). Additionally, when we use such robots for communication, it is important to convey the facial expressions of a speaker to increase the modality of communication (Mehrabian, 1968). If the speaker's facial movements are accurately represented via these robots, human presence can be conveyed. Elfoid has a camera within its chest and the speaker's facial movements are estimated by conventional face-recognition approaches. However, it is difficult to generate the same expression in robots because a large number of actuators are required. Elfoid cannot produce facial expressions like a human face can, because it has a compact design that cannot be intricately activated. That is, since Elfoid's design priority is portability, its modality of communication is less than Telenoid's. For this reason, it is necessary to convey facial expressions some other way.


[image: image]

FIGURE 1. Elfoid: cellular phone-type teleoperated android.



In the proposed system, facial expressions are displayed using Elfoid's head-mounted mobile projector. Our hypothesis in this study is that subjective usability, which is composed of satisfaction with the conversation, the impression of the conversational partner, and an impression of the interface, will be improved by adding facial expressions to Elfoid. In the experiments, we verify whether this hypothesis is correct.

2. Materials and Methods

2.1. Elfoid: Cellular Phone-Type Teleoperated Android

Elfoid is used as a cellular phone for communication. To convey a human presence, Elfoid has the following functions. Elfoid has a body that is easy to hold in a person's hand. The size is about 20 cm. Elfoid's design is recognizable at first glance to be human-like and can be interpreted equally as male or female, and old or young. Elfoid has a soft exterior that provides the feel of human skin. Elfoid is equipped with a camera and microphone in the chest. Additionally, a mobile projector (MicroVision, Inc. SHOWWX+ HDMI) with a mirror is mounted in Elfoid's head and facial expressions are generated by projecting images from within the head, as shown in Figure 2.


[image: image]

FIGURE 2. Elfoid with a mobile projector to convey the facial expressions of a communication partner.



2.2. Overview of the Total System

In this research, facial expressions are generated using Elfoid's head-based mobile projector.

First, individual facial images are captured using a camera mounted within Elfoid. Next, the facial region is detected in each captured image and feature points on the face are tracked using the Constrained Local Model (CLM) (Saragih et al., 2011). Facial expressions are recognized by a machine-learning technique using the positions of the feature points. Finally, recognized facial expressions are reproduced using Elfoid's head-based mobile projector.

2.3. Recognition of Facial Expressions

Face tracking techniques that use feature points such as the corners of the eyes and mouth are effective for the recognition of facial expressions because a face is a non-rigid object. Part-based models use local image patches around the landmark points. The part-based model CLM (Saragih et al., 2011) outperforms holistic models in terms of landmark localization accuracy. CLM fitting is the search for point distribution model parameters p that jointly minimize the misalignment error over all feature points. It is formulated as follows:

[image: image]

where [image: image] is a regularization term and [image: image]i denotes the measure of misalignment for the ith landmark at xi in image [image: image]. In the CLM framework, the objective is to create a shape model from the parameters p. The CLM models the likelihood of alignment at a particular landmark location x. The likelihood of alignment at x is acquired beforehand using the local features of a large number of images. To generate the classifier, Saragih et al. (2011) use logistic regression. Mean-shift vectors from each landmark are computed using the likelihood of alignment, and the parameters p are updated. These processes are iterated until parameters p converge. This method has low computational complexity and is robust to occlusion.

In communication between people, it is important to convey the emotions of the speaker. There have been a considerable number of studies of basic human emotions. Ekman et al. (2002) defined basic facial expressions consisting of anger, disgust, fear, happiness, sadness, and surprise. This shows that these facial expressions are not culturally determined, but are universal across all human cultures and are thus biological in origin. In this study, six facial expressions that correspond to universal emotions (Ekman et al., 2002)—anger, disgust, fear, happiness, sadness, and surprise—are classified using a hierarchical technique similar to Siddiqi et al. (2013). The facial expressions are hierarchically classified by a Support Vector Machine (SVM). Each classifier is implemented beforehand using the estimated positions of feature points. This study is based on the theory that different expressions can be grouped into three categories (Schmidt and Cohn, 2001; Nusseck et al., 2008) based on the parts of the face that contribute most toward the expression. At the first level, we use 31 feature points around the mouth, eyes, eyebrows, and nose to discriminate the three expression categories: lip-based, lip-eye-based, and lip-eye-eyebrow-based. After the expressions are grouped into the three categories, each category is divided into two emotion classes. In the lip-based category, four feature points around the mouth are used for expressing happiness or sadness. In the lip-eye-based category, 16 feature points around the mouth and eyes are used for expressing surprise or disgust. In the lip-eye-eyebrow-based category, 26 feature points around the mouth and eyes and eyebrows are used for expressing anger or fear.

2.4. Generation of Facial Expressions with Elfoid Using Cartoon Techniques

Recognized facial expressions were reproduced using Elfoid's head-based mobile projector. To represent facial expressions, we generated three projection patterns using the results of emotion estimations. In this study, the projection patterns were stylized using animation techniques (Thomas and Johnston, 1995). It is widely recognized that cartoons are very effective at expressing emotions and feelings. The movements around the mouth and eyebrows were exaggerated. Moreover, color stimuli that convey a particular emotion were added. The three projection patterns are as follows.

2.4.1. With Exaggerated Motion

As an exaggeration of a simple cartoon effect, the movement of the eyes and mouth were exaggerated. The parts required for the movement were determined using the Facial Action Coding System (FACS) (Ekman and Frisen, 1978) that describes the relationships between the emotions and movements of the facial action units. The exaggerated motions added to each facial expression are as follows:

• Anger: brow lowering, upper lid raising, lid tightening, and lip tightening.

• Disgust: nose wrinkling, lip corner depressing, and lower lip depressing.

• Fear: inner brow raising, outer brow raising, brow lowering, upper lid raising, lid tightening, lip stretching, and jaw dropping.

• Happiness: cheek raising and lip corner pulling.

• Sadness: inner brow raising, brow lowering, and lip corner depressing.

• Surprise: inner brow raising, outer brow raising, upper lid raising, and jaw dropping.

2.4.2. With Exaggerated Motion and Color

Color stimuli that convey a particular emotion were added. As in the examples described in Thomas and Johnston (1995), colors were added to the upper part of the face. The color stimuli used in Fujie et al. (2013) are adapted in this study. The colors added to each facial expression were as follows.

• Anger: red.

• Disgust: purple.

• Fear: blue-green.

• Happiness: orange.

• Sadness: blue.

• Surprise: yellow.

Here, these show the colors of Elfoid after projecting images and color calibration had already been performed. Images that use exaggerated motion and color to express the six universal emotions are shown in Figure 3.


[image: image]

FIGURE 3. Generated facial images with exaggerated motion and color.



2.4.3. With Exaggerated Motion and Marks

To investigate the effects of a mark corresponding to each emotion, marks were added to the face. The marks added to each facial expression were as follows.

• Anger: cross-shaped anger sign.

• Disgust: vertical stripes over one side of the face.

• Fear: vertical stripes over the entire face.

• Happiness: blushing cheeks.

• Sadness: tears.

• Surprise: colored highlights in the eyes.

Images that used exaggerated motion and marks to express of the six universal emotions are shown in Figure 4. Here, the positions at which the marks were added were determined from candidate positions on the face considering the marks' visibility.


[image: image]

FIGURE 4. Generated facial images with exaggerated motion and marks.



Facial expressions are caused by the movement of muscles in the face. In this study, to create the expression animation, morphing technology was applied. All animation was empirically morphed for 2 s at 30 fps.

2.5. Experiments

In the experiments, we built a prototype system. First, we verified the performance of the prototype system. Next, the subjective evaluations of usability were investigated. It should be confirmed that the study was conducted in accordance with the ethical principles that have their origins in the Declaration of Helsinki.

2.5.1. Recognition Rate of Communication Partner Facial Expressions

We conducted an experiment to verify the recognition rate of facial expressions. In this experiment, Elfoid was used as a cellular phone for communication. Here, assuming that the number of users per Elfoid is limited, we collected the images of one user. We asked the user to display the six basic expressions, assuming a conversation with a person in a remote location. Each expression was captured by the camera (Logicool HD Pro Webcam C920t) at a resolution of 1024 × 768 pixels in an indoor environment. The user was asked to sit down in front of the camera and look at it without any constraints on their head movement. Only if the face of the user was out of the field of view of the camera was the user asked to move back into the field of view. The distance between the user and Elfoid was about 30 cm and was not fixed. As training data, we used a total of 8000 images that consisted of 1000 images for each facial expression and 2000 images with no expression. To verify the rate of facial expression recognition, we tested 1000 images for each expression that were different from the training data.

2.5.2. Evaluation of the Accuracy of Emotion Conveyance

In this experiment, to investigate the accuracy of the emotions that are conveyed using Elfoid, various projection patterns were presented to 10 participants (all in their 20s, 8 male and 2 female). We made the participants sit down on a chair and hold the Elfoid in their hands about 30 cm away from their face. Three projection patterns for each emotion, a total of 18 patterns, were displayed to the participants in random order. Figure 5 shows the facial expressions generated with exaggerated motion and color. Figure 6 shows the facial expressions generated with exaggerated motion and marks. To eliminate the influence of environmental disturbances, the experiments were conducted at a particular brightness (measured value: 190 lx). After each presentation, each participant was asked to rate the emotions perceived in the facial expressions of Elfoid. Each emotion was rated from 1 (not felt at all) to 6 (felt extremely strongly). These processes were repeated until all patterns were investigated.


[image: image]

FIGURE 5. Generated facial expressions with exaggerated motion and color.




[image: image]

FIGURE 6. Generated facial expressions with exaggerated motion and marks.



2.5.3. Subjective Usability Evaluation of the Proposed System

Additionally, to verify the validity of this system, we experimentally evaluated its subjective usability. One of the participants who have a conversation uses Elfoid on communication. Again, we made the participants sit down on a chair and hold Elfoid in their hands about 30 cm away from their face. They then had a conversation with a communication partner at a remote location as they watched Elfoid. To eliminate the influence of disturbances, these experiments were also conducted at a particular brightness (measured value: 190 lx). We used the results of the previous experiments that are specifically described in the Discussion Section to express emotions. As a comparison with the proposed method, we used other two methods. One used an Elfoid whose facial expression was not projected and another used an Elfoid whose facial expression was generated in a random manner without considering the facial expression of the speaker. We conducted the experiments on 18 participants (all in their 20s, 17 male and 1 female, some of whom participated in both experiments) by changing the methods in random order. We did not tell the participants which emotion was indicated by the presented facial expressions beforehand. In this experiment, to eliminate the influence of false recognition of the speaker's facial expression, the facial expression was recognized manually and the facial expression of Elfoid was generated in real time. We took the delay into consideration as much as possible so that it would be minimized.

Themes of conversation were determined in reference to conventional research (Hara et al., 2014), and those used in this experiment are shown below.

• Who makes more money, men or women?

• Do you think that friendship is possible between men and women?

• Which do you prefer, dogs or cats?

• Should the possession of guns be allowed in Japan?

• Which is more important in the opposite sex, physical attractiveness or personality?

• Do you believe in supernatural powers and hypnosis?

We then gave the participants questionnaires that asked about their level of satisfaction with the conversation, their impression of the conversational partner, and their impression of the interface. After the end of 5 min of conversation, for each condition, participants answered a portion of the questionnaire. In the conversation, participants showed some facial expressions at rates that were not equal. Fifteen items were used to evaluate the proposed system from various viewpoints. The details of the questionnaire items are shown below. Each questionnaire item was used with reference to Sakamoto et al. (2007) and Matsuda et al. (2012).

The impression of the conversation was rated on a scale of 1–8.

1. It was possible to have the conversation cooperatively.

2. It was difficult to make conversation.

3. It was possible to talk while having an interest in each other.

The impression of the communication partner was rated on a scale of 1–7. Each questionnaire item is shown below.

1. Bad impression—good impression.

2. Not serious—serious.

3. Unreliable—reliable.

4. Unhealthy—healthy.

5. Introvert—extrovert.

6. Difficult to talk to—easy to talk to.

7. Their story was poor—their story was good.

The impression of having a conversation with Elfoid was rated on a scale of 1–7, where 7 is the most positive. The items are listed as follows:

1. Presence: presence of the person that a participant feels during a conversation.

2. Humanlike: human likeness of Elfoid's appearance, movements, and behavior.

3. Naturalness: naturalness of Elfoid's appearance, movements, and behavior.

4. Uncanny: uncanniness of Elfoid's appearance, movements, and behavior.

5. Responsiveness: responsiveness of Elfoid to the participant's behavior and conversation.

These questions were asked repeatedly until all methods were investigated.

3. Results

3.1. Recognition Rate of Facial Expressions of the Communication Partner

Table 1 lists the facial expression recognition rates. The accuracy of the facial expression recognition was 83.8% on average.

Table 1. Recognition rate of facial expressions of the communication partner (%).

[image: image]

3.2. Evaluation of the Accuracy of Emotion Conveyance

The results of the subjective evaluation process for each facial expression are shown in Figures 7–12. The data shown in these figures are the average score and standard variation of the subjective evaluation. We assume that the population is normally distributed. Bartlett's test was used to check the equality of variances, however, we found that the variances of the results were not the same. Therefore, Dunnett's T3 test was used to compare the average scores. In Figures 7–12, (#) indicates the single control that obtains the highest score, and asterisks indicate the significance level: (*), 0.05; (**), 0.01; and (▪), 0.1.


[image: image]

FIGURE 7. Perceived expressions for “anger.” Label (#) indicates the single control that obtains the highest score, and (**) indicates a significance level of 0.01.
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FIGURE 8. Perceived expressions for “disgust.” Label (#) indicates the single control that obtains the highest score, (**) indicates a significance level of 0.01, and (▪) indicates a significance level of 0.1.
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FIGURE 9. Perceived expressions for “fear.” Label (#) indicates the single control that obtains the highest score, (*) indicates a significance level of 0.01, and (▪) indicates a significance level of 0.1.
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FIGURE 10. Perceived expressions for “happiness.” Label (#) indicates the single control that obtains the highest score, and (**) indicates a significance level of 0.01.
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FIGURE 11. Perceived expressions for “sadness.” Label (#) indicates the single control that obtains the highest score, and asterisks indicate the significance level: (*), 0.05; (**), 0.01; and (▪), 0.1.
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FIGURE 12. Perceived expressions for “surprise.” Label (#) indicates the single control that obtains the highest score, and asterisks indicate the significance level: (*), 0.05; (**), 0.01; and (▪), 0.1.



Figure 7 shows the scores obtained when the “anger” expression was generated. The highest score was observed for the emotion “anger” for all patterns of expression. The average score of the participants was 6.00, and Dunnett's T3 test indicated a significant difference between the score for “anger” and the scores for all other emotions. However, significant differences were not observed between the score for “exaggerated motion and color” and other patterns, as shown in Figure 7. With respect to the expression of “disgust,” shown in Figure 8, the highest average score given by participants was 4.71, and Dunnett's T3 test indicates that there was no significant difference between the scores for “disgust” and “anger.” Figure 9 shows the least successful case of emotion conveyance, that when “fear” was the intended emotion and the fearful expression generated “with exaggerated motion and color” was displayed. The highest score was observed for the emotion “fear.” However, the average score of the participants was 3.90, and Dunnett's T3 test indicates that there was no significant difference among the scores for “fear,” “disgust,” and “sadness.” It is also difficult to transmit the expression of fear using the other two expression patterns. This is because the emotional expression of the eyes was close to that of “sadness,” and a negative emotion was derived from that fact. With respect to “happiness,” “sadness,” and “surprise,” the intended emotion can be conveyed as well as “anger,” as shown in Figures 10–12.

3.3. Evaluation of the Subjective Usability of the Proposed System

Figures 13–15 show the experimental results. In each figure, higher scores indicate a better impression. We assume that the population is normally distributed. We found that all scores except for the uncanny score have the same variance. Therefore, we used Dunnett's test for comparison. In Figures 13–15, and asterisks indicate the significance level: (*), 0.05; (**), 0.01; (***), 0.001; and (•), 0.1.


[image: image]

FIGURE 13. Users' satisfaction with the conversation. (•) indicates the significance level: 0.1.




[image: image]

FIGURE 14. Users' impression of the conversational partner. (•) indicates the significance level: 0.1.




[image: image]

FIGURE 15. Users' impression of the interface. Asterisks indicate the significance level: (*), 0.05; (**), 0.01; (***), 0.001; and (•), 0.1.



Figure 13 shows the results of the satisfaction level of the conversation. The satisfaction level of the conversation is calculated as the sum of the three items listed in Section 2.5.3, similarly to the previous method in Fujiwara and Daibo (2010). The results show that there is significant difference between the scores for the proposed method and the comparison method that used an Elfoid without any projected facial expression. The proposed system was expected to improve the satisfaction level of the conversation by adding facial expressions.

Figure 14 shows the results for the impression of the communication partner. This impression was calculated as the average of the scores of seven items, similarly to the previous method in Matsuda et al. (2012). The results show that there was a significant difference between the scores for the proposed method and the comparison method that generated random Elfoid expressions. It was found that the impression of the communication partner could be decreased when Elfoid's facial expression was randomly generated.

Figure 15 shows the results of the impression of the interface. With respect to presence, there was significant difference between the scores for the proposed method and the comparison method that projected no facial expression. With respect to humanlike, naturalness, and responsiveness, there was a significant difference between the scores for the proposed method and the other comparison methods. The proposed system was expected to improve impressions with respect to presence, human-like attributes, naturalness, and responsiveness. However, the impression of presence was improved even when Elfoid's facial expressions were generated in a random manner.

4. Discussion

The accuracy of the facial expression recognition was 83.8% on average, as described in Section 2.5.1. These results seem to indicate that the accuracy of the proposed method is lower than that of state-of-the-art emotion recognition methods (Janssen et al., 2013). However, in our experiments, the user can move freely, so facial images are not always aligned. To align the facial images, we use one state-of-the-art method for facial alignment, CLM (Saragih et al., 2011). The problem tackled in this study is more difficult than the problem in Janssen et al. (2013), so it is not necessarily true that our method is inferior to this method.

The animation patterns that can efficiently convey an intended emotion are shown as follows.

• Anger: with an exaggerated motion and color.

• Disgust: with an exaggerated motion and a mark (similarly, “with an exaggerated motion”).

• Fear: with an exaggerated motion and color (however, “sadness” and “disgust” are conveyed co-instantaneously with “fear”).

• Happiness: with an exaggerated motion and a mark (similarly, “with an exaggerated motion” and “with an exaggerated motion and color”).

• Sadness: with an exaggerated motion and a mark.

• Surprise: with an exaggerated motion and a mark.

By using the patterns described here there is a high likelihood of transmitting the intended emotion and a low likelihood of transmitting other emotions. Five facial expressions can be conveyed as the intended emotion. In contrast, a fearful expression cannot be easily conveyed this way. In the case of the fearful expression, negative emotions, such as “sadness” and “disgust” are conveyed co-instantaneously with “fear.” Some studies (Sugano and Ogata, 1996; Ariyoshi et al., 2004; Fujie et al., 2013) have used colors for communication between humans and robots. In comparison with these studies, the face generated by the proposed system is more expressive. Moreover, the proposed method may be able to transmit other emotions (Prinz, 2004) used in conversation. As future work, there is a need to investigate whether it is necessary to transmit other emotions during communication that uses Elfoid.

According to the results of the subjective usability, which is composed of satisfaction with the conversation, an impression of the conversational partner, and an impression of the interface, we found that the subjective usability was improved by adding facial expressions to Elfoid. In particular, by comparing the results of the proposed method with those for randomly generated facial expressions, we determined that the combination of accurate facial recognition of a speaker and the appropriate facial expression of Elfoid is an efficient way to improve its subjective usability.

5. Conclusion

We propose an expression transmission system using a cellular phone-type teleoperated robot with a mobile projector. In this research, facial expressions are recognized using a machine learning technique, and displayed using a mobile projector installed in Elfoid's head to convey emotions. In the experiments, we built a prototype system that generated facial expressions and evaluated the recognition rate of the facial expressions and the subjective evaluations of usability. Given the results, we can conclude that the proposed system is an effective way to improving the subjective usability. For practical use, it will be necessary to realize a stable recognition process that uses relatively little of Elfoid's computing resources. To overcome this problem, we plan to use cloud computing technology.
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Attitudes toward robots influence the tendency to accept or reject robotic devices. Thus it is important to investigate whether and how attitudes toward robots can change. In this pilot study we investigate attitudinal changes in elderly citizens toward a tele-operated robot in relation to three parameters: (i) the information provided about robot functionality, (ii) the number of encounters, (iii) personality type. Fourteen elderly residents at a rehabilitation center participated. Pre-encounter attitudes toward robots, anthropomorphic thinking, and personality were assessed. Thereafter the participants interacted with a tele-operated robot (Telenoid) during their lunch (c. 30 min.) for up to 3 days. Half of the participants were informed that the robot was tele-operated (IC) whilst the other half were naïve to its functioning (UC). Post-encounter assessments of attitudes toward robots and anthropomorphic thinking were undertaken to assess change. Attitudes toward robots were assessed with a new generic 35-items questionnaire (attitudes toward social robots scale: ASOR-5), offering a differentiated conceptualization of the conditions for social interaction. There was no significant difference between the IC and UC groups in attitude change toward robots though trends were observed. Personality was correlated with some tendencies for attitude changes; Extraversion correlated with positive attitude changes to intimate-personal relatedness with the robot (r = 0.619) and to psychological relatedness (r = 0.581) whilst Neuroticism correlated negatively (r = -0.582) with mental relatedness with the robot. The results tentatively suggest that neither information about functionality nor direct repeated encounters are pivotal in changing attitudes toward robots in elderly citizens. This may reflect a cognitive congruence bias where the robot is experienced in congruence with initial attitudes, or it may support action-based explanations of cognitive dissonance reductions, given that robots, unlike computers, are not yet perceived as action targets. Specific personality traits may be indicators of attitude change relating to specific domains of social interaction. Implications and future directions are discussed.

Keywords: social robots, attitudes toward social robots, personality, anthropomorphism, human–robot interaction

INTRODUCTION

Roboticists envisage that by 2020 robotics technology will “influence every aspect of work and home.”1 According to official projections, by 2025 the market value of robotics will expand to several trillion US$ per year, mainly due to social robotics, which will be outperforming industrial robotics by a large margin.2

Despite these advances the vast majority of residents in the European Community (87% of 26.751 respondents; Public Attitudes Towards Robots, 2012; Special Eurobarometer 382) has of yet no personal experience with robots (e.g., robotic vacuum cleaners or industrial robots) but report positive attitudes toward robot technologies (70%). However, this positive attitude is relative to the specific context in which the robot is applied, as 60% believe robots should be banned from being used as caretakers for children, elderly and disabled people, and 69% would feel uncomfortable having their dog being walked by a robot. In line with this only 3% believe robots should be used for education or caretaking of children, elderly or disabled people. This illustrates the challenges that may arise when robots are introduced into the social sphere and assigned assistive functions in direct interaction with humans.

Several studies support that a specific negative attitude–where ‘attitudes’ are defined as “the relatively enduring organization of beliefs, feelings, and behavioral tendencies” (Vaughan and Hogg, 2005, p. 150)–pertains to so-called ‘social’ robots, and their applications (Nomura et al., 2006, 2008). Among the numerous factors that may determine or affect these attitudes are gender (Nomura et al., 2006; Schermerhorn et al., 2008; Kuo et al., 2009), cultural background of the participants (Bartneck et al., 2005, 2007; Nomura et al., 2008), age (Bumby and Dautenhahn, 1999; Kuo et al., 2009; Heerink, 2011; Smarr et al., 2012), initial attitude (Stafford et al., 2014), and previous experience with robots (Nomura et al., 2006; Bartneck et al., 2007). Furthermore, attitudes and assumptions about robots may be determined by their design, as for instance zoomorphic robots give rise to the assumption of pet like functionalities (Nomura et al., 2008) whilst more humanlike features give rise to attribution of human-like capabilities (Nomura et al., 2008; Schermerhorn et al., 2008). Likewise, it appears that the more human features the robot possesses, the greater the expectations (Nomura et al., 2008). This may suggest that the expectation of autonomous function is borne out of a more humanoid robot design. Yamaoka et al. (2007) explored what happens if the expectation of autonomy in a humanoid robot is challenged by explicitly informing participants that a robot is tele-operated, when in fact it is autonomous. Regardless of the information given beforehand, 2/3 of participants felt that they were interacting with an autonomous robot (Yamaoka et al., 2007). As pointed out by the authors this could indicate that the participants became so immersed in the communication that they failed to retain the information about the robot. Several studies have explored how presumptions about a robot’s autonomy can be influenced by information about the robot’s functionality; this has mainly been investigated by using the so-called ‘Wizard of OZ paradigm’ in which participants are deceived to believe that a robot is autonomous when in fact it is tele-operated to some degree (for a review see, Riek, 2012). However, so far it has not been explored in which way attitudes toward robots change if participants are given truthful information about a robot being tele-operated, or are given no information at all about the degree of autonomy.

The aforementioned investigations may be pivotal to determining the mechanisms for attitude change in this particular area of technology. So far it is not well-understood whether, and to what extent, attitudes toward robots can be influenced. Wu et al. (2014) recently reported that attitudes and acceptance toward assistive robots were unchanged despite several encounters with the robots in healthy elderly and elderly with mild cognitive impairment. The lack of change was attributed to social stigma and uneasiness toward technology (Wu et al., 2014). Conversely Stafford et al. (2010) report more positive attitudes toward a healthcare robot amongst elderly residents at a retirement home after interaction with it (Stafford et al., 2010). Although several studies report positive attitudes toward robots after personal encounters (Mirnig et al., 2012; Yamazaki et al., 2012, 2014) most of these studies do not assess pre-encounter baseline attitudes. Hence, it is difficult to infer whether personal encounters per se affect attitudes toward robots or whether, for instance, a selection bias may affect the results, i.e., people with more positive attitudes toward robots at baseline volunteer to partake in the studies. Furthermore, due to the lack of baseline assessments, these studies offer little insight into attitude change.

Determining whether attitude change occurs after encounters with robots and identifying variables that impact such changes are important, especially as more positive attitudes might lead to greater acceptance of robot technology (Ezer et al., 2009). One variable that could potentially influence persistence or change of attitudes is personality. Whilst several studies have explored whether the robot’s personality has any effect on the human user’s attitudes toward robots, e.g., by matching between robot-user personalities (Goetz et al., 2003; Lee et al., 2006; Syrdal et al., 2007; Brandon, 2012; Aly and Tapus, 2013; Tay et al., 2014), few have studied the extent to which user’s personality affects attitudes toward technology (Cassell and Bickmore, 2003; Luczak et al., 2003). In relation to the latter participants with extravert personality traits appear to have an increased likelihood of responding to technology in a social manner (Luczak et al., 2003) and an increased tendency to ascribe personality to robots with a mechanical or basic appearance, as compared to participants with more introvert personalities (Walters et al., 2007). Conversely, people with high trait Neuroticism and low Extraversion scores preferred the robot to have a more mechanical appearance (Walters et al., 2007). Furthermore, personality may impact proximity behaviors toward robots, since a high score on agreeableness was shown to correlate with a tendency to move closer to robots whilst a high score on neuroticism correlates with a tendency to physically distancing oneself from robots (Takayama and Pantofaru, 2009). This illustrates how personality traits manifest themselves in explicit behaviors toward robots. The aforementioned studies mainly pertain to studies focused on younger participants and though personality is stable in middle and old age (Roberts and DelVecchio, 2000) the effect of personality on change in attitudes toward robots in elderly populations is as of yet unexplored.

Given that elderly citizens are a particular target user group of social robotics, the current state of the art on attitude research in this area thus calls for more detailed investigation. In particular, so far it is unclear whether attitudinal change in elderly people vis-a-vis other kinds of technology, e.g., computers, translates to the very special case of social robots whose design exploits implicit processes of social cognition. Previous studies on age-related differences in attitude change toward computers showed that “although there were no age differences in overall attitudes, there were age effects for the dimensions of comfort, efficacy, dehumanization, and control” (Czaja and Sharit, 1998). While elderly people can change their attitudes toward computers (Jay and Willis, 1992), both of these studies, as well as others (Igbaria, 1993; Mitra et al., 1999), emphasized that these attitudinal changes depend more on the type of information and training interaction with the computer and less on the temporal duration of the experience. Attitudes toward computer technology in elderly can be changed in the course of 3 days (Czaja and Sharit, 1998) and perhaps also in shorter periods, since attitudinal change in general can occur within minutes (Harmon-Jones and Harmon-Jones, 2002; Harmon-Jones et al., 2009). In short, extant research on attitudinal change on computer technology suggests, first, that elderly users of technology present a sufficiently distinct subgroup, as far as base level attitudes are concerned, to warrant separate investigation; second, attitudinal changes can occur also in elderly people during short temporal periods; and third, changes in attitudes toward computer technology were produced by information and practical interaction. These three insights motivated the basic set-up of our pilot study on change of attitudes toward robot technology in elderly people.

As the term is understood in current research, attitudes have three components: cognitive, affective, and behavioral. Following the set up of previous work on change of attitudes toward computer technology we investigated changes in the first two components, cognitive and affective. An attitude thus can change in two ways—if the emotional involvement changes in degree and kind, or if the conceptual content of the attitude changes. Since attitudes toward social robots involve rather subtle and complex cognitive and affective contents (ascriptions of consciousness, self-consciousness, moral agency, moral patiency, etc.) an assessment of changes in attitudes is best undertaken in an interdisciplinary setting involving quantitative and qualitative methods, as well as conceptual analysis. The pilot study reported here addressed this particular challenge of interdisciplinarity in order to explore (i) how elderly citizen’s attitudes toward robots are affected by baseline information about the functionality of robots, (ii) whether they change after repeated direct encounters with a robot and, (iii), finally whether certain personality traits facilitate attitude changes.

MATERIALS AND METHODS

Subjects

Participants were residing at Vikaergård (VG) Rehabilitation Centre in Jutland, Denmark. VG offers temporary accommodation and secondary rehabilitation after hospitalization for citizens after disease or injury. Patients may stay at VG for up to 6 weeks.

Inclusion criteria: the participants who were invited to partake in the pilot study were deemed “poor eaters” by trained rehabilitation staff. This was an effort to ensure a homogeneous population who could potentially benefit clinically from the study design.

Exclusion criteria were as follows: (a) diagnosis or suspicion of dementia as indicated by a Mini Mental Status Examination (MMSE) score of 23 or less (Folstein et al., 1975), (b) diagnosis of neurological or neurodegenerative disease, (c) macular degeneration or severe hearing loss, (d) inability to self-feed (as indicated by diseases of mouth or throat or severe motor impairment).

Procedure

The pilot study was carried out in accordance with the Declaration of Helsinki and the Regional Committee on Health Research Ethics. Eligible participants were invited to partake in the study by staff at VG who also supplied them with written information about the project. Subjects who agreed to participate and signed written informed consent received a baseline assessment consisting of questionnaires and a structured interview. A trained master-student in psychology undertook the assessments under supervision of a trained psychologist (MFD). In the 3 days following the assessment the participant had lunch (20–40 min) in the company of either a tele-operated robot or a member of staff. Their lunches were video recorded. The participants were randomly assigned to one of three conditions: (a) an informed condition (IC; n = 7) where the participants were informed that the social robot would be tele-operated, (b) an uninformed condition (UC; n = 7) where the participants were not given any information about the functionality of the robot, (c) a control condition (CT) where the participant had lunch in the company of a member of staff. In all randomization conditions the conversations and conversation topics were non-scripted and mainly focused on the food, weather, health, the stay at VG etc. Hence, the conversation topics did not pertain to attitudes toward robots. The lunch was served in the participants’ private rooms at VG. The control condition was canceled due to unforeseen recruitment problems and the participants excluded (n = 3).

Finally, the participants received questionnaires and a structured interview 1 week from the baseline assessment. After the encounter the participants were debriefed on the functionality of the robot. The participants were instructed not to discuss the pilot study with other residents at VG as it could impact the recruitment process and contaminate the data.

The Robot and the Operators

The Telenoid (see Figure 1), a tele-operated android robot developed by Hiroshi Ishiguro from Osaka University and the Advanced Telecommunication Research Institute International, was used. This technology enables two persons, A and B (see Figure 2), to communicate with each other using the robot as a communication channel. In contrast to a traditional telephone conversation the interaction facilitated by the Telenoid is asymmetric as the interaction interface is not the same for both parties involved. The operator A controls the robot, which is situated at a different location with the interlocutor B. A’s head movements and voice are simulated by the robot and via a monitor and headset with sensors. A is supplied with a live audio and video feed of the robot’s head and B. The Telenoid’s lip movements follow the speech of A and the robot’s “arms” can be moved in one direction. Furthermore the Telenoid features an idle movement function for the eyes. The basic idea behind this setup is to empower A with a remote embodiment at B’s site via a wireless network connection.
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FIGURE 1. The Telenoid robot.
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FIGURE 2. Simplified visualization of an interaction encounter.



The Telenoid is “designed according to minimum requirements to express humanlike appearance and motion” (Geminoid, n.d.). This neutral design approach is supposed to facilitate B’s free associations with the cues and information provided by A and attempts to avoid any interference imposed by design features such as gender or age.3

Three female members of staff, all occupational therapists, were trained in operating the robot. The training contained no specific instruction for conversation content but did contain guidelines of how to reply to questions about robot functionality or personal questions. Overall, the operators were instructed to answer truthfully any questions posed about robot functionality. However, it was not necessary to answer any such questions, as they were not posed. Efforts were made that the participants did not have prior encounters with the operator during their stay at VG, thus would not be able to recognize the operator’s voice in interactions with the robot.

Whilst the participants were getting lunch in the common room the robot, microphone, and camera were set up in the participants’ private room at VG. The camera was mounted on a pole behind the robot overlooking the participant and the lunch table (see Figure 3). Thus when the participant returned with their lunch the robot was present on its stand across the table. The robot was controlled from a laptop in an adjacent room with direct video- and audio feed available.
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FIGURE 3. Schematic layout of the test setting.



Measures

Demographics and Health

Details on age, marital status, general health, eating habits, depression, and perceived stress were obtained from the participants via questionnaires at baseline. Not all questionnaires are included in the current publication.

The NEO-Five Factor Inventory (NEO-FFI)

The NEO-Five Factor Inventory (NEO-FFI; Costa and McCrae, 1992) was used to assess five stable personality dimensions as derived from the five-factor model of personality (NEO-PI-R). The NEO-PI-R is validated cross-culturally (McCrae, 2002) and is available in a validated Danish version. It does not contain items that reflect behavioral, cognitive, or functional well-being of the respondents which would be problematic in the aging study population [for instance the Danish translation of some items in the Tridimensional Personality Questionnaire reads “I have less energy and I am more tired than most people,” “I believe in luck for the future” which would not fit the present study given their health status (Cloninger et al., 1991)]. Furthermore, NEO-FFI retains moderate to large correlations with other longer personality questionnaires and has excellent psychometric properties (Larsen, 2007). NEO-FFI was administered at baseline. The questionnaire consists of 60 statements that the respondents rate on a five point Likert scale from “strongly disagree” to “strongly agree.” The items were administered verbally whilst the respondent had the five possible answers available in front of them. The five personality dimensions assessed are: Openness (openness to internal and external stimuli), Conscientiousness (self-discipline and competency), Extraversion (tendency to be sociable and adventurous), Agreeableness (degree of trustfulness, modesty), and Neuroticism (tendency toward experiencing psychological distress or negative affect).

The Attitudes toward Social Robots Scale (ASOR-5)

The ASOR-5 questionnaire is a theoretically based, generic scale of attitudes toward social robotics. The questionnaire was developed in an interdisciplinary taskforce consisting of researchers from psychology, anthropology, and philosophy. ASOR-5 consists of the following subscales: (a) Conceptual relatedness (four items), e.g., “To which degree are you positive about robot technology?” and “please describe in three words your impression of the Telenoid from this picture,” (b) Socio-practical relatedness (eight items), e.g., “Do you think you would take advice from the Telenoid about which medication you should take?,” “Do you think you would be afraid of the Telenoid?,” (c) Intimate-personal relatedness (five items), e.g., “Can you imagine having a Telenoid in your own home?,” “If you had a Telenoid in your own home would you store it in a broom cupboard?,” (d) Moral relatedness (five items), e.g., “Does it matter how people treat robots?,” “Does the Telenoid have a right to electricity?,” (e) Mental relatedness (five items), e.g., “Do you think the Telenoid can be happy?,” “Do you think the Telenoid can have hobbies and interests?,” and (f) Psychological relatedness (six items), e.g., “I think I would feel sorry for the Telenoid if I saw others be cruel to it,” “I think I would be annoyed if the Telenoid interrupted me in a conversation.” Besides the conceptual relatedness subscale all other items are rated on a five point Likert scale with higher scores indicating more positive attitudes (scores range from 0 to 140). Negative items were reversed before totaling. Furthermore the questionnaire has optional extra items for follow-up assessments (total of 46 items), which are not included in the current publication. The ASOR-5 is integrated in a large validation study alongside the Godspeed questionnaire (Bartneck et al., 2009), the Negative Attitudes to RobotS questionnaire (Nomura et al., 2005), and the AMPH-10 (see below). For further information please contact the authors.

Anthropomorphism Questionnaire (AMPH-10)

A 10-items questionnaire was developed to assess anthropomorphic thinking. Unlike existing questionnaires of anthropomorphism (e.g., The IDAQ; Waytz et al., 2010) the majority of items (six in total) pertain anthropomorphic thinking toward inanimate objects, e.g., “do you feel grateful toward technology such as a car or computer if you feel it has saved you from a dangerous or difficult situation” or “would you ever give a name to an everyday item, such as a Television”? All items were rated on a four point Likert scale from “very unlikely” to “highly likely” with higher scores indicating more pronounced anthropomorphic thinking (maximum score is 40).

Statistics

The data was analyzed using IBM SPSS Statistics for Macintosh, Version 21.0. (2012; Armonk, NY, USA: IBM Corp). A change score was calculated defined as the difference in ASOR-5 sub-scores from baseline to follow-up. The informed and uninformed conditions were compared on these continuous variables using independent t-tests. Paired sample t-tests were used to assess changes in the ASOR-5 sub-scores from baseline to follow-up in the informed (IC) and uninformed (UC) condition. The t-test is an acceptable statistical approach, even in very small samples (de Winter, 2013). The possible relationship between personality traits and changes or stability in attitudes toward social robotics was explored by Spearman correlations.

Due to the small sample size and exploratory nature of the pilot study Bonferroni corrections for multiple comparisons were not made. Bonferroni adjustments are normally undertaken by dividing the alpha-level by the number of comparisons made in order to reduce the risk of obtaining false positive results as a consequence of multiple analysis of the same data set (Tabachnick and Fidell, 2001). The necessity of Bonferroni corrections are debated and in the present pilot study we opted for reporting the exact alpha-levels and effect sizes (ESs; Rothman, 1990; Feise, 2002). Samples solely relaying on the alpha-level can be misleading, as smaller samples will possess less statistical power to detect a difference. To inform on the strength of the effect, ESs are reported (Cohen’s d) where d = 0.2 is considered a small ES, d = 0.5 is a medium ES, and d = 0.8 or above is deemed a large ES (Cohen, 1988). Due to the modest n in the present sample effect-sizes are interpreted conjointly with p-values.

A total of 17 elderly participants were enrolled in the study. Three participants were excluded as unforeseen recruitment issues forced us to suspend the control condition.

Repeated t-test comparisons showed no significant differences from pre-encounter to post-encounter scores on any of the ASOR-5 domains for the total sample (n = 14; see Table 1). Hence there was no significant difference in attitude scores on any domains from before they meet the robot till after they had been in company with it during lunch, for up to 3 days. However, a moderate ES (d = 0.562) was observed on the Intimate-personal relatedness domain, which indicates a non-overlap between the two groups of 33% (Sullivan and Feinn, 2012).

TABLE 1. Repeated two-tailed t-test comparisons of the ASOR-5 domains.
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The participants were assigned to either the IC (n = 7) or the UC (n = 7) group as they were recruited. The IC and UC groups did not differ significantly in terms of gender distribution (men 71.4% in either group) and there was no significant difference between the IC (M = 74.83, SD = 12.9) and UC (M = 75.29, SD = 11.7) groups on age [t(13) = 0.06, p = 0.948].

Independent two-tailed t-tests showed no significant difference between the informed and uninformed condition in attitude change scores on any of the ASOR-5 subscales (see Table 2). Hence the change in attitude from pre- to post-encounter did not differ significantly between the two groups who were given different information about robot functionality. However, there was a near significant difference on the socio-practical relatedness subscale where participants who where uninformed about the functionality of the robot, rated it more negatively after meeting it. This is supported by a very large ES (d = 1.09), which means that there is a 55% non-overlap between scores in the informed and the uninformed conditions where the latter group was more likely to change their attitude negatively post-encounter.

TABLE 2. Independent t-test comparisons of the IC and UC ASOR-5 change scores.
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Spearman correlation analyses were employed to explore possible correlations between attitude change scores on the ASOR-5 questionnaire and personality traits as measured by NEO-FFI. To increase statistical power the IC and UC groups were combined for this analysis. There were significant moderate-high positive correlations between Extraversion (M = 30.36, SD = 4.05) and the intimate-personal relatedness ASOR-5 subscale, and the psychological relatedness ASOR-5 subscale (see Table 3). There was a significant negative correlation between Neuroticism (M = 19.14, SD = 6.22) and the ASOR-5 mental relatedness subscale. Conscientiousness (M = 30.93, SD = 4.16), Agreeableness (M = 31.21, SD = 5.92), and Openness (M = 23.5, SD = 6.19) did not correlate significantly with any of the ASOR-5 subscales. Furthermore, there was a significant negative correlation between the ASOR-5 mental relatedness subscale and anthropomorphic thinking (M = 8.5, SD = 5.32).

TABLE 3. Spearman correlations between the ASOR-5 subscale change scores and personality traits (NEO-FFI) and anthropomorphic thinking.
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Qualitative Analysis of Video Data

Method and Set-up

The pilot study also included video recordings of the lunch sessions; the camera was mounted in the stand of the Telenoid, showing the participant frontal, from the point of view of the Telenoid. The lunch sessions took place in the participant’s own room, and the Telenoid was seated at the table when the participant was followed into the room by a staff member of the rehabilitation center carrying the food. The video recordings have been analyzed through content analysis, a method used in both quantitative and qualitative studies to analyze written, verbal, or visual communication messages (Cole, 1988; Elo and Kyngäs, 2007). The material is analyzed through a defined framework, so that it should be possible to reach a result as objective as possible, also with different researchers coding and analyzing the material.

The content analysis was framed by two focus points arrived at deductively from the quantitative analysis of the questionnaires. The quantitative analysis showed a lack of change in attitude toward the robot after interaction, which was surprising when seen in relation to studies showing change in attitude after interaction with computers. For the purpose of this paper it was decided to analyze the video data on two specific aspects: attitudes to the Telenoid during the conversation, especially changes in attitudes over the different sessions, and a focus on specific statements about what it was like to talk to the Telenoid. In this way we seek to add a deeper understanding of some of the interesting findings in the pilot study by triangulating qualitative and quantitative data (Karpatschof, 2010).

Selected Results of Content Analysis

In all sessions, with both informed and uninformed participants, the participants greeted the Telenoid with hospitable language, answered questions politely, engaged in normal turn-taking. The conversations followed the schema of a normal exchange during lunch as this would be typical at a rehabilitation center, with the general topics being the food being served; whether the participant was able to eat the food; why the participant was at the rehabilitation center; how it was going with the training sessions; the participant’s family situation; the weather. Despite many of the participants volunteering different personal information which the operator could have pursued, the conversations stuck to the frame of a typical conversation between an occupational therapist and a ‘patient.’

Participants in general expressed pleasure and curiosity about engaging in the conversation with the Telenoid, and despite there being some technical problems (e. g. bad sound, uncontrolled head movements) the participants consistently retained the social norms of polite conversation and tried to remain in contact with the Telenoid. If the Telenoid suddenly worked again, the participants immediately continued to answer questions. Most participants finished up the last session by expressing positive statements of having enjoyed themselves and being positively surprised about the experience of being in the company of a robot.

The content analysis also revealed that while there were many positive statements about talking to the Telenoid during the sessions, there was no distinctive change in attitude toward the Telenoid in the course of the successive sessions. However, a change did happen, but it happened within the first few minutes of each session, and could be clearly observed by comparing the beginnings of sessions 1 and 2. When participants first entered their room, they had never seen the Telenoid before; they were asked to sit at the table directly in front of it. All participants required some help in taking their place at the table and bringing the food along, and they would often discuss ‘it’ with the caretaker helping them. Once they were seated the first time they would either greet the Telenoid with some hesitation, or wait until being greeted and then answer. After the first hesitation the conversation would soon follow normal patterns of conversation. The next time the participant came to eat with the Telenoid, there was a significant change in the initial greeting between the participant and the Telenoid. Often the participant would greet the Telenoid already while entering the room, before he/she was in the view of the Telenoid, or they would greet, as if they were greeting someone they knew, as soon as they were sitting at the table, trying to pick up the conversation from yesterday. They showed obvious signs of familiarity and positivity, smiling, waving, looking directly at the Telenoid and seeking eye contact. In the following excerpts from the video recordings it is shown how the initial greetings change between session 1 and 2.

Uninformed male participant #45

First session. The participant is driven in to the table in his wheelchair, he is not really looking at the Telenoid.

T: Hello.

P: Hello.

…… (there is a longer pause while the participant is cutting his food.)

T: What are you having for dinner today?

P: I am having filet mignon.

…… (there is a little discussion about the food and the participant starts eating).

T: Can you hear what I am saying?

P: …what, sorry, yes, I can hear you.

…(the participant looks at the Telenoid while answering, but looks away when it is quiet and continues eating. There is a longer pause).

P: But it is a very quiet companion I have.

T: …(laughs a bit)…It is because she wants to give you time to eat your food.

P: Oh, but that doesn’t matter. It is nice and warm, so it won’t hurt if it cools down a bit, while I am being interrupted.

Last session. The participant is placed at the table. As soon as the carer/helper leaves he says:

P: Hi Sussi (a name he has given the Telenoid in an earlier session).

T: Hi Ole.4

P: Well, here we are again. I can hear you loud and clear again. It wasn’t so good yesterday. It is much better. Now you have your own pleasant voice back.

T: That is nice to hear.

Informed female participant #48a

First session. P: Hello, hello…(the participant is coming into the room, but still not visible).

T: (no answer).

P: What is your name?…What is your name?…What is your name?

T: (no answer).

P: Can’t you say anything? Yum, It is lovely food I am having. … Can I take a picture of you? (gets her phone). Is it allowed to take a picture of you? … I am taking a picture of you. (continues eating).

…(a carer comes in and tells her that there is something wrong with the sound. After a little while the Telenoid makes a sound)…

P: What are you saying? Are you going to say anything now? I have been excited about talking to you, but you are not answering…(continues eating – this happens several times, about 7 min after she has entered the room, the Telenoid is working again).

T: Hello.

P: Hello. Oh so finally you can say something.

T: The sound came on.

P: Yes, what is your name?

T: What do you think is appropriate?

P: Hmm… Robert.

T: Robert? That is fine.

P: Okay, let’s say that then.

T: I just have to start up. And you are already eating?

D: Yes, thank you. It tastes delicious.

Last session. The participant enters the room and initiates the conversation:

P: Hello Robert.

T: Hi.

P: Hi. So, here we are again.

T: Here we are again, yes.

T: Are things going well?

P: It is yes. It is going really well, I think.

Uninformed male participant #48b

First session. The Telenoid says hello as the man is being driven into the room. There is no answer. He looks at the Telenoid as he is getting set at the table, but doesn’t say anything. He begins eating his meal and the Telenoid says:

T: Hello Martin.

P: (looks up in surprise and smiles) Hi. It is nice to see you.

T: What is on the menu?

P: Asparagus soup. And it actually tastes very good. I am not sure about the other stuff… Ham, I think. But I can tell you more about it, when I get to that.

T: That sounds good. (Pause, the participant continues eating). How long have you been here at VG?

P: 2.5 weeks, I think, and I have to be here for 1.5 weeks more.

T: And are you happy about being here?

P: Yes I am. It is actually really nice here. They look after you well, and they are giving me a good training.

T: It sounds like the purpose for coming here has been fulfilled.

P: Yes. That is quite right. Actually it is really nice here, and it is also exciting that I got you as a visitor.

……(P has some problems with hearing)…

P: (leans forward) Sorry, I can’t hear what you are saying, I have some problems with hearing.

Second session. As the participant is coming in and the food is being set out on the table the Telenoid says:

T: Hallo Martin.

P: (in a loud happy voice)…Hallo! It is lovely to see you again.

…(the carer finishes and walks out and says she won’t disturb)

P: (waves dismissively at the carer and looks at the Telenoid with a smile) No, we can easily handle this, right?

T: Let’s hope the food tastes good today.

P: Yes it is ham I think. It looks good.

Last session. Already as we can hear the participant entering the room, we can hear him shout:

P: Hi!

…(The Telenoid doesn’t answer, the participant sits down)…

P: Hi. (pause). You are not saying anything today. Haven’t you been allowed to…

T: (interrupts) Hi!

P: Hi! Oh, it is good to see you again (P is clearly happy and smiling).

T: Yes, same here. Is there still no food for you?

P: No. But hopefully you have had the electricity you need, so that you are not starving.

T: I have had what I need …(a little laugh in the voice).

…as the session is coming to an end, the participant says:

P: I can’t really eat a lot right now.

T: It doesn’t look like very much. Maybe you can eat a few mouthfuls while we talk.

P: Aahh noo…(The participant hesitates a little, but picks up the fork and takes a little).

P: I can’t really eat anymore, but I will try and eat a few mouthfuls when you say so. Oh no, it is not going so well, I am dropping the food. That is not very good.

T: It is ok with me if you drop your food, that doesn’t matter.

P: No, I know that. I am not shy in front of you anymore, because I know you are just sitting here as a robot, who is supposed to help me, and you are doing that really well. It is nice to have you here to talk to.

These illustrations are representative for a pattern we could observe across 12 participants, both informed and uninformed. In sum, the content analysis of the initial greetings between participants and the Telenoid in the video recordings showed that during the very first encounter in the first session participants were somewhat hesitant in starting the interaction but quickly accustomed themselves to the new situation by turning to social norms of conversation and consistently retained this pattern of interaction throughout the remaining sessions.

DISCUSSION

To our knowledge this is the first study to assess, for a test population of elderly citizens, change in attitudes toward robots in relation to personality traits as well as taking into account pre- and post-encounter assessments. Overall the pilot study indicates that the elderly participants did not display any statistically significant change in attitude toward robots from pre- to post-encounter. However, a moderate ES (d = 0.562) was observed on the Intimate-personal relatedness domain, which indicates an effect on this domain. Furthermore, there was no significant difference in attitude change between the participants who were informed about the robot being tele-operated and the participants who were uninformed. The results tentatively suggest that beliefs about robot autonomy and functionality do not significantly impact attitude change toward robots in this population of elderly participants. Participants who were uninformed about the robot functionality at baseline did tend to be more reluctant to rate the robot highly on the socio-practical relatedness scale post-encounter; however, this trend did not reach statistical significance (p = 0.066) but the finding is supported by a large ES (d = 1.06). Personality was correlated with some changes in attitudes toward robots. There was a moderate correlation between the Extraversion and more positive attitude changes to intimate-personal relatedness (r = 0.619) and to psychological relatedness (r = 0.581) whilst Neuroticism and also anthropomorphic thinking correlated negatively (r = -0.582) with mental relatedness.

The analysis tentatively suggests that the level of information given may impact the way elderly relate to the robot on a socio-practical level as indicated by a large ES on the differences in this domain (d = 1.06). Hence, the participants who were uninformed about the robot being tele-operated on average had a negative change in the socio-practical relatedness domain. This domain contains items about whether the Telenoid would be trusted to give pertinent, coherent, and relevant information. It appears that the elderly participants who were uninformed about its functionality were more reluctant to trust the validity of the advice from the Telenoid compared to the informed group. The interpretation of this finding has to be done with caution though as it did not reach statistical significance (p = 0.77).

Overall, the results of this pilot study indicate that the influence of information about functionality of robots is negligible for promoting attitude change toward robots in elderly participants. Several explanations may be offered for this finding. As pointed out by Yamaoka et al. (2007) the participants may become so immersed in communication with the robot that they simply forget the information given to them beforehand. However, this explanation does not accommodate our finding that there is no significant or limited attitude changes from baseline to post-encounter. Arguably, if the participants become so engrossed in conversation with the robot one should have expected that their attitudes would have changed in either positive or negative direction from baseline. Rather, it seems that baseline attitudes are largely retained regardless of the level of information or number of personal encounters with a robot. This is supported by Wu et al. (2014) who also reported stability of attitudes toward robots amongst healthy elderly despite repeated encounters with a robot (encounters of 30 min a week for 4 weeks). These findings can be interpreted as an expression of cognitive conservatism where initial attitudes are retained and new information or experiences are poorly integrated with the existing cognitive schema (Piaget et al., 1952). This effect may have been inadvertently nurtured by the design of the study as one of the main assumptions about attitudes and attitude change is that attitudes can either be mainly founded on cognitions or on affect and that emotionally arousing experiences are best at changing affect-based attitudes (whilst cognitively based attitudes are changeable by both feelings toward and knowledge about the attitude object; Edwards, 1990; Edwards and Von Hippel, 1995; Fabrigar and Petty, 1999). It seems likely that attitudes toward robots as social agents are more reliant upon affect, and that attitude changes borne out of social interaction with a robot may also be driven by emotional arousal. Hence, the rational answers given by the elderly participants on questionnaires or in interviews may be qualitatively different from observable emotional attitudes and their changes over time as displayed by the participant during social interaction with the robot.

The personality trait Extraversion was positively correlated to an increased likelihood of high scores on intimate-personal relatedness post-encounter. This is in line with the relationship between Extraversion, positive emotionality and a preference toward social interactions reported in existing literature (Costa and McCrae, 1980). The correlation between Extraversion and attitude change in the present study is limited to the two domains and seems to reflect a wish to satisfy communicative needs. Neuroticism and anthropomorphic thinking at baseline were negatively correlated to attitude changes in mental relatedness to the robot.

Neuroticism is associated with negative emotionality and an inflexible mind-set (Costa and McCrae, 1980). Hence, higher scores on neuroticism and anthropomorphic thinking appear to “lock” the participants into a certain way of mentally relating to the robot blocking the likelihood for change. Most likely these results are produced by different underlying ‘mechanisms’ for participants with high scores on anthropomorphic thinking and for participants with high scores on neuroticism; where the former may from the very beginning relate to the robot as-if it were a person with inherent mental capacities and not change this view, the latter will probably be reluctant to mentally relate to the robot under any circumstance.

The present pilot study offers an interdisciplinary field-based study with one-on-one interaction between could-be end users and a social robot with a repeated measures design. In summary the quantitative results tentatively suggest that (i) explicit attitudes of elderly citizens toward robots are not significantly affected by baseline information about robot functionality, (ii) explicit attitudes to robots do not significantly change after repeated personal encounters with a robot, (iii) higher scores on the personality trait Extraversion are correlated with higher likelihood for positive change on the subscales intimate-personal relatedness and psychological relatedness whilst higher scores on Neuroticism were associated with a reduced tendency to change on the mental relatedness scale.

Several limitations should be mentioned. Despite the technical advances in robot technology malfunctions still occurred possibly because of wireless interference from various appliances in use at the rehabilitation center. This meant that the session with the robot was sometimes canceled, delayed or that the robot did not operate properly (e.g., displayed tremor-like movements of the head or in one case was suddenly unresponsive). The exact effect of such experiences on attitudes and attitude change was not taken into account in this pilot study. Future studies should consider assessing how participants experience technical malfunctions. Secondly, it is possible that all participants knew that the robot was tele-operated simply due to its speech and mannerism. We did not explicitly assess the participants’ beliefs about the functionality of the robot post-encounter. However, the near-significant change on the socio-practical domain of the ASOR-5 questionnaire for the uninformed condition combined with a large ES indicates that the instructions at randomization worked (since this near-significant difference may reflect differing attitudes based on the information given about the robot). Thirdly, the study design did not allow for use of the full functionality of the robot. In particular the participants did not hug (hugging being a key feature of the robot’s functionality) or even touch the robot, which may have affected their level of emotional investment in the interaction. The decision not to include tactile stimulation, specifically hugging, stemmed from the original design of the study where some participants had to eat in the company of a member of staff as a control condition. It would have been unethical to demand the staff to hug the participants. Fourthly, the moderate N limits the generalizability of the results and the statistical power to detect differences. However, this interdisciplinary pilot study uncovered important trends in the complex relationship between age, attitudes, personality and social robots, which can guide future studies in a larger sample where more complex statistical procedures can be applied.

The interplay between the quantitative and the qualitative results of our study suggest several further implications for future research. Since both Wu et al. (2014) and our pilot study find that older people’s attitudes toward robots are largely stable, while studies on the same age group report changes in attitudes toward computers after similar exposure times (Jay and Willis, 1992; Czaja and Sharit, 1998), it is also important to ask whether this difference might have any implications for competing theories of attitudinal change in general. To be sure, if information about functionality and direct interaction changes elderly people’s attitudes toward computers but not, mutatis mutandis, their attitudes toward robots, this may be attributed to the type in interaction involved in each case. On the other hand, one might also argue that the observed stability of attitudes toward robots fits well with recent explanations of attitudinal change as “action-based discrepancy reduction” (Harmon-Jones and Harmon-Jones, 2002; Harmon-Jones et al., 2009). According to this account, attitudinal change occurs to reduce cognitive-affective discrepancies so as to facilitate future actions. Since computers are already entrenched in our socio-cultural practices, we perceive them as agentively relevant and thus may react to discrepancies between pre-interaction attitudes and cognitive and affective states during experience by adjusting the former to unblock decision and action pathways. In contrast, robots do not yet have agentive relevance—they are not yet perceived as items that figure in test subject’s action space and relative to which practical decisions need to be taken, thus the reduction of cognitive-affective discrepancies is practically not yet relevant.

However, in light of the selection of results from our qualitative research as reported in Section “Qualitative Analysis of Video Data” above, another possible explanation of the observed stability of attitudes toward robots is possible. According to the “action-based” explanation of attitudinal change, these processes occur in order to reduce a felt discrepancy among cognitions that carry conflicting action tendencies. More precisely, the reduction of discrepancy occurs to eliminate the negative emotion of dissonance (proximal motivation) and to enable efficient action (distal motivation; Harmon-Jones et al., 2009, p. 128). If no discrepancy in action tendencies is experienced, and if accordingly no emotional dissonance is experienced, on the action-based model there is no reason to change one’s attitudes. Based on the qualitative analysis of the video material of our study precisely this appears to be the case. All participants, both informed and uninformed, very quickly (within a few minutes during the first session) settle on the overall interaction pattern of polite social conversation and return to this style of interaction without hesitation, almost eagerly, during subsequent sessions. The fact that several participants choose to give the Telenoid a first name consolidates the interaction frame of social conversation for the duration of their encounter. Most remarkable perhaps, participants stay with the routines of social conversation even when severe technical problems occur (no sound, uncontrolled head movements of the Telenoid). At no time participants displayed any tendencies to break with the action patterns of social conversation with the Telenoid (e.g., by calling for the caretakers during malfunction, or by ending the session prematurely). In short, the pre-encounter attitudes toward the Telenoid did not have to be corrected since the interaction context did not create any conflicting action tendencies and associated negative emotions.

This explanation would imply that future research on attitudinal change toward social robots cannot use the interaction scenarios that social robots are developed for. Social robots are intentionally designed to engage humans in social interaction patterns, exploiting both explicit and implicit (pre-conscious) “mechanism of social cognition” (Frith and Frith, 2008). Thus mere habituation and increased encounter in everyday social contexts are unlikely to change negative human assessments of social robots. Humans are conditioned to uphold the routines of social interactions precisely because these routines serve the evolutionary function of providing agentive guidance in a large variety of situations where agentive insecurity or conflictedness might otherwise occur. On the assumption that the “action-based” explanation of attitudinal change is on the right track, future experiments on attitudinal change toward social robots thus will need to operate with set ups that involve extraordinary interaction context where genuine conflicts of action-tendencies can arise.
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FOOTNOTES

1 Research Agenda 2020 of EuRobotics, a European research conglomerate of 183 robotics firms.

2 McKinsey Global Institute (2013). Disruptive technologies: Advances that will transform life, business, and the global economy.

3 Further information on technical aspects of the Telenoid can be found at http://www.geminoid.jp/projects/kibans/Telenoid-overview.html (accessed 9 June, 2015).

4 Names are changed.
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This work presents a case study on fieldwork in a group home for the elderly with dementia using a teleoperated robot called Telenoid. We compared Telenoid-mediated and face-to-face conditions with three residents with Alzheimer's disease (AD). The result indicates that two of the three residents with moderate AD showed a positive reaction to Telenoid. Both became less nervous while communicating with Telenoid from the time they were first introduced to it. Moreover, they started to use more body gestures in the face-to-face condition and more physical interactions in the Telenoid-mediated condition. In this work, we present all the results and discuss the possibilities of using Telenoid as a tool to provide opportunities for seniors to communicate over the long term.
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1. INTRODUCTION

This work presents a case study on fieldwork in a group home for the elderly with dementia using a teleoperated robot. We developed a robot called Telenoid to provide communication support for seniors (Figure 1). Telenoid is a teleoperated robot covered with soft vinyl that can transmit a remote operator's physical movements and voice. Telenoid users can physically interact (hug and touch) with the robot while communicating with an operator who can communicate from a remote place through the Internet. From experiments in Japan and Denmark, we found that seniors quickly became fond of interaction with Telenoid, and seniors with dementia also liked it (Yamazaki et al., 2014). However, the effects of using it and how communication differs when talking through Telenoid compared to face-to-face communication are not clear.
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FIGURE 1. Telenoid R3b.



In this paper, we describe a long-term fieldwork conducted in a group home (a community-based care facility where mild/moderate demented seniors live together) and compared face-to-face communication with communication mediated through Telenoid. We discuss the possibilities of using Telenoid as a tool to support long-term communication between people and elderly individuals.

1.1. Background

The population of senior citizens is rapidly increasing worldwide. In Japan, more than a quarter of the population is already over 65 (Cabinet Office, Government of Japan, 2014). The number of elderly with dementia has reached 4.6 million, and an additional 4 million people probably suffer from mild cognitive impairment (MCI). The Japanese Ministry of Health, Labor and Welfare estimates that the social cost of elderly with dementia was 14.5 trillion yen (approximately 118 billion US dollars) in 2014.

This trend, which is not specific to Japan, can also be seen globally (United Nations, 2013). In the more developed regions, populations aged 60 or over are expected to increase by 45% from 287 million in 2013 to 417 million in 2050. In the less developed regions, populations aged 60 or over are currently increasing even faster, and the numbers are expected to rise from 554 million in 2013 to 1.6 billion in 2050. With an increase of senior citizens, the number of people suffering from dementia is also likely to rise and will impose a severe social cost.

As societies continue to age, the number of seniors living alone will increase. Such changes limit opportunities to communicate with others and weaken their connection to society. Such limited society connections increase the risk of dementia (Fratiglioni et al., 2000). Furthermore, as the degrees of dementia progress, seniors become more withdrawn and experience more difficulty communicating with others including caregivers.

The most common cause of dementia is Alzheimer's disease (AD), which is perhaps responsible for up to 60–70% of all dementia cases (World Health Organization, 2015). AD is a chronic progressive neurodegenerative disorder characterized by the following symptoms: memory loss, language difficulty, executive dysfunction, psychiatric symptoms, such behavioral disturbances as depression, hallucinations, delusions, agitation, and difficulty performing daily living activities (Burns and Iliffe, 2009). Seniors with AD sometimes reject care and become depressed or belligerent as a result of the behavioral and psychological symptoms of dementia (BPSD). They forget what they have done or said in the short term due to memory impairment. Understanding both the physical and mental conditions of seniors is important for taking care of them. However, accurately determining their mental conditions is difficult since identifying clues that might elucidate their emotional states when they are depressed are complicated. Therefore, it is important for caregivers to motivate seniors with AD to communicate to cope with BPSD and to suppress progress of dementia.

At the same time, the aging of society is exacerbating caregiver shortages. In fact, the lack of caregivers and their job turnover is already severe in both developed and developing countries (Kingma, 2007). According to a survey by a careworker foundation in Japan, 59.3% of caregivers feel overworked due to the actual lack of caregivers whose annual turnover rate has reached 16.5% (Care Work Foundation, 2015). Although the number of seniors who need care is increasing, the number of people who work as caregivers is decreasing, due to low wages (61.3%) and physically/mentally hard work (49.3%). Improving caregivers' working lives and motivating them is crucial (Lu et al., 2012).

The lack of caregivers makes caregivers busy and decreases opportunities for caregivers to communicate with residents. If seniors suffer from severe AD, they rarely respond to care. As a result, caregivers have difficulty communicating with their charges and become discouraged. To maintain their motivation, caregivers need skills and adequate time to properly communicate with seniors with dementia. However, this requires experience and training, and it is especially difficult for new/inexperienced caregivers who are often too busy to take time to communicate with their residents.

In Japan, there are volunteers who visit care facilities periodically to have conversation with residents. For smooth communication with the residents with AD, the volunteers need to be trained. Even though they provide opportunities for seniors to have conversation, they cannot attend the facilities every day. The volunteers usually belong to non-profit organizations and can only visit facilities near their houses occasionally. In the facility at which we conducted our experiment, volunteers only visit once or twice a month and talk with just a limited number of residents. Although there are telephones in houses or care facilities, residents with AD rarely use it to have conversation with others. This may be partially due to their weakened hearing ability by aging but also due to their lack of motivation to speak with others. With the progress of AD, one feels difficulty in composing and understanding dialogue properly. By recognizing the decline in their ability, residents with AD quickly lose their motivation to speak with others.

In this paper, we introduce a teleoperated robot Telenoid, which can be teleoperated from remote place. By using Telenoid, seniors living alone or in nursing homes will have more opportunities to communicate with their family or volunteers. The small and soft body of Telenoid allows people to hold it while having conversation through it, allowing one to have communication with multiple modalities including visual and tactile sensations besides dialogue. Moreover, Telenoid's child-like appearance might attract residents and motivates them to communicate. If Telenoid can motivate residents to communicate, they will become more active or emotional, and caregivers will be able to understand their physical and mental conditions easier.

1.2. Related Works

Recently some attempts have started using information technologies and robots to increase the opportunities for seniors to communicate. One example is the Mobile Robotic Telepresence (MRP) system, which is a video conferencing system mounted on a mobile robotic base. It allows users to telecommunicate with residents from remote locations, and several researches have been carried out with it (Beer and Takayama, 2011; Orha and Oniga, 2012; Kristoffersson et al., 2013). Kuwahara et al. (2006) developed networked reminiscence therapy, which effectively increases the self-esteem of and reduces the behavioral disturbances in seniors with dementia (Kuwahara et al., 2006). Their system combines IP video phones with a photo- and video-sharing facility. In their experimental results, elderly with dementia communicated with therapists by videophone, and networked reminiscence sessions were generally as successful for individuals with dementia as face-to-face reminiscence sessions. We also tried to introduce tablets and video chat to the residents who showed interested in such new devices. However, they soon returned them to us. Although they seemed willing to directly communicate with others, they were discouraged from using such communication tools as phones or video chat. We believe that to increase the opportunities for seniors to communicate, it is important to not just introduce a communication device but also to motivate them to use it.

Perhaps the most famous elderly care companion robot is Paro, a baby seal robot designed for therapy (Wada et al., 2005). It has sensors on its body and reacts with sound and several actuators. Its cute appearance and behavior stimulates the interest of the elderly. Compared to the resident dog, the residents who interacted with Paro significantly felt less loneliness, and they also talked to it and touched it more than the resident dog (Robinson et al., 2013). From seniors with mild/moderate dementia, Paro evokes natural expressions more frequently than stuffed animals and is likely to increase the willingness of the staff members to communicate and work with elderly people with dementia (Takayanagi et al., 2014). However, since it is not designed for verbal communication, seniors talk to Paro, which reacts but cannot have a conversation.

To introduce a robot to elderly care houses, caregivers must constantly use it and residents must be discouraged from losing interest in it. Manuals for use and introduction in care facilities exist for Paro (Wada et al., 2010), and Kanagawa Prefecture in Japan also provides support for introducing robots into care facilities. These allow users to properly employ such robots; otherwise, users will lose interest and stop using them. Tanaka et al. (2007) updated the behavior of a robot called QRIO during trials to maintain the interest of a classroom of toddlers. Otherwise, children seldom reacted to it. Users might lose interest in robot because of low intelligence, or few variety of reaction in the robot. Sabelli et al. (2011) placed a robot called Robovie2, which was remotely controlled by an operator, in an elderly care center for 3.5 months. Through the ethnographic study, they found that the robot was accepted in the community. However, they provided only ethnographical descriptions and performed no statistical data analysis. As such, although there have been trials to use robots in care facilities for rather long duration, study with objective measurements have been missing and effective methodologies for utilizing robots while keeping people's interested have been unclear.

From experiments of Telenoid in Japan and Denmark, we found that seniors with dementia often showed strong attachment to and liked to communicate with Telenoid (Yamazaki et al., 2014). Although it is difficult to communicate with seniors with dementia, school children were able to communicate with the residents without training by using Telenoid (Yamazaki et al., 2013). We found that Telenoid could motivates seniors with dementia to have conversation with others, while making people talking through Telenoid to be much relaxed compared to face-to-face. However, the quality of the conversation and how third person such as caregivers observing the interaction feels are unrevealed. Also, how people's response to Telenoid changes in longer term is not clear.

In this paper, we described a long-term fieldwork conducted in a group home (a community-based care facility where mild/moderate demented seniors live together) and compared face-to-face communication with communication mediated through Telenoid. We evaluated the quality of the conversation by questionnaire. The questionnaire was answered by the speaker and the observer to reveal the effect of third person. We discussed the possibilities of using Telenoid as a tool to support long-term communication between people and elderly individuals.

2. METHODS

2.1. Participants and Ethics Statement

Three female residents (from 85 to 96 years old) of a senior group home participated in this study. They were all clinically diagnosed as AD. Informed consent was obtained from the group home manager, the doctor in charge, and the participant families. This experiment was approved by the Human Ethics Committee of the Graduate School of Human Sciences, Osaka University (No. 26-60), and the Ethics Committee of the Advanced Telecommunications Research Institute International (No. 14-602-3).

2.2. Procedure

The experiments were conducted once or twice a week for 3 months in a group home for seniors with dementia in Osaka, Japan. The dates and times of the trials were adjusted based on the conditions of the participants and the convenience of the group home. All conversations were exchanged in a public space, either in the dining room or the TV room.

Participants spoke with a person (henceforth speaker) in a face-to-face condition (Face condition) and a Telenoid-mediated condition (Telenoid condition). The conditions were randomly ordered and the duration of the conversations was limited to 15 min each. The conversations were suspended when the participant was not feeling well or was unwilling to talk. An observer monitored the interaction between the participant and the speaker in both conditions. After both conditions were conducted, the speaker and the observer answered questionnaires. We recruited five university students who major in gerontology as evaluators. None of the evaluators had experience of using robots. They played the speaker and observer roles in turn. We asked them to make evaluation in the quality of conversation and made no further specific instructions.

In the Telenoid condition, the speakers controlled a Telenoid R3b (Figure 1) to communicate with the elderly participants by a teleoperation system from a remote location (Figure 2). Another experimenter first carried Telenoid and sat in front of the participant. During the conversation, the experimenter gave Telenoid to the participant, and if the participant did not refuse it, the participant held it and continued the conversation. When participants held Telenoid, they put it on their laps and sometimes leaned it against a desk. Telenoid has six independent actuators (jaw movement, yaw, pitch, and roll movement for its neck and horizontal movements for each arm) that allow it to synchronize motion with the speaker. The speaker's head motion is captured by sensors (three-axis accelerometer and three-axis magnetometer) embedded in a headset and transmitted to the robot. Speech-driven lip motion generation, which creates lip motions from the speaker's vocal information, is used to control Telenoid's jaw movement (Ishi et al., 2011).
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FIGURE 2. Teleoperating system.



2.3. Evaluation

2.3.1. Diagnosis of Dementia

The caregivers of the group home answered the following cognitive function tests before and after the experiment. We used these tests to measure the cognitive function of the participants and AD's progress during the experiment.

1. Mini-Mental State Examination (MMSE): 30-point questionnaire that is used extensively in clinical and research settings to measure cognitive impairment (Pangman et al., 2000). Any score greater than or equal to 27 points (out of 30) indicates normal cognition. Scores below indicate severe (≤ 9 points), moderate (10–18 points), or mild (19–24 points) cognitive impairment (Mungas, 1991).

2. Quality of life questionnaire for dementia (QOL-D): 31 items grouped into six response sets to measure six domains of health-related QOL (Terada et al., 2002).

3. Dementia Behavior Disturbance Scale (DBD): 28 items, measured by the frequency of BPSD on a five-point scale (Mizoguchi et al., 1993).

4. Japanese version of the Neuropsychiatric Inventory (NPI-NH): measures 12 symptoms of neuropsychiatric disturbances (Hirono et al., 1997).

5. Barthel Index (BI): measures performances of activities of daily living (ADL) by 10 items (Shah et al., 1989). A total BI score of 0–20 suggests complete dependence, 21–60 indicates severe dependence, 61–90 indicates moderate dependence, and 91–99 indicates slight dependence.

6. Vitality Index (VTI): measures vitality related to ADL in elderly patients with dementia by five subscales (Toba et al., 2002).

2.3.2. Questionnaire

The speaker and the observer filled out the following questionnaire, where each item was rated on a five-point scale:

Q1 Smoothness of conversation (rough-smooth)

Q2 Amount of conversation (poor-rich)

Q3 Quality of conversation (low-high)

Q4 Impression of participant (gloomy-cheerful)

Q5 Emotional state of speaker (nervous-relaxed)

Q6 Emotional expression of speaker (poor-rich)

Q7 Understanding participant (not understood-understood)

Items in the questionnaire were listed to measure the quality of the conversation. Q1–3 measures the quality of the conversation more quantitative, and Q4–7 measures the impression of the residents and speaker more qualitative. We included these items to measure whether residents were motivated to communicate, and to measure the impression of observer observing the conversation.

Hereafter, we denote a speaker's response to Qn as Sp_Qn and an observer's response to Qn as Ob_Qn. The questionnaire scores were compared between the Telenoid and Face conditions within subjects by paired t-tests to reveal the effect of using Telenoid. We compared the scores of the first and last five trials in each condition (by Student's t-test when homoscedasticity was confirmed and Welch's t-test when unconfirmed) to determine any long-term effects.

2.3.3. Video Analysis

A surveillance camera in each room (the dining and TV rooms) and one mobile camera were used to record the interactions. From the video recordings, we counted the number of times that the participants used body gestures and made physical contact. Due to limited views, we counted only the number of clear upper body gestures and physical contacts. For control between the Telenoid and Face conditions, hugs in the Telenoid condition were excluded from gestures and physical contacts.

We used a paired t-test between the Telenoid and Face conditions within subjects to reveal the behavioral differences using Telenoid. We also compared the frequency of such behaviors of the first and last five trials in each condition (by Student's t-test when homoscedasticity was confirmed and Welch's t-test when unconfirmed) to determine the long-term effect.

3. RESULTS

We conducted 10 trials (interactions) for each participant. The average duration of an interaction was 709.1 s (SD = 316.2) for the Face condition and 798.7 s (SD = 383.3) for the Telenoid condition. The Telenoid condition time was longer because residents kept talking to Telenoid even after they were informed of the experiment's end.

3.1. Ms. A: 96 years old

3.1.1. Diagnosis of Dementia

Ms. A was diagnosed as AD in 2006. The test results for the diagnosis of dementia before and after the experiment are shown in Table 1.

Table 1. Diagnosis of dementia test result of Ms. A.
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Her MMSE score were 12 (before) and 13 (after), indicating that Ms. A had moderate dementia. However, BPSD, which was previously observed when she was staying at home and in another geriatric health service facility, did not appear in the current group home. During the experiment, an episodic memory disorder was discovered in Ms. A. No other remarkable cognitive impairments were found.

We conducted several trials, but she did not remember what she had experienced in the previous meetings with Telenoid. In the Face condition she tended to describe the pleasure of her past in a vivid manner. The content of the conversation was only about her past, and not much about the speaker. She did not remember the recent news, and showed a gloomy look on her face when she talked about it. When interacting through Telenoid she seemed to consider that the robot was a child, then she became expressive and started talking aloud with Telenoid. When she talked to Telenoid, she asked about what it wanted to be in the future, displaying conversation fluency. She tended to physically interact with Telenoid by giving hugs and kisses, and touching head to head. Such physical behaviors were not found in the Face condition.

3.1.2. Questionnaire

The questionnaire results are shown in Table 2. Comparing the averages from the Telenoid and Face conditions, we found significant differences in Sp_Q4 (Telenoid > Face, t = −2.75, p < 0.05), Ob_Q3 (Telenoid < Face, t = 3.28, p < 0.01), and Ob_Q4 (Telenoid > Face, t = −3.87, p < 0.01). Comparison between the first/last halves showed differences in Face condition's Sp_Q1 (t = −1.90, p < 0.10), Sp_Q6 (t = −2.14, p < 0.10), and Ob_Q1 (t = −2.13, p < 0.10). These results showed improvement in the communication in the later five trials.

Table 2. Questionnaire results for trials with Ms. A.
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3.1.3. Video Analysis

We used a paired t-test between the Telenoid and Face conditions and found significant differences for the frequency of gesture (Telenoid < Face, t = 3.75, p < 0.01), and the frequency of physical contact (Telenoid > Face, t = −5.40, p < 0.01; Figures 3, 4). We did not find significant differences for the frequency of gestures or physical contact between the first and last five trials.
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FIGURE 3. Gesture tendency (*p < 0.1, **p < 0.05, ***p < 0.01).
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FIGURE 4. Physical contact tendency (*p < 0.1, **p < 0.05, ***p < 0.01).



3.2. Ms. B: 93 years old

3.2.1. Diagnosis of Dementia

Ms. B was diagnosed as AD in 2010. The test results for the diagnosis of dementia before and after the experiment are shown in Table 3.

Table 3. Diagnosis of dementia test result of Ms. B.
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Ms. B had a gentle personality, but sometimes she rejected care and had problems with other residents and caregivers. She had severe episodic memory disorder and rarely remembered what she experienced in previous meetings with Telenoid and speakers. Her MMSE scores were 17 (before) and 14 (after), which indicates that she had moderate dementia. Mental and physical problems were rarely found by the tests, and she was generally calm during the experiments. She talked about herself in the Face condition, while asking more questions and making physical contact in the Telenoid condition.

3.2.2. Questionnaire

The questionnaire results are shown in Table 4. Comparing the averages from the Telenoid and Face conditions, we found significant trends in Sp_Q4 (Telenoid > Face, t = −1.92, p < 0.10), Sp_Q6 (Telenoid > Face, t = −1.86, p < 0.10), Ob_Q1 (Telenoid > Face, t = −2.06, p < 0.10), Ob_Q4 (Telenoid > Face, t = −2.21, p < 0.10), and Ob_Q5 (Telenoid > Face, t = −2.23, p < 0.10). We also found significant differences in Ob_Q6 (Telenoid > Face, t = −2.69, p < 0.05). Comparison between the first/last halves showed significant trends in Telenoid condition's Ob_Q3 (t = −2.14, p < 0.10) and significant differences in Face condition's Sp_Q7 (t = −2.36, p < 0.05). These results showed improvement in communication in the last five trials.

Table 4. Questionnaire results for trials with Ms. B.
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3.2.3. Video Analysis

We used a paired t-test between the Telenoid and Face conditions and found significant differences for the frequency of gestures (Telenoid < Face, t = 11.09, p < 0.01), and the frequency of physical contact (Telenoid > Face, t = −4.89, p < 0.01; Figures 3, 4). We did not find any significant differences for the frequency of gestures or physical contact between the first and last five trials.

3.3. Ms. C: 85 years old

3.3.1. Diagnosis of Dementia

Ms. C was diagnosed as AD in 2004. Her test results for the diagnosis of dementia before starting the experiments are shown in Table 5. Ms. C was transferred to a special nursing home for the elderly at the end of the experiment and could conduct the test after the experiment. Group home for the elderly with dementia is usually for the seniors with mild dementia, who need a little support to live by themselves. Ms. C was in the home because there was no spare room in the special nursing home at the beginning of the experiment. She moved to the special nursing home when there was a spare room.

Table 5. Diagnosis of dementia test result of Ms. C.

[image: image]

Her MMSE score was 0, indicating severe dementia. She tended to make ambiguous statements and repeat the same phrases. Verbal communication was difficult with her; however, she did not often show a problematic BPSD, and the caregiver distress points were not high. She held eye contact in the Face condition; however, the content of her conversation was difficult to understand. Similar behavior was observed in the Telenoid condition. But she played peekaboo with Telenoid, suggesting that she thought she was interacting with a baby.

3.3.2. Questionnaire

Since Ms. C was transferred to a special nursing home for the elderly at the end of the experiment, we could not measure the diagnosis of dementia after the experiment for Ms. C. However, the questionnaire result and video analysis result during the experiment is measured in a same way as Ms. A and Ms. B.

The questionnaire results are shown in Table 6. Comparing the averages from the Telenoid and Face conditions, we found significant differences in Sp_Q2 (Telenoid < Face, t = 2.45, p < 0.05). Comparison between the first/last halves showed significant differences in Face condition's Ob_Q1 (t = −2.75, p < 0.05), Ob_Q2 (t = −5.77, p < 0.01), and Ob_Q3 (t = −2.89, p < 0.05). These results showed improvement in the communication in the last five trials.

Table 6. Questionnaire results for trials with Ms. C.
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3.3.3. Video Analysis

We used a paired t-test between the Telenoid and Face conditions and did not find significant differences for the frequency of gestures. However, we did find a significant trend in the frequency of physical contact (Telenoid > Face, t = −2.06, p < 0.10; Figures 3, 4). We also did not find significant differences in the frequency of gestures or physical contact between the first and last five trials.

4. DISCUSSION

4.1. Ms. A

When we compared the scores between the Telenoid and Face conditions, both Q4s from the speakers and observers were significantly positive for the Telenoid condition (Table 2). This means that Ms. A showed a more positive reaction when talking to Telenoid than talking face-to-face. In the Telenoid condition, she changed her voice tone as if talking to a child. She seemed to treat Telenoid like a child, which allowed her to communicate in a more relaxed manner, leading to a positive Q4 score for the Telenoid condition. In fact, there were comments on the questionnaire. Immediately after she met Telenoid, she said, “You are so cute. I love you.” Whereas in the face-to-face condition, even though she seemed nervous at the beginning of the interaction, she gradually managed to have a smooth conversation. We compared the questionnaire scores for the first and last five trials. In the Face condition, Sp_Q1, Sp_Q6, and Ob_Q1 had significant differences; they increased in the latter trials. The participant talked cheerfully with Telenoid from the beginning and did not have any significant differences between the first and latter five trials.

For Ob_Q3 (Quality of conversation), the Telenoid condition's score was negative compared with that in the Face condition. This might be because the participant recognized Telenoid as a child and the conversations content was playful. From the video analysis results, the participant tended to make physical contact in the Telenoid condition and used gestures in the Face condition. This indicates that she used physical interactions with Telenoid instead of verbal communication, as if taking care of a child. In fact, she tended to physically interact with Telenoid by hugs and kisses and touching its head. Such physical behaviors were not found in the Face condition.

4.2. Ms. B

When we compared the Telenoid and Face conditions, both Q4s and Q6s from the speakers and observers were significantly or marginally positive for the Telenoid condition (Table 4). The speakers also often adapted to the participants by changing their voice using a voice changer to sound more like a child.

The video analysis showed that in the Telenoid condition the participant made more physical contact, which was rarely observed in the Face condition. This was expected since physical interactions are usually only held among close relations. The speaker observed such interactions through the monitor, which might cause her to have better conversations with more emotional expressions. During the conversation, Ms. B seemed to interact with Telenoid as if it were a child, as in the case of Ms. A. Ms. B became calm when talking with Telenoid, which might explain the positive result in Q4 in the Telenoid condition. In fact, several questionnaire comments said that the participant seemed to become nervous at the beginning of the interaction in the Face condition with less eye contact, while conversely other comments said that the participant was relaxed and smiled more often to Telenoid.

We found that the emotional state of the speaker (Q6) became positive because the speaker experienced a more positive reaction from Ms. B through Telenoid. Telenoid affected the participant positively, resulting in a different quality of interaction, which the speaker enjoyed. Thus, Telenoid improved the conversation of both the participant and the speaker. There were also positive face-to-face conversations between Ms. B and the speaker; however, in the Telenoid condition the speaker observed the interactions from a third-person point of view, which allowed the speaker to participate in conversations objectively and have more positive feedback than in the Face condition.

4.3. Ms. C

When comparing the questionnaire scores for the first and last five trials, Face condition's Ob_Q1, Ob_Q2, and Ob_Q3 had significantly positive points for the latter half (Table 6). This suggests that the speaker adapted to the participant in the latter half, although it was difficult at the beginning.

Compared with the Face condition, Sp_Q2 (Amount of conversation) was significantly negative in the Telenoid condition. For the participant who had difficulty in the conversations, non-verbal information becomes more important. In the Telenoid condition, the speaker operating Telenoid only received limited information through the camera. The limited information may cause difficulty for the speaker during conversation, lowering scores. One of the speaker's comments on the questionnaire said, “Non-verbal information, like holding hands and eye contact, is important, but communicating this through Telenoid was difficult.” There were no such comments by the observers.

In the video analysis, we found no significant differences between the Telenoid and Face conditions for the frequency of gesture tendency, while the frequency of physical contact was significantly higher for the Telenoid condition. This indicates that the participant was also attempting to have non-verbal communication with Telenoid, the same as in the Face condition. Therefore, the speaker's questionnaire scores might rise by improving the Telenoid operating system to support more non-verbal communication. The results also indicate that Telenoid might be a viable platform for communicating with seniors with severe dementia.

4.4. Overall Discussion

All three participants tended to have more physical contact in the Telenoid condition. This result also implies that participants interacting with Telenoid were less nervous from the beginning of the conversation. They treated Telenoid as a child, which is huggable and easier to touch. Since it is huggable, they felt free to interact with it from the beginning.

The results suggest that because Telenoid has a physical presence, the elderly can hold it and they also like its child-like appearance. We believe such results cannot be seen by existing robots, including telepresence robots or Paro. To support communication by robots, especially for seniors with dementia, the robots appearance has to be in a form that the elderly can recognize and talk to at a relatively close distance that simplifies physical interaction. The close distance allows elderly to recognize a robot easily and enable to touch, which is important to establish a good relationship (Caris-Verhallen et al., 1999).

The Q4 scores (participant's impression) from both Ms. A and Ms. B supported the Telenoid condition. Ms. A and Ms. B tended to make more gestures in the Face condition. The reason might be because the participants had difficulty moving their upper body to make gestures while holding Telenoid.

Compared with Ms. A and Ms. B, since Ms. C has severe AD, verbal communication is more difficult with her. Ms. C tended to use more gestures in conversation and showed no significant differences in gesture tendency between the Telenoid and Face conditions.

5. CONCLUSION

We discussed the possibility of introducing a teleoperated robot into an elderly care house for long-term interaction. We compared two conversation conditions: face-to-face and using a teleoperated robot, Telenoid. Our experiment results showed that two participants with moderate AD had positive reactions from talking with Telenoid. The result supports the previous research about positive reaction of elderly using Telenoid (Yamazaki et al., 2014), and moreover, we found the result compared to face-to-face communication for long term.

The third participant had severe AD, and it was difficult to verbally communicate with her. However, she interacted with Telenoid using non-verbal communication in a way that resembled the face-to-face condition. Thus, we conclude that Telenoid may trigger positive emotions in residents with moderate AD and suggest the possibilities of non-verbal communication with residents with severe AD as well.

To introduce a robot to elderly care houses, caregivers must constantly use it and residents must be discouraged from losing interest in it. We compared the questionnaire results of the first and latter five trials and found significant differences or tendencies for five items in the Face condition and one item in the Telenoid condition, indicating that in the Face condition, people had better conversations as the experiment went on, and in the Telenoid condition, the quality of the conversation remained high. As for the face-to-face conversation, we believe this is because both the seniors and the speakers felt nervous at the beginning and took time to have effective conversations. On the other hand, people communicated smoothly through Telenoid from the beginning. The Telenoid condition had fewer items to improve in the latter five trials; however, no item worsened. This indicates that Telenoid did not lose the interest of the residents, not even at the end of the experiment. The robot we used in this study, Telenoid, is teleoperated and the operator can behave and speak in a variety of ways. Such nature of Telenoid may make it more alive, and interacting with Telenoid will likely to appear to be closer to human–human interaction than other robots such as Paro, QRIO, or Robovie as mentioned in the previous section. Since the state-of-art of artificial intelligence technology is quite limited, especially for having conversation with people, the teleoperation system used in Telenoid seems to be a very effective and practical solution.

The Telenoid users monitored the positive reactions of participants through a camera. The speaker may become motivated to better care for the patients by watching such interactions that cannot be seen in face-to-face communication. If caregivers were to use Telenoid, they might become emotionally expressive and enjoy conversations with seniors, boosting their motivation to care for those living with dementia. Observing the residents from a third-person point of view and communicating in a manner that is not possible face-to-face might improve caregiver attitudes, resulting in better relationships and an improved atmosphere in the facility. This could help caregivers and facility residents get to know each other better and eventually lower the turnover rate for the former.

If seniors suffer from severe AD, they rarely respond to care. As a result, caregivers have difficulty communicating with their charges and become discouraged. Observer's questionnaire result shows that the impression of residents with mild AD will become more cheerful when talking to Telenoid. This indicates that caregivers observing the interaction between Telenoid and the residents can notice the cheerful behavior of the residents, which might motivates caregivers. Also, if the caregiver met the resident for first time, the caregiver might have difficulty talking to the resident. By using Telenoid, the caregiver can easily have a conversation and understand the characteristics of the resident, which can be useful for the next meeting.

Caregivers sometimes have difficulty telling residents to do something. Residents sometimes refuse to wake up in the morning or eat lunch. Such refusal, which is caused by BPSD, can sometimes be solved by interacting with others. In such cases, Telenoid might be used as other people and interact with residents.

However, the experiment did not prove the effect of Telenoid itself, since the speakers had conversations both with Telenoid and face-to-face. Having conversations through Telenoid might reduce the nervousness of a speaker who is talking face-to-face, or the opposite effect might have happened. Although the speakers and residents experienced conversations in both forms, the Telenoid results showed significantly higher evaluations. Therefore, the Telenoid conversations outperformed the face-to-face conversations, but no cross effect are clear from the results here. We have to add a speaker-only condition using the Telenoid condition and only the face-to-face condition to reveal such an effect.

Another limitation of the current study lies in that its results do not show the effect of using Telenoid in comparison with other robots. We found positive results in the Telenoid conditions, perhaps not because of Telenoid, but since seniors with AD forgot the previous meetings. Future work has to include other robots and compare them to reveal long-term effects. So far we have only acquired a partial result with Telenoid because experimenters and volunteers were necessary for supporting the experiment. Caregivers had difficulty setting up Telenoid and using it properly since they were too busy with other tasks If the volunteers at the facility can operate Telenoid from their homes, the load of using it will decrease. We will consider a plan that introduces Telenoid and its appropriate usage in future work.
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There is a lack of physical contact in current telecommunications such as text messaging and Internet access. To challenge the limitation and re-embody telecommunication, researchers have attempted to introduce tactile stimulation to media and developed huggable devices. Previous experiments in Japan showed that a huggable communication technology, i.e., Hugvie decreased stress level of its female users. In the present experiment in Denmark, we aim to investigate (i) whether Hugvie can decrease stress cross-culturally, i.e., Japanese vs. Danish participants (ii), investigate whether gender plays a role in this psychological effect (stress reduction) and (iii) if there is a preference of this type of communication technology (Hugvie vs. a regular telephone). Twenty-nine healthy elderly participated (15 female and 14 male, M = 64.52 years, SD = 5.67) in Jutland, Denmark. The participants filled out questionnaires including State-Trait Anxiety Inventory, NEO Five Factor Inventory (NEO-FFI), and Becks Depression Inventory, had a 15 min conversation via phone or Hugvie and were interviewed afterward. They spoke with an unknown person of opposite gender during the conversation; the same two conversation partners were used during the experiment and the Phone and Hugvie groups were equally balanced. There was no baseline difference between the Hugvie and Phone groups on age or anxiety or depression scores. In the Hugvie group, there was a statistically significant reduction on state anxiety after meeting Hugvie (p = 0.013). The change in state anxiety for the Hugvie group was positively correlated with openness (r = 0.532, p = 0.041) as measured by the NEO-FFI. This indicates that openness to experiences may increase the chances of having an anxiety reduction from being with Hugvie. Based on the results, we see that personality may affect the participants’ engagement and benefits from Hugvie. We discuss the implications of the results and further elaborations.
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INTRODUCTION

How can interpersonal communication media shape our social connections? People are engaged in communication through computer screens, tablets, and cell phones to the extent that every day human contact is turning digital. People express concern that our communication has become increasingly shallow and we forget to spend time in the natural human way, together with other humans. Body-contact such as hugging and face-to-face interactions is outsourced to global networks like Skype, Facebook, and Twitter. For some, the digitalization of human contact can be a threat to personal relationships, because of the lacking face-to-face contact. Yet at the same time, such media offer the promise of more opportunity for connection with more people, and others find benefits with new connections and stronger bonds through new communication media (Baym, 2010). In both perspectives, communication media are regarded to change the nature of our interpersonal connections.

The development of telecommunication technologies has given us many beneficial opportunities to communicate with people worldwide. With the start of phones, we were able to talk with people who were not in our presence. To encounter the spatial and temporal flexibility, new technologies such as internet and smartphones have been developed and widely used as preferred communication tools, because it improved people’s ability to stay in touch at anywhere and anytime, but information we can send and receive is typically limited to text based messages and video.

This means that tactile stimulation is still absent, so recent researches are attempting to introduce intimacy in form of physical contact to remote communication media by introducing wearable devices like “HugMe” (Cha et al., 2009) and robots to assist people in everyday life to facilitate social interactions. The HugMe is an interpersonal haptic teleconferencing system. By using it, the passive users like children with the haptic jackets are to feel the “touch” from the active users like their parents in remote. An example of robotic communication medium is a human-like robot “Telenoid” for telecommunication (Ogawa et al., 2011). It has a huggable design and can be used as welfare technology to enhance the social interactions of seniors, especially those who are cognitively impaired in order to remotely communicate with the appeal of intimacy, i.e., close relationship in embodiment. For those who have been affected by the digital divide, embodied communication technology like the Telenoid robot can provide an easy and attractive way to remotely communicate with others, and promote social interactions in both verbal and non-verbal ways. Recent attempts to re-embody the internet, with help from robotics, has left a question of determining in what way aspects of physical contact could be optimal conditions for communication (Seibt and Nørskov, 2012). In the line of these attempts, we explore the efficacy of telecommunication media that provide physical contacts and that acceptance might differ in different environments and culture.

Touch is one of our first senses and is our most fundamental means of contact with the world (Barnett, 1972). Studies demonstrate that interpersonal touch plays a crucial role in the development and well-being of humans (Field, 2001). For example, the simple act of touching a patient by a nurse can result in a decrease in the patient’s level of stress (Whitcher and Fisher, 1979), and those infants whose mothers use more stimulating touch are reported to have better visual-motor skills (Weiss et al., 2004). Tactile sensations can have powerful effects on people’s behaviors and emotions, and facilitate bonding between pairs in a couple or groups in both animals and human (Boccia, 1986; Light et al., 2005). However, tactile aspects of communication are lacking in long-distance interactions as in phone conversation. Intimacy here can be defined as having a feeling of close relationship with others, for example, talking to your loved one through phone can be heartfelt and we ask how we can realize intimacy in phone conversation as or more than in face-to-face interactions. Due to the limitations of interpersonal touch in communication devices, new communication tools like wearable devices (e.g., google glass) have been designed to provide the opportunity to add physical contact to internet and phone users so that distance no longer would be a limitation (Bonanni et al., 2006). Also, researchers have been attempting to introduce assisting robots as communication tools to achieve psychological effects by physical contact (Kanda et al., 2002; DiSalvo et al., 2003; Stiehl and Breazeal, 2005).

Pet-like social robotic companions are introduced in elderly care, such as the small therapeutic seal-typed robot called “Paro.” The usage of Paro in nursing homes demonstrated a sense of companionship and decreased loneliness (Wada et al., 2005; Wada and Shibata, 2006). Media technologies have the potential for promoting communication and having positive psychological effects on elderly, even though many elderly are part of the group, who has trouble keeping up with new technologies. Paro promotes a feeling of comfort when touched, almost like a living animal, which are reported to have a therapeutic effect on stress both mentally and physically. In relation to this, studies have shown that touches, hugs and massages from people, even animal-assisted therapy, has a physiological effect on stress reduction (Beetz et al., 2012; Morhenn et al., 2012).

Many studies have reported endocrine responses to psychological stress and stressful tasks, such as public speaking and mental arithmetic, can increase cortisol levels (e.g., Kirschbaum et al., 1993). Cortisol, known as the stress hormone, is produced in the adrenal glands and regulates many processes that occur in the body in response to stress within an effort to maintain homeostasis. Reviews have highlighted the effects of psychological stressors on this physiological system are variable and inconsistent (e.g., Biondi and Picardi, 1999). However, assessment of cortisol in blood and saliva to see psychological stress levels is a widely accepted and commonly used method in psychoneuroendocrinology (Kirschbaum and Hellhammer, 1994; Hellhammer et al., 2009).

In a previous experiment in Japan, a significant reduction in cortisol levels was shown for those who had conversations through the huggable communication medium Hugvie (Sumioka et al., 2013). However, the study had several limitations. Gender, age, and cultural background could all influence the endocrine changes and modulate people’s interpretation of, and hence their response to, interpersonal touch, as reported (Gallace and Spence, 2010). The Japanese culture does not belong to the cultures in which people often touch each other, e.g., handshakes and hugs (Finnegan, 2005). The interpersonal touch is a cultural phenomenon, therefore in Japan the custom of bowing and limiting touches could have affected the result of the previous study, as the participants might, due to the lack of body contact, have reacted excessively resulting in overstimulation while hugging the communication media.

Culturally Europeans such as Danes have a longer history with body contact, hugs and handshakes, in everyday life. The societal openness to new technologies makes Denmark ideal for testing Hugvie on a cross-cultural and gender basis. In the experiment in Japan, all the participants were female, which therefore did not allow for exploring whether decrease in cortisol level was due to gender differences. Therefore, the results of the Japanese experiment needs to be replicated and tested in other social settings. In the Danish experiment, we aim to investigate if (1) the decrease of stress when using Hugvie is different or the same between Japanese and Danish participants as well as (2), investigate whether reduction of the cortisol level and preference for this type of communication technology is influenced by gender (by including males in the study).

Hence the purpose of this experiment is to investigate (i) whether Hugvie can decrease stress cross-culturally, i.e., Japanese vs. Danes, (ii) investigate whether gender plays a role in this psychological effect (stress reduction) and (iii) if there is a preference of this type of communication technology (Hugvie vs. a regular telephone).

MATERIALS AND METHODS

In this experiment, we replicate a previous experiment in Japan by using a similar method, so in this present study the human-shaped Hugvie pillow-phone was compared with a regular phone. We setup almost identical experimental conditions as described in the following article: “Huggable communication medium decreases cortisol levels” (Sumioka et al., 2013). The study by Sumioka et al. (2013) found strong correlations between saliva and blood cortisol levels. Therefore, in our experiment, we only took saliva samples, as blood samples would be redundant.

Both male and female participants were equally and randomly divided into two groups who all had to talk with the same stranger of opposite gender while either hugging Hugvie (Hug Group) or talking in a regular mobile phone on speaker (Phone Group). The latter was the control group. To evaluate participants’ psychological and physiological responses to the social interaction through the communication medium, we measured cortisol levels through saliva samples and had the participants answer questionnaires at baseline and after the conversation session. The participants were video-recorded during the session in order to follow and evaluate their reactions and behavior in comparison with cortisol level. In addition, we decided to interview the participants after the sessions to see how they perceived the communication media.

As the results were positive for the Japanese women in the previous study, we predicted that we would come to a similar result, but with gender differences. For the purpose of the psychological effect, we evaluated the questionnaires outcome and expected to find changes in answers after the sessions in the Hugvie group. We assumed personality traits, as well as cultural background, might be related to the result.

An ethical committee in Jutland, De Videnskabsetiske Komiteer, For Region Midtjylland decided that an approval was not needed for this experiment. It was also checked and approved by the committee at Cognition and Behavior Lab, Aarhus University.

Communication Device

The Hugvie® (Figure 1) was developed by Osaka University and ATR Hiroshi Ishiguro Laboratory. It is a pillow-phone in a minimalistic human form for talking whilst hugging. Its height is 75 cm and its weight is 600 g. It is designed to enable users to feel the presence of any remote partners strongly while communicating with them. The human-like robot with minimalistic characteristical traits called the Telenoid (Ogawa et al., 2011), was the inspiration for creating the Hugvie pillow-phone.
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FIGURE 1. Hugvie.



In studies with the Telenoid it was reported that physical contact, e.g., hugging, has an impact on the psychological state of the user (Ogawa et al., 2011). In line with these findings, the Hugvie was designed with focus on the hugging experience. Its pillow like feeling stems from the spandex fiber cover with polystyrene microbead filling. Like the Telenoid, there are no actuators inside it, Hugvie appears like a person with open arms ready for a hug. With a pocket design, it is possible to place a mobile phone inside its head. This is intended to give the user a feeling of hugging their conversation partner while talking through the pillow. Because of its design, it is possible to investigate the effect of touches.

Subjects

The experiment included totally 29 healthy participants (15 female and 14 male). They were elderly healthy subjects (fine elder citizens; M = 64.52 years, SD = 5.67), who were invited to evaluate our communication media. We used flyers and posters, which were distributed throughout the city in places like activity centers and libraries where elderly people gather. We also asked staff at elderly care centers and officials with broad networks within the senior community to help gather participants. We targeted elderly because they have a higher hormonal stability than younger people do, especially in the case of women. Exclusion of participants would happen in case of acute or chronic hormonal dysregulation or if they were on any kind of hormonal medication. The participants received oral and written information about the study and gave their written informed consent. Furthermore they were informed that the experiment included several prohibitions such as alcohol intake or smoking 1 day ahead of the study and to refrain from drinking, eating, or exercising 1 h before the session. The Hug and Phone groups were randomly selected, yet evenly spread in morning and afternoon sessions. They were not informed prior to the session of which group they were assigned to.

Conversation Partner

We selected two capable conversation partners among students at Aarhus University. They proved to possess good conversational skills and could with ease fill out 15 min of conversation in the experiment. As in the previous experiment in Japan, the conversation partners were university students in their 20 s a, but not only a male (27 years old) but also female (28 years old). They received basic information about the experiment and gave informed consent in the same way as the participants.

Experimental Environment

The experiment took place at COBE Lab at Aarhus University. The participants filled out the questionnaires and had the conversation in separate rooms. In the questionnaire room, we prepared and accepted the informed consent, the pre-conversation questionnaires and one of our staff assisted with the first saliva sample in this room. In the conversation room, we prepared a big cozy chair, a camera, post-conversation questionnaires and the second saliva sampling tube. We brought either the phone or Hugvie depending on the participant’s group right before the conversation session started (Figure 2). The participants never met their conversation partners, who made the phone calls from another room. During the conversations and the questionnaires, participants were left alone.
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FIGURE 2. Experimental settings.



Experimental Procedure

The experiments were conducted evenly in the morning and the afternoon (8:00–12:00 and 13:00–17:00) in according to the Japanese experiment. After filling out pre-conversation questionnaires about their feelings of anxiety, stress level, and personality by using questionnaires the State-Trait Anxiety Inventory (STAI), Becks depression inventory (BDI-II), Geriatric Depression Scale (GDS), Perceived Stress Scale (PSS), and NEO Five Factor Inventory (NEO-FFI), saliva samples were given by all participants.

After this, the participants came to the conversation room and could relax for about 5 min before they were given either the Hugvie or phone on speaker. All participants conducted a 15-min conversation with the conversation partner of opposite sex with the given communication media. The conversation partner has prior been informed to introduce himself/herself and ask for the participants’ name, where after they ask the participant about their best memories of the past year. It was allowed to have free conversation during the session with the exception of questions about their educational background, parents’ jobs, and political views for ethical reasons. After the conversation, the second saliva sample was retrieved and the participant was asked to fill out the post-conversation questionnaire about their feelings of anxiety throughout the conversation and finally we conducted a brief interview to hear the participants’ opinion about the conversation and media usage.

Questionnaires

We asked the participants about their feelings in the pre- and post-conversation questionnaires. For the pre-conversation questionnaires, we used the STAI, the PSS, the BDI-II, the GDS, and the NEO-FFI. For the post-conversation questionnaires, we used the STAI and PSS. The STAI is a commonly used measure of trait and state anxiety (Spielberger, 1983). It consists of 40 questions and differentiates between the temporary condition of state anxiety and the more general and long-standing quality of trait anxiety. We used all the questions of the STAI before the conversation-session and repeated only the state part after the session. To obtain subjective stress measure, we also used the 10-item PSS that is a measure of the degree to which situations in one’s life are appraised as stressful (Cohen et al., 1983).

We used the GDS and BDI-II only at baseline to ensure clinical depression did not interfere with results. To assess the level of depression in elderly, we used the BDI-II composed of 21 items (Beck et al., 1996) and a short version of the GDS containing 15 questions with simple yes/no response set (Sheikh and Yesavage, 1986). To investigate the relations between the participant’s personality and the changes in stress level, we also used the 60-item NEO-FFI that provides a concise measure of the five basic personality factors (Costa and McCrae, 1989).

The NEO-FFI was used to assess five stable personality dimensions as derived from the five-factor model of personality (NEO-PI-R). The NEO-PI-R is validated cross-culturally (McCrae, 2002) and is available in a validated Danish version. The NEO-FFI items were administered verbally and the respondents rated them on a five point Likert scale from “strongly disagree” to “strongly agree.” The five personality dimensions are Openness (openness to internal and external stimuli), Conscientiousness (self-discipline and competency), Extraversion (tendency to be sociable and adventurous), Agreeableness (degree of trustfulness, modesty), and Neuroticism (tendency toward experiencing psychological distress or negative affect).

Cortisol Collection and Analysis

The saliva samples were assayed for cortisol determination by a cortisol enzyme immunoassay (Cortisol EIA; Arbor Assays, USA) using a standard curve method with reported detection limits of 45.4 pg/ml. The assay was performed as instructed by the manufacturer. The cross-reactivity of the assay is 18.8% with dexamethasone, 1.2% with cortisone, 7.8% with prednisolone, 1.2% with corticosterone and <0.1% with progesterone. Saliva was obtained at least 2 h after eating. The participant’s mouth was rinsed prior to saliva collection to avoid food borne antigens or other materials that may affect cortisol analysis.

Once the saliva was collected, protease inhibitors (Complete protease inhibitor cocktail tablets, Roche) were added according to the manufacturer’s protocols to prevent protein degradation and it was stored at -80 until the assay. For the saliva assay, thawed samples were centrifuged at 2500 g for 20 min and the supernatant was collected for the assay. All samples from the participants were included in the same assay batch to eliminate within subject inter-assay variance. All the samples were assayed in duplicates and averaged. The effect of physical touch was measured as the decrease of cortisol that was calculated by subtracting the cortisol levels before the conversion from those after the conversion.

RESULTS

Data was analyzed using IBM SPSS Statistics for Macintosh, Version 21.0. (2012; Armonk, NY: IBM Corp). Paired and un-paired two-tailed T-tests were used for group comparisons on continuous variables as this statistical procedure have been found to be robust even in very small samples (de Winter, 2013). Bonferroni adjustments were not applied. The relationship between personality traits and changes in anxiety level was explored by Spearman correlations.

There was no significant age difference between the Hugvie (M = 64.9, SD = 6.4) and Phone groups (M = 64.1, SD = 5.2), t(27) = 0.396, p = 0.695. There was no significant baseline differences in reported depression as assessed by Becks Depression Inventory between the Hugvie (M = 4.2, SD = 4.69) and phone group (M = 2.42, SD = 2.56), t(27) = 0.223, p = 0.176.

Paired samples t-test showed no statistically significant differences between baseline (M = 8.50, SD = 4.23) and post-encounter scores (M = 9.21, SD = 4.37) on the Perceived Stress Scale for the Hugvie group, t(13) = -1.046, p = 0.315 or for the Phone group (Baseline: M = 9.21, SD = 3.47; Post-encounter: M = 9.14, SD = 3.99), t(13) = -0.126, p = 0.902.

Paired samples t-test showed a statistically significant difference between baseline (M = 32.55, SD = 6.4) and post-encounter scores (M = 27.86, SD = 4.53) on STAI for the Hugvie group, t(14) = -3.362, p = 0.005 but not for the Phone group (Baseline: M = 28.78, SD = 3.42; Post-encounter: M = 28.07, SD = 3.35), t(15) = -0.924, p = 0.372.

A STAI change score was calculated (Baseline STAI score minus post-encounter STAI scores) and correlated using a Spearman correlation to personality traits as assessed with the NEO-P-IR (for descriptives of personality traits for the Phone and Hugvie groups see Table 1). In the Hugvie group (n = 15) there was no significant correlation between STAI change score and extraversion (r = 0.151, p = 0.591), agreeableness (r = 0.213, p = 0.446) or neuroticism (r = 0.432, p = 0.108). However, there was a positive correlation with openness (r = 0.532, p = 0.041) and a near-significant correlation with conscientiousness (r = -0.509, p = 0.053). For the phone group (n = 14) there was no correlations between anxiety state changes and any of the personality traits: extraversion (r = 0.156, p = 0.595), conscientiousness (r = -0.050, p = 0.864), agreeableness (r = -0.064, p = 0.836) neuroticism (r = 0.98, p = 0.739) or openness (r = 0.257, p = 0.397).

TABLE 1. Description of personality traits for Phone and Hugvie groups.

[image: image]

A Chi-square test for independence with Yates Continuity Correction indicated that there was no significant association between whether the participant was assessed in the morning or afternoon and which group he/she was ascribed to (Hugvie or phone group), X2(1, N = 29) = 0.03, p = 0.87, phi = -0.100. There was no significant difference in cortisol level from baseline to post-encounter for the Hugvie (Baseline: M = 1.86 ng/ml., SD = 0.95; Post-encounter: M = 1.70 ng/ml., SD = 0.96) t(13) = -1.01, p = 0.330 or the phone group (Baseline: M = 1.79 ng/ml., SD = 1.18; Post-encounter: M = 1.63 ng/ml., SD = 0.89) t(12) = 1.96, p = 0.457 using paired samples t-test.

A cortisol change score was calculated (post-encounter cortisol level minus baseline cortisol level) and using a Spearman correlation it was correlated to the STAI change score. There was no significant correlation with STAI change score in the Hugvie group (r = 0.043, p = 0.884) or the phone group (r = -0.077, p = 0.803) nor was cortisol change correlated significantly to changes in perceived stress score for the Hugvie group (r = -0.436, p = 0.136) or phone group (r = 0.443, p = 0.130).

DISCUSSION

The purpose of this paper is to describe how the huggable communication medium Hugvie could be perceived and effective among Danish people. In the Hug group there was a significant difference between baseline and post-encounter scores and we found that Hugvie is effective in reducing anxiety for Danes as well cross-culturally. No significant differences were found in the phone group. Another finding was that the difference was related to personal traits, namely openness. There was also a near-significant correlation between STAI change score and conscientiousness. There was no gender difference to see in the questionnaires.

The cortisol level showed null-results which could be a lack of sensitivity of the cortisol measures or even reactivity in light of cultural differences. From a previous study, the cortisol level was increased with a lesser extent compared with that of amylase after participants were exposed to a stressful video (Takai et al., 2004). It took longer for the cortisol to show changes than amylase, so the sessions for our Hugvie experiment might not have been long enough to make use of cortisol and it might have been better to include changes in amylase levels too. Therefore, we will focus our discussion on the questionnaire results and interviews.

Personality Matters

The relation between anxiety reduction and openness as seen in the questionnaire results could indicate that users with sensitivities, such as openness to new experiences, would be the main group among Danes to benefit by using the huggable medium. If the user, for example, would have an active imagination and would be sensitive to aesthetics, Hugvie could be helpful in reducing anxiety and hereby stress. The greater likelihood of experiencing an anxiety reduction when using Hugvie would therefore be, in this case, elderly who score higher on openness.

We did not see any positive outcome with other personalities in this experiment, but on the other side, there was also a near-significant negative correlation between anxiety state changes and conscientiousness in the Hug group. This indicates that people who are high on conscientiousness have a greater likelihood of becoming anxious with Hugvie. It has been found that conscientiousness is negatively related to creativity; whereas, openness to experience relates to it positively (George and Zhou, 2001). We see these personality traits affect on the effects of Hugvie in both ways, positively and negatively, thus, could be an important factor for media usage.

Openness to experience is a personality trait in the five factor model of personality and is fundamental for aesthetic appreciation and creativity. Openness consists of a set of specific tendencies that cluster together, involving six facets like imagination. A model of openness divides the trait into the two groups, i.e., openness and intellect (DeYoung et al., 2007). The openness aspect is about the heart that includes aesthetic sensitivity, creativity, and imaginativeness while the intellect aspect is a brain division that includes fluid intelligence, vocabulary knowledge, and an intellectual life approach.

Openness to experience has consistently predicted aesthetic appreciation and engagement in the arts where people immerse in aesthetic activities such as reading, painting, visiting art galleries, and valuing the arts (McManus and Furnham, 2006). People with high openness draw more enjoyment from, have more positive attitudes toward, and are gladly more exposed to the arts (Fayn and Silvia, 2015). Exposure to new media can for some people be joyful and beneficial whilst others cannot gain the same experience. This can be seen in parallel with aesthetics in artifacts as a singular experience meaning the experience that differs according to time, place, mood, and so on.

We consider the idea of aesthetic experience as a singular experience. Every meeting or experience with an artifact, for instance a piece of art, like a painting is singular, and it differs from individual to individual how the artifact is experienced; the individual’s state of mind on that specific day, as well as the setting. If you see a painting more than once you will never have the same experience thereby making it singular. Maybe you were in a different mood, maybe you were with different people, or you see the painting a different place than the first time.

This theory is used in situations when meeting aesthetic artifacts like artwork. Furthermore, there is the idea that you have to be open to the aesthetic potential or value of an artifact to experience it as an aesthetic artifact. If you are not open to the artifact’s aesthetic potential, you cannot have an aesthetic experience. Therefore, it can also be that having an open mind to Hugvie and the very experience is necessary. You have to be open to accept the way holding Hugvie makes you feel. For instance, one female participant did not like holding Hugvie because she felt she had outgrown soft toys, while a male participant started feeling it being natural to hold Hugvie quite fast. It was a positive experience for some participants, but also an utterly negative experience for a few, while some did not really think about and were indifferent to it. It could therefore mean that some of the participants were not even very open to the idea in the first place or it could also mean that they just had a negative experience though still understanding that Hugvie could be helpful for others.

There were instances where people were skeptical and did not like the idea of Hugvie prior to the session based on the information about Hugvie provided in the flyers and posters. After the session, there was a significant anxiety reduction as a result and some even changed their opinions. However, only short experiments were conducted, so there is a possibility that the novelty of the medium attracted participants, and if they use it in a longer term the effect of reducing anxiety might disappear. To reduce Hugvie’s novelty effects, a longitudinal study is necessary for establishing its efficacy thoroughly. It will also be required to test it in settings that are more naturalistic like home for people to act freely.

Social Norms and Media Usage

If I limit to statistically significant results reported in this paper, I can find no evidence for cross-cultural effect as indicated by this paper title and conclusion.

There seems to be a small difference regarding gender in the interviews where overall the male participants seemed more positive toward Hugvie. Both culturally and in terms of gender it might seem socially inappropriate in Denmark for men to use Hugvie, as some of the participants also expressed, to the point that soft toys may be seen as feminine or childish things. Therefore, it is interesting that it did make a positive difference for most of the male participants – using Hugvie did make them feel more comfortable according to their comments after the sessions. In the previous Japanese experiment participants, who were all female, have not mentioned social acceptance regarding usage of Hugvie, but most seemed positive toward Hugvie.

Although there may be some cultural differences, it is difficult to say whether the reason is that Japanese people tend to be more polite and wrap things up, or if they are just more positive toward the Hugvie experience in general. The Danish participants seemed to give their honest opinions toward Hugvie. One man in particular said that it would be taboo for men to use it because of its toy-like appearance for him, and the women from the group interview raised the question of whether it could be acceptable for men to use Hugvie. We did not have the same comparative conditions such as gender, both male and female, in Japan. The Japanese experiment did not use the STAI questionnaire, so we need to conduct the experiment in Japan again. In such same conditions, we have to carry forward cross-culturally comparative experiments in our future work.

The medium could not be effective for everybody, but we see a development in attitude toward Hugvie, for instance, in a group interview. We had three nurses, two from phone-group and one from Hugvie-group, share their experiences with and without Hugvie and their thoughts prior to the experiment. Hereafter they could all see, touch and hold Hugvie while discussing their viewpoints on it. The nurses started giving Hugvie a gender instead of just calling it a “thing” or “it,” Hugvie became him. This could indicate a form of closeness.

Prior to the experiments, they were all skeptical of Hugvie and the intentions for usage, thinking that this artificial thing would not be able to replace the warm hands of a human when considering their field. But after sitting with it they had Hugvie associated with a child or an animal (penguin) because of its size and shape. One even mentioned it felt like sitting with her grandchild because of the warmth Hugvie provided although the feeling was too artificial in the start and therefore it could use more softness perhaps a fur cover.

Because of the warmth that one felt touched her heart, they suggested it would be good to use Hugvie for residents at nursing homes. Especially the comfort really could be used in such establishments and for demented people. The color of this Hugvie was bright orange and this was also welcomed as a happy color. Though the nurses approved of Hugvie they still felt it might be limited to certain groups of people and that men might refrain from using it and therefore mainly would be for women.

With this interview, we see the negative or rather skeptical attitude toward Hugvie prior to the experiment turning into an open talk about the usage of it. The three ladies became very open and accepting of the medium, but only one had the actual experience talking through Hugvie. While sitting with Hugvie, though the two others did not share the same experience as the hug-group participant, they developed their opinions in a positive way where they seemed very open minded when listening to her experience.

Many participants described a comfortable feeling and the sense of being with someone, like a pet or a child, when talking through Hugvie, but when we asked whether they would like to use it at home, there was surprisingly few who would even consider it.

A male participant said “If Hugvie should be used outside of the home, it has to become a trend so everyone would use it or else people would think the user would be weird,” “It could be smaller maybe,” “But, I think that there is some meaning to the big size in terms of how calm it makes you, because it actually feels almost like two people sitting and talking. You don’t feel alone.”

Overall when asking about the usage at home, we got comments similar to this – “It is hard to imagine using it in practice, if you had one at home.”

The opinions about who could or could not use Hugvie should be considered according to social norms since these questions and comments are made. This should not be limited to one country, but should be studied cross-culturally because there would possibly be a different opinion and attitude depending on the way people are raised, and which environment they have lived in. Age could also be a factor for the assumption that men would not be able to use Hugvie as standard viewpoints could change depending on the generation and media exposure.

CONCLUSION

We found that Hugvie was effective in reducing anxiety for Danes, with significant difference in the questionnaire between baseline and post-encounter scores in the Hugvie group, but no significant differences in the phone group. Essentially, we found that the difference was related to the personal trait openness. Statistically, no significant gender differences were found, but it might be due to the small number of participants in each group. Still there seemed a slight difference in the interviews according to who can use Hugvie or not, but this is more a question of norm than whether it can have a stress reducing effect. We suggest this for further research.

The indication of openness in the results suggest users of the huggable medium to have a certain sensitivity, like active imagination and aesthetic sensitivity, to reach a stress reducing effect from using Hugvie. Participants who score higher on openness and spend time with Hugvie had a greater likelihood of experiencing anxiety reduction.

Although Hugvie resembled an animal, a child or just felt comfortable to sit with for some, others did not like it at all. The participants had a common opinion when it came to whether they could imagine using the communication medium at home; they did not want to use it by themselves, but many suggested care facilities or lonely elderly for primary users. Mainly because they thought it was impractical to use when moving around and having to find it to insert the phone before usage, which could be the reason why immobile people came to mind.

The participants mentioned improvements such as it becoming softer, more mobile/handy and the pocket/head part more stable to make Hugvie more preferable. If they were lonely or demented, it might be more acceptable to use a toy like phone or else it could just be that the Hugvie should be redesigned if it should be introduced to people who are used to a more flexible way of communicating.

There are such limitations as lack of comparison of the Danish study with a Japanese one that investigates the effect of Hugvie in all the same conditions and the cortisol test did not give a clear result, so we should have used other methods like amylase to supplement and other types of hormones. We could have used a larger group to investigate the details of gender difference and the interviews could have touched different mentalities and norms cross-culturally. Social norms related to usage of Hugvie and its cultural relation to personalities needs to be investigated in terms of the acceptability of new media in societies.

In the results, we found that personality matters for the usage of communication media. We suggest that when we apply communication media to people, we should investigate personality traits that could affect the effects of the media, perhaps with a possible matrix of personality and various types of communication media. There are other factors such as gender and cultural differences, which might affect the effects as well and we could look into the components of these factors. This could be tested through experiments with different types of classified communication media such as regular phones, video-conferencing systems, huggable communication media, and various types of social robots – mechanoid, zoomorphic, and humanoid.
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In this paper, we propose the introduction of human-like communication media as a proxy for teachers to support the listening of children in school education. Three case studies are presented on storytime fieldwork for children using our huggable communication medium called Hugvie, through which children are encouraged to concentrate on listening by intimate interaction between children and storytellers. We investigate the effect of Hugvie on children's listening and how they and their teachers react to it through observations and interviews. Our results suggest that Hugvie increased the number of children who concentrated on listening to a story and was welcomed by almost all the children and educators. We also discuss improvement and research issues to introduce huggable communication media into classrooms, potential applications, and their contributions to other education situations through improved listening.
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1. INTRODUCTION

Communication with others is an important process for acquiring generic knowledge in society, such as language, communication skills, and social manners. After learners receive and interpret the information presented by caregivers or teachers, they sometimes acquire new knowledge and skills based on feedback. Obviously, a learner's ability for information comprehension is fundamental in the initial learning phase to acquire generic knowledge.

Listening is one such crucial skill, especially in school education since the information that must be learned is generally provided verbally. For example, 68% of the class time in German primary school classes and 53% in U.S. college students is spent listening (Bohlken, 1999; Imhof and Weinhard, 2004). However, investigations have reported that many first graders in several countries start school unprepared for learning, including an inability to listen during class lessons (McClelland et al., 2000; Rimm-Kaufman et al., 2000; Sakakihara, 2010). Two other studies reported that at most only half of kindergarteners have mastered the basic skills that are involved in regulating behavior, including paying attention, following instructions, and controlling inappropriate actions (McClelland et al., 2000; Rimm-Kaufman et al., 2000). In Japan, this is called the first-grader problem (Sakakihara, 2010), which denotes that teachers assigned to first grade face teaching obstacles, because an increasing number of children suffer from such behavioral problems as being noisy, leaving their seats, and disrupting class activities. The Tokyo metropolitan board of education surveyed 1313 Tokyo public primary schools in 2009 and discovered such problems in about one-quarter of the schools. Not surprisingly, many studies have reported that such classroom behavior problems negatively influence student performance in reading, writing, and math (Klein, 2002; Lutz and Intermediate Unit, 2003; Spira and Fischel, 2005; Miles and Stipek, 2006; Bub et al., 2007; McClelland et al., 2007; Raver et al., 2008; Bulotsky-Shearer and Fantuzzo, 2011). This problem must be solved to avoid impeding children's development.

Teachers and researchers have addressed the development of a curriculum for school readiness that includes listening training (Brigman and Webb, 2003; Webster-Stratton and Reid, 2004; Denham, 2006). For example, the Incredible Years Child Training Program guides children in learning how to make friends and follow school rules, how to listen, wait, avoid interruptions, and quietly raise their hands to ask questions through practical training and small group discussions (Webster-Stratton and Reid, 2004). Unlike specific training, using supportive systems that improve the classroom's listening environment allows teachers to bypass the training time for school readiness because these systems can support children's listening in parallel with lessons, allowing teachers to devote more class time to regular lessons. For example, the sound field amplification system (Millett, 2008; Dockrell and Shield, 2012), which offers the possibility of immediately minimizing the impact of poor classroom acoustics on student learning, projects the teacher's voice so that children will have a better opportunity to clearly hear his/her instructions. This system does not reduce exposure to external sound sources. But importantly, raising the volume of the teacher's voice increases the speech signal levels relative to the levels of other sound sources. The impact of these systems was expanded to support children with hearing loss and to meet the recommended acoustical standards for noise levels and reverberation times. They also facilitate children's ability to discriminate words and spoken language more accurately and achieve better standardized test scores in early literacy and statistically and significantly improve attention, communication, and classroom behavior ratings (see Millett, 2008 for a review).

Although they successfully provided opportunities to acquire listening skills by improving the external conditions of classrooms, they do not help students prepare their own internal states for listening. Human mental states are important in the educational curriculum for readiness to learn, including listening (Raver and Knitzer, 2002; Brigman and Webb, 2003; Webster-Stratton and Reid, 2004; Denham, 2006; Thompson and Raikes, 2007) because they influence our ability for self-control (Baumeister and Heatherton, 1996). Stress and anxiety make it difficult for people to control themselves and concentrate on speakers (Vogely, 1998). This is a serious problem for children due to their limited ability to exercise self-control. Actually children, especially first graders, often feel stress in their school environment, relationships with classmates, and lessons (Fabian and Dunlop, 2007; Wong, 2015). Systems that support both the internal and external conditions of listeners must be developed.

In this context, we focus on social interactions where people touch each other, such as a caregiver holding a child and reading a story with a picture book to her/him. Such interactions have two advantages for encouraging children to concentrate on listening. First is the impact of the tactile channel on stress reduction, which is one known effect of interpersonal touch (Gallace and Spence, 2010). Unlike other methods for decreasing stress by visual or auditory stimulation (Katcher et al., 1984; Pelletier, 2004; Labbé et al., 2007), tactile stimulation reduces stress without disturbing the audiovisual information provided by speakers in typical lectures. We can listen to and look at a lecture while touching something; however, that is difficult while listening to or looking at others. Second is the intimate distance shared by a speaker and listener. Such distance easily draws the listener's attention to the speaker's voice because it might be the strongest stimuli among others, as in sound field amplification systems (Millett, 2008; Dockrell and Shield, 2012). Another problem is that teachers cannot simultaneously establish close interactions with every student. Even when just a few children crave physical contact from their teachers, physical contact limits the teacher's behaviors, such as writing on the blackboard. Therefore, that solution cannot be achieved in the present educational environment.

We introduce a human-like communication medium as a proxy for teachers to achieve intimate social interaction in classrooms and support both forming external information and preparing mental states for listening. In this study, we use a huggable communication medium called Hugvie with which users can strongly experience the presence of remote partners while hugging it (Minato et al., 2013) (Figure 1). Hugvie, whose body is mainly a cushion in a human-like shape, allows users to feel as if they are hugging conversation partners by squeezing something human-like and hearing a voice near their ears. Since a previous study has already shown that conversation with Hugvie reduces stress (Sumioka et al., 2013), we expect that it will also help children prepare themselves for listening to others by improving both their external conditions and mental states.
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FIGURE 1. Hugvie: huggable communication medium.



However, since this is the first study that introduces a huggable communication medium into classroom activities, it remains unclear how children and educators will react to it and whether they will accept it. In this paper, we present three case studies where we introduced Hugvie in storytime settings and observed how children react to investigate whether it improves children's listening. We also investigated its acceptability by children and storytellers because acceptability to new information systems indicates their successful introduction into our lives (Nickerson, 1981; Gould et al., 1991; Davis, 1993). In particular, human-like devices might be rejected, as implied by the “uncanny valley” effect, which suggests that people have uncomfortable feelings to human-like robots as their appearances become more human-like (Mori et al., 2012). This effect is usually discussed in interaction between adults and very human-like robots. But one study implied that children do not exhibit positive responses to a robot with a more abstract human representation (Yamamoto et al., 2009). Furthermore, children may hesitate to hug such devices because they can feel their teacher's presence from Hugvie. Therefore, in this paper, we qualitatively and quantitatively investigate these two possibilities, the improvement of children's listening with Hugvie and social acceptance to Hugvie, through field observations and discuss supporting children's listening by a communication medium.

2. MATERIALS AND METHODS

2.1. Hugvie

Hugvie, a huggable communication medium, is a human-shaped cushion (75-cm high and 600 g) that was designed as a communication device to give users a hugging experience. It is a soft cushion filled with polystyrene microbeads and covered with spandex fiber. Putting a hands-free mobile phone inside a pocket of its head enables users to talk while hugging it (Figure 1), increasing the feeling they are actually hugging a distant conversation partner.

2.2. Storytelling System with Hugvie

We focused on storytelling as a typical activity since teachers spend more than half of their class time on verbal instruction from elementary school to college school in different countries (Janusik and Wolvin, 2009) and it is often used as a teaching tool for organizational learning and received wisdom (Haigh and Hardy, 2011). Storytelling in elementary schools is usually done in one-to-many communication; a storyteller reads a picture book to many children, while Hugvie is used in one-to-one interactive communication (e.g., Minato et al., 2013; Sumioka et al., 2013). Therefore, we applied radio broadcasting for one-to-many storytelling by putting a radio receiver inside Hugvie instead of a mobile phone.

Figure 2 shows our radio broadcasting system for storytelling. Storytellers tell the child listeners a story by showing a picture book through a microphone connected to a FM radio transmitter. All of the children listen to the storyteller's voice near their ears through radio receivers while hugging their Hugvies. Note that children can also directly listen to the storyteller's voice since both are in the same room. However, they will probably feel that the storyteller is whispering to them since they simultaneously hear the storyteller both directly and through the radio receivers.


[image: image]

FIGURE 2. Storytelling system with Hugvie.



2.3. Case Study 1: Introducing Huggable Communication Media into General Storytime for Children

2.3.1. Aim

For investigating the impact of a huggable communication medium on children's listening and its acceptability by children and teachers, we introduced Hugvie into a storytime activity and observed the responses of children and storytellers. Storytime includes just storytelling and one with using tools such as pictures, books, and toys. We observed storytime to allow us to get much information about children's listening because they are mainly listening during storytime. We conducted a field experiment to observe the natural responses of children and teachers to Hugvie.

2.3.2. Subjects and Procedure

Thirty-three preschool children who are 5 or 6 years old participated in a storytime event. This study was approved by the ethics committee of the Advanced Telecommunications Research Institute International (Kyoto, Japan). Since the subjects were young children, we explained this study to all the parents and received informed consent from them. We received permission from the parents and the school to include the image records of the children for research purposes. The child participants were given Hugvies at the school's library and shown the correct posture for using them by a male experimenter: sitting straight and hugging their Hugvie to enable a device at its head to contact the children's own ear (Figure 1). We confirmed that all of the children could hear the male experimenter's voice from Hugvie at a comfortable volume after adjusting the volume on the radio receiver inside each child's device. Female volunteers with much story-time experience did storytime for children. At the beginning, a volunteer did a few tricks and sang rhyming songs with the children for about 4 min to make sure that the children realized how Hugvie works. Then three other volunteers told them a story illustrated with picture cards for about 7 min (Figure 4). After another 3-min trick show, another story was told for about 11 min. We call these trials where the children used Hugvie the Hugvie condition. After that, we collected the Hugvies from the children and two paper-cutting activities were performed for about 26 min (Figure 5), where two different volunteers told two stories while cutting colored paper and combined them into the characters and the scenery from the stories (typical condition). Finally, all the children sang while a volunteer played the piano.

2.3.3. Measurement

Two coders who did not know the purpose of the experiment analyzed the recorded movies to identify the behavioral differences between the typical and Hugvie conditions. Since the time between the two conditions was different, we used the first 25 min of the movies in each condition. Children sometimes moved beyond the video camera or overlapped with another child since they were more active than we expected in the typical condition. We eliminated their data from further analysis when at least one of the coders had difficulty judging their face directions. After this preprocessing, the data collected from some children became much smaller than in the storytime because they disappeared many times from the video camera. Therefore, we used the data collected from 29 children who were observed more than the 75 percent of the whole movie in each condition for our analysis.

We defined not listening to the storytellers as children who did not direct their faces toward the storytellers as captured from the movie data. The coders coded whether each child listened to the storytellers on a second-by-second basis through the movies. The inter-coder agreement score through the used data was κ = 0.62, indicating substantial inter-observer reliability (Viera and Garrett, 2005). We calculated the not-listening rate (NLR) for each child in each condition to evaluate the behavior of the children with the data where both coders agreed on child (not) listening: NLR = NL/(NL + L), where NL indicates the total not-listening time and L is the total listening time.

2.3.4. Results

Hugvie produced big changes in the children's behaviors. Figure 3 shows the listening scores in the typical and Hugvie conditions. We found significant differences between them with a paired t-test (t = −6.83, p < 0.001, ES: d = 1.27). Figures 4, 5 show the typical behaviors of children whose attention was drawn to something else in the two conditions. In the typical condition, some children walked around the room and talked or played with others after losing interest in the storytellers. The children who were far from the storytellers tended to engage in such behavior. On the other hand, such behaviors did not occur when children used Hugvie, although a few children looked away from the storyteller. Interestingly, the children at the back of the room seemed to listen to the volunteers' voices from Hugvies without any complaints even though they had difficulty seeing the picture cards.
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FIGURE 3. Rate of children who directed their faces at something other than volunteers.
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FIGURE 4. Storytime with Hugvie (12 min. later): two of 30 children (total number countable from this figure) became distracted (white dotted circles).




[image: image]

FIGURE 5. Typical storytime (57 min. later): 10 of 30 children became distracted (total number countable from this figure) (white dotted circles).



No children rejected or showed dislike of Hugvie, though some children did not use it.Two children who did not understand how to use it were helped by volunteers, and some near the storytellers listened directly to the story instead of through their Hugvies. They seemed to feel comfort and fun from Hugvie. For example, some children said “It really feels good!” when they hugged their Hugvies. One girl in the back also appeared to be having fun during storytime and expressed her feeling to an experimenter.

The teachers and volunteers who observed the event were surprised at the result. A female volunteer said, “I'm really surprised that Hugvie easily calmed the children because we usually spend lots of effort relaxing the children and keeping them calm so that they can pay attention to the story. I want to introduce Hugvie into other activities like storytime to toddlers or elderly people.” Two other volunteers made similar comments.

2.3.5. Discussion

We found that listening through Hugvie decreased the number of children who didn't seem to listen. While children were often distracted during typical storytime, children with Hugvie paid more attention to the storytellers. This effect appears stronger for children in the back of the room since they tend to lose focus without Hugvie due to their distance from the storyteller. On the other hand, the closer the children are to the storytellers, the weaker this effect might be since some children near the storytellers listened without their Hugvies.

Children showed no negative impressions toward Hugvie. Rather, they often expressed positive impressions such as comfort and fun. Note that the children accepted Hugvie not only in the storytime sessions by the female volunteers but also in instruction about it by a male experimenter. Perhaps, Hugvie is basically accepted by children in storytime regardless of the gender of adult storytellers.

The educators and the volunteers were also surprised at the changes in the children. This implies that the introduction of Hugvie is useful in school education. One teacher suggested that Hugvie was cast as a proxy of the storyteller: “Basically, the students are listening to their teacher in a one-to-one conversation even though some have difficulty focusing on their teacher in class. Listening through Hugvie might enhance their feeling of a storyteller who's talking directly to them.” A volunteer pointed out a change in her storytime: “I concentrated on reading the book since I didn't need to read loudly so that the children in the back could hear me.” Storytime with Hugvie might facilitate children's listening by allowing storytellers to devote more concentration on telling a story.

Hugvie showed the potential of a huggable communication medium to facilitate children's listening. However, we need more trials to test its effects because this case study is not a perfect comparison; the two environmental conditions are different. For example, storytime with Hugvie was done before the typical condition. Children might be nervous because they have few experiences of being in school, so that they might not talk and play in the former condition. Another difference is that the length of the concentration required in typical storytime is longer than with Hugvie because it is hard for children to maintain concentration for a long time. Since the rest time is also less in the typical condition than in the Hugvie condition, children might be so tired that they became easily distracted in the latter. The storytime contents were also different. For storytime without Hugvie, the volunteers often said nothing while cutting paper. Such a boring time might cause children to lose interest in the storytime. However, given the fact that volunteers with much storytime experience felt surprised by the children's behavior, Hugvie might still positively impact listening. Such surprises reflected the children's changes from more than just a few of them who didn't listen.

Practically, storytime styles vary in certain situations and such differences might change the listening support effect. For example, various persons can be storytellers. In this case study, the storytellers were mainly women with much storytime experience. Their expertise might induce Hugvie's effect. Can amateur storytellers promote the Hugvie effect? Another example is a group activity that is often performed as a class activity. While only one story was told to children at the same time in this experiment, members of different groups tell different stories to other group members in parallel. In such a situation, children have to listen to their storyteller in a noisier situation than in this experiment. Can Hugvie still support children? To address these questions and investigate how different storytime situations affect Hugvie's supportive effect, we introduced it into storytime by child storytellers as a group activity in case study 2.

2.4. Case Study 2: Introducing Huggable Communication Media into Simultaneous Storytime in Children Groups

2.4.1. Aim

To investigate whether Hugvie encourages children to concentrate on listening in such noisier situations as group activities, we introduced it into simultaneous storytime in children groups as a different storytime style from case study 1. Since most children's speaking skills are less advanced than those of adults, casting a child as the storyteller can investigate whether, regardless of a storyteller's speaking skills, Hugvie prompts listening. Additionally, we set at most four storytime groups at the same time to observe Hugvie's effect in a noisier situation. Such an investigation is valuable not only because it is the first such trial of a huggable communication medium but also because it is more difficult to pay attention to a story without Hugvie in those situations; lesser speaking skills disturb precise listening comprehension, and in simultaneous storytime groups, storyteller voices offset each other.

2.4.2. Subjects and Procedure

We introduced Hugvie into storytime sessions in the elementary school event to 139 preschool children who are 5 or 6 years old. They were divided the children into 34 groups of three to five kids with two or three 5th graders as guides of the school. Each group could freely join several sessions (including storytime) in the event. This study was approved by the ethics committee of the Advanced Telecommunications Research Institute International (Kyoto, Japan). We explained our study to all of the children's parents and received informed consent from them. In the storytime events at the school's library, they were given Hugvies and instructed how to use them by showing the correct posture as described in case study 1. We confirmed that all children could comfortably hear the experimenter's voice from their Hugvies. After that the 5th graders told stories with picture books to the preschool children for 10 min (Figure 6). At most four groups of storytime were held at the same time in the same room. The other groups waited in the room until some of the four groups had finished and moved on to other events.
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FIGURE 6. Simultaneous storytime in children groups.



2.4.3. Measurement

We video-taped the storytime sessions and observed the children through the recorded movies. We received permission to include image records of the children from their parents and the school for research purposes. We categorized the children who did not direct their faces to the storytellers as children who did not listen to the story.

2.4.4. Results

As the event continued, the room got louder owing to the children who were waiting to join the storytime with Hugvie. Some children chased each other around the room, and others played and/or talked with their friends or their fifth-grade guides. A few waited in silence. However, most children concentrated on the listening to the story in silence once they joined the Hugvie storytime session. Only 6% sometimes lost their attention, but they soon resumed listening without walking around or talking with others. No children rejected Hugvie. They showed such positive impressions as looking comfortable, as we observed in case study 1 when they held Hugvies.

2.4.5. Discussion

Our results showed new potential applicable occasions for Hugvie. Regardless of the low speaking skills of the 5th grade storytellers, the preschool children listened with Hugvie. This means that anyone can be a storyteller regardless of speaking skills.

This result also suggests that Hugvie reduces not only impediments in the listening process but also the requirement needed for speaking. Although the experiment room was quite noisy due to simultaneous storytime and children who were waiting to join storytime sessions, they concentrated on listening with Hugvie. Hugvie enabled us to hold storytime in noisy environments because it produced the speaker's voice near the user's ears and relaxed the children. This achievement is completely different from what was reached by a listening support device, such as the sound field amplification system, because such devices drown out other sounds in the entire room by amplifying the speaker's voice.

We did find one negative aspect of storytime with Hugvie with respect to body posture from recorded movies. As the storytime continued, a few children showed incorrect postures, although they were correctly holding Hugvie at the beginning of the storytime: leaning on or lying astride it. While 83% held Hugvie as instructed by the experimenter, 10% leaned on Hugvie and 7% lay astride it (Figure 7). This might be a problem for its introduction into school education because posture is important for health management related to physical development and visual loss (Kratěnová et al., 2007). Therefore, we need to improve Hugvie to prompt children to maintain good posture. Our observation suggests that its softness caused bad posture. Since Hugvie is easy to bend and fold, children sitting on the ground tended to bend their backs and lie on Hugvie.
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FIGURE 7. Two listening behaviors.



As with case study 1, none of the 139 children rejected Hugvie. However, this does not mean that all of the children were pleased with it. Some might have used it because the adults asked them to do so. There is room to investigate acceptability; performance may fall if children are unwilling to use a device. Since previous introductions of support devices into schools (Tanaka et al., 2013; Komatsubara et al., 2014) showed the importance of willingness to use, in case study 3 we asked the children whether they are willing to use Hugvie after storytime with it.

2.5. Case Study 3: Willingness to Use Huggable Communication Media

2.5.1. Aim

For investigating how willing children are to use Hugvie, we gave them the option of using it or not in storytime after they and their parents experienced storytime with Hugvie once. Observing whether children used it in that situation shows their willingness to use it. We also asked the children about their impressions of Hugvie.

2.5.2. Subjects and Procedure

We introduced Hugvie into storytime for children at a science museum in Tokyo called Miraikan. Our participants, 29 children and their parents, were gathered in an open space of the museum by its staff members who explained the event. This study was approved by the ethics committee of the Advanced Telecommunications Research Institute International (Kyoto, Japan). We explained this study to all the parents of the subjects and received informed consent from them.

The experiments consisted of two sessions: forced and free. In the forced session, the participants were divided into two groups by families, and one group was given Hugvies and instructed how to use them. After we confirmed that all children could comfortably hear Hugvie's voice, a female volunteer with much storytime experience with children read a story with a picture book. Then we collected the Hugvies and gave them to the other group, and the volunteer told a story with an another picture book. Each storytime session lasted about 5 min.

After the forced session (storytime with parents) finished, a free session was conducted. A female staff member of the museum gathered only the children and asked them whether they wanted to use Hugvie for another storytime session (Figure 8). She also asked them to express their thoughts about Hugvie. Then she read another book with/without Hugvie according to their own willingness to use. During the free session, an experimenter explained the purpose of the experiments and studies with Hugvie to their parents in the back of the area and asked them by a questionnaire for their impressions about their children using Hugvie. The experiments were recorded. The event was held twice: 15 children participated in the first event and 14 in the second. The child participants ranged in age from 3 to 10.
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FIGURE 8. Asking children whether they want to use Hugvie after storytime.



2.5.3. Measurement

We counted the number of children who used Hugvie in the free session of each event and also checked their impressions of it in the free sessions. We collected comments from 21 parents about their impressions of their children using Hugvie. Two coders who did not know the purpose of our experiment read all the comments and categorized the parent impressions of children using Hugvie as positive, negative, or neutral. The inter-coder agreement score was κ = 0.83, indicating almost perfect inter-observer reliability (Viera and Garrett, 2005). In addition, we extracted the behavioral differences of the children between storytime with and without Hugvie in the forced session through the recorded movies. We received permission to include the image records of the children from their parents and the museum for research purposes.

2.5.4. Results

When we asked children whether they wanted to use Hugvie, six of 15 and seven of 14 used Hugvie in the first event. In interviewing the children in the second event, the children who were pleased with it made such comments as, “Using it allowed me to listen more clearly” and “It's so cute.” On the other hand, the children who were unwilling to use it commented that “It's difficult for me to hug it and listen” and “Hugvie's voice was so loud that it gave me a headache” (Table 1).

Table 1. Number of children who willingly used Hugvie and the reasons of their decisions.
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The results of the parents' impressions showed that more parents had positive impressions than negative. Twelve felt Hugvie had a positive effect on their children. Eight of 12 recognized that their children concentrated more on listening to the story with Hugvie. One mother reported that her child seemed to come back to her to be comforted during the storytime session without Hugvie. Three others hoped to use Hugvie in kindergartens or while their children were alone at home. Seven parents showed negative impressions of Hugvie. One father said he did not notice any Hugvie effect on his child. One mother found that her child looked sleepy. Two parents were worried that their children would get bored with Hugvie, and three parents wanted the interface to be improved, such as the sound quality and ease of use. The rest of the parents reported partial positive impressions of Hugvie for its usefulness for children who are far away from the storytellers although one of two coders categorized their impressions as negative or neutral.

We found some interesting behaviors of the children in the forced sessions. During storytime, nine ran up to and grabbed their parents when they were not using Hugvie, although they did not do that while using it. Two children with slightly smaller bodies than Hugvie repeatedly quit paying attention to a storyteller regardless of the conditions, and the other children almost always concentrated on listening to the storytime in both conditions.

2.5.5. Discussion

Approximately half of the children were willing to use Hugvie, which means that a fair number of them were attracted to it after using it just once. It remains unclear whether the device's rate is high enough to introduce it into schools because no studies exist on the educational applications of similar communication devices. However, the rate is important as a baseline to improve Hugvie in respect to willingness to use it.

Our interviews and questionnaires showed that many children and their parents felt that Hugvie prompted users to concentrate on listening. In other words, Hugvie had such a strong effect that users noticed the difference caused by it. On the other hand, a few users did not feel any effect. We infer that this was mainly caused by the interface problems, including unsuitable size, sound quality, and/or ease of understanding how to use it. For example, Hugvie requires users to place their ears near the speaker because it is not very loud. Thus, misunderstanding the speaker location prevents adequate listening to the story through Hugvie, reducing its effect. These findings are important for improving Hugvie and the design policy of such support devices for telecommunication and physical interaction.

Children often run to and grab their parents, suggesting a desire to reduce their feeling of loneliness by making physical contact (Gallace and Spence, 2010). However, after using Hugvie, the children did not rush to greet their parents. We infer that this shows that using Hugvie reduced their feeling of loneliness the children felt during the storytime. If their parents were not near them when they were not using Hugvie, they would be distracted away from the storytime. Perhaps Hugvie encourages listening by improving not only the external condition but also the internal condition. On the other hand, two young children did not listen calmly in either storytime condition. Their bodies were too literally small to use Hugvie. In this case, its unsuitable size disrupted its use and reduced its effect.

2.6. General Discussion

Out of the 201 children in all the case studies, none rejected our huggable communication medium, which suggests Hugvie might be accepted by most preschool children. Yamamoto et al. reported that 2- to 3-year-old children did not exhibit positive responses to a small robot with a non-human-like appearance that showed human-like contingent actions. They argued that perhaps the children experienced the uncanny valley effect due to the conflict between the robot's appearance and its human-like actions (Yamamoto et al., 2009). Although Hugvie has such an intrinsic conflict between its abstract human form and a human voice from its inner communication device, our results suggest that it does not produce negative feelings in children. Schools might be receptive to introducing huggable communication media into their curriculums.

However, not all of the children were satisfied with Hugvie. Some were unwilling to use it due to the difficulty of hugging and listening. Observations and user opinions suggested that the difficulty was caused by Hugvie's usability, including its size and stiffness, sound quality, and/or user-friendliness. This feedback provides insights into ways to improve Hugvie and highlights future research issues to be addressed before we introduce it into school education.

Case studies 2 and 3 suggested that such physical features as stiffness and size must be suitable for users. In case study 2, we found a potential problem when children use improper listening postures with Hugvie. Adult users never showed such postures since Hugvie was designed to be suitable for them. Children lean on Hugvie for support due to the immaturity of their musculoskeletal systems while adults can maintain their posture by themselves. We will verify our inferences in the future using another version of Hugvie that is stiff enough to support a child's body.

As reported in case study 3. Hugvie distracted children from listening if its size is inappropriate since small children with smaller bodies who had difficulty holding Hugvie often became distracted away from the storyteller. Another possible reason is that such distraction is caused not by a size mismatch but age. Younger children lacked the ability to sustain attention for a long time. Therefore, interesting future work might investigate the influence of size mismatch between users and Hugvie for listening with a smaller type of Hugvie.

The interviews and questionnaires of case study 3 also suggest that some users could not listen well with it because they did not understand how to use it. We need to improve Hugvie's interface to reduce such future misunderstandings. For example, marking where users should place their ears is a possible improvement. An automatic volume control system while holding Hugvie would allow each user to adjust Hugvie's volume.

As reported in case study 1, the children near the storytellers attentively listened without holding Hugvie because the storyteller's voice was louder than the sound from Hugvie. Perhaps Hugvie's voice should be the strongest stimuli among the surrounding sounds, including the storyteller's direct voice, to encourage children to use Hugvie. Although children do not need to use it when they are near a storyteller, they might benefit from using it in other aspects, as suggested in studies on interpersonal touch. For example, a brief touch from teachers motivates children to participate in lessons (Guéguen, 2004). We expect similar effects on children when they are holding Hugvie. Tactile stimulation from it would encourage the voluntary behavior of children when they listen to a teacher's request through Hugvie. Further investigation is needed.

We also found evidence that Hugvie might benefit both teachers and children. In case study 1, as pointed out by a volunteer, the storytellers concentrated more on the story's content with Hugvie since they did not need to speak so loudly. Previous studies report that teachers often suffer from such voice problems as phonation difficulties, hoarseness, and throat pain because they have to speak loudly to control their classrooms (Yiu, 2002). Sound field amplification systems provide a possible solution to this problem. However, increasing the sound volume in a classroom might disturb the class in the next classroom if rooms are not properly soundproofed. On the other hand, Hugvie reduces the noise level in class and improves the external conditions because it enables teachers to talk in a lower voice and children to concentrate on listening in class. Therefore, Hugvie helps reduce the voice problems experienced by teachers and enables them to concentrate on improving their teaching.

Our results also show the possibility of Hugvie's future applications. We found that our proposed storytelling system enables children to become immersed in a story even with an inexperienced storyteller in noisy environments. We also expect that Hugvie can be introduced into other activities, such as interaction with senior citizens and group work. Interaction between children and seniors is difficult because the listening skills of the latter are often poor and children's speaking skills are immature. The results of case study 2 tell us that Hugvie can deal with both problems.

Group work requires concentration on conversation among the group members. However, usually some voices are drowned out by other group conversations. Hugvie's vocal sounds can overcome the surrounding conversations without offsetting them. It can also evoke interest in a speaker (Nakanishi et al., 2013), indicating that it encourages the involvement of each member in group discussions.

Although all of our case studies suggest that a huggable communication medium has a possibility to support children's listening skill, further investigation is needed. First, we have to evaluate Hugvie's effect on children in more controlled conditions. Another important issue to be addressed is the investigation of how deeply Hugvie affects cognition. In this paper, we focused on the changes in the children's behaviors and social acceptability to Hugvie since this is the first study that introduced a huggable communication medium into educational situations. However, perhaps listening through Hugvie enhances information comprehension and memory more than usual listening. Actually, such enhancements are needed in education. Many graduate school students of college have high listening skills (McDevitt et al., 1991), and most college students who fail examinations lack listening skills (Conaway, 1982). As a next step, we have to verify a story's comprehension with some sort of listening comprehension quiz.

3. CONCLUSION

Through three case studies, we demonstrated that huggable communication media show possibilities to encourage children to listen to others. Our huggable communication medium, Hugvie, virtually enables intimate interactions with conversation partners to improve external and internal conditions for listening. Our results showed that Hugvie, which addressed the classroom problem where children did not listen to a speaker, is accepted by children, their caregivers, and their educators. Our results also suggest that Hugvie can support communication between people who sometimes suffer from low speaking skills and low listening skills, such as children and seniors. We hope the intimate interactions mediated by huggable communication media can reduce problems of school education and other situations where listening skills are crucial and encourage people to learn from others.
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We use speech shadowing to create situations wherein people converse in person with a human whose words are determined by a conversational agent computer program. Speech shadowing involves a person (the shadower) repeating vocal stimuli originating from a separate communication source in real-time. Humans shadowing for conversational agent sources (e.g., chat bots) become hybrid agents (“echoborgs”) capable of face-to-face interlocution. We report three studies that investigated people’s experiences interacting with echoborgs and the extent to which echoborgs pass as autonomous humans. First, participants in a Turing Test spoke with a chat bot via either a text interface or an echoborg. Human shadowing did not improve the chat bot’s chance of passing but did increase interrogators’ ratings of how human-like the chat bot seemed. In our second study, participants had to decide whether their interlocutor produced words generated by a chat bot or simply pretended to be one. Compared to those who engaged a text interface, participants who engaged an echoborg were more likely to perceive their interlocutor as pretending to be a chat bot. In our third study, participants were naïve to the fact that their interlocutor produced words generated by a chat bot. Unlike those who engaged a text interface, the vast majority of participants who engaged an echoborg did not sense a robotic interaction. These findings have implications for android science, the Turing Test paradigm, and human–computer interaction. The human body, as the delivery mechanism of communication, fundamentally alters the social psychological dynamics of interactions with machine intelligence.
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Introduction

“Meaning is the face of the Other, and all recourse to words takes place already within the primordial face to face of language”

(Levinas, 1991, p. 206).

In comparison to other forms of interaction, face-to-face communication between humans is characterized by more social emotion, higher demands for comprehensibility, and increased social obligation; the face of the other commands an ethical relation that is absent in people’s interaction with “things” (Levinas, 1991). Face-to-face, close-proximity interaction between tangible bodies is the primordial human inter-face and is the format of exchange most conducive for shared understanding (Linell, 2009). Computer technologies specifically designed to simulate human social functioning (e.g., conversational agents) have to date communicated with people via technical interfaces such as screens, buttons, robotic devices, avatars, interactive voice response systems, and so on. This leaves a need to explore human perception of and interaction with these technologies under conditions that replicate the full complexity of face-to-face human–human communication. The present article introduces a means of doing so. We demonstrate a methodology that allows a person to interact “in the flesh” with a conversational agent whose interface is an actual human body.

Contemporary Android Science

Android science aims to develop artificial systems identical to humans in both appearance and behavior (verbal and non-verbal) for the purposes of exploring human nature and investigating the ways in which these systems might integrate into human society (MacDorman and Ishiguro, 2006a; Ishiguro and Nishio, 2007). The field is as interested in better understanding people through their interacting with anthropomorphic technology as it is in further developing the technology itself. Considerable progress has been made in these endeavors, with perhaps the most notable work being that undertaken and inspired by Hiroshi Ishiguro of Osaka University’s Intelligent Robotics Laboratory, whose research and engineering teams have developed highly lifelike autonomous and semi-autonomous androids. MacDorman and Ishiguro (2006b) argue that in being controllable, programmable, and replicable, androids are in certain respects superior to human actors as social and cognitive experimental stimuli. They further contend that androids can evoke in humans expectations and emotions that attenuate the psychological barrier between people and machines.

The motor behaviors of autonomous androids are controlled by technologies that perceive and orient to the physical environment while their speech is controlled by a conversational agent. As autonomous technologies are still quite limited in terms of functionality, the social capacities of these types of androids are severely constrained. Tele-operated androids, meanwhile, overcome the limitations of fully autonomous models by-way-of a human operator controlling the android’s speech and movement (Nishio et al., 2007b). On account of their enhanced social capabilities, tele-operated androids have stimulated ample research in psychology and other domains of social and cognitive science. For instance, researchers have investigated the extent to which a person’s presence with remote others is amplified or weakened when tele-operating an android compared to when communicating in person or via more distal technological mediators such as video conferencing (Nishio et al., 2007a; Sakamoto et al., 2007). Researchers have also explored the extent to which tele-operators perceive their android to be extensions of themselves, sensing physical stimuli administered to the android as if the stimuli had been administered to their own body (Ogawa et al., 2012). Perhaps the most discussed phenomenon in the field of android science is the “uncanny valley,” posited by Mori (1970). This idea suggests that the affinity a person has for an artificial agent will increase as the appearance and motor behavior of the agent becomes more human-like; however, at a certain point along the human-likeness continuum (where the agent begins to look more or less human but for slight, yet telling, signs of artificiality) feelings of affinity will sharply decline, before rapidly rising again as the agent becomes indistinguishable from an actual human (MacDorman and Ishiguro, 2006b; Seyama and Nagayama, 2007).

We propose inverting the composition of tele-operated android systems in order to create hybrid entities consisting of a human whose words (and potentially motor actions) are entirely or partially determined by a computer program. We refer to such hybrids as “echoborgs,” which can be classified as a type of “cyranoid”— Milgram’s (2010) term for a hybrid composed of a person who speaks the words of a separate person in real-time. Echoborgs can be used to examine the role of the human body, as the delivery mechanism of communication, in mediating social emotions, attributions, and other interpersonal phenomena emergent in face-to-face interaction. Furthermore, echoborgs can be used to evaluate the performance and perception of artificial conversational agents under conditions wherein people assume they are interacting with an autonomously communicating human being. To ground these claims, however, we shall first discuss the tools and constraints of contemporary android science in order to identify where echoborg methodology can contribute.

The Challenge of Creating Androids that Speak Autonomously

Examples of autonomous androids include Repliee Q1 and Repliee Q2, which were developed jointly by Osaka University and the Kokoro Corporation (see Ishiguro, 2005; Ranky and Ranky, 2005). Because androids of this nature attempt to replicate humans at both an outer/physical level as well as an inner/dispositional level, they can be evaluated against what Harnad (1991) defined as the Total Turing Test (also referred to as the Robotic Turing Test; Harnad, 2000), which establishes the entire repertoire of human linguistic and sensorimotor abilities as the appropriate criteria for judging machine imitations of human intelligence. The development of an autonomous android capable of passing such a test, however, remains a distant holy grail.

One source of current constraints concerns how artificial agents in general interpret and participate in dialog. Various terminologies describe technology that interacts with humans via natural language. “Dialog system,” “conversational agent,” and “conversational AI,” for instance, are terms used to denote the linguistic subsystems of artificial agents, though no clear consensus exists with regard to how non-overlapping these and other terms are. “Conversational agent,” the term we have employed thus far, is perhaps the most convenient term for conceptualizing the echoborg because it has been adopted by a parallel project—the development of embodied conversational agents (software that interfaces through onscreen anthropomorphic avatars). Much of the literature that distinguishes the functionality of various linguistic subsystems, however, couches these technologies as dialog systems. Types of dialog systems include high-level systems of integrated artificial intelligence that employ advanced learning and reasoning algorithms enabling a user and a machine to jointly accomplish specific tasks within a formal dialog structure (e.g., logistics and navigation planning agents), low-level systems that use basic algorithms to simply mimic, rather than understand, casual human conversation (e.g., web-based “chat bots”), and mid-level systems that strike a balance between high-level and low-level functionality (e.g., agents designed to field queries from and respond to pedestrians in transit centers; for a discussion of dialog system hierarchy, see Schumaker et al., 2007). Dialog systems can also be differentiated in terms of the level of initiative they take when interacting with users (Zue and Glass, 2000). System-initiative agents are those that control the parameters of dialog and elicit information from the user that must be compatible with certain response formats (e.g., interactive voice response telephone systems). User-initiative agents, on the other hand, are those in which the user presents queries to a passive agent (e.g., Apple’s Siri application). Mixed-initiative agents (by far the least developed variety; Mavridis, 2015) involve both the user and agent taking active roles in a joint task with the nature of dialog being qualitatively more conversational relative to other types of dialog systems.

If we treat, as Turing (1950) did, discourse capacity as a basic proxy for an interlocutor’s “mind,” then even today’s most advanced dialog system technologies render available to artificial agents such as androids minds that are at best starkly non-human (though potentially very powerful), and at worst extremely impoverished relative to that of humans. Though contemporary high-level and mid-level dialog systems are indeed impressive and their functionality continues to expand rapidly, they are not, in principle, attempts to mimic a human interlocutor capable of casual conversation. On the contrary, they are presently intended to interact with humans in specific domains and generally do not operate outside of these contexts (e.g., such a system cannot spontaneously switch from being a logistics planning agent to having a conversation about an ongoing basketball game). No human would be expected to communicate in a manner similar to these types of artificial intelligence, nor are humans necessarily constrained in terms of only being capable of communicating from within a fixed and narrow language-game. System-initiative and user-initiative agents also deviate from the norms of human–human interaction as they grant to one interlocutor total and unbreakable communicative control.

Though we can perhaps imagine high-level and mid-level dialog systems capable of engaging humans in casual conversation someday being ubiquitous throughout social robotics, at present only certain low-level and primarily text-based systems are engineered specifically for this purpose. An early but well known example of such a system is ELIZA, a chat bot with the persona of a Rogerian psychotherapist (Weizenbaum, 1966). Modern examples include A.L.I.C.E. (Artificial Linguistic Internet Chat Entity; Wallace, 2015), Cleverbot (Carpenter, 2015), Mitsuku (Worswick, 2015), and Rose (Wilcox, 2015). Many chat bots make use of the highly customizable AIML (Artificial Intelligence Markup Language) XML dialect developed by Wallace (2008) and operate by recognizing word patterns delivered by a user and matching them to response templates defined by the bot’s programmer. Increasingly sophisticated mechanisms for generating response corpora have been developed for chat bots in recent years. For instance, some developers have turned to real-time crowdsourcing of online communication repositories, such as Twitter and Facebook, as a means of producing responses appropriate for a given user input (see Mavridis et al., 2010; Bessho et al., 2012).

Chat bots are widely available on the internet and feature regularly in events such as the annual Loebner Prize competition (Loebner, 2008), a contest held to determine which chat bot performs most successfully on a Turing Test. This test involves a human interrogator simultaneously communicating via text with two hidden interlocutors while attempting to uncover which of the two is a bot and which is a real person. To date, no chat bot has reliably passed as a human being, and we are unlikely to see this feat accomplished in the near future (Dennett, 2004; French, 2012).

Generally, human interactions with chat bots fail to arrive at what conversation analysts refer to as “anchor points”: mutually attended to topics of shared focus that establish an implicit “center of gravity” during moments of conversation following routine canonical openings (Schegloff, 1986; Friesen, 2009). As chat bots tend to be user-initiative agents, they cannot engage in the type of fluid mixed-initiative conversation that is natural to mundane human–human interaction (Mavridis, 2015). Chat bots demonstrate a poor capacity to reason about conversation, cannot consistently identify and repair misunderstandings, and generally talk at an entirely superficial level (Perlis et al., 1998; Shahri and Perlis, 2008). According to Raine (2009), many chat bots work “based on an assumption that the basic components of a communication are on a phrase-by-phrase basis and that the most immediate input will be the most relevant stimulus for the upcoming output” (p. 399), an operative model that can lead conversation to irreparably fall apart when the perspectives of parties to a conversation diverge in terms of the meaning or intention each party assigns to an utterance. Human communication is fundamentally temporal and sequential, with many past and possible future utterances feeding into the meaning of a given utterance (Linell, 2009).

Developing acoustic technology that can accurately perceive spoken discourse remains a related challenge. The error rate of speech recognition technology is dramatically compounded by, among other things, variation in a speaker’s accent, the lengthiness and spontaneity of their speech, their use of contextually specific vocabulary, the presence of multiple and overlapping speakers, speech speed, and so on (Pieraccini, 2012). Thus, speech recognition systems within artificial agents perform best not when discerning casual conversational dialog, but when discerning brief and predictable utterances. Microphone array technologies and software capable of identifying and isolating multiple speakers continue to improve (e.g., the “HARK” robot audition system; Nakadai et al., 2010; Mizumoto et al., 2011), but demonstrations of these systems have essentially involved stationary apparatuses confined to laboratory environments.

Tele-Operated Androids: Mechanical Bodies, Human Operators

Tele-operated androids were developed in part to overcome a social research bottleneck within android science born of the various limitations of conversational agents and perception technologies (Nishio et al., 2007b; Watanabe et al., 2014). They thus constitute a methodological trade-off: rather than being both physically artificial and having computer-controlled behavior (a combination that currently results in poor social functioning), the tele-operated paradigm cedes behavioral control to a human and in doing so augments the speech and motor capabilities of the android.

Perhaps the most well-known tele-operated android is Geminoid HI-1, a robot modeled in the likeness of its creator, Hiroshi Ishiguro. From a remote console, the tele-operator is able to transmit their voice through the geminoid (derived from the Latin word “geminus,” meaning “double”) while software analyzing video footage of the tele-operator’s body and lip movements replicate this motor behavior in the geminoid. The tele-operator can also manually control specified behaviors such as nodding and gaze-direction. Video monitors and microphones capture the audio-visual perspective of the geminoid and transmit to the tele-operation console, allowing the tele-operator to observe the geminoid’s social environment (Nishio et al., 2007b; Becker-Asano et al., 2010).

Relative to their fully-autonomous counterparts, the enhanced conversational capacities of tele-operated androids allow researchers to study communicatively rich human–android interactions as well as offer a means of operationally separating the behavioral control unit of an agent (the tele-operator) from the body, or interface, of the agent (the android). As Nishio et al. (2007b) contend:

“The strength of connection, or what kind of information is transmitted between the body and mind, can be easily reconfigured. This is especially important when taking a top-down approach that adds/deletes elements from a person to discover the “critical elements” that comprise human characteristics” (p. 347).

These methodological assets have inspired an abundance of exploratory laboratory and field work in recent years. Abildgaard and Scharfe (2012), for instance, used Geminoid-DK to conduct university lectures and reported on how perceptions of the android differed between male and female students. Research involving android-mediated conversations between parents and children has explored to what extent children sense the personal presence of a tele-operator (Nishio et al., 2008). Straub et al. (2010) studied how tele-operators and those they communicate with jointly construct the social identity of an android. Dougherty and Scharfe (2011), meanwhile, explored whether touch influences a person’s trust in a tele-operated android.

Despite the progress and promise of tele-operated androids, this line of research faces particular constraints. The non-verbal behaviors of autonomous and semi-autonomous androids are more mechanical and less fluid relative to humans. In their neuroimaging analysis of how people perceive geminoid movement, Saygin et al. (2012) show how incongruity between appearance (human-like) and motion (non-human-like) implicitly violates people’s expectations. Developing tools for matching an android’s bodily movements to those of its tele-operator is a major research priority (Nishio et al., 2007b), and improving techniques for achieving facial synchrony is particularly necessary given the intricate facial musculature of humans and the role of facial expression in conveying emotion and facilitating social interaction (Ekman, 1992; Bänziger et al., 2009; for a discussion of robot emotion conveyance, see Nitsch and Popp, 2014). Current anthropomorphic androids are relatively limited in terms of their capacity for human-like facial expressivity (Becker-Asano, 2011). For instance, Geminoid F’s face can successfully express the emotions sad, happy, and neutral, but the model struggles to convincingly convey angry, surprised, and fearful (Becker-Asano and Ishiguro, 2011). Also, the inexactness of an android’s lip movements in relation to the words spoken by its tele-operator has been discussed as possibly degrading the quality of social interactions (Abildgaard and Scharfe, 2012). Moreover, geminoids and other android models cannot walk on account of their having large air compressors facilitating numerous pneumatic actuators (Ishiguro and Nishio, 2007).

The imperfect appearance of tele-operated androids remains a barrier to replicating the social psychological conditions of face-to-face human–human interaction. Despite painstaking efforts to create realistic silicone android models (Ishiguro and Nishio, 2007), people are minutely attuned to subtle deviations from true humanness (e.g., eyes that lack glossy wetness). In a field study conducted to test whether people would notice an inactive or relatively passive geminoid in a social space, a majority of people reported having seen a robot in their surroundings (von der Pütten et al., 2011), a finding which suggests that most people are not easily fooled into believing an android is an actual person even in social situations where they do not engage the android directly. Moreover, though geminoids and other highly anthropomorphic androids are seen as the most human-like and least unfamiliar of robot types, people nonetheless perceive these androids as more threatening than less anthropomorphic models (Rosenthal-von der Pütten and Krämer, 2014).

There is also an important practical constraint characterizing the tele-operated and autonomous android paradigms. As Ziemke and Lindblom (2006) point out, it is quite time consuming and costly to produce android experimental apparatuses. This raises issues as to the scalability of the current android science research model and the extent to which experiments making use of a particular device in one laboratory can be replicated elsewhere.

The Echoborg

An echoborg is composed of a human whose words (and potentially motor actions) are entirely or partially determined by a computer program. Echoborgs constitute a methodological trade-off inverse to that of the tele-operated paradigm discussed above, as they allow the possibility of studying social interactions with artificial agents that have truly human interfaces. The unique affordances of echoborgs can complement those of tele-operated and fully-autonomous androids and contribute to our understanding of the social psychological dynamics of human–agent interaction.

Speech Shadowing and the Cyranoid Method

The echoborg concept stems from work conducted by Corti and Gillespie (2015), whose application of Milgram’s (2010) “cyranoid method” of social interaction demonstrates a means of creating hybrid human entities via an audio-vocal technique known as “speech shadowing.” Speech shadowing involves a person (the shadower) voicing the words of an external source simultaneously as those words are heard (Schwitzgebel and Taylor, 1980). This can be facilitated by-way-of an inner-ear monitor worn by the shadower that receives audio from the source. Research has shown that native-language shadowers can repeat the words of a source at latencies as low as a few hundred milliseconds (Marslen-Wilson, 1973, 1985; Bailly, 2003) and can perform the technique while simultaneously attending to other tasks (Spence and Read, 2003). Shadowers tend to reflexively imitate certain gestural elements of their source (e.g., stress, accent, and so on)—a phenomenon known as “phonetic convergence” (Goldinger, 1998; Shockley et al., 2004; Pardo et al., 2013).

One finds the use of speech shadowing as a research tool primarily in psycholinguistics and the study of second-language acquisition. In the late 1970s, however, Milgram—famous for his controversial studies on obedience to authority (Milgram, 1974)—began using speech shadowing to investigate social scenarios involving people communicating through shadowers. He saw the technique as a means of pairing sources and shadowers whose identities differed in terms of race, age, gender, and so on, thus allowing sources to directly experience an interaction in which their outer appearance was markedly transformed (see Figure 1). From the point of view of the shadower, the method enabled exploration into the sensation of contributing to an unscripted conversation not one’s self-authored thoughts, but entirely those of a remote source. Inspired by the play Cyrano de Bergerac, the story of a poet (Cyrano) who assists a handsome but inarticulate nobleman (Christian) in wooing a woman by telling him what to say to her, Milgram referred to these source-shadower pairs as “cyranoids.”
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FIGURE 1 | Illustration of a basic cyranoid interaction. The shadower voices words provided by the source while engaging with the interactant in person.


As speech shadowing proved to be a relatively simple task that research participants were quick to grasp, Milgram quickly began exploring a variety of cyranic interactions. For instance, in several pilot studies he examined whether “interactants” (Milgram’s term for those who encountered a cyranoid) would notice if the source was changed mid-conversation (Milgram, 1977). Milgram (2010) also sourced for 11- and 12-year-old children during interviews with teachers naïve to the manipulation. Following these interactions, all of the teachers seemed to take the interviews at face value—they neither picked up on the true nature of the interactions nor sensed that the child they interviewed had behaved non-autonomously. The teachers had succumbed to the “cyranic illusion,” that is, the tendency to perceive interlocutors as autonomous communicators and thus fail to notice an interlocutor that is a cyranoid.

Corti and Gillespie (2015) argue that one of the cyranoid method’s primary strengths is that it allows the researcher to manipulate one component of the cyranoid, either the shadower or the source, while keeping the other component fixed. Thus, one can study how the same source is perceived when interacting through a variety of shadower-types. Conversely, a researcher can opt to keep the shadower constant and vary the identity of the source across experimental conditions. This capacity mirrors the functionality of tele-operated androids as well as similar methods for studying transformed social interactions (e.g., using 3D immersive virtual environment technology to alter people’s identities; see Blascovich et al., 2002; Bailenson et al., 2005; Yee and Bailenson, 2007). A unique benefit of the cyranoid method is that it allows for in person, face-to-face interactions between an interactant and a hybrid. When interacting with a cyranoid, one is not interacting with an onscreen person, or a human-like machine, or a virtual representation of a human, but with an actual human body.

While Corti and Gillespie’s (2015) recent work was conducted in the laboratory, it follows recent field explorations of cyranoids in experiential art installations (Mitchell, 2009) and as classroom learning tools (Raudaskoski and Mitchell, 2013). Taken together, these studies outline a number of basic protocols for constructing cyranic interactions and discuss the devices necessary for creating a basic cyranoid apparatus, which involves both a means of discreetly transmitting audio from the source to the shadower as well as a means for the source to hear (and, if possible, see) the interaction between the shadower and the interactant. The amalgam of devices one uses toward these requirements depends upon the type of interaction the researcher wishes to create. For instance, if a researcher wants to keep hidden from interactants the fact that a cyranoid is present in an interaction, then the cyranoid apparatus should be discreet and non-visible/audible to interactants. If the researcher wants the shadower to be mobile, then the devices that compose the cyranoid apparatus must transmit wirelessly. Minimizing the audio latency in the communication loop is crucial to any cyranoid apparatus; interactant→source and source→shadower audio transfer must be accomplished in a realistic amount of time.

A cyranic interaction involving a covert cyranoid is typically accomplished using an apparatus similar to the following. A wireless “bug” microphone placed near where the shadower and interactant engage each other transmits to a radio receiver listened to by the source in an adjacent soundproof room. The source speaks into a microphone connected to a short-range radio transmitter which relays to a receiver worn in the pocket of the shadower. Connected to the shadower’s receiver is a neck-loop induction coil worn underneath their clothing. The shadower wears a wireless, flesh-colored inner-ear monitor that sits in their ear canal and receives the signal emanating from the induction coil, allowing the shadower to hear and thus voice the source’s speech. This amalgam of devices is neither visible nor audible to interactants.

Ceding Verbal Agency to a Machine

Echoborg methodology takes the original cyranoid model and replaces the human source with an artificial conversational agent. The words produced by the conversational agent are thus voiced and embodied by a human shadower. Echoborgs have at least four main research affordances:

Interchangeability of Shadowers and Conversational Agents

Both the shadower and the conversational agent that comprise an echoborg are easily customizable and interchangeable. The researcher need only train a confederate with the desired physical attributes to speech shadow sufficiently and then couple them with a conversational agent. This gives the researcher the freedom to construct many echoborgs, each differentiated from one another in terms their particular conversational agent, gender, age, and so on. Thus, one can observe how the same conversational agent is perceived depending on the identity of the shadower by holding the conversational agent constant across experimental conditions and varying the shadower (e.g., female shadower vs. male shadower). Alternatively, the researcher can hold the shadower constant and vary the conversational agent (e.g., ELIZA vs. A.L.I.C.E).

Visual Realism

Echoborgs offer a means of studying interactions under conditions where the interactant’s cognitive sense of the interaction is undistorted by any esthetic, acoustic, non-verbal, or motor non-humanness of the physical agent they encounter (e.g., lips that do not exactly align with the words they utter or eyes that do not perfectly make contact with the interactant’s). Speech shadowing is not a cognitively demanding task; it is rather simple for a well-rehearsed speech shadower to attend to other behaviors while replicating the speech of their source, including matching their body language to the words they find themselves repeating (e.g., shaking their head from side-to-side upon articulating the word “no”).

Mobility

Echoborgs can take advantage of the shadower’s physical mobility and need not be confined to stationary interactions—they can walk or otherwise move about while communicating with interactants. Human communication did not evolve for having conversations per se; it evolved for coordinating joint activity (Tomasello, 2008). Research on everyday language use shows that communication is a means of doing (Clark, 1996). Accordingly, mobile echoborgs open up the possibility of testing conversational agents in the context of performing a joint non-stationary activity.

Covert Capacity

Taking advantage of the cyranic illusion, echoborgs can interact with people covertly (i.e., under conditions wherein interactants assume they are encountering an autonomously communicating person). This affordance can be juxtaposed with the fact that at present, those who interact with tele-operated or autonomous androids are under no illusion that they are interacting with a fully-autonomous human being. The covert capacity of echoborgs thus presents a new means of researching interactions with conversational agents. It is one thing to evaluate interactions with conversational agents in contexts where people are cognitively aware, or at least primed to believe, that they are speaking to something artificial, but it is entirely different to study these systems under conditions where the interface one encounters (an actual human body) creates the visceral impression that one is dealing with an autonomous person.

Overview of Studies

We conducted three experiments in which participants interacted with echoborgs. These studies explored the ways in which echoborgs, as human interfaces, mediate the experience of conversing with a chat bot in various contexts, as well as the extent to which echoborgs improve a chat bot’s ability to pass as human (i.e., be taken for a human rather than a robot). Each study was approved by an ethics review board at the London School of Economics and Political Science and conducted at the university’s Behavioral Research Laboratory. Adult participants were recruited online via the university’s research participant recruitment portal and included students from the university, university employees, and people unaffiliated with the university. Participants gave informed consent prior to participation and were debriefed extensively.

Study 1: Turing Testing with Echoborgs

Aims

In outlining the logic of his imitation game, Turing (1950) argued that “there was little point in trying to make a “thinking machine” more human by dressing it up in such artificial flesh” (p. 434) and made a clear distinction between what he thought of as the physical (likeness) and intellectual (functional) capacities of humans. However, this distinction has been criticized (Harnad, 2000); perceiving the salient bodily characteristics of other entities is fundamental to how humans infer the subjective states (or lack thereof) of said entities, be they real or unreal in reality (Graziano, 2013). To explore this tension, our first study investigated a Turing Test scenario wherein participants were asked to determine which of two shadowed interlocutors was truly human and which was a chat bot. Furthermore, we sought to determine whether a chat bot voiced by a human shadower would be perceived as more human-like than the same bot communicating via text.

Shadowers and Subjects

Two female graduate students (both aged 23) were trained as speech shadowers. Eighty-two participants (42 female, mean age = 28.93, SD = 12.05) were randomly assigned into pairs within one of two experimental conditions: Text Interface (n = 21) and Echoborg (n = 20). One participant within each pair was randomly selected to function as the Turing Test interrogator while the second participant was designated as the human interlocutor. In all pairs, participants were both unfamiliar with one another and unaware of the other’s role in the study.

Procedure

From the interaction room, the researcher instructed the interrogator that the study involved using a text-based instant messaging client (Pidgin) to simultaneously communicate with two anonymous interlocutors, one of whom was a chat bot (Cleverbot). The interrogator’s computer showed two separate text-input windows, one that delivered to “Interlocutor A,” and another that delivered to “Interlocutor B.” The interrogator was told that following 10-min of conversation they would be asked which of these two interlocutors they believed was the real human. Meanwhile, in a separate room, a research assistant instructed the human interlocutor that the study involved holding a 10-min conversation with a stranger and that their task was to simply respond to messages that appeared on a computer screen. The human interlocutor was thus blind to the fact that they were engaged in a Turing Test. Both the interrogator and the human interlocutor were informed that they were free to discuss any topic during the interaction so long as nothing was vulgar.

Text Interface Condition

Once instruction was complete, the researcher relocated to a third room (the source room) where they monitored the interaction using a computer. Messages that the interrogator typed to Interlocutor A were routed to the researcher, who input the received text into Cleverbot and routed Cleverbot’s response back through the instant messaging client to the interrogator. Messages the interrogator sent to Interlocutor B, meanwhile, were routed to the human interlocutor’s computer, and the human interlocutor directly responded in text via the instant messaging client.

Echoborg Condition

The interrogator was further instructed that though they would type messages to Interlocutor A and Interlocutor B via the instant messaging client, the responses of these two interlocutors would be spoken aloud by two speech shadowers. The two speech shadowers, with shadowing equipment, entered the room, sat side-by-side facing the interrogator at a distance of roughly six feet, and it was made known to the interrogator which shadower would reproduce the words of Interlocutor A and which would reproduce the words of Interlocutor B (shadowers alternated between trials in terms of the interlocutor they were paired to). The interrogator was informed that the shadowers would speak solely words they received from their respective sources and that at no point during the interaction would the shadowers speak self-authored thoughts. Furthermore, the interrogator was informed that both interlocutors would only respond to typed messages and that nothing the interrogator spoke aloud would be responded to.

Following these instructions, the researcher relocated to the source room. As in the Text Interface condition, messages that the interrogator sent to Interlocutor A were routed to the researcher’s computer where they were input by the researcher into Cleverbot. Instead of routing Cleverbot’s responses back to the interrogator through the instant messaging client, however, the researcher spoke Cleverbot’s responses into a microphone which relayed to the speech shadower paired to Interlocutor A, thus allowing them to hear and repeat Cleverbot’s words to the interrogator. Similarly, the human interlocutor’s typed responses were routed to the researcher’s computer (rather than directly to the interrogator), allowing the researcher to speak these messages into a separate microphone which relayed to the shadower paired to Interlocutor B (see Figure 2).
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FIGURE 2 | Illustration of a Turing Test scenario involving speech shadowing. This figure visually depicts the Echoborg condition in Study 1.


Stock Responses

Cleverbot’s response formats are not programmed; Cleverbot references past conversations it has held with people over the internet when generating a reply to a given user input (Carpenter, 2015). Unlike other bots, therefore, Cleverbot has no consistent identity. Its strength lies in its ability to learn unique ways of responding. We decided, however, that in order to establish consistency between experimental trials, three stock responses would be supplied in both conditions to the interrogator in lieu of a response generated by Cleverbot. Each time the interrogator inquired as to the name of Interlocutor A, the standard response “My name is Kim” was supplied to the interrogator. In response to questions as to what Interlocutor A’s occupation was, the response “I’m a psychology student here” was supplied. Finally, in response to questions concerning where Interlocutor A was from, the response “I’m from London” was given.

Measures

Following the interaction, the interrogator indicated on a questionnaire which of the two interlocutors (A or B) they believed was the real human and indicated along a 10-point scale how confident they were that they had made the correct identification (1: not at all confident; 10: highly confident). Interrogators also rated each interlocutor along a 10-point scale in terms of how human-like they seemed (1: seemed very mechanical and computer-like; 10: seemed very human-like).

Results

In the Text Interface condition, 21 out of 21 interrogators correctly identified Interlocutor B as being the real human, compared to 18 out of 20 interrogators in the Echoborg condition, a non-significant difference, z = 1.49, p = 0.14 (two-tailed). There was no significant difference between conditions in terms of how confident interrogators were with regard to their answers, with interrogators in the Text Interface condition reporting an average confidence of 7.67 (SD = 2.61) and interrogators in the Echoborg condition reporting an average confidence of 7.55 (SD = 1.70), t(39) = 1.68, SE = 0.69, p = 0.87.

Human-likeness ratings were compared using a repeated measures analysis of variance, with Condition (Text Interface vs. Echoborg) treated as a between-subjects factor and Interlocutor (Interlocutor A vs. Interlocutor B) treated as a within-subjects factor. There was a significant main effect of Interlocutor showing that Interlocutor B was perceived as significantly more human-like than Interlocutor A in both conditions, F(1,39) = 130.87, r = 0.88, p < 0.001. There was also a significant interaction between Condition and Interlocutor, F(1,39) = 7.23, r = 0.40, p < 0.05. Independent samples means tests showed that the average human-likeness rating of Interlocutor A in the Text Interface condition (M = 2.14, SD = 1.15) was significantly less than the average rating in the Echoborg condition (M = 4.05, SD = 2.42), t(39) = –3.25, SE = 0.59, p < 0.01. Meanwhile, the average human-likeness rating of Interlocutor B in the Text Interface condition (M = 8.76, SD = 1.51) was not significantly different from the average rating in the Echoborg condition (M = 8.15, SD = 1.46), t(39) = 1.32, SE = 0.46, p = 0.20.

Discussion

The interface (human body vs. text) engaged by the interrogator made no statistically significant difference in terms of their ability to discern which interlocutor was the real human. The chat bot, however, was perceived by interrogators as significantly more human-like when being shadowed by a person compared to when simply communicating via text. This contrasted with the fact that how human-like human interlocutors seemed to participants did not depend on whether their words were voiced by a speech shadower. This suggests that as the quality of an interlocutor’s discourse capacity improves (i.e., becomes more human) in Turing Test scenarios, the role the interface plays in eliciting judgments about human-likeness declines.

Study 2: A Human Imitating a Chat Bot?

Aims

Study 2 investigated whether attributing human agency to an interlocutor is increasingly determined by the nature of the interface as the words spoken by the interlocutor provide less definitive evidence. We designed a scenario wherein participants encountered an interlocutor and had to determine whether the interlocutor was (a) a person communicating words that had been generated by a chat bot, or (b) a person merely imitating a chat bot, but nonetheless speaking self-authored words (the former option always being true). The point here was to see whether or not the interface participants encountered (human body vs. text) influenced whether they thought their interlocutor was producing self-authored words or, alternatively, those of a machine. The framing of the scenario leads participants to expect that the communication offered by their interlocutor will be abnormal, thus the conversational limitations of chat bots are not a liability as they are in standard Turing Test scenarios. By design, participants must form an attribution regarding the communicative agency of their interlocutor under conditions of ambiguity.

Research on perceptual salience suggests that people will deem causal what is salient to them in the absence of equally salient alternative explanations (Jones and Nisbett, 1972; Taylor and Fiske, 1975). Dual process information evaluation theories propose that when a person evaluates the communication and behavior of others, stimulus ambiguity increases reliance on heuristic cues (e.g., appearance) at the expense of more thoughtful situational evaluation (Sager and Schofield, 1980; Devine, 1989; Chen and Chaiken, 1999). We extrapolated from this research that when faced with an ambiguous situation in which one’s interlocutor was either truly speaking words generated by a chat bot or merely pretending to be one, the interface (and thereby the heuristic cues) salient to the participant would determine how they attributed authorship to the words they encountered. We therefore hypothesized that those who encountered an echoborg would be more likely to see their interlocutor as producing self-authored words (imitating a chat bot) compared to those who encountered an interlocutor through a text interface.

Shadowers and Subjects

A female graduate student (aged 30) was trained to perform as a speech shadower. Fifty-eight adult participants (35 female; mean age = 25.19, SD = 9.08) were randomly assigned to one of two conditions: Echoborg (n = 28) and Text Interface (n = 30).

Procedure

As with Study 1, Cleverbot, as well as the three stock responses described above, were used in all trials.

The participant was led to an interaction room and instructed by the researcher that the study involved holding a 10-min conversation with an interlocutor who was either (a) communicating solely words that had been generated by a chat bot program (at no point speaking anything self-authored), or (b) simply imitating a chat bot program, but producing self-authored words nonetheless. The researcher ensured that the distinction between these scenarios was clear to the participant and gave the further instruction that the participant would be asked following the interaction which of the two scenarios they believed to have been the case. The participant was informed that they were free to discuss anything they liked with their interlocutor so long they refrained from vulgarity.

Unlike Study 1, which had participants send messages to their interlocutors via an instant messaging client, Study 2 featured participants speaking aloud to their interlocutor as they would during any other face-to-face encounter, thereby increasing the mundane realism of the scenario. The apparatus for this type of interaction, however, required a means of inputting the participant’s spoken words into the chat bot in the form of text. As we deemed speech-to-text software to be insufficient for our purposes (being too slow and inaccurate), we settled on a procedure wherein the researcher (from an adjacent room) acted as the chat bot’s ears and speed typed the participant’s words into the chat bot as they were being spoken, paraphrasing when necessary for particularly verbose turns. This can be conceptualized as a minimal technological dependency format of the echoborg method (as opposed to a full technological dependency format which would place acoustic perception solely on technology). Although a minimal technological dependency format adds an additional human element to the communication loop, it ensures that accurate representations of interactants’ words are processed by the conversational agent.

Text Interface Condition

The participant was seated in front of a computer screen which displayed a blank instant messaging client chat window. The participant was instructed that they were to address their interlocutor by speaking aloud and that their interlocutor would respond via text readable in the chat window. Once instruction was complete, the researcher left the interaction room and returned to the adjacent source room. From the source room, the researcher overheard words spoken by the participant via a covert wireless microphone and speed typed them into Cleverbot’s text-input window. Cleverbot’s responses were then sent through the instant messaging client to the participant’s screen in the interaction room (see Figure 3).
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FIGURE 3 | Illustration of interaction scenarios in Study 2 and Study 3.


Echoborg Condition

The participant was instructed that as soon as the researcher left the interaction room their interlocutor would enter and sit facing the participant (at a distance of roughly six feet). The participant was not made aware of the fact that their interlocutor would be wearing an earpiece and receiving messages via radio, and the cyranoid apparatus was not visible to the participant. The researcher then left the interaction room and returned to the adjacent source room while the shadower entered the interaction room and sat across from the participant. The researcher listened to the words of the participant via a covert wireless microphone, speed typed them into Cleverbot’s text-input window, and subsequently spoke Cleverbot’s responses into a microphone which relayed to the shadower’s inner-ear monitor.

Measures

Following the interaction, the participant indicated on a questionnaire whether they thought their interlocutor had truly been producing words generated by a chat bot program or whether their interlocutor was simply imitating a chat bot.

Results

Of the 30 participants in the Text Interface condition, 11 stated following the interaction that they believed their interlocutor was simply imitating a chat bot compared to 22 of 28 participants in the Echoborg condition. A binary logistic regression model showed these proportions to be significantly different from one another, OR = 6.33, b = 1.85, SE = 0.60, p < 0.01 (indicating that the odds of a participant in the Echoborg condition deciding their interlocutor was imitating a chat bot were 6.33 times greater than the odds of a participant in the Text Interface condition coming to the same conclusion).

To gain a sense of the audio latency dynamics of echoborg interactions involving minimal technological dependency, we randomly selected four trials from the Echoborg condition and measured the time between the conclusion of each interactant-utterance and the commencement of the echoborg’s subsequent response. The average latency was 5.15 s (SD = 3.04 s).

Discussion

Our results indicate that under conditions of ambiguity wherein the source of an interlocutor’s verbal agency is unclear, the interface substantially affects whether one attributes human agency to the words one’s interlocutor produces. Participants who communicated with a chat bot via a text interface were significantly more likely to see their interlocutor as actually producing words generated by a chat bot compared to those who encountered the same chat bot but through a human shadower. The results from this study corroborate the notion that the cyranic illusion is robust in circumstances involving extreme source-shadower incongruity: people are biased toward perceiving an echoborg as an autonomous person.

Our findings suggest that it is relatively easy to get a chat bot to be perceived as an autonomous human if one is free to manipulate the contextual frame (i.e., the social psychological context of the interaction). An ostensibly simple suggestion from the experimenter (i.e., that an interlocutor might be a human imitating a chat bot) can shift the entire contextual frame, fundamentally altering attributions of agency. Indeed, whenever it is claimed a certain bot has “passed the Turing Test” or some variant of Turing’s game, it usually has less to do with advances in conversational agent technology and more to do with shifting the contextual frame (e.g., when the chat bot Eugene Goostman—a bot that poses as a 13-year-old Ukrainian boy with limited English skills and general knowledge—was declared as having successfully fooled 33% of interrogators in a Turing Test in 2014; You, 2015). This, however, raises a fundamental question: within what contextual frame should participants encounter chat bots when we evaluate them? Arguably, the most important frame is the most common, namely, the everyday assumption that our interlocutors are human, just like us.

Study 3: Can Covert Echoborgs Pass as Human in the Everyday Contextual Frame?

Aims

Study 3 examined people’s impressions following their conversing with an agent who, unbeknownst to them, produced solely the words of a chat bot. We aimed to gauge whether or not being shadowed by a human improved a chat bot’s ability to pass as an actual person within the everyday contextual frame (i.e., under the conditions of a generic social encounter wherein it is assumed an interlocutor is an ordinary human). The concept of “passing” within such a frame comes from the sociological and social psychological traditions that explore the mechanisms through which people manage identities in order to be accepted as a member of a particular group (Goffman, 1963; Renfrow, 2004; Khanna and Johnson, 2010). For example, the anthropomorphic androids in Dick’s (1968) novel Do Androids Dream of Electric Sheep? were able to pass as human so long as they concealed their true nature, took part in mundane human activities, and avoided the scrutiny of bounty hunters. The speech shadower in an echoborg is essentially a human mask placed over the peripherals one normally associates with computer systems. From a static third-person point of view, therefore, echoborgs appear to be autonomous human beings and nothing more, raising the question as to whether or not despite their communicative deficiencies people still sense that echoborgs are ordinary people. We predicted that research participants would not leave an interaction with a covert echoborg with the impression of having communicated with something non-human, whereas interacting with a covert chat bot through a text interface would leave participants with a strong impression of having encountered machine intelligence of some sort.

This study also investigated perceptual phenomena associated with the uncanny valley, namely how human-like, eerie, and familiar a covert echoborg interlocutor would seem to those with whom they communicated, and whether or not people would be comfortable in the presence of a covert echoborg. Mori’s (1970) original hypothesis suggested that “subtle deviations from human appearance and behavior create an unnerving effect” (MacDorman and Ishiguro, 2006b, p. 299), and our goal was to gauge people’s reaction to an interlocutor that was human in all respects but for the fact that a conversational agent determined the words they spoke.

Shadowers and Subjects

A female graduate student (aged 23) was trained to perform as a speech shadower. Forty-one adult participants (26 female; mean age = 24.12, SD = 7.59) were randomly assigned to one of two conditions: Echoborg (n = 20) and Text Interface (n = 21).

Procedure

In addition to Cleverbot, two other chat bots were used in this study: Mitsuku (winner or the 2013 Loebner Prize) and Rose (winner of the 2014 Loebner Prize). In the Echoborg condition, Cleverbot and Rose were each assigned to speak with seven participants while Mitsuku spoke with six participants. In the Text Interface condition, Cleverbot, Rose, and Mitsuku each spoke with seven participants. During Cleverbot trials, the stock responses used in the prior two studies were employed.

The participant was instructed that the study concerned how strangers conversed when speaking for the first time, that it involved simply holding a 10-min conversation with another research participant, and that they were free to decide on topics for discussion so long as vulgarity was avoided. The researcher made no mention of chat bots or of anything related to artificial intelligence. Furthermore, the participant was given no indication that their interlocutor would behave non-autonomously or abnormally. The aim was to invoke the everyday contextual frame, in so far as that can be done within an experimental setting.

This study used the same minimal technological dependency apparatus and procedure as in Study 2. In the Text Interface condition the participant spoke aloud to their interlocutor while their interlocutor’s responses were shown in text on a computer screen. In the Echoborg condition the participant encountered a human shadower face-to-face.

Measures and Post-Interaction Interview

Following the interaction the participant completed a brief questionnaire containing items asking them to indicate on a 10-point scale how human-like (1: very mechanical and computer-like; 10: very human-like), eerie (1: not at all eerie; 10: very eerie), and familiar (1: not at all familiar; 10: very familiar) their interlocutor seemed, as well as how comfortable they felt during the interaction (1: not at all comfortable; 10: very comfortable). Participants were also asked to briefly describe in writing the person they spoke with and what they thought they study was about.

When the questionnaire was completed, the researcher interviewed the participant to gain a sense of their impressions of the interaction and their interlocutor. The participant was asked to describe salient aspects of their interlocutor’s personality. In order to ascertain whether the participant had picked up on the fact that they had communicated with a computer program, the researcher asked the participant whether they had suspicions regarding the nature of their interlocutor or about the study generally. Finally, the researcher revealed to the participant the full nature of the interaction and disclosed the purpose of the study.

Results

In the Text Interface condition, 14 of 21 participants (67%) mentioned during their post-interaction interview (prior to the researcher making any allusion to chat bots or anything computer-related) that they felt they had spoken to a computer program or robot. Two participants stated during debriefing that they suspected their interlocutor was a real person acting or using a script. Furthermore, seven participants (33%) explicitly stated in writing on their questionnaires that they believed the purpose of the study was to assess human–computer/human–robot interaction. Of the 14 participants who did not indicate that they thought the purpose of the study involved human–computer interaction, six said that they thought the study concerned how strangers communicated with one another (the stated purpose of the study supplied by the researcher prior to the interaction). Two participants believed the study concerned how people handle abnormal/unexpected situations. Six participants provided unique responses that did not fit into these categories.

Only 3 of 20 participants (15%) in the Echoborg condition stated during their post-interaction interview that they felt as though they had spoken to a computer or robot. Fifteen participants made it clear to the researcher during their interview that they suspected their interlocutor had been acting or giving scripted responses that did not align with their actual persona. Only two participants (10%) indicated in writing on their questionnaires that they believed the purpose of the study was to assess human–computer/human–robot interaction. Of the 18 participants who did not indicate that they thought the study’s purpose was to investigate human–computer interaction, only one stated that they thought the purpose of the study was to investigate communication between strangers. Seven participants believed the purpose of the study related to how people deal with abnormal/unexpected situations (e.g., “how people react when thrown out of their comfort zone” and “how people react to people who do not comply with social norms”). Four participants believed the study’s purpose was to see how people communicated those who were shy/introverted. Three participants stated that they thought the study’s purpose involved how people communicate with those who have a disability such as autism or speech impairment. Four participants provided other unique responses.

We performed a multivariate analysis of variance to see whether Interface (Echoborg vs. Text Interface) and Chat Bot (Cleverbot vs. Mitsuku vs. Rose) produced effects on participants’ judgments concerning the four questionnaire items that pertained to how familiar, eerie, and human-like their interlocutor seemed as well as how comfortable they felt during the interaction. An initial omnibus test showed a significant effect of Interface, Λ = 0.73, F(4,34) = 3.18, p < 0.05, η2 = 0.27, and a non-significant effect of Chat Bot, Λ = 0.74, F(8,68) = 1.41, p = 0.21, η2 = 0.14. Univariate tests showed a significant effect of Interface on how comfortable participants felt during the interaction, F(1,37) = 10.64, p < 0.01, η2 = 0.22, with participants in the Text Interface condition reporting higher levels of comfort (M = 5.52, SD = 2.42) compared to those in the Echoborg condition (M = 3.44, SD = 2.04). However, these univariate tests showed non-significant effects of Interface with respect to how familiar, F(1,37) = 1.52, p = 0.23, η2 = 0.04, eerie, F(1,37) = 0.08, p = 0.77, η2 < 0.01, and human-like, F(1,37) = 0.24, p = 0.63, η2 = 0.01, interlocutors seemed. In the Text Interface condition, mean scores for familiarity, eeriness, and human-likeness were 3.81 (SD = 1.89), 6.19 (SD = 2.14), and 2.95 (SD = 1.63), respectively, compared to scores of 3.00 (SD = 2.22), 6.00 (SD = 2.00), and 2.70 (SD = 1.78), respectively, within the Echoborg condition.

Two Echoborg condition trials for each chat bot were selected at random and the audio latency was assessed. The average latencies for Cleverbot, Mitsuku, and Rose were 4.43 s (SD = 2.92 s), 5.95 s (SD = 3.98 s), and 3.96 s (SD = 3.94 s), respectively. As each trial made use of the same minimal technological dependency format of interaction, the differences between these latencies can be accounted for by the fact that the chat bots we used differ in terms of the speed at which they generate and return responses.

Discussion

In line with our hypothesis, a majority of participants in the Text Interface condition sensed they were communicating with a chat bot despite being led to believe they would be talking to another research participant while only a small minority of participants in the Echoborg condition came to the same conclusion. These results suggest that a chat bot stands a far greater chance of passing as a human in an everyday contextual frame when being shadowed by a human than when communicating via a text interface. The caveat to these findings, however, is that interactants do not tend to see a person shadowing for a chat bot as genuine. Rather, interactants see such people as deliberately behaving outside of their normal persona. This finding corroborates the general phenomenon observed in Study 2, that people are inclined to perceive an echoborg as somebody acting but nonetheless speaking self-authored words. We should note, however, that participants’ awareness of being in a laboratory study may have contributed to their suspecting that the persona they encountered was not genuine. Future research may include observational field studies wherein interactants encounter a covert echoborg in real-world social contexts (e.g., a generic social gathering). It is plausible that in such scenarios interactants would be less inclined to form the belief that an echoborg was someone deliberately acting outside of their normal persona.

Although our experiment only considered two types of interfaces as opposed to a continuum of interfaces ranging from the very-human to the very-mechanical, our results contribute a novel finding to the discussion surrounding uncanny valley phenomena. We found evidence that people feel significantly less comfortable speaking to a chat bot through a human speech shadower than they do speaking to the same chat bot through a text interface. General discomfort seemed to derive from the social awkwardness that arose due to the chat bot’s violations of conversational norms. The effect of these violations appears to have been magnified in the Echoborg condition. It is likely that participants in the Echoborg condition held higher expectations about the level of understanding and rapport that would be reached and sustained during the interactions on account of their speaking face-to-face with another human being, for the physical body of the other is laden with social cues that evoke such expectations (Kiesler, 2005). Komatsu and Yamada’s (2011) “adaptation gap” hypothesis suggests that when expectations are not met during interactions with agents (e.g., when the implied social capacity of an agent exceeds that actually experienced by a user), people’s subjective impressions are affected. Accordingly, participants in the Echoborg condition may have felt more uncomfortable compared to their counterparts in the Text Interface condition partly due to their having higher pre-interaction expectations about the quality of interlocution they would experience. What requires further study is the investigation of conditions within which participants are told prior to interacting with either an echoborg or a text interface that their interlocutor will be producing the words of a chat bot. Adding two such conditions to Study 3′s design would allow one to observe whether the body of the other produces effect on feelings of comfort independent of pre-interaction expectations.

General Discussion

We have introduced and demonstrated a new research method, a special type of cyranoid we call an echoborg. Echoborgs make possible interactions with artificial conversational agents that have truly human interfaces. Though an abundance of research has demonstrated various means of embodying machine intelligence in human form, from onscreen embodied conversational agents (e.g., Cassell et al., 2000; Krämer et al., 2009) to 3D agents in immersive virtual environments (e.g., Selvarajah and Richards, 2005; Bailenson et al., 2008) to tangible machine-bodied androids (e.g., Ishiguro and Nishio, 2007; Spexard et al., 2007), the echoborg stands apart from these other methods in that it involves a real, tangible human as the interface.

Study 1 compared a standard text-based version of the Turing Test to an echoborg version and found that although a chat bot’s ability to pass a Turing Test was not improved when being shadowed by a human, being shadowed did increase ratings of how human-like the chat bot seemed. This effect of embodiment on human-likeness was unique to chat bot interlocutors, as human interlocutors in these tests were not seen as more human-like when their words were spoken by a human shadower, suggesting that a demonstrated capacity for human-level dialog may override the effect of human embodiment on perceptions of human-likeness in Turing Test contexts. Study 2 showed that in an ambiguous situation wherein participants were told that an interlocutor was either articulating words generated by a chat bot or merely imitating one, participants in a text interface condition were more likely to conclude that they had encountered the words of an actual chat bot than those who encountered an echoborg. The contrast between these two conditions provides evidence for (a) the robustness of the cyranic illusion, and (b) the notion that people’s causal attributions align with what is most salient and least ambiguous to them. Study 3 explored the notion of passing and the uncanny valley in an ordinary, everyday contextual frame (i.e., the experimental context attempted to simulate a generic, unscripted, first-time encounter between strangers). Participants engaged with a covert chat bot via either a text interface or an echoborg. When interviewed following these interactions, most of the participants who engaged a text interface suspected they had encountered a chat bot, whereas only a few of the participants who engaged an echoborg held the same suspicion. This suggests that it is possible for a chat bot to pass as fully human given the requisite interface, namely an actual human body, and a suitable contextual frame. This study also found that people were less comfortable speaking to an echoborg than to a text interface.

Implications

Android Science

Drawing from Nunamaker et al.’s (2011) distinction between virtual avatars and embodied conversational agents, in Figure 4 we visualize a simple two-dimensional matrix differentiating the basic tools available to android science, with one dimension indicating the source of verbal (and potentially non-verbal) agency and the other indicating interface-type. This matrix places the echoborg in relation to current mechanical devices utilized by android researchers (autonomous and tele-operated androids) as well as human beings as experimental subjects. By juxtaposing the field’s tools in this manner, we can begin formally distinguishing the unique research questions that lend themselves to each. The fundamental question that each of these tools can be applied to concerns what happens when the human elements of an interlocutor are removed and replaced by artificial imitations. The unique questions that can be approached via the usage of echoborgs concern how real human bodies (not mere mechanical imitations) fundamentally alter people’s perceptions of and interactions with machine intelligence.


[image: image]

FIGURE 4 | Basic tools of android science.


In the echoborg paradigm, the communicative limitations of chat bots and other types of conversational agents are not treated as problematic barriers to fluid conversation. Rather, these limitations are directly operationalized; how the human body as an interface mediates the perception of these communicative limitations is what is of interest. We can thus differentiate the echoborg paradigm from the tele-operated android paradigm in the following manner. Tele-operated android research targets the social dynamics between humans and human-like machine interfaces. Given that conversational agents are relatively poor communicators, the tele-operated paradigm cedes speech-interpretation/generation responsibility to a human operator, whose experiences operating an android can also be the subject of inquiry. By contrast, the echoborg paradigm is interested in the social dynamics that emerge when the words artificial systems produce are refracted through actual human bodies during face-to-face interaction.

The affordance which grants the echoborg particular promise as a methodology is that it allows researchers the opportunity to study interactions under conditions wherein people believe they are speaking to an autonomously communicating person. The echoborg can interact covertly (i.e., without interactants expecting that they are communicating with a bot). Of course, chat bots and other conversational agents can be deployed covertly via traditional text interfaces—and many are (e.g., posing as real people in chat rooms, web forums, and social media websites in order to distribute marketing messages and collect user-data; Gianvecchio et al., 2011; Nowak, 2012). But as Study 3 shows, focused interaction with a covert chat bot via a text interface for a sustained period of time is very likely to result in the interactant sensing that that they are not speaking to an actual person. Today’s chat bots simply fail to sustain meaningful mixed-initiative dialog, and unless their words are vocalized by a tangible human body, their true nature is quickly exposed.

The Turing Test Paradigm (and Passing)

Over half a century since its conception, the Turing Test paradigm remains a substantial area of interest in artificial intelligence and philosophy of mind. The usefulness of the Turing Test as a technological benchmark, its rules, and what it would mean for a machine to pass such a test (i.e., what, exactly, passing would be evidence of) are issues that have been hotly debated (e.g., Searle, 1980; Copeland, 2000; French, 2000; Harnad, 2000; Chomsky, 2008; Watt, 2008; Proudfoot, 2011). The non-philosophical literature on the Turing Test focuses largely on the technological aspects of candidate conversational agents (e.g., whether they occasionally make spelling mistakes) and the conditions that give rise to increased fooling (e.g., knowing vs. not knowing of the possible presence of a machine intelligence; Saygin and Cicekli, 2002; Gilbert and Forney, 2015). What remains to be explored in sufficient depth are the social psychological dynamics within standard and modified Turing Test scenarios: causal attributions, identity and power relationships, questions asked and avoided, misunderstandings recognized and repaired, intersubjective achievement, and so on (e.g., Warwick and Shah, 2015). Our position is that the Turing Test is most useful when its orthodox interpretation is relaxed and it is applied not toward assessing the capacities of chat bots per se, but toward investigating aspects of human social nature. Indeed, the chat bot itself may be the least interesting element within a Turing Test scenario. A chat bot can be made to fool a human interrogator if the expectations of the interrogator are manipulated (e.g., through ambiguous framing). What is interesting is exploring the ways in which the chat bot’s utterances interact with the interrogator’s expectations, all within a particular contextual frame, so as to produce a social interaction that feels more or less comfortable or human.

In essence, the three studies we have presented are all modified Turing Tests in that they explore passing in one form or another (with Study 1 bearing the closest resemblance to Turing’s original concept). What our studies show is how intimately connected passing is to the social psychological framing of an interaction, and how the interface one communicates with affects the meaning of the situation from the point-of-view of interactants. In our own view, the results from Study 3 are at the same time the most profound and the least surprising. Seventeen of 20 people spoke face-to-face with an echoborg in a small room for 10-min and failed to develop even the slightest suspicion that they were interacting with the words of an artificial agent of some kind. They may have seen their interlocutor as strange, introverted, or even acting, but it did not cross their minds that who (or what) they were dealing with was part computer program. This makes sense in light of how we experience mundane human interaction, and implies that, given certain generic social psychological preconditions, an interlocutor’s capacity to produce sophisticated or even sensible syntax simply does not factor in to our categorizing them as a human being or as having a “mind.” That is to say, rather than taking these results as indicating the sophistication of chat bots, we take these results as indicating the importance of both the body and social psychological framing in social interaction.

Future Research Applications

Creating human-like interfaces that totally override people’s awareness that they are interacting with something artificial remains a distant holy grail (Vogeley and Bente, 2010). In the interim, however, we can use echoborgs to approximate the conditions of a world in which machines are capable of passing the non-verbal and motor requirements of a Total Turing Test. This opens the doors to a new frontier of human–robot and human–agent interaction research.

Echoborgs can be used to further study uncanny valley phenomena. Most of the literature that has explored the uncanny valley has focused on motor behavior and physical resemblance as independent variables, as well as the effects different levels of participant engagement (passive vs. active) have on perceptions of agents (e.g., von der Pütten et al., 2011). Researchers have also, but to a lesser extent, looked at the role of phonetic quality in relation to the uncanny valley (e.g., Mitchell et al., 2011; Tinwell et al., 2011). Echoborgs enable us to study uncanny valley phenomena isolating dialogic capacity as an independent variable. Using echoborgs, we can see if an uncanny valley emerges when a spectrum of conversational agents ranging from the very poor (machine-like) to the very advanced (human-like) are communicated through a human speech shadower in unscripted face-to-face interactions.

Another possible avenue of research concerns the use echoborgs in comparative person perception studies. Experiments can be designed with conditions differentiated in terms of the interface through which participants communicate with a particular conversational agent (text interface, embodied conversational agent, echoborg, and so on). Researchers could then observe how the various interfaces shape aspects of the personality perceived by the participant, from minimal interfaces all the way up to a face-to-face human body.

A particularly enticing possibility for future research involves developing bots that simultaneously dictate words to a shadower while directing elements of the shadower’s motor behavior. In the echoborgs we have thus far constructed, the bot supplies the speech shadower with what to say while the shadower retains full control over their non-verbal functioning. We can imagine, however, developing a bot that delivered to the shadower’s left ear monitor words to speak while delivering basic behavioral commands (e.g., “smile,” “stand up,” “extend right hand for handshake”) to the shadower’s right ear monitor. This would grant the bot greater agency over the echoborg’s behavior.

The exciting opportunity opened up by echoborgs more generally is the opportunity to study human–computer interaction under the conditions of face-to-face human–human interaction. The problem for human–computer interaction research in general, and android science in particular, is that humans approach human–computer interaction differently from human–human interaction (as our own research shows). Human–human interaction triggers a huge range of complex phenomena, from identity dynamics to social emotions to basic taken-for-granted assumptions to an incredibly subtle intersubjective orientation to the other (Gillespie and Cornish, 2014). The echoborg method enables us to test conversational agents within face-to-face interaction scenarios, simultaneously pushing AI into a new domain and also to probing the full complexity of the human–human inter-face.

Ethical Considerations

In exploring social contexts involving a covert echoborg, mild deception is required in order to preserve the participant’s belief that they are encountering an autonomous person. Careful experimental design (e.g., choice of conversational agents and shadowers, duration of interaction, communicative setting, etc.) and thorough piloting of procedures is strongly recommended so as to render participant distress unlikely. Participants should be exhaustively debriefed to gauge whether or not adjustments need to be made to the research procedures in order to avoid potential negative experiences. As a guideline, the debrief procedure in Study 3 involved asking the participant if they had any concerns regarding the ethics of the study as well as if they would object to a close friend or relative taking part in the same study under the same conditions. All participants said no to both questions. We can anecdotally report that all of our participants enjoyed taking part in our research, with many expressing positivity toward the echoborg concept during debriefing and linking their experiences with what they had seen in popular science fiction films.

Limitations

Our studies were highly exploratory in nature. As such, various aspects of our investigations could have been more finely controlled. Though best attempts were made to standardize the body language of shadowers across all experimental trials, we did not make specific considerations for controlling certain behaviors (in particular, consistency of eye-contact). Moreover, the identity features of the shadowers (e.g., gender, ethnicity, age, and so on) may have produced unobserved effects on participants. We did not formally investigate such effects as they were not deemed to be of theoretical interest; however, we do acknowledge that questions regarding the relationship between the physical identity of the shadower and the social perception of the echoborg warrant future investigation. Sample sizes in our studies were relatively small due to practical constraints. Had our sample size for Study 3 been larger we might have been able to conduct a comprehensive comparison between the three chat bots used (Cleverbot, Rose, and Mitsuku). Also, we disclose that our choice of chat bots was based on prior familiarity with these programs.

We did not systematically analyze the effects audio latency may have had on participants’ experiences. The delay between interactant-utterances and echoborg-responses in the studies that involved participants speaking aloud to an echoborg certainly degraded the mundane realism of interactions to some degree. Minimizing this latency is a major research priority as we continue to refine the echoborg methodology. At the moment we face a trade-off between speed and accuracy: the use of a speed-typing third party (the minimal technological dependency model) slows the pace at which the conversational agent receives the words spoken by the interactant, yet better guarantees that the agent will process an accurate representation of the interactant’s words.

Conclusion

This article has demonstrated the possibility and potential of echoborgs: human-bodied entities whose words (and potentially motor actions) are partially or completely determined by a computer program. Researchers can use echoborgs to study how people interact face-to-face with machine intelligence under the assumption that it is human. This methodology opens up a new paradigm for human–computer interaction research as to date people have interacted with computers, even sophisticated agents and highly lifelike androids, as machines (i.e., as things categorically different from real humans). Pairing a conversational agent with a human being to create an echoborg fundamentally transforms how people perceive and emotionally experience an in person encounter with social technology. Perhaps the most exciting takeaway from this initial examination of echoborgs is that under certain social psychological conditions echoborgs pass as fully autonomous human beings.
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7] 37(0.95) 3.4(097) 3.8(1.30) 36(0.55) 3.2(084) 36(1.14)
s 34(070) 33(067) 30071 38(0.45)° 3.0(000) 36089
Q4 4.1(0.74) 3.2(1.037 3.8(0.84) 4.4(055) 28(084) 3.6(1.14)
s 370082 290745 40(0.71) 34089 2.6(055) 32(084)
e 35(0.71) 28(0.69 36089 34(055) 26(055) 30(0.71)
ar 3.1(0.74) 33(0.48) 28(084) 3.4(0.55) 3.2(0.45) 3.4(0.55)

Left column incicates overall comparison results between the Telenoid conition and the Face condition; Righthand two columns indicate first/atter half period summary for each
condition. Values in the table indicates: mean score, SD (in parenthesis), t-test result where 'p < 0.1, *'p < 0.05, **'p < 0.01.
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22/112: Apathy, refusal, and incontinence
were found
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Telenoid Face
Telenoid Face First half Last half First half last half
Speaker at 3.6(0.84) 4.1(057) 38(0.84) 3.4(0.89) 38(0.45) 44055
@ 36(084) 37(0.95) 36(055) 36(1.14) 36(089) 38(1.10)
a3 3.4(0.70) 3.4(0.70) 3.6(0.55) 32(084) 32(084) 36/(0.55)
Q4 4.4(0.70) 36(0.70) " 4.6(0.55) 4.2(0.84) 3.6(0.55) 3.6 (0.89)
Qs 37(082) 3.7(067) 3.6(0.55) 38(1.10) 3.4(0.89) 4.0(0.00)
a6 33(1.25) 34(070) 32(1.10) 34(152) 30(071) 38(045)
a7 28(0.63) 27(0.95) 28(0.45) 28(0.84) 24(1.14) 30(0.71)
Observer at 4.4 (074) 40(082) 38(084) 46(055) 3.6(055) 46089y
@ 40(0.94) 39(057) 36(1.14) 40(1.22) 3.6(0.55) 4.2(1.30)
Q3 3.1(0.88) 38(1.03) 28(0.84) 3.6(0.89) 3.6(1.14) 4.0 (1.00)
Q4 45(0.71) 3.5(0.85) 4.8(0.45) 4.4(055) 3.4(1.14) 3.6(1.14)
Qs 4.0(094) 3.6(0.70) 42(1.10) 3.4(0.55) 3.2(0.45) 3.4(1.14)
Qs 35(1.08) 29(057) 380084 34(1.14) 28(045) 30(0.71)
a7 33(082) 35(0.59) 3.4(055) 32(084) 32(0.45) 3.4(055)

Lot column indicates overall comparison resuils between the Telenoid condition and the Face condition; Righthand two columns indicate firstlatter half period summary for each

condition. Values in the table indicates: mean score, SD (in parenthesis), t-test result where 'p < 0.

‘0 < 0.05, ***p < 0.01.
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Before (9/4/2014) After (3/26/2015)
MMSE 17/30 14130
QoL-D Positive affect 28/28 20/28
Negative affect and actions 12/24 10/24
Abilty of communication 20120 2020
Restlessness 11/20 820
Attachment with others 16/16 16/16
‘Spontanety and activity 16/16 16/16
DBD 25/112: Defect of memory 26/112: Defect of memory
and fecal incontinence and fecal incontinence
NPLNH None Aghation/aggression
Frequency 4, severity 1, caregiver distress 1
Anvety
Frequency 4, severity 1, caregiver distress 2
8l 85/100 85/100
VTl 810 9/10
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Before (11/13/2014) After (3/26/2015)
MMSE 12/30 18/30
QoLD Positive affect 28/28 28/28
Negative affect and actions 8/24 7/24
Abity of communication 20/20 20120
Restlessness 8/20 7120
Attachment with others 10116 14716
‘Spontaneity and activity 14/16 13/16
DBD 13/112: No major problem in 8/112: No major problem in
mental and behavioral disorder mental and behavioral disorder
NPINH Agitation/aggression None
Frequency 1, severity 1, caregiver distress 1
Bl 45/100 45/100
Wl 10 810
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Telenoid Face

Telenoid Face First half Last half First half Last half

Speaker at 2.2(1.03) 28(0.92) 24(1.14) 20(1.00) 28(1.10) 28(0.84)
Q2 2.2(1.14) 30(1.05)" 2.4(152) 20(0.71) 2.8(1.30) 32(084)
a 20(0.94) 22(0.92) 22(1.30) 18(0.45) 24(1.14) 20(0.71)
Qs 38(1.29) 356(052) 3.4(1.34) 42(1.10) 356(055) 36(055)
as 3.1(0.88) 30(0.94) 32(0.84) 30(1.00) 26(0.89) 3.4(089
as 2.7(0.95) 22(069) 2.6(1.14) 28(0.84) 20(0.71) 2.4(055)
a7 23(0.95) 21(0.99) 2.2(1.30) 24(055) 1.8(0.84) 24(1.19)

Observer at 2.3(0.95) 2.7(1.06) 22(0.84) 24(1.14) 20(1.00 3.4 (0.55"
Q2 21(0.88) 26(117) 20(1.00) 22(0.84) 1.6(056) 3.6(05¢
a3 2.3(1.06) 21(0.74) 20(1.00) 26(1.14) 1.6(055) 26(0.55"
Q4 3.5(0.85) 33(095) 38(084) 32(0.84) 3.4(1.14) 32(084)
as 29(0.99) 2.7 (067) 3.0(1.00) 28(1.10) 2.6(0.55) 28(0.84)
as 2.7(082) 23(067) 28(0.84) 26(0.89) 24(055) 22(0.84)
ar 2.4(0.70) 26(0.70) 2.6(0.55) 22(0.84) 26(0.89) 26(0.55)

Left column indicates overall comparison resuils between the Telenoid condition and the Face condition; Righthand two columns indicate firstlatter half period summary for each
condition. Values in the table indicates: mean score, SD (in parenthesis), t-test result where *p < 0.1, *'p < 0.05, ***p < 0.01.
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Aol Human vs. Android p< Human vs. Robot p< Android vs. Robot p<

Face ns. ns. n.s.
Goal 9-11>6-8 0.01 12-14 > 6-8 0.05
12-14 > 6-8 0.001 ns.
Body 6-8 > 9-11 0.05 6-8 > 9-11 0.05 6-8 > 9-11 0.05
6-8 > 12-14 0.01

All mean values and standard errors are represented in Figure 3, while significant differences are described in this table. An inequality of *A > B” means that the looking
time of group A was significantly longer than that of group B.
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Age (months) Human vs. Android p< Human vs. Robot p< Android vs. Robot p<

6-8 Face > Goal 0.001 Face > Goal 0001 Face > Goal 0001
Face > Body 0.01 Face > Body 001 Face > Body 0.001
Body > Goal 0.05
911 Face > Goal 005 Face > Goal 0001 Face > Goal 001
Face > Body 0.001 Face > Body 0001 Face > Body 0001
Goal > Body 0.001 Goal > Body 0.05
12-14 Face > Body 0.001 Face > Goal 005 Face > Goal 0.001
Goal > Body 0.001 Face > Body 0.001 Face > Body 0.001
Goal > Body 001 Goal > Body 0.05

Mean values and standard errors are represented in Figure 3, while significant differences are described in this table. An inequality of *A > B” means that the looking time
toward the AOI of A was significantly longer than that toward the AOI of B.
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Phrase

I Cleaned

ICut

I Fixed

1Lt

| Measured

10pened

1 Paid

I Played

| Read

1 Rubbed

Integration target
1. Dusting a lamp
2. Scrubbing a pan

1. Cuting with a cratt knife
2. Ghopping into a melon

1. Hammering a nail
2. Sticking paper with tape
1. Puling a light pull

2. Pressing alight switch

1. Pouring liquid into a measuring jug

2. Using a tape measure

1. Puling open a door

2. Opening a book

1. Signing a check

2. Handing over cash

1.Playing chess

2. Playing a cello

1. Reading a newspaper
2. Reading a book

1. Using a pencil eraser
2. Rubbing a balloon

Gesture description

One hand open flat, paim down, moves diagonally from center ine, at shoulder height, down and
outwards toward periphery and then back again twice

One hand moves in a horizontal circle in center, hand is in a power grip, paim down

One hand moves from center fine, horizontally outwards toward periphery, hand in a precision grip
flat vertcal paim moves in a downward chopping motion, in periphery

One hand in a vertical closed power grip moves up and down twice in a curved path, in periphery

Both hands in precision grip, palm down, hand length apart, move downwards as if pressing something
down, in center center

One hand in a vertical closed power grip moves to shoulder height am partially extended, then moves.
vertically downwards, in periphery

One hand, with index finger extended, moves diagonally up and out away from the torso to finish just
below shoulder height, in periphery

One hand adopts an vertical open power grip, the other a vertical precision grip above and to the side of
the other hand, the wrist is rotated in a pouring motion, both hands in center center

Both hands adopt a precision grip, palm down, and move close together in center center, right hand
then moves horizontally away from the stationary left hand, toward periphery

One hand reaches out away from the body, adopts a vertical precision grip then retracts straight
backwards, in periphery

one flat hand, horizontal, palm down in center center, hand moves up and out toward periphery with
wrist rotation to fip hand over

one hand in a precision grip tracing a curling path from the center out to the periphery
One hand open, palm horizontal and face up, hand moves out and up as if presenting an object on the
hand, in periphery

One hand adopts a horizontal grip, palm down, in Genter, near the body then follows an arcing trajectory
forwards and releases the grip

©One hand, in a horizontal fst, paim down, moves back and forth across the center-fine of the body

Both hands in vertical closed power grip shoulder width apart
Both hands in vertical closed power grip  hand length apart, in centre.

One hand, horizontal closed power grip, palm down, moves left to right rapidly near centreline of body
One hand partally open power grip moves vertically up and down twice, in periphery
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Anger Fear Disgust Happiness Sadness Surprise No expression

Truth
Anger 100.0 00 00 00 00 00 00
Disgust 7 823 00 00 00 00 00
Fear 02 0.0 97.9 0.0 0.0 19 0.0
Happiness 22 00 00 738 30 00 00
Sadness 339 0.0 0.0 14 60.1 0.0 46
Surprise 172 00 19 00 00 828 00
No expression 104 00 00 00 00 00 8.6

Bold values mean the proportion of correctly recognized facial expressions.
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