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Reconstruction of Unfolding
Sub-Events From Social Media Posts
Ren-De Li1, Qiang Guo1, Xue-Kui Zhang2 and Jian-Guo Liu3*

1Library and Business School, University of Shanghai for Science and Technology, Shanghai, China, 2Institute of Journalism,
Shanghai Academy of Social Science, Shanghai, China, 3Institute of Accounting and Finance, Shanghai University of Finance and
Economics, Shanghai, China

Event detection plays a crucial role in social media analysis, which usually concludes sub-
event detection and correlation. In this article, we present a method for reconstructing the
unfolding sub-event relations in terms of external expert knowledge. First, a Single Pass
Clustering method is utilized to summarize massive social media posts. Second, a Label
Propagation Algorithm is introduced to detect the sub-event according to the expert
labeling. Third, a Word Mover’s Distance method is used to measure the correlation
between the relevant sub-events. Finally, the Markov Chain Monte Carlo simulation
method is presented to regenerate the popularity of social media posts. The
experimental results show that the popularity dynamic of the empirical social media
sub-events is consistent with the data generated by the proposed method. The
evaluation of the unfolding model is 50.52% ~ 88% higher than that of the random null
model in the case of “Shanghai Tesla self-ignition incident.” This work is helpful for
understanding the popularity mechanism of the unfolding events for online social media.

Keywords: sub-event mining, sub-event detection, sub-event correlation, sub-event summary, sub-event evolution,
expert knowledge, social media

1 INTRODUCTION

Unfolding sub-events of a social media event could tell a storyline of public opinions during the event
development [1]. Every time when a large-scale incident occurs, around the theme, it will be
accompanied by the generation of a lot of discussion and various opinions. A sub-event is a
component of a complex event since the topic of public opinions evolves with the development of
events. When individuals, celebrities, enterprises, or governments encounter a public relations (PR)
crisis, it is difficult to grasp the direction of public opinion from the uncontrolled interpretation of
thousands of people. It is vital for PRmanagers to clarify the trend of public opinion from sub-events
of the incident.

For PR crisis events, it has similar characteristics of emergency or epidemic events, such as natural
disasters [2, 3], epidemic spreading [4, 5], and sports competitions [6, 7]. The information related to
disaster events can be uploaded and reported, which contributes to the disaster reporting [8]. On
social media, events and their related sub-events can be discussed or explored through public
online posts.

Sub-event identification faces two challenges of ambiguous distinguishability. First is whether
similar expressions are effectively distinguished. Online posts contain a massive amount of re-posts
or similar user expressions. Second is whether the related expressions can be effectively
distinguished. The discussions and expressions will form different topics, reflecting the sub-
events from the perspective of user-generated content. But a post belonging to which sub-event
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needs to be classified. A clear division of sub-events can provide
effective support for correlation and evolution analyses.

Inspired by the idea, we present a mode to detect and correlate
the sub-events, which aims to unfold a complex event into
correlated sub-events and predict the popularity dynamic of
social media events. During the modeling process, it is about
to solve the two issues which are the ambiguities of sub-event
classification (the former two steps of Figure 1) and correlation
between sub-events (the latter two steps of Figure 1). As shown in
Figure 1A, after collecting the social media posts, a fast clustering
method is used to cluster similar posts. The procedure is to reduce
the redundancy among replicate posts and each classification
stands for a summarized post. In order to unfold the sub-event to
meet with the knowledge of PR managers, expert labeling is given
and used to predict the unlabeled summarized posts (Figure 1B).
Each label represents a topic concerned by PR managers, which is
defined as a sub-event. The topic correlation is measured by the
number of paired posts between sub-events (Figure 1C). Finally,
by using the Markov Chain Monte Carlo simulation, each
development trend of the sub-event can be depicted and
compared to the real world topic evolution (Figure 1D). This
procedure regenerates the results of sub-event popularity curves
and will be verified by a null model with random labels.

2 RELATED WORK

2.1 Unfolding Events From Public
Information
In order to correctly observe the filtering of the results from
public information, a classic model considers the impact of
sharing such information on the analytical foundations of
reliable sensing [9]. The observations can be obtained by the
text, image, video, and voice message provided by social media
users. [10]. Based on these observations, several unfolding
methods have been developed. CrisisTracker’s clustering
system [11] includes event detection, content ranking, and

summarization while retaining the drill-down functionality to
raw reports. The security information and event management
systems could also connect events by pattern matching [12]. An
ontology method systematizes the available solutions under a
modular- and platform-independent conceptual framework [13].
An iterative expectation-maximization algorithm is proposed to
find the truth of the events in social sensing with information
flows. Among these studies, the verification of events or sub-
events is based on the supervised learning with specific labels,
whereas PR crisis usually has no label for identification.

Although some research has examined the use of social media
for mitigating crises and emergencies [14–16], the use of
specialized detection methods [17] for clarifying the ambiguity
of classification is still lacking. The main challenge is to find the
popularity mechanism of social media events. In this article, we
use public observations to sort out the sub-events by combining
the expert knowledge and correlate these sub-events to a topic
tree and popularity trends for the event storyline.

2.2 Sub-Event Detection
An event usually contains the cause and result stages, where the
sub-event refers to one of the stages of an event [18]. The sub-
event detection can be achieved by many classic unsupervised
methods as follows: 1) the burst-topic detection is used to identify
important moments, which argues that the sharp increase in the
number of status updates corresponds to the occurrence of
important moments in the event [19]. 2) The event
summarization usually contains machine learning techniques
such as hidden Markov model [20], hierarchical Dirichlet
processes [21], and graph optimization formulation [7]. 3) The
clustering approaches include word co-occurrence [22],
hierarchical clustering algorithm [23], K-nearest neighbor
clustering approach [24], artificial neural networks [10],
support vector machine [25]. 4) The spatial and temporal
distribution methods are also widely used [3, 26, 27].

One major theoretical issue that has dominated the
unsupervised detection field for many years concerns the

FIGURE 1 | (Color online) Schematic illustration of the proposedmethod. (A) Post summary is conducted by Single Pass Clustering (SPC). (B) Sub-event labeling is
executed by the Label Propagation Algorithm (LPA). (C) Sub-event correlation is carried out byWordMover’s Distance (WMD). (D) Sub-event evolution is regenerated by
Markov Chain Monte Carlo (MCMC).
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ambiguity of classification for a sub-event. Semi-supervised
approaches have also been explored for this task, especially
concerning crisis events [28, 29]. However, due to a lack of
expert knowledge, the effect of classification may derive from
the common sense of PR management. In this article, we
proposed a simple procedure to summarize the sub-events by
combining the clustering-based single pass algorithm and graph-
based label propagation algorithm by introducing the expert
knowledge. The Single Pass Clustering (SPC) is a method to
simply merge similar posts. The Label Propagation Algorithm
(LPA) is to solve the ambiguity and gives a clear classification
based on expert knowledge.

2.3 Sub-Event Correlation
The correlation approach contains a causality or correlation pattern
of sub-events. Two kinds of methods can reveal the unfolding event
to evolve. The first one is graph-based methods, which concerns the
correlation pattern of sub-events. A maximum-weighted bipartite
graph matching is created to correlate events [30]. The recurrent
sequence model [31, 32] has experimented with a recurrent neural
network of LSTM for script learning to predict the probability of the
next event. An event-oriented similarity graph is designed to
represent the relationship among sub-events [18]. A subgraph
similarity is used to measure the event relationships and generate
an evolution correlation [33]. The second one is causal inference
methods, which concern the causality patterns of sub-events. The
generalization of redefining mining aims to find the correlation
between disjoint sets of related objects [1]. An event–level attention
mechanism is utilized to represent the relations between subsequent
events [34]. A logical correlation is proposed for common sense
inference of the given event [35]. An event ontology knowledge
model is built to construct the evolution patterns [36].

These methods are based on a network or sequential
perspective. However, if sub-event correlation refers to topic-
level correlation, there will be a multiple pair problem. One sub-
event contains several posts about a topic and so does the other
sub-events. The correlation of sub-events happens between the
topic posts. PR managers are sensitive to the posts that change
with the topic evolving [37], but few studies have supported the
topic-level correlation. Although the LDA-based model could
extract the topics [2, 38], the correlation between the posts inside
of topics is still an open question. In this article, the Word
Mover’s Distance (WMD) method is applied to calculate the
correlation of the posts in different topics (sub-events). Then, the
Markov Chain Monte Carlo (MCMC) simulation method is
introduced to predict topics’ evolutionary trends.

3 METHODS

3.1 Single Pass Clustering
The SPC method is a classical method for streaming data
clustering. For data streams arriving in sequence, the method
processes the data once at a time in the order of input. It is an
incremental algorithm, which has a high time efficiency. The
shortcoming is that the method depends on the input order. If the

data streams arrive in different orders, different clustering results
will appear.

Given the Weibo post document set d = {d1, d2, . . . , dm}, each
document di contains a variable length sequence of words
w1

i , w
2
i , . . . , w

Ti
i . We use Doc2VecC to vectorize each post and

the words in it. The Doc2VecC method defines the probability of
observing a target word wt:

P wt|ct, x̂( ) � exp vTwt Uct + 1
TUx̂( )( )

∑w′∈V exp vTw′ Uc
t + 1

TUx̂( )( ), (1)

where wt is the target word, ct is the word’s local context, x̂ is the
global context, vT is a trainable parameter, V is the vocabulary
used in the training corpus, U is the learned matrix in which each
row represents a vector for one word, and T is the length of
document.

The loss function is:

l � −∑n
i�1

∑Ti

t�1
P wt|ct, x̂( ). (2)

Using the training model, each document can be represented
as an average of embeddings of the words:

di � 1
T

∑
w∈di

w, (3)

where di is the vector for document di and w is a row in U and is
the embedding for word w.

The similarity of the two post document vectors di and dj is
measured by cosine metric:

S di, dj( ) � di · dj

|di| · |dj|. (4)

The SPC method is used to cluster the posts roughly since it
only process the post documents once. The algorithm is as
follows:

Algorithm 1. Single Pass Clustering (SPC)
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Step 1: Assign the first document d1 as the representative
for D1.

Step 2: For di, calculate the document similarity S with the
representative for each existing cluster.

Step 3: If Smax is greater than a threshold value ST, add the item
to the corresponding cluster and recalculate the cluster
representative; otherwise, use di to initiate a new cluster.

Step 4: If di remains to be clustered, return to step 2.
The representative is the mean vector of a cluster. After the

SPC process, we denote the document vector i ∈ [1, m] from
cluster j ∈ [1, n] as di,j, and the corresponding document as di,j.
The clustering set is expressed as D = {D1, D2, . . . , Dn}.

The number of cluster n is much smaller than the length of
postsm. Themicro-blog’s posts have the attributes of redundancy
since a large proportion of user’s re-posts. The SPC method is to
largely reduce the redundancy among posts.

In order to summarize the words of each clustering, we define

Dj � ∪ w|w ∈ di,j{ }. (5)
Then, the vector of the summarized document Dj can also be

calculated by Eq 3. After we get the summarized posts, the next
task is to label these data.

3.2 Label Propagation Algorithm
The expert knowledge is introduced to label the summarized
posts. Experts need to label a small part of the summarized posts
to feed the LPA. The LPA considers that the label of each node
should be similar to most of its neighbors, and the label is
“propagated” to form the same “label” within the same
“community” based on the network perspective.

Given annotated data (D1, y1), . . . (Dl, yl) and the labeled set
Yl = {y1, . . . , yl} ∈ {1, . . . , C}, where the category C is given by
expert and present in the labeled data. Unlabeled data are (Dl+1,
yl+1), . . . (Dl+u, yl+u), and Yu = {yl+1, . . . , yl+u} is the labeled set to
predict, where l + u = n and L ≪ u. The Label Propagation
Algorithm (LPA) is used to predict Yu by Yl and X = Xl ∪ Xu =
{D1, . . . , Dl+u}.

Algorithm 2. Label Propagation Algorithm (LPA)

A fully connected graph is created so that each sample point
(labeled and unlabeled) is treated as a node. The following weight

calculation is used to set the weights of the edges between two
points i,j:

ωij � exp −S Di,Dj( )
σ2

⎛⎝ ⎞⎠, (6)

where the parameter σ is adjustable. Then, the probabilistic
transition matrix T ∈ (l + u) × (l + u) is defined as:

Tij � ωij∑l+u
k�1ωkj

. (7)

The element Tij is the probability of label j propagating to label
i. By probability propagation, the probability distribution is
concentrated in a given class, and then the node labels are
passed through the weights of the edges. We can express the
random walks as given below:

yi c[ ] � ∑
j∈Xl

Tt
ij · yj c[ ], (8)

where yi [c] is the probability of node Di ∈ Xu to have label c. The
probability Tt

ij is to jump from nodeDj and end up in nodeDi in t
steps. The number of steps is a large number (infinity). Since the
probabilistic transition matrix T can be written as a block matrix:

T � Tll Tlu

Tul Tuu
[ ] � I 0

Tul Tuu
[ ]. (9)

In the matrix form, Eq 8 can be induced as flowing:

Ŷl

Ŷu
[ ] � I 0

I − Tul( )−1 · Tuu 0
[ ] Yl

0
[ ], (10)

where the label vectors of labeled nodes Ŷl � Yl and the label
vectors of unlabeled nodes Ŷu � (I − Tul)−1 · Tuu. Finally, one can
get the label of

Di ∈ Xu � argmax
c

Ŷu i[ ]. (11)

3.3 Word Mover’s Distance
In order to correlate the posts between the sub-events, the WMD
method is introduced. According to the LPA results, each label
represents a sub-event and includes several summarized posts.
The WMD is used to calculate the pairs between summarized
posts of sub-events. The WMD method measures the semantic
distance of the two documents. Each document is a
summarized post.

The post document with labeled c is added into the set
Cc � {di[c]}, i ∈ {1, . . . , n}, c ∈ {1, . . . , C}, representing a sub-
event c of summarized documents.

In order to build the correlation between sub-events, Word
Mover’s Distance (WMD) is used to identify the similarity
between classifications. WMD is a distance between two text
documents x, y. Let |x|, |y| be the number of distinct words in x, y.
The normalized frequency vectors of each word in x and y are
respectively expressed as fx ∈ R|x| and fy ∈ R|y| (so
fTx1 � fTy1 � 1). Then, the WMD is defined as
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WMD x, y( ) � min
F∈R|x|×|y|

〈S, F〉,
s.t. F1 � fx,

FT1 � fy,

(12)

where F is the transportation flow matrix with Fij denoting the
amount of flow traveling from word i in x to word j in y and S is
the transportation cost with Sij = S (wi, wj) being the distance
between two words measured by the Doc2VecC.

Algorithm 3. Word Mover’s Distance (WMD)

According to the WMD method, one can establish relevant
relationships of sub-events according to the similarity between
the post di in sub-event classifications Ck and the post dj in sub-
event classificationsCl. We denote the set of paired posts between
classifications as

ek,l � | di, dj( )|di ∈ Ck, dj ∈ Cl,WMD di, dj( )≥Θ{ }|, (13)
where Θ is a threshold value.

3.4 Markov Chain Monte Carlo
The WMD method gives the pairs between different sub-events.
The core task of our method is to acquire the prior probability
and evolution probability, so that the correlation and
evolutionary trends can be built.

The prior probability of each sub-event is calculated by using
the statistical probability:

π k( ) � |Ck|∑C
k�1|Ck|

, (14)

where |Ci| is the number of summarized documents for sub-
event i.

The evolution probability between sub-event pairs is
calculated using the conditional probability:

Q k, l( ) � p Cl|Ck( ) � p Ck|Cl( )
p Ck( ) � |ek,l|

|Ck|. (15)

According to the Metropolis rejection defined by Hastings, the
acceptance probability is:

α k, l( ) � min
π l( )Q l, k( )
π k( )Q k, l( ), 1{ }. (16)

The Metropolis–Hastings update makes one proposal l, which
is the new state with probability α(k, l) but otherwise, the new
state is the same as the old state k. By using the

Metropolis–Hastings algorithm, one can get the sample
collection, which the element is the type of sub-event. Given
the length of sample collection T and the number of time slice,
each time step t includes the Δn samples. The probability of a sub-
event Ck in the time step t is defined as:

pt Ck( ) � |Ck t( )|/Δn. (17)

Algorithm 4. MCMC: Metropolis–Hastings algorithm

In the end of the model process, the regenerated popularity
curves of every sub-event can be obtained.

3.5 Model Evaluation
The regenerated popularities have to be evaluated by comparing
the real dynamic model and a random model for reference.

3.5.1 The Real Popularity Dynamic
The real evolution of the “Shanghai Tesla self-ignition incident” is
measured by

pt Ĉk( ) � |Ĉk t( )|/Δn̂, (18)
where each time step t includes the Δn̂ overall documents in
2 days and |Ĉk(t)| is the number of real sub-events Ĉk(t) in each
time step.

FIGURE 2 | Number of posts in each summarized post D.
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3.5.2 Jensen–Shannon Divergence
Jensen–Shannon Divergence (short for JSD) [39] is introduced to
measure the similarity between real distribution p1 and MCMC
distribution p2 and is defined as:

JSD p1, p2( ) � H
1
2
p1 + 1

2
p2[ ] − 1

2
H p1( ) +H p2( )[ ], (19)

H p( ) � −∑R
r�1

p r( )logp r( ), (20)

where p1 and p2 are the two distributions to be compared and
H(p) represents the Shannon entropy. The lower bound is
JSD = 0 only when two distributions are identical. The
smaller the JSD value is, the more similar the two
distributions are.

3.6 Null Model
Then, a null model is built for the reference effect. Keeping the
other steps of the proposed method, the null model replaces
the LPA process with random labels. The evaluation still
compares the simulated popularity curve and real
evolutionary curve of each sub-event. The improvement
rate is calculated by the difference of JSD between the null
model and the proposed model divided by the JSD value of the
null model.

4 EXPERIMENTAL RESULTS

The experiment dataset comes from the competition of WRD Big
Data, which are about the “Shanghai Tesla self-ignition incident”
Weibo data, with 61,688 blog posts from 21 April 2019 to 5 May
2019. The incident is about a Tesla car suddenly smoking and
self-igniting, which caused heated public debates on safety and
the enterprise’s responsibility. Data pre-processing process is
conducted to delete the data labeled as robots, the data of re-
tweets without own comment, and microblogging texts less than
10 words. In the remaining 40,119 blog posts, after replacing the
deleted stop-words, emojis, special characters, HTML tags, and
URLs of various hyperlinks, the TextRank algorithm is used to
extract the keywords from the set of blog posts after the word
segmentation, and each blog post contains 10 keywords. The
unfolding model is conducted as follows.

The first step is to cluster similar posts. By using the SPC
method, the original 40,119 blog posts are summarized to 4,050
posts. Each summarized post contains a number of similar
documents, in which users are talking about the same content.
After sorting the number of documents in descending order, the
number of original posts in each summarized post approximately
follows the power-law distribution (Figure 2). The results
indicate that a large number of post documents are
concentrated in a small number of clusters.

TABLE 1 | Example of summarized posts.

No. Original post (part
of the sample)

Similarly Keywords Expert Label

1 Suspicious Tesla sudden self-burning cause heavy losses in a Shanghai parking space.
A part of surveillance video of an underground parking space popped up and spread on
Weibo. In the video, a parked Tesla erupted ‘like a flamethrower’. The fire at the scene
has been put down. Except the Audi next to it, several carswere burnedwhich cause heavy
losses

0.92 self-burning; video; parking; flame;
loss

Event Happen

2 A Shanghai Tesla caught on fire in underground parking, all surrounding cars destroyed
in the video. A Tesla Model S was in flames spontaneously in an underground parking of
Shanghai Xuhui district. The fire caused other vehicles parked around loss

3 Tesla responds to the self-burning of Shanghai Tesla: Verifying the situation. In response
to reports that a Tesla car suddenly self-burning in a Shanghai community parking space,
Tesla’s official Weibo responded that ‘After learning of the accident in Shanghai, we sent a
team to the scene at the first time. We are actively contacting relevant departments and
cooperating to verify the situation. According to the current information, there were no
casualties

0.95 responds; self-burning; accident;
verify; casualty

Corporate
Respond

4 In response to reports that a Tesla car suddenly self-burning in Shanghai community
parking space, Tesla’s official Weibo responded that ‘After learning of the accident in
Shanghai, we sent a team to the scene at the first time. We are actively contacting relevant
departments and cooperating to verify the situation. According to the current
information, there were no casualties

5 ‘It would be me, if I left the car half hour later!’ The car owner said, ‘The car was, burned to
the frame, it was terrified. The owner said that this Tesla was bought three and a half
years ago, and it has never been broken. The time of the incident was about 30 min after he
parked the car. ‘what if I parked the car 30 min later? Or if I stay, in the car for another
30 min? I dare not think further . . . ’

0.63 car owner; broken; terrified;
charging; fire

Client Respond

6 The owner responded: It was not charging at the time of the incident, and it has just
finished supercharging a few hours ago. The car owner said that he parked the car 1 h
before the fire without charging. In fact, the car finished the supercharging only a few
hours before the fire, which increased its cruising range to another 350 kms
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As is shown in Table 1, there are two typical posts that can be
summarized according to the similarity threshold. Here, we set
the similarity threshold as 0.75 in SPC. The first kind of
similarity is the posts talking about the same content, such
as the records 1 and 2 can be seen as one. The second is simply
the same content’s re-post, such as the records 3 and 4 are also
summarized as one. When the similarity of the post is smaller
than the threshold, the records would not be summarized. The
records 5 and 6 still stand respectively for two posts. In the last
two columns, experts label the summarized posts according to
the keywords of the events. There are 8 labels concluded by
three experts, i.e. Event Happen, Corporate Respond, Client
Respond, Media Report, Fire Control, Weibo Discuss, Event
Processing, and Expert Opinion, which are labeled in the first
600 summarized posts.

The second step is to extract the sub-events. The results are in
the form of labeling, which can be seen in Table 2. It gives the
standards of expert labeling and the number and prior probability
of labeling after the process of the LPA method. The standards of
labeling are defined by experts when the first 600 summarized

posts are labeled. The frequency of each sub-event C is counted
by expert labeling and LPA labeling. The prior probability of
labeling is calculated by averaging the number of
summarized posts.

The third step is to correlate the sub-events. Through the
WMDmethod, the numbers of pairs between sub-events are used
to calculate the evolution probability. The results are shown in
Figure 3 as a topic-changing tree. Based on prior probability and
evolution probability, theMCMC simulation gives the probability
distribution of each sub-event.

Finally, the fourth step is to verify the development of the
sub-event. The regenerated sub-event curves are compared
with the real popularity curves as shown in Figure 4. The JSD
value equals 0.0950, 0.0841, 0.0635, 0.06804, 0.2304, 0.2135,
0.3727, and 0.1377 respectively for Event Happen C1,
Corporate Respond C2, Client Respond C3, Media Report
C4, Fire Control C5, Weibo Discuss C6, event processing
C7, and expert opinions C8. The results are 87.03, 88, 86.87,
57.37, 75.48, 65.33, 50.52, and 80.54% higher than that of the
null model (seen in Table 3).

TABLE 2 | Label information of sub-events.

Sub-event C Standard Frequency Probability (%)

Event Happen C1 Tesla sudden self-burning 439 10.84
Corporate Respond C2 Corporate releases statement 901 22.25

Corporate responds to owners
Corporate responds to media

Client Respond C3 Owners elaborate on events 386 9.53
Owners respond to corporate

Media Report C4 Media coverage 418 10.32
Media interviews

Fire Control C5 Site information 379 9.36
Survey results

Weibo Discuss C6 About the event 1,057 26.10
About similar events

Event Processing C7 Event inspection 223 5.51
Announcement of survey

Expert Opinion C8 Media opinions 247 6.10
Personal opinions

FIGURE 3 | Correlation of sub-events as a topic tree.
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5 CONCLUSION AND DISCUSSION

In this article, we use Single Pass Clustering (SPC) to
summarize the massive posts. The step is to reduce the
redundancy among similar posts and form summarized
posts. Then, the Label Propagation Algorithm (LPA) is
introduced so that the small-scale expert labels can spread
to the whole datasets. Each label is a topic concerned by PR
managers and represents a sub-event. The SPC and LPA
processes complete the sub-event detection. Among the
summarized posts between sub-events, we use Word
Mover’s Distance (WMD) to pair the correlated documents.
Markov Chain Monte Carlo (MCMC) simulation is finally
used to correlate the sub-events and predict each sub-event
evolutionary. The WMD and MCMC complete the sub-event
correlation. The results show that the procedure is 50.52% ~
88% higher than the random null model in the case of
“Shanghai Tesla self-ignition incident”.

The reconstruction method can help to intuitively understand
different sides of the events and the hotspot shift of public
opinion. But there are several limitations of this article. First,
external knowledge deserves further study to enhance the
comprehensibility and accuracy of sub-events. Second,
similarity measurements are essential for the results of
classification [40], and which measurement is stable for Weibo
post classification is an open question. Third, time-line
correlation should be introduced into topic-level sub-event
development trends [41]. Lastly, the approach of network
reconstruction [42, 43, 44] can be integrated into content
reconstruction.

DATA AVAILABILITY STATEMENT

The raw data supporting the conclusion of this article will be
made available by the authors, without undue reservation.

TABLE 3 | Model evaluation.

JSD Unfolding model Null model Improvement (%)

Event Happen C1 0.0950 0.7329 87.03
Corporate Respond C2 0.0841 0.5299 88.00
Client Respond C3 0.0635 0.5183 86.87
Media Report C4 0.0680 0.5406 57.37
Fire Control C5 0.2304 0.8709 75.48
Weibo Discuss C6 0.2135 0.5095 65.33
Event Processing C7 0.3727 0.7533 50.52
Expert Opinion C8 0.1379 0.7077 80.54

FIGURE 4 | Popularity curve of sub-event development. Three curves are the real popularity dynamic, the popularity of unfoldingmodel regenerated byMCMC, and
the reference popularity of null model. The evaluations are between the three curves by JSD. For example in (A), the JSD value between real and MCMC popularity is
0.095, which shows the close trends between unfolding model and real dynamic. The JSD value between MCMC and null popularity is 0.7329, indicating the significant
difference between the unfolding model and the random model. The rest of JSD values (B–H) can be seen in Table 3.
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Optimal Path Planning With Minimum
Inspection Teams and Balanced
Working Hours For Power Line
Inspection
Zhao-Long Hu*, Yuan-Zhang Deng, Hao Peng, Jian-Min Han, Xiang-Bin Zhu, Dan-Dan Zhao,
Hui Wang and Jun Zhang

College of Mathematics and Computer Science, Zhejiang Normal University, Jinhua, China

Power line inspection plays a significant role in the normal operation of power systems.
Although there is much research on power line inspection, the question of how to balance
the working hours of each worker and minimize the total working hours, which is related to
social fairness and maximization of social benefits, is still challenging. Experience-based
assignment methods tend to lead to extremely uneven working hours among the working/
inspection teams. Therefore, it is of great significance to establish a theoretical framework
that minimizes the number of working teams and the total working hours as well as
balances the working hours of inspection teams. Based on two real power lines in Jinhua
city, we first provide the theoretical range of the minimum number of inspection teams and
also present a fast method to obtain the optimal solution. Second, we propose a transfer-
swap algorithm to balance working hours. Combined with an intelligent optimization
algorithm, we put forward a theoretical framework to balance the working hours and
minimize the total working hours. The results based on the two real power lines verify the
effectiveness of the proposed framework. Compared with the algorithm without swap, the
total working hours obtained by the transfer-swap algorithm are shorter. In addition, there
is an interesting finding: for our transfer-swap algorithm, the trivial greedy algorithm has
almost the same optimization results as the simulated annealing algorithm, but the greedy
algorithm has an extremely short running time.

Keywords: path planning, optimization algorithms, complex networks, balancing working hours, power line
inspection

1 INTRODUCTION

With the development of the society and smart grid, the demand for electricity is increasing, and the
range of power lines is also getting wider [1]. The safe operation and maintenance of power lines is
related to our high quality of life, but subtle disturbances in the power system may cause great harm
[2]. For example, on December 23, 2015, Ukraine reported a service outage [3, 4]. As a part of power
systems, the power line inspection is a very important step to ensure the normal operation and
maintenance of the power system. However, power lines are always exposed to the outside and are
vulnerable to earthquakes, floods, storms, building collapses, etc., so it is necessary to regularly
inspect power lines [5, 6]. The power line inspection includes tower inspection and wire inspection.
The traditional method of overhead power line inspection is to manually walk along the line or by
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vehicles and use telescopes and infrared thermal imagers to
conduct an inspection. The main problems of traditional
inspection are as follows: on the one hand, the distance of the
inspected power lines is long and the workload is heavy and the
efficiency is very slow. In the event of natural disasters such as
earthquakes and landslides, the inspection task will not be carried
out. On the other hand, inspection in mountainous areas is of
high risk, threatening the life safety of workers. Therefore, how to
efficiently complete power line inspection is a very important
issue. With the development of technology, unmanned aerial
vehicles (UAVs) can be used instead of a human in some cases.
Compared with traditional inspection, UAVs have the advantages
of strong adaptability, high accuracy, and high work efficiency in
power line inspection [7–10]. Workers can control UAVs to take
photos and then send them to the terminal. From the terminal, we
can find out where the problem is and then use robots to repair it.
At present, the robot can only do some simple repair work. If it
encounters complex problems, it still needs to be carried out
manually [11–14]. Usually, UAVs face limited battery life and
controllable distance. As we know, the target power lines are
usually far away from the office (work unit). Therefore, the
inspection task is implemented with the following two steps.
The first step is to drive from the office to the drop-off points of
the towers. The second step is to take photos by UAVs and repair
them with robots or workers once a problem is detected. At
present, the work office mainly relies on experience to assign
several inspection teams to inspect the corresponding power
lines, resulting in extremely uneven working hours among
inspection teams. What is worse is some inspection teams
work overtime for a long time. Thus, an efficient solution for
balancing the working hours of each inspection team can solve
this social fairness problem to a certain extent. With regard to the
second step of the inspection work, the inspection time for each
tower and the corresponding power line can be considered a
constant. This assumption is reasonable because we usually do
not know in advance whether these towers need to be repaired.
Thus, in order to balance the working hours and minimize the
total working hours, we only need to provide optimal power line
inspection path planning before performing the inspection task.

Given a target power line, the optimal path planning problem
can be transformed into a traveling salesman problem (TSP) or
vehicle routing problem (VRP). That is, the inspection team starts
from the office and finally returns to the original starting location.
Here, all the target towers and the corresponding power lines
should be inspected and can only be inspected once. Therefore,
the problem belongs to the NP-hard problem encountered in
combinatorial optimization [15, 16]. The TSP or VRP is a very old
and classic problem in graph theory, and many research methods
for optimal path planning were proposed [17], such as integer
programming [18], dynamic programming [19], and branch and
bound algorithm [20, 21]. However, the high computational
complexity of those exact algorithms prevents them from
being applied to large-scale networks. To improve
computational efficiency, agent-based or multi-agent-based
heuristic intelligent optimization algorithms were successively
proposed. For example, genetic algorithms [22], ant colony
algorithms [23], simulated annealing algorithms [24, 25],

particle swarm algorithms [26], and some derivative
algorithms, or hybrid algorithms [17, 27, 28]. Recently, some
optimization methods by machine learning were presented [29],
such as graph neural network [30] and reinforcement
learning [31].

If there are toomany power lines to be inspected, it is not practical
to assign one inspection team to complete the inspection task. The
problem can be transformed into classicalmultiple traveling salesman
problems (MTSP), which is also NP-hard [32, 33]. The constraint
conditions are 1) all the inspection teams should start from the same
location (office) and return to the office. 2) Each inspection team
must inspect at least one tower. 3) Each tower and the corresponding
power line can only be inspected once. Despite this problem seeming
difficult, it can still be solved by the abovementioned method [17, 34,
35]. For example, based on k-means clustering, the optimal path
planning was carried out in each cluster [36–38]. However, those
works did not take into account the balanced workload of each
cluster. As workload can reflect social fairness, and the MTSP
associated with balancing workload has attracted increasing
attention [39–41]. For example, Alves et al. minimized the
distance and balanced the routes for the MTSP by genetic
algorithms [39]. Xu et al. proposed a two-phase heuristic
algorithm to balance the number of destinations of travel agents
[40]. Compared with balancing the routes or the number of traveling
destinations, it is fairer to balance theworking hours. Lee et al. studied
the balance of the traveling time for MTSP, but the traveling time
among each pair of destinations is linear with the distance [42].
Recently, Vandermeulen et al. investigated the balanced working
hours for MTSP by translating the task assignment problem into the
minimum Hamiltonian partition problem; however, the traveling/
cost time was obtained by simulation [43]. Hu et al. proposed a
transfer method to balance the working time with the minimum
number of inspection teams with two real power lines [6]. But, there
is no need to consider the walking time because the task of taking
photos can be implemented by the UAVs.

In this article, considering both driving time and inspection time,
we give the theoretical solution for the minimum number of
inspection teams. In addition, we propose a transfer-swap
algorithm to balance the working hours among inspection teams
and minimize to total working hours. Combined with the minimum
number of inspection teams and intelligent optimization algorithms,
a framework for optimal path planning is presented. Concretely,
based on the latitude and longitude of the power grid (line-5876 and
line-5803) in Jinhua City and the latitude and longitude of the drop-
off points of towers of the two power lines, we obtain both the
driving time from the office to all the towers and the driving time
among each pair of towers through the web crawler [6]. Compared
with the real driving time from the office to each tower, it is found
that the driving time obtained by the crawler is not much different
from that of the real one. Using the crawled driving time, we can
construct a fully connected network of driving time between the
office and all towers. Simulations verify the provided theoretical
solution for the minimum number of inspection teams, and results
from four optimization algorithms prove that the proposed transfer-
swap algorithm can well-balance the working hours.

The article is organized as follows. In Section 2, first, we
describe our model. Second, we present the theoretical analysis
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for the minimum number of inspection teams. Third, we provide
the transfer-swap algorithm to balance the working hours among
inspection teams, which is the key to the general framework for
optimal path planning. In Section 3, we analyze two real power
lines and verify the framework of optimal path planning with the
minimum inspection teams and balancing the working hours.
Finally, we conclude and discuss this article in Section 4.

2 MODEL AND METHODS

2.1 Optimal Inspection Path Planning Model
Because the location of the office is fixed, we can construct a fully
connected network once the target towers are identified. The fully
connected network can be described by G = (V, E, T). Here, V is
the node-set V = {v0, v1, . . ., vN}. v0 represents the office and the

FIGURE 1 | (color online) A simple example about path planning with one office and seven towers. (A) Optimal path for one inspection team to complete a given
inspection task. The total working hours (spending time) is the driving time of the path plus the inspection time by UAVs, robots, or workers, that is, td + 7tins. (B)Optimal
path that balances the working hours between the two inspection teams. The working hours is t1wh and t2wh for the two inspection teams. The difference of working hours
between the tow inspection teams is tdiff �| t1wh − t2wh |, where | ·| is the absolute value of ·.

FIGURE 2 | (color online) (A,B) Longitudes and latitudes of towers for line-5876 and line-5803. Only the first two towers and the last two towers, as well as the
location of the office, are marked. (C,D) Real driving time and the crawled driving time from the office to each tower for line-5876 and line-5803, and the red star curve
stands for the difference. There are 48 towers in line-5876 and 72 towers in line-5803.
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others are the number of the N target towers, see Figure 1. The
edge set E � {evivj � (vi, vj) | vi, vj ∈ V, i ≠ j} stands for the edges
among nodes. The term T ∈ R(N+1)×(N+1) is the driving time
matrix, and the entry tvivj in T is the driving time from vi to vj. The
other related variables are defined as follows:

td, the driving time for one single inspection team to visit all
the target towers and return to the office.
tins, the inspection time for inspecting each tower and the
corresponding power line, which can be completed by UAVs,
robots, or workers. The term can be set to a constant, say 15 min.
Thus, the total working hours (i.e., spending time) for one single
inspection team to complete the task is td + tinsN.
tmax, the maximum working hours on workday for every
inspection team. Generally, let us define tmax = 8 h or 28,800 s.
trwh, the working hours of rth inspection team, which includes both
driving time and inspection time over the assigned power lines.
Here, r= 1, 2, . . ., k and k are the total number of inspection teams.
In general, the working hours for each inspection team should
satisfy trwh ≤ tmax.
tdiff, the maximum difference of the working hours among
inspection teams, quantified by max(tr1wh) −min(tr2wh) with r1,
r2 = 1, 2, . . ., k. Here, max (·) and min (·) stand for the maximum
and minimum of ·, respectively. The smaller the indicator tdiff is,
the fairer it is.

The objective is to balance the working hours of each
inspection team and minimize the total working hours, see
Figure 1. The system model can be written by

min Z � ∑N
i�0

∑N
j�0

tvivjxvivj. (1)

Subject to

∑N
j�1

xv0vj � k, (2)

∑N
i�1

xviv0 � k, (3)

∑N
i�0,i≠j

xvivj � 1,∀j � 1, 2, . . . , N, (4)

∑N
j�0,i≠j

xvivj � 1,∀i � 1, 2, . . . , N, (5)

uvi − uvj + pxvivj ≤p − 1,∀i, j � 1, 2, . . . , N, i ≠ j, (6)
1≤ uvi ≤p,∀i � 1, 2, . . . , N, (7)
trwh ≤ tmax,∀r � 1, 2, . . . , k, (8)

tdiff ≤ ϵ, (9)

FIGURE 3 | (color online) Under the four algorithms (greedy, antcol, SA, and GA-EO); (A,C) the cumulative driving time for a single inspection team to complete the
task; (B,D) the optimal inspection path. 0 in tower NO. represents the office, and tower NO means the tower number is to be inspected at that step. (A,B) line-5876.
(C,D) Line-5803. The perturbation parameter p = 0.05 for the greedy algorithm.
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where

xvivj � 1, if the tower vi precedes tower vj on a travel.
0, others.

{ , (10)

Here, vi, vj ∈ V and uvi are the visiting rank of tower vi in order,
∀i = 1, 2, . . ., N, and 2 ≤ p ≤ N + 1 − k represents the maximum
number of towers that can be inspected by any inspection team r.
In the interest of fairness, we introduce one threshold ϵ. If tdiff > ϵ,
the working hours among inspection teams are not balanced. For
example, let us set ϵ = 1/4 h, which means the maximum
difference in working hours among all inspection teams
should not be larger than 15 min.

Constraints 2) and 3) ensure all the k inspection teams starting
from the office and returning to the office. Constraint sets 4) and
5) are the assignment constraints to make sure that each tower
should be preceded by and precedes exactly one another tower.
Constraint sets 6) and 7) are the Miller–Tucker–Zemlin sub-tour
elimination constraints [18]. Constraints 8) and 9) are weak and
are also our optimization objectives.

In this article, we introduce three artificial intelligence
algorithms to optimize the inspection path for a given k, tmax,,
and ϵ. The three algorithms are the ant colony algorithm (antcol),
simulated annealing algorithm (SA), and one hybrid algorithm
made up of the genetic algorithm and extremal optimization
(GA-EO). The genetic algorithm (GA) has poor local search
ability, large computation, poor adaptability to large search space,
and easy convergence to a local minimum. The GA-EO algorithm

is adopted by combining the EO algorithm with the traditional
genetic algorithm [44].

In order to compare with the abovementioned three
optimal algorithms, we also present a greedy algorithm.
The greedy algorithm is described as follows: For each step,
with probability 1 − p, the tower with the shortest driving time
is selected as the next inspection target. Otherwise, one
unselected tower is randomly selected as the next
inspection target with the probability p. If p = 0, it is
equivalent to the pure greedy algorithm, so p can be seen
as a perturbation parameter. Concretely, it is assumed that the
currently visited tower is vi and the tower set containing all the
towers that has been visited is defined as Vc. The next tower vj
that will be selected to visit with a probability 1 − p should
satisfy the condition minvj∈V\Vctvivj. Here, V \ Vc is the tower set
in V but not in Vc.

2.2 Theoretical Analysis of Minimum
Number of Inspection Teams
The minimum number of inspection teams is denoted as the
capacitated vehicle routing problem (CVRP) [45]. Several general
algorithms were proposed for a minimum number of vehicles,
such as greedy algorithm [46], and integer programming [47].
Here, we show a theoretical solution to the minimum number of
inspection teams. For one single inspection team to inspect the
power line, the working hours are td + Ntins. Here, td is the total
driving time on the path and tins is the inspection time to inspect

FIGURE 4 | (color online) (A,B) Under the four algorithms (greedy, antcol, SA, and GA-EO), the optimal driving time for a single inspection team to perform the
inspection task with 20 times of independent running. (C,D) For different perturbation parameters p of the greedy algorithm, the optimal driving time for a single
inspection team to perform the inspection task with 20 times running independently. (A,C) Line-5876. (B,D) Line-5803.
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one tower and the power line between the tower and the next
tower, which can be set to a constant, such as 15 min. If td +
Ntins > tmax, more than one inspection team is required. The
required number of inspection teams k satisfies

k≥ td +Ntins( )/tmax. (11)
The equal sign holds if k is equal to 1. If (td + Ntins) > tmax,
then k > 1.

Because tv0vi is the driving time from the office to tower vi, then
we have

td +Ntins + k − 1( )max tv0vi( )≥ k tmax −max tv0vi( )[ ], vi ∈ V\v0
td +Ntins + k − 1( )min tv0vi( )≤ k tmax −min tv0vi( )[ ], vi ∈ V\v0.

{ .

(12)
From the previousequation, the minimum number of inspection
teams satisfies

td +Ntins −min tv0vi( )
tmin −min tv0vi( ) ≤ k≤

td +Ntins −max tv0vi( )
tmax −min tv0vi( ) . (13)

To find the exact minimum number of inspection teams as
quickly as possible, here, we present one alternative approach to
estimate the value of k by using the average driving time from the
office to all the towers. Specifically, the round-trip time of k inspection

teams can be approximately computed by the average round-trip
time from the office to all towers, which can be expressed as

tave � ∑vi∈V tv0vi + tviv0( )
N

. (14)

Thus, the total working hours for all teams is td + N × tins + (k −
1) × tave. Because there is one round-trip time in td, so we use (k −
1) × tave instead of k × tave. Therefore, the minimum number of
inspection teams should satisfy

td + tinsN − tave
tmax − tave

≤ k. (15)

Here, k is the smallest integer and is not less than td+tinsN−tave
tmax−tave . In

general, because of the round-trip time, so the total working
hours of completing the task for multiple inspection teams is
larger than that for one single inspection team. As the round-trip
time is obtained by the estimated value tave, so we relax the
conditions to compute the minimum k, which leads to

k ∈ ⌈td + tinsN − tave
tmax − tave

⌉ − 1,⌈td + tinsN − tave
tmax − tave

⌉,⌈td + tinsN − tave
tmax − tave

⌉ + 1{ }, ,
(16)

where �·� represents the smallest integer not less than ·.

FIGURE 5 | (color online) Working hours twh for different numbers of inspection teams by using our framework without swap. (A,B) Line-5876 with k = 2 and k = 3
and (C,D) line-5803 with k = 4, k = 5. The perturbation parameter p is set to 0.05 for the greedy algorithm. Because the working hours are not well-balanced for line-5803
when k = 4, so the result of k = 3 for line-5803 is not shown in this figure.

Frontiers in Physics | www.frontiersin.org July 2022 | Volume 10 | Article 9554996

Hu et al. Optimal Path Planning Social Fairness

19

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


In conclusion, the minimum k can be obtained by Eqn. 13;
however, we can use Eqs. 11, 16 to estimate it. Without loss of
generality, in this article, we assume that the maximum working
hours tmax = 8 h of each inspection team on a workday and the
tins = 15 min.

2.3 One Framework For Optimal Inspection
Path With Balancing Working Hours By the
Transfer-Swap Algorithm
Based on the minimum number of inspection teams k in the last
section, we propose a new algorithm to balance the working hours
and minimum the total working hours by the transfer-swap
algorithm and provide the framework for optimal inspection path
with several intelligent optimization algorithms.

To be a concert, we first randomly select k towers as center
nodes and obtain the k set by K-means based on the driving time
matrix T. For example, let us set node vi to be one center node. For
non-central node vj ∈ V, add vj to the set of vi if the driving time
from vj to vi is minimum among all the center nodes.

Second, based on the optimization algorithms, we can get the
optimal path and compute the working hours for each set trwh with r=
1, 2, . . ., k and add them to obtain the total working hours ∑k

r�1trwh.
Third, if max(trwh) −min(trwh)≤ ϵ and

trwh ≤ tmax,∀r ∈ {1, 2, . . . , k} and the total working hours ∑k
r�1trwh

is smaller than that of the previous value, then we get the final
optimization result.

Fourth, if the condition in the third step is not satisfied, we
transfer one tower in the tower set with max(trwh) to the tower set
with min(trwh) by random. Implement the third step with given
iterations. If the condition in the third step is still not satisfied, we
select one tower in each tower set by random and swap them.
Implement the last two steps with given iterations. The detail of
this algorithm is shown in Algorithm 1.

Algorithm 1. Optimal inspection path planning with the
transfer-swap algorithm.

3 RESULTS

3.1 The Analysis of Two Real Power Lines
In this section, we analyze the driving time of two real power
lines, line-5876 and line-5803, in Jinhua City, Zhejiang Province.

The real data contain the following details [4]:

FIGURE 6 | (color online) Working hours twh for the minimum number of inspection teams with our framework and transfer-swap algorithm. (A) k = 3 for line-5876
and (B) k = 5 for line-5803. p = 0.05 for the greedy algorithm.
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i) Longitudes and latitudes of all towers for the two power lines
and the office. As shown in Figures 2A,B.

ii) Longitudes and latitudes of drop-off points of each tower.
iii) The driving times tv0vi from the office to drop off points of

each tower.

For our question, the optimal path should start from the
office, after inspecting all the target towers and power lines and
finally returns to the office. Although data contain the driving
time from the office to the drop-off point of each tower, it does
not contain the driving time tvivj between the drop-off point of
each pair of towers. The incomplete data prevent us from using
the framework immediately. Here, we provide an alternative
solution. By using the API interface of Baidu Map, we can get
the driving times between the drop-off of each pair of towers
with a web crawler. In order to test the validity of the data
obtained by the web crawler, we also crawl the driving time of
the office to the drop-off point of each tower, as shown in
Figures 2C,D. We find that the crawled data of the two power
lines are not much different from the real data. The crawled
data are slightly larger, but the difference is generally located
near 0, as shown by the red star curve in Figures 2C,D.
Therefore, we can optimize the path by our proposed
framework with the crawled data.

3.2 Optimize Inspection Path With One
Single Inspection Team

In this section, we test our framework with two real power lines.
The configuration of our computer is Intel Core (TM) i7-7700
CPU, 16 GB RAM, and 3.6 GHz processing speed. First, we study
the inspection path planning for one single inspection team by
antcol, SA, GA-EO, and the greedy algorithm. Because the
inspection time of each tower and its corresponding power
line, tins is considered to be 900s, and it is only necessary to
optimize the driving time when assigning a single inspection
team. As can be seen from Figures 3A,C, when all targets are
inspected, the SA algorithm takes the shortest driving time,
followed by the GA-EO algorithm. The greedy algorithm in
line 5876 has the longest driving time, while the total driving
time of antcol and the greedy algorithm in line 5803 is nearly the
same. Figures 3B,D shows the inspection sequence of the two
power lines under the four algorithms.

The result in Figure 3 is from a single simulation. In order to
reduce the randomness of the four algorithms, we analyze the
results from running independently on 20 times, see Figures
4A,B. It can be seen that the optimal driving time calculated by
the SA algorithm is the most stable, and the other three
algorithms have a large fluctuation, among which the

FIGURE 7 | (color online) Optimal inspection paths with our framework with (A) greedy, (B) antcol, (C) SA and (D) GA-EO. k = 3 for line-5876. p = 0.05 for the
greedy algorithm. Here, the coordinate (0, 0) is the starting point, namely, the office.
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fluctuation of the greedy algorithm is the largest. In addition, we
also find that the driving time by using the SA algorithm is always
the shortest, which suggests that SA performs the best path
planning. Considering the perturbation parameter p in our
greedy algorithm, we further study the driving time with
different p for the greedy algorithm in Figures 4C,D. When
p = 0, the probability of jumping out of the local optimal value is
0, so the driving time is a constant. When p = 0.1, the result is
slightly worse than of p = 0.05. As we can give the optimal path
before executing the task, we can simulate it several independent
times to find out the inspection path associated with the shortest
driving time.

In general, the working hours for everyone is not more than
8 h on a workday, namely, tmax = 28800s. Let us assume that the
inspection time for each tower is 15 min, that is, tins = 900s. From
Figure 3 and Figure 4, we can find that when assigning one single
inspection team to perform the inspection task, the working
hours of the four algorithms for line-5876 are about 59914s,
58403s, 54918s, and 57409s. For line-5803, the corresponding
working hours are about 91433s, 87623s, 84507s, and 87396s. All
the working hours exceed the maximum working hours tmax;
therefore, more inspection teams are needed. For line-5876, there
are 48 towers and the average driving time from the office to each
tower is 2221s. For line-5803, there are 72 towers, and the average

driving time from the office to each tower is 3252s. From Eqn. 16,
the minimum number of inspection teams is one of the elements
in the set {2, 3, 4} for line-5876, and the minimum number of
inspection teams is one of the elements in {3, 4, 5} for line-5803.

3.3 Optimize Path With the Minimum
Number of Inspection Teams
In this section, we analyze and verify the theory of a minimum
number of inspection teams and further study and verify our
framework for the optimal path planning with the two power lines.

First, we study the optimal path planning with our framework
without the swap strategy. From Figure 5, it can be found that
when k = 2 and k = 4 for line-5876 and line-5803, respectively, the
working hours are not well-balanced, and the working hours of
some inspection teams exceed the given tmax = 28800s. For line-
5876 with k = 3 and line-5803 with k = 5, the working hours of all
inspection teams are within 28800s, and at the same time, the
working hours are well-balanced, which is coincided with the
theoretical results. Furthermore, we can find that the optimal
inspection path of SA has the shortest working hours, while the
results of the other three algorithms are almost the same.

To compare with the method without a swap strategy, here we
embed the swap strategy to optimize the inspection path. From

FIGURE 8 | (color online) Optimal inspection paths with our framework with (A) greedy, (B) antcol, (C) SA and (D) GA-EO. k = 5 for line-5803. p = 0.05 for the
greedy algorithm. Here, the coordinate (0, 0) is the starting point, namely, the office.
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Figures 5B,D) and Figure 6, we can find that the working hours
are shorter when combining the transfer and swap strategy for
line-5876 and line-5803, which verifies the validity of our
proposed transfer-swap algorithm for balancing working hours
and minimizing the total working hours. A very interesting result
is that with the transfer-swap algorithm, the working hours for
the greedy algorithm and SA are very close and work the best,
while the working hours for antcol are relatively long. The
optimal inspection paths of the k inspection teams with our
framework for line-5876 and line-5803 are shown in Figure 7 and
Figure 8.

Furthermore, we analyze the number of iterations and time-
consuming converging to the optimal solution to quantify the
performance of our framework under the four algorithms, see
Figure 9. It can be found that for line-5876, the number of
iterations to converge to the optimal solution is about 15 times.
For line-5803, the number of iterations is about 25 times. Figures
9C,D show that the greedy algorithm is very fast and only takes a
few seconds, but SA is the slowest and requires about 200s for
line-5876 and 500s for line-5803. Therefore, combined with the
time-consuming and the working hours, the greedy algorithm
performs better than SA, which is a counter-intuitive result. The
reason may be that the swap strategy and the perturbation
parameter are helpful in avoiding locally optimal solutions.

4 CONCLUSION AND DISCUSSION

Taking both driving time and inspection time into
consideration, in this study, we study the optimal path

planning with the balanced working hours of each
inspection team. In order to study the working hours, we
have analyzed two real power lines in Jinhua city. In addition,
we have provided a range of theoretical solutions for the
minimum number of working teams and further have
presented a fast method to estimate the theoretical solution,
which is the first contribution. In addition, we have proposed a
path optimization framework for balancing working hours and
minimizing the total working hours based on the minimum
number of inspection teams. The key to the proposed
framework lies in the transfer-swap algorithm, and it is the
second contribution. The simulation results showed that the
minimum number of working teams was consistent with our
theoretical solution and also verified our framework could
balance the working hours and minimize the total working
hours. Compared with the optimal results without a swap
strategy, the total working hours are shorter when using our
proposed transfer-swap algorithm. An interesting finding is
that the simulated annealing algorithm (SA) had the shortest
total working hours among the four algorithms when the swap
strategy is absent. However, when using the transfer-swap
algorithm, the working hours obtained by the greedy
algorithm were close to those obtained by SA, but the
greedy algorithm has the shortest computation time. Thus,
with integrated optimization results and running time, it is
more efficient to use the greedy algorithm.

In this article, we studied the perturbation parameter p = 0.05
for the greedy algorithm with our framework and did not analyze
the pure greedy algorithm with p = 0. This is because the
optimization result remains the same for p = 0, so it is easy to

FIGURE 9 | (color online) (A,B) Number of iterations converging to the optimal solution with our framework under the four algorithms. The results are obtained by
20 independent simulations. (C,D) Time-consuming (seconds) of converging to the optimal solution with our framework under the four algorithms.
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fall into a locally optimal solution. In our work, we assumed that
the inspection time of each tower was the same. Therefore, there
may be some fluctuations in the optimal results when using our
framework. A better way to deal with this question is to predict
the inspection time of each tower based on historical data. In
addition, in our framework, we can use some other optimal
algorithms to replace the four methods (greedy, SA, antcol,
and EO-GA), such as reinforcement learning or deep learning
algorithms.
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Food security is a critical issue closely linked to human being. With the

increasing demand for food, international trade has become the main

access to supplementing domestic food shortages, which not only alleviates

local food shocks, but also exposes economies to global food crises. In this

paper, we construct four temporal international crop trade networks (iCTNs)

based on trade values of maize, rice, soybean and wheat, and describe the

structural evolution of different iCTNs from 1993 to 2018. We find that the size

of all the four iCTNs expanded from 1993 to 2018 with more participants and

larger trade values. Our results show that the iCTNs not only become tighter

according to the increasing in network density and clustering coefficient, but

also get more similar. We also find that the iCTNs are not always disassortative,

unlike theworld cereal trade networks and other international commodity trade

networks. The degree assortative coefficients depend on degree directions and

crop types. The analysis about assortativity also indicates that economies with

high out-degree tend to connect with economies with low in-degree and low

out-degree. Additionally, we compare the structure of the four iCTNs to

enhance our understanding of the international food trade system. Although

the overall evolutionary patterns of different iCTNs are similar, some crops

exhibit idiosyncratic trade patterns. It highlights the need to consider different

crop networks’ idiosyncratic features while making food policies. Our findings

about the dynamics of the iCTNs play an important role in understanding

vulnerabilities in the global food system.
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international crop trade, temporal network, directed network, structural evolution,
food security
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1 Introduction

Food security is a mainstay in national security and has

become one of the global hot spots [1]. Due to the impact of the

COVID-19 pandemic, the number of global hungry people

continued to rise in 2020, from 2.05 billion to 2.37 billion,

and about 30 million in 2030 more than if the pandemic had

not happened1. Food supplies face unknown potential risks, with

factors such as global pandemics, climate extremes, conflicts and

so on. Globalization confers pros and cons with regard to food

security [2], providing access to international food trade [3]. On

the one hand, international trade meets food demand of some

economies with food shortages by supplying food produced

elsewhere beyond self-consumption and strategic reserves [4].

On the other hand, trade might multiply disruption to food

supply chains [5] and exacerbate economies’ vulnerability to

sudden shock in global food system [6]. Therefore, international

food trade has a crucial impact on food security [7, 8].

Before evaluating underlying benefits and risks for food

security, it is necessary to explore characteristics of

international food trade. Recently, complex networks have

become an important method to study trade relationships

existing between pairs of economies in the world [9].

Therefore, many studies have contributed insights into the

structure and dynamics of the global food trade system based

on network science [10–12]. Some literature focused on one

major crop feeding a large number of population, such as maize

[13] and wheat [14]. These studies described the trade patterns of

international crop trade system [13], and explored the factors

that impact the food supply [15]. Investigating the international

virtual water network (iVWN) is another common approach to

understand global food security [16]. By quantifying water

embodied in several food commodities, researchers link the

properties of the iVTW to the resilience of the global food

system to shocks [17, 18]. However, there are many different

definition of resilience [4, 19], or indicators measuring network

vulnerability [15, 20].

The topological properties of the international food trade

networks (iFTNs) are closely related to the assessment of global

food security and should be investigated carefully. Previous

literature has focused on the complexity of iFTNs [11] and

studied the impact of shocks to the iFTN [21, 22]. However,

the microstructure of the iFTN is worth discussing and studying

[23]. The evolution of the international food trade system and

comparison of trade patterns between different crops still remain

a spectrum of investigation. Here, we consider four dietary

staples (maize, rice, soybean and wheat), which make up more

than 75% of the calories consumed by populations and animals

[2, 11]. We construct four international crop trade networks

(iCTNs) and quantify the evolution of these iCTNs from 1993 to

2018. Although our work does not specifically evaluate shocks or

food security, the dynamics of four different iCTNs provide basic

understanding of the global food trade system. The evolution of

network features shows the change of iCTNs and the necessity of

new methods measuring food security.

In this paper, we attempt to explore and compare the main

stylized characteristics pertaining to crop trade relationships and

their evolution over time. We focus on structural characteristics

such as node degrees, node strengths, link weights, density, the

clustering coefficient, reciprocity and assortativity. Our study

answers two questions: 1) How has the structure of iCTNs

changed over time? 2) What are the differences in trade

patterns between different crops? The remainder of this paper

is organized as follows. Section 2 describes the data sets used in

our work and the construction of the iCTNs. Section 3 presents

the empirical results about the dynamics of the four iCTNs. We

summarize our results in Section 4.

2 Data and method

2.1 Data description

We obtained the FAOSTAT data sets on international trade

flows from the Food and Agriculture Organization (FAO, http://

www.fao.org), which contain the annual bilateral export-import

data during the period 1993–2018. The Soviet Union collapsed in

1991 and the world pattern changed dramatically, and

Yugoslavia and Czechoslovakia also disintegrated one after

another in 1992. Therefore, our data began in 1992 [17].

Since the data sets contain some inconsistencies between the

declaration of importers and exporters, we first complied the

crop trade matrix by using the import data, and then used the

export data to fill data gaps. We got four crop trade matrices

Wcrop(t), and denoted them with superscripts crop ∈ {M, R, S, W}

for maize, rice, soybean and wheat. The number of economies

changes as the evolution of political boundaries over time.

However, this fact does not affect our analysis of iCTNs [24].

We excluded economies from the annual network analysis when

their aggregated values of any kind of crop trade was zero. The

final data sets for the network analysis covered 246 economies

over the period from 1993 to 2018.

2.2 Network construction

We constructed the temporal iCTNs with respect to different

crops. The annual iCTN in each year is a multi-layer network,

where the nodes represent economies connected by multiple

directed links (or links). The link weight wcrop
ij (t) for a crop is the

exports from the economy i to the economy j in a network

Gcrop(t) � (Vcrop(t),Wcrop(t)), where Vcrop(t) is the set of
1 The State of Food Security and Nutrition in the World (2020), available

at https://www.fao.org.
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nodes (that is, the set of economies involved in the trade of crop

in year t). The total networks over 26 years include

246 economies. Not all economies engaged in crops trade in

each year, so usually Ncrop
V (t)< 246. We obtained 26 × 4 yearly

international crop trade networks and explored the evolution of

structural properties for each iCTN in this work.

Figure 1 shows the four iCTNs in 1993 and 2018. For each

economy (node), the symbol size represents its total export value.

The thickness of a link represents the trade flow between two

economies. It is evident that compared with the iCTNs of 1993,

there were more links in the iCTNs of 2018, which indicates that

new trade relationships were formed. The nodes became larger

and the links became broader, corresponding to larger trade

volumes. We note that economies in Asia and Europe are major

exporters, especially for maize and wheat. What’s more, the

United States and Germany are the most important crop

exporters that had very large export values in 2018.

3 Empirical results

3.1 Summary statistics

For each year, we computed network statistics and

described the evolution of the four iCTNs. For simplicity,

we omitted the superscript crop in the following description.

The number of nodes NV measures how many economies

engaged in trade, and the number of links NE measures the

trade relationships between economies, where E � {eij} is the
set of links eij. Figure 2 illustrates the size evolution of the four

iCTNs from 1993–2018.

The number NV of nodes involved in Figure 2A is the

number of nodes, where V is the set of nodes. Compared with

the iCTNs in 1993, the number of nodes of the maize and

soybean networks increased markedly. It is consistent with

previous literature [21]. However, the number of nodes of the

rice and wheat networks kept stable with some slight

fluctuations. Figure 2B shows the evolution of the number

of linksNE , which show excellent linear growth with respect to

time t:

Ncrop
E � acrop + bcropt, (1)

A linear regression gives that bM = 50.09 for maize, bR = 65.85

for rice, bS = 27.90 for soybean, and bW = 34.64 for wheat. This

highlights the fact that the number of links approximately

increased linearly year by year. In general, the size of four

iCTNs has expanded from 1993 to 2018. The network of rice

had the largest size, indicating that more rice trade relations have

been established between economies. Similarly, for soybean

trade, less trade links have been established between

FIGURE 1
Four international crop trade networks (iCTNs) in 1993 (A–D) and 2018 (E–H). The columns from left to right respectively describe maize, rice,
soybean and wheat. For each chordal graph, nodes stand for economies participating in crop trade. The color of nodes is corresponding to different
region. The nodes in blue stand for economies in Africa region; the nodes in green stand for economies in America region; the nodes in purple stand
for economies in Asia region; the nodes in red stand for economies in Europe region and the nodes in brown stand for economies in Pacific
region. Outgoing links from an economy are shown with the same color as the origin region.
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economies. The increase in trade and network complexity differ

for different iCTNs.

Figures 2C,D show the numbers of exporting and importing

economies (NVexp and NV imp) of the four iCTNs from 1993 to

2018. Compared with NV in Figure 2A, we recognize that:

NVexp <NVimp <NV <NVexp +NVimp. (2)

There are much more importing economies than exporting

economies, and many economies both export and import the

same crops, which is also observed for the international pesticide

trade networks [25].

Link weight presents the trade value between two economies.

We calculated the sum of link weights to show the total trade

value of a given crop. Figure 2E describes the evolution of the

international trade values W(t) of the four crops from 1993 to

2018. We find that the trade values of the four crops have an

overall increasing trend, but decreased locally. Remarkably,W(t)

increased sharply in 2007/2008 due to the 2008 food crisis, which

results in a significant rise in food prices and food insecurity [26].

Contributing factors are various, and macro-level underlying

causes include higher oil prices, which affect the costs for food

production and processing. Indeed, the oil market crashed in the

middle of 2008 [27], followed by the prices of agricultural goods.

In particular, a general rise in agricultural prices could create a

global food price bubble [28]. Agricultural commodities

exhibited unexpected price spikes again in 2011, prompting

an increase in crop trade values [29]. Hence, we observe that

W(t) experienced amarked increase in 2011. In addition, rice had

the lowest trade values in each year, and W(t) of soybean

overtook wheat to the highest in 2009.

3.2 Degree and strength

The node degrees show how many trade partners each

economy has. In a directed network, we consider both in-

degree and out-degree of a node to measure import and

export respectively. The in-degree of node is defined as follows

kini � ∑
j∈V− i{ }

IE eji( ) � ∑NV

j�1
IE eji( ), (3)

where IE(eji) is the indicator function:

IE eji( ) � 1, if eji ∈ E
0, if eji ∉ E{ (4)

The out-degree of node is defined as follows

kouti � ∑
j∈V− i{ }

IE eij( ) � ∑NV

j�1
IE eij( ). (5)

Since the networks are weighted, we quantity node strengths,

including in-strength sini and out-strength souti , which are defined

as follows

FIGURE 2
Evolution of the summary statistics of the four iCTNs from 1993 to 2018. (A) Number of nodes NV . (B) Number of links NE . (C) Number of
exporting economies NVexp . (D) Number of importing economies NV imp . (E) Total link weight W in units of US dollars. Curves with different colored
markers correspond to different crops.

Frontiers in Physics frontiersin.org04

Zhang and Zhou 10.3389/fphy.2022.926764

29

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.926764


sini � ∑
j∈V− i{ }

wji � ∑NV

j�1
wji, (6)

souti � ∑
j∈V− i{ }

wij � ∑NV

i�1
wij, (7)

where wjj = 0 by definition.

The degrees and the strengths measure the importance of a

node, and we used the average degrees and the average strengths

to evaluate the overall structure of the networks. It is easy to get

that the average in-degree of nodes 〈kin〉V is equal to the average

out-degree of nodes 〈kout〉V [25]. The average in-strength 〈sin〉V
and the average out-strength 〈sout〉V respectively measure the

average values of imports and exports, which are also equal to

each other.

Figures 3A,B show the yearly evolution of the average in-

degree and in-strength from 1993 to 2018. The average node in-

degree represents the average number of exporting partners

owned to an economy [30], which is equal to the average

node our-degree [25]. Figure 3A shows that the evolution of

the average in-degree has an excellent linear growth with respect

to time t:

kin, cropV � acrop + bcropt. (8)

Simple linear regressions give that bM = 0.24 for maize,

bR = 0.32 for rice, bS = 0.11 for soybean, and bW = 0.19 for

wheat. For all the iCTNs, the average in-degree increases with

time, which indicates increasing active trade relationships

among economies. The increasing trend of kinV is a result of

the growth rate of NE being greater than that of NV . We

plotted the distributions of the in- and out-degree of the

iCTNs in 1993 and 2018 to describe the explicit change.

Since the results are similar in different iCTNs, here we

only show the global maps of the international maize trade

network. As shown in Figures 3C,D,G,H, both for in-degree

and out-degree, the color of maps in 2018 was deeper than that

in 1993, indicating an increase in the number of crop trade

connections. However, kinV decreased markedly in 2018. It may

be due to the fact that the growth of networks is not caused by

FIGURE 3
Yearly evolution of the degrees and the strengths of the four iCTNs from 1993 to 2018. The graphs in the first row (A–B) respectively show the
evolution of the average in-degree and the average in-strength from 1993 to 2018. Curves in different colors correspond to different crops. The rows
from middle to bottom show the distributions of the degrees and the strengths of the international maize trade network in 1993 and in 2018. The
middle row shows the global map in 1993: (C) The distribution of the in-degree; (D) the distribution of the out-degree; (E) the distribution of the
in-strength; (F) the distribution of the out-strength. The bottom row shows the global map in 2018: (G) The distribution of the in-degree; (H) the
distribution of the out-degree; (I) the distribution of the in-strength; (J) the distribution of the out-strength.
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simply adding new links to existing nodes which would

disappear while new nodes are created [31].

As shown in Figure 3B, similar to the dynamics of link

weights, the average in-strength increased across the sample and

showed a potential upward trend. Before 2007, sinV kept a slight

increase for each crop and occurred small fluctuations in some

years. The average in-strength showed significant fluctuations in

1996–1997 and 2004–2005. The main factor that caused the

average trade values to change dramatically is the food price.

Prices for most crops started to climb slowly in 1990 and peaked

in 1996 (maize, rice and wheat) and 1997 (soybean) before

declining sharply. But financial crisis of 1997–99 quickly

ended the crop price surge [32]. In 2004, due to bad harvests

and high oil prices, the food prices increased, which caused an

increase in global food trade values. The food prices slowed down

as the global commodity prices were under control in 2005. The

“world food crisis” of 2007–2008 inflated food prices

significantly. This crisis originated from the long-term cycle of

fossil-fuel dependence on industrial capitalism, coupled with the

inflationary effect of current biofuel offset and financial

speculation [33]. Under the influence of the food price crisis

[34], the average trade values showed a significant upward trend

from 2007 to 2008. After 2008, sinV reverted to increase with

fluctuations. Overall, both for in-strength and out-strength, the

color of maps in 2018 was deeper than that in 1993 as shown in

Figures 3E,F,I,J, suggesting an increase in crop trade volumes.

3.3 Competitiveness

The density of a directed network refers to the ratio of the

number of links that actually exist in the network to the number

of all possible links:

ρ � NE
NV NV − 1( ), (9)

To capture the potential relations between an economy’s

trading partners, we used the clustering coefficient tomeasure the

connectivity of the economy’s trading partners [35]. For a

weighted network, the clustering coefficient of a node i is the

ratio of all directed triangles to all possible triangles [36],

ci � 2Ti

ki ki − 1( ) − 2kRi
, (10)

where Ti is the number of directed triangles containing node i, ki
is the total degree of node i, and

kRi � Y j : eij ∈ E & eji ∈ E{ }( ) � ∑
j≠i

wijwji( )0, for wijwji ≠ 0

(11)
is the reciprocal degree of node i. We use the average clustering

coefficient to measure the overall concentration of the network:

〈c〉V � 1
NV

∑NV

i�1
ci. (12)

Figure 4 illustrates the density and average clustering

coefficient of the four crop trade networks, introduced to

describe the competitiveness of the entire network. The value

of density represents the tightness of a network [37]. In a dense

network, the number of connections approaches to the

maximum number of potential ties. According to Figure 4A,

the density of each crop network was small. Over the last

26 years, the density rose with some fluctuations, and it

indicates that the global food trade is becoming more and

more frequent and close. The increasing densities of the

iCTNs are consistent with some other international trade

networks [38], but are much smaller [25, 39] than the total

world trade networks. The density curves for rice, maize and

wheat showed a linear upward trend, where the density of the rice

network had the largest slope of increase and has become the

largest since 1998. Although the number of links for the rice trade

network increased significantly, its density did not change

dramatically after 2012. From 2009 to 2012, the network

density of the soybean trade network changed slightly without

a dramatic trend, and fluctuated significantly after 2012.

The average clustering coefficient measures the overall

concentration of connections in the network. Figure 4B shows

that the economies were inclined to cluster together in the four

iCTNs. The clustering coefficients have an upward trend,

especially for the rice and soybean trade networks, which is

consistent with conclusions from previous literature [40, 41].

Likewise, the values of clustering coefficients for rice were the

largest after 2001 and displayed relatively least fluctuations, since

the export and import of rice concentrated in some economies

[42]. Compared with the evolution of the network density, a

particularly dense network was inclined to have high clustering

because its modes are more likely to share partners [38].

3.4 Persistence

There are two types of complex networks: multi-layer

networks, in which nodes are connected in different ways;

and temporal networks, in which nodes and links may appear

or disappear and their attributes to the networks might change

over time [43]. Node similarity has been widely studied for

simple networks [44, 45] and multi-layer networks [43, 46].

This paper adopts a simple indicator to measure the similarity

coefficient between two successive networks [25], since the

links in iCTNs might look similar or change significantly.

Considering two successive networks G(t − 1) and G(t), let
E(t−1)∪t � E(t − 1) ∪ E(t) be the union set of directed links and

E(t−1)∩t � E(t − 1) ∩ E(t) be the intersection of directed links.

Based on previous studies [25, 47, 48], we define the temporal

similarity between two successive networks G(t − 1) and G(t)
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FIGURE 4
Yearly evolution of the network density (A) and average clustering coefficient (B) of the four international crop trade networks from 1993 to
2018.

FIGURE 5
Evolution of the temporal similarity coefficient S(t) between two successive networks of the four crops from 1993 to 2018. (A) All links at each
time. (B) Light links with the weights at each time less than the 20% percentile. (C) Medium links with the weights at each time between the 40 and
60% percentiles. (D)Heavy links with the weights at each time greater than the 80% percentile. The temporal similarity increased over timewith slight
fluctuations.
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as the ratio of the number of overlapping directed links in the

two networks over the number of all directed links in the two

networks:

S t( ) � Y E t−1( )∩t( )
YE t−1( )∪t

. (13)

where Y(X) denotes the cardinal number of set X. The value of

the similarity coefficient S(t) ranges between 0 and 1: S(t) = 0

indicates that the two networks are completely different in means

of links, while S(t) = 1 means that the two networks are

completely the same.

The analysis of the node similarity is a significant basis for

understanding the evolution of features of the international crop

trade system. The small value of the similarity coefficient S shows

a high discrepancy in the structure of two successive networks

[25, 49]. From Figure 5A, the temporal similarity increased over

time with slight fluctuations, which indicates that the structure of

successive iCTNs gets more similar. And the rice trade network

had the largest temporal similarity recently. By comparing the

similarity coefficient S(t) of sub-networks containing links with

different values of weight (light links in Figure 5B where the

weights are less than the 20% percentile, medium links in

Figure 5C where the weights are between the 40 and 60%

percentiles, and heavy links in Figure 5D where the weights

are greater than the 80% percentile), it can be found that the S(t)

curves have similar patterns qualitatively and the heavier links

with greater trade flows have more stable.

3.5 Reciprocity

The reciprocity is critical to dynamical processes and

network growth [50]. The reciprocity of a directed network is

defined as the ratio of the number of bilateral links (i.e., links

pointing in both directions) to the total number of links in the

network [51, 52]:

R � Y i, j( ) : eij ∈ E & eji ∈ E{ }( )
Y i, j( ) : eij ∈ E{ }( ) � 1

NE
∑
i∈V

kRi , (14)

where

Y i, j( ) : eij ∈ E & eji ∈ E{ }( ) � ∑
i∈V

kRi (15)

and

Y i, j( ) : eij ∈ E{ }( ) � NE . (16)

Reciprocity R is an indicator of the degree of bilateral trade

relationships between economies in a network and plays an

important role in the transmission mechanism of

international trade information.

Figure 6 shows the evolution of overall reciprocity of the four

iCTNs from 1993 to 2018. The overall reciprocity coefficients

were between 0.1 and 0.4. It is found that the overall reciprocity

was relatively stable with slight fluctuations for maize and

soybean. In terms of wheat and rice, the reciprocity

coefficients were always smaller than those of the maize and

soybean trade networks, but showed an increasing trend.

Especially for rice, the reciprocal coefficient R(t) showed a

nice linear relationship with time t. We note that the

reciprocity coefficients of the iCTNs are much smaller than

those of the international trade networks (larger than 0.5) [39,

51], which contain remarkably more commodities and thus more

reciprocal links.

3.6 Assortativity

Assortativity quantifies the mixing pattern of complex

networks, which measures whether the node is preferentially

connected to a node with a similar scale [53]. In a directed

network, we consider the correlation of four degree directions.

The degree assortative coefficient rin,in(t) between the in-degree

of exporting economies and the in-degree of importing

economies:

rin,in t( ) � 1
NE

∑
eij∈E

kini − 〈kini 〉E( ) kinj − 〈kinj 〉E( )[ ]
σ ini,Eσ

in
j,E

, (17)

where 〈kini 〉E and 〈kinj 〉E are respectively the mean in-degrees of

exporting economies and importing economies, and the variance

of in-degrees of exporting economies is

σ ini,E( )2 � 1
NE

∑
eij∈E

kini − 〈kini 〉E( )2, (18)

FIGURE 6
Evolution of overall reciprocity of the four iCTNs from 1993 to
2018. The overall reciprocity coefficients were between
0.1 and 0.4.
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and the variance (σ inj,E)2 of in-degrees of importing economies is

defined in the same way.

Similarly, the degree assortative coefficient rin,out(t) between

the in-degree of exporting economies and the out-degree of

importing economies is

rin,out t( ) � 1
NE

∑
eij∈E

kini − 〈kini 〉E( ) koutj − 〈koutj 〉E( )[ ]
σ ini,Eσ

out
j,E

, (19)

the degree assortative coefficient rout,in(t) between the out-degree

of exporting economies and the in-degree of importing

economies is

rout,in t( ) � 1
NE

∑
eij∈E

kouti − 〈kouti 〉E( ) kinj − 〈kinj 〉E( )[ ]
σout
i,E σ

in
j,E

, (20)

and the degree assortative coefficient rout,out(t) between the out-

degree of exporting economies and the out-degree of importing

economies is

rout,out t( ) � 1
NE

∑
eij∈E

kouti − 〈kouti 〉E( ) koutj − 〈koutj 〉E( )[ ]
σouti,E σ

out
j,E

. (21)

The four degree assortative coefficients of different directions

can be used to describe the relevance of two nodes connected by a

directed link through their in- and out-degrees to accurately

explore the mixing patterns of the international crop trade

networks.

Figure 7 shows the evolution of the degree assortative

coefficients of the four iCTNs from 1993 to 2018. The r

values fluctuated sharply before 2000, followed by relatively

mild fluctuations. Previous research that did not consider the

direction of the degree has shown that world cereal trade

networks [54] or other international trade networks [39, 55]

are disassortative. In this paper we find that the degree assortative

coefficients of different directions for different crop networks

have different assortative patterns. As shown in Figure 7A, the

degree assortative coefficients rin,in(t) ranged from −0.2 to 0.1.

For maize, the coefficients were almost negative before 2006, and

showed an upward trend until 2015. For rice, the coefficients

were always negative. For soybean, the coefficients showed

significant fluctuations before 1994, ranged from 0 to 0.1 with

fluctuations during 1995–2011, and finally dropped to less than

zero. From Figure 7B, the coefficients rin,out(t) for maize, rice and

soybean were almost negative, while the coefficients for wheat

FIGURE 7
Evolution of degree assortative coefficients of the four iCTNs from 1993 to 2018. (A) The degree assortative coefficient rin,in(t) between the in-
degree of exporting economies and the in-degree of importing economies. (B) The degree assortative coefficient rin,out(t) between the in-degree of
exporting economies and the out-degree of importing economies. (C) The degree assortative coefficient rout,in(t) between the out-degree of
exporting economies and the in-degree of importing economies. (D) The degree assortative coefficient rout,out(t) between the out-degree of
exporting economies and the out-degree of importing economies.
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were mainly positive. According to Figures 7C,D, for all the

iCTNs, the degree assortative coefficients rout,in(t) and rout,out(t)

were generally negative. In summary, except that almost all the

assortative coefficients for the international rice trade network

were negative, the iCTNs exhibit complex mixing patterns.

4 Conclusion

Achieving global food security is one of the major

challenges of the coming decades [56], and network

analysis has been a popular approach to understanding the

international food trade system. In this paper, we focused on

four important crops (maize, rice, soybean and wheat), and

provided a time series analysis of the four international crop

trade networks from 1993 to 2018. Rather than investigating

one multiplex trade network via combining several goods, we

analyzed the international trade networks of individual crops

and carried out comparisons. We revealed the evolution of

topological properties, including degrees, strengths, link

weights, density, clustering coefficient, reciprocity, and

assortativity.

We found that the sizes of all the four iCTNs expanded from

1993 to 2018 with more involved international trading

participants and larger trade values. The number of links also

significantly increased, indicating that many new trade

relationships were formed in the global food trade system

over the past decades. The link weights decreased sometimes,

but showed an increasing trend in general for the four crops. As

the networks are directed, we calculated the in-degree, out-

degree, in-strength and out-strength to explicitly understand

the trade flow in the global food system. The average in- and

out-degree increased, representing a larger number of active

trade relationships among economies. The increasing trade

partnerships, network density, clustering coefficients and

similarity coefficients consistently witness the globalization of

the international crop trade.

We found that the density of each crop network was low.

Over the last 26 years, the density rose with local fluctuations.

Our findings are consistent with some other international

trade networks [38], but are much smaller [25, 39] than the

total world trade networks. The clustering coefficients also

showed an upward trend, especially for the rice and soybean

trade networks. The structure of the iCTNs become not only

tighter but also more similar. In addition, the networks with

greater trade flows have more stable relationships. In each

iCTN, the reciprocity coefficients were between 0.1 and 0.4,

and much smaller than those of the international trade

networks. We also obtained some interesting results. For

example, although most iCTNs were disassortatively mixed,

there were iCTNs exhibiting assortative mixing patterns in

certain years, which unveils more complicated mixing

behavior than an overall assortative coefficient for the

world cereal trade networks [54] or other international

trade networks [39, 55].

We compared the structure of four iCTNs to enhance our

understanding of the global food system. Although the overall

evolution of different iCTNs is similar, some crops have

unique trade patterns. For example, the average in-degree

of the international wheat trade network decreased in 2011,

contrary to other crops. It might be affected by the Russian

wheat export ban in 2010–2011, which caused a decrease in

the trade flow [57]. The density of the international rice trade

network has the largest increase and has become the largest

since 1998. The evolution of the clustering coefficients shows

that the international rice trade network became more

clustered, since the rice exporting and importing

concentrated in some economies [42].

Our findings about the topology of the iCTNs play an

important role in understanding vulnerabilities in the global

food system [11]. These results also highlight the need to

consider unique features of different crop networks while

making food policies [11]. Since each iCTN has its own

structural properties, they are expected to have different

reactions to external disturbances and shocks. The global

food system is sensitive and easily affected by climate change,

water scarcity, and land reclamation [58]. For example, we

could assume that an extreme climate decreases the

production of crops in some areas which are main global

crop suppliers. These economies would cut down crop

exports and even implement export bans if their domestic

food reserves are insufficient. However, we found that the

density of the international rice trade network showed an

upward trend during the recent food crisis (e.g., in

2007–2009). As the international rice trade network is

increasingly connected, the rice trade tends to concentrate

on some regions. A few large producers account for the bulk

of net exports and absorb more shocks because of their

centrality in the network [59]. These economies are not

sensitive to global changes since they have proportionately

higher reserves. Therefore the international rice trade

network is relatively stable and its structure would not

shift dramatically.

In addition to environmental factors, global price shocks

also exert a significant influence on the global food system

[60], especially for rice, the main staple crop. Many

economies rely on rice imports to feed domestic

consumption and the rice price hike would put more

pressure on importing economies [61], limiting the poor

to buying rice [2]. Demand for substitute staple foods

increases to soften the impact of rice price shocks [61].

The iCTNs are characterized by substantial heterogeneity

across different crops, but crops are traded as complements

which indicates that different iCTNs might have a correlation

[11]. This paper discussed the global food system as a

collection of independent food-staple trade players, and
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ignored the substitution across crops. However, our findings

are still relevant from a policy perspective. As noted above,

the similarities and differences between different iCTNs

provide more details of the global food trade linkages and

address the need to adjust trade policies for different crop

importers or exporters. Future research should consider the

nonlinear interactions between different iCTNs from the

framework of multi-layer networks.
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Evaluating the connectedness of
commodity future markets via
the cross-correlation network

Lei Hou* and Yueling Pan

School of Management Science and Engineering, Nanjing University of Information Science and
Technology, Nanjing, China

Financial markets are widely believed to be complex systems where

interdependencies exist among individual entities in the system enabling the

risk spillover effect. The detrended cross-correlation analysis (DCCA) has found

wide applications in examining the comovement of fluctuations among

financial time series. However, to what extent can such cross-correlation

represent the spillover effect is still unknown. This article constructs the

DCCA network of commodity future markets and explores its proximity to

the volatility spillover network. Results show a moderate agreement between

the two networks. Centrality measures applied to the DCCA networks are able

to identify key commodity futures that are transmitting or receiving risk

spillovers. The evolution of the DCCA network reveals a significant change

in the network structure during the COVID-19 pandemic in comparison to that

of the pre- and post-pandemic periods. The pandemic made the commodity

future markets more interconnected leading to a shorter diameter for the

network. The intensified connections happen mostly between commodities

from different categories. Accordingly, cross-category risk spillovers are more

likely to happen during the pandemic. The analysis enriches the applications of

the DCCA approach and provides useful insights into understanding the risk

dynamics in commodity future markets.

KEYWORDS

cross-correlation, commodity network, volatility spillover, connectedness, centrality

Introduction

Financial markets play a critical role in economic development but have been severely

threatened by a wide range of socio-economic events in recent decades, such as the

subprime mortgage crisis in 2008, the US–China trade war, and the COVID-19 pandemic

[1–3]. Rich and in-depth investigations into these events have demonstrated that the risks

not only influence each individual entity in the system but also spread among the entities

and evolve into system-wide crises. In other words, the entities in a financial market are

interdependent on each other, forming a complex networked system that enables the

contagion of risks through the interdependencies [4–6]. Financial systems are thus

normally modeled as networks, such as the networks of financial institutions [7, 8],

the network of stock indices [9], and the network of commodity futures [10]. The key
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technique for the construction of a financial network is the

quantification of the interdependencies among individual

entities. However, for many financial systems (e.g., stock

market and future market), such interdependencies between

entities (e.g., stock indices and commodity futures) cannot be

directly observed. To quantify the pair-wise and system-wise

connectedness is accordingly vital to the understanding of the

dynamics of risk contagion in financial systems.

In the literature on the volatility spillover effect,

connectedness is normally explored as the extent to which a

shock in one entity’s time series (e.g., stock price and return)

could lead to changes in other entities [11, 12]. Techniques based

on vector auto-regression (VAR) are widely applied to study such

a problem, and various measures have been accordingly

developed. One of the most acknowledged metric frameworks

is proposed by Diebold and Yilmaz [13–15]. Instead of studying

the spillover effect from one time series to another, they apply

variance decomposition to an N-variable VAR. Accordingly, the

share of the forecast error variation for a target time series from

each of the other time series in the system can be quantified

simultaneously. The pair-wise spillover effect is thus directly

measured by the results of variance decomposition. Since such a

spillover effect is regarded as directional, the ability of an entity to

transmit risks can be quantified by totaling the spillover effect

from it to all others (out-degree), while the extent of an entity

being influenced by others can be quantified by totaling the

spillover effect received by the entity (in-degree). Such a method

and its variations have been applied to construct and analyze a

wide range of financial networks. For example, Yang and Zhou

constructed a time-varying volatility spillover network of

countries according to the VIX of several major national stock

market indices and uncovered the central role of the US market

[16]. The spillover effect from the US market to others has

intensified since the 2008 global financial crisis. Balcilar et al.

investigated the spillover effect among the prices of agricultural

futures and crude oil futures and identified two sets of

commodity futures to be risk transmitters and risk receivers,

respectively [17]. Shen et al. explored the connectedness of

different economic sectors in China and found that the

sectors such as mechanical equipment act as risk transmitters,

while sectors such as banking are the main risk takers [18].

Overall, the variance decomposition framework based on the

VAR model has shown effectiveness in representing the volatility

spillover effect in financial systems.

Given the nature of financial markets as complex systems, the

interdependencies among financial entities have also caught

widespread attention in the field of econophysics and

complexity science. The detrended cross-correlation analysis

(DCCA) [19, 20] has been the most acknowledged and

applied technique in the analysis of cross-correlations between

financial time series, such as commodity future prices [21, 22]

and stock trading volumes or prices [23, 24]. Since there could

potentially be cross-correlations between any two financial time

series, financial markets can thus be linked into networks

[25–27]. The analysis of DCCA networks also has the

potential to measure the importance of each individual entity

in the whole system. For example, Pereira et al. applied centrality

measures of weighted degree and PageRank to the DCCA

network of 20 regional stock markets and concluded that

European markets play a central role in the world’s financial

markets [28]. Mbatha and Alovokpinhou constructed the

network of 134 companies from the South African stock

market and found that the financial industry plays the most

prominent role [29].

When the VAR-based methods characterize the directional

relationship that a shock in one time series leads to the volatility

change in another time series within a given lag time, the DCCA

approach describes the bilateral relationship of co-fluctuation of

two time series. In spite of the widespread applications of the

DCCA approach in investigating the dynamics of financial

networks [8, 27–32], whether, or to what extent, can such an

approach represent the volatility spillover effect as indicated by

the VAR-based measures is still unclear. The exploration of such

a research question is crucial to deepen the understanding of the

dynamics of complex financial systems, as well as enrich the

application of the DCCA approach.

Focusing on the commodity future market, this article

applies both the VAR-based volatility spillover measures and

the DCCA coefficient to construct networks of the

19 commodities. Two research questions are thereby explored:

1) to what extent can the DCCA network depict the volatility

spillover effect among commodity futures; and 2) how is the

DCCA network of commodity futures evolving over time.

Centrality measures are applied to the DCCA network, which

are found with high effectiveness to identify the key risk takers,

while moderate effectiveness to uncover key risk transmitters.

Further dynamical analysis of the DCCA network reveals the

dramatic impact of COVID-19 on the topology of the DCCA

network with intensified cross-category risk spillovers.

Materials and methods

Detrended cross-correlation analysis

The fluctuation of a wide range of real-world time series is

found with strong scaling behavior, and the detrended

fluctuation analysis (DFA) is proposed to analyze such a

phenomenon [33, 34]. Given a time series xt, t � 1,/, N, its

profile time series is thus X(t) � ∑t
k�1(xk − �x), where �x is the

mean value of the original time series. To assess the local trends,

the profile time series is further divided into small intervals with

an equal size of s. Accordingly, this results in Ns � int(N/s)
intervals. The local trend of each interval can be quantified by

applying an ordinary least square regression, resulting in a fitted

time series Xf(t). The detrended fluctuations can thus be
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represented as a new time series by subtracting the local trend

from the profile time series, i.e., X(t) −Xf(t). The detrended

fluctuation of the original time series xt can be written as a

function of the window size s, which reads

FDFA(x, s) �

������������������
1
N

∑N
i�1
[X(t) −Xf(t)]2.

√√
(1)

Normally, the relationship between the detrended fluctuation

and the window size follows a power-law, that is, FDFA(x, s)∝ sα.

The scaling exponent α is normally used to describe the long-

range auto-correlation of the time series.

While DFA deals with the fluctuations of a single time series,

the DCCA approach is proposed to investigate the co-fluctuation

of two time series [19, 20]. For the scenario of two time series, say,

xt and yt, the same process in DFA can be applied to each of the

time series, to obtain the profile time series X(t) and Y(t), and
the fitted local trendsXf(t) and Yf(t). Instead of the fluctuation
of a single time series, the co-fluctuation of the two time series

can be accordingly calculated as

F2
DCCA(xy, s) � 1

N
∑N
i�1
[X(t) −Xf(t)][Y(t) − Yf(t)]. (2)

Similar to DFA, the co-fluctuation of the two time series is

also expected to follow a power-law relationship with the window

size, i.e., FDCCA(xy, s)∝ sα. If the scaling exponent α takes a

nonzero value, a long-range cross-correlation can be concluded

between the time series. To obtain a more generalized value to

capture the cross-correlation between the time series, the DCCA

coefficient can be defined as

ρDCCA(xy, s) � F2
DCCA(xy, s)

FDFA(x, s) · FDFA(y, s). (3)

The DCCA coefficient ρDCCA takes values ranging from -1 to

1, with -1 indicating the perfect anti-cross-correlation,

1 indicating the perfect cross-correlation, and 0 indicating no

cross-correlation. When the window size s is a free parameter, we

set s � 16 throughout the following analysis.

Measures for the volatility spillover

While a number of measures have been proposed to

characterize the connectedness and volatility spillover effect in

financial systems, this article adopts a widely used approach

developed by Diebold and Yilmaz [13–15].

Considering a set of K variables (time series) with Vt �
(v1,t, v2,t,/, vK,t)′ as the vector of variables at a time, each

time series is thus V(k) � {vk,t}, t � 1, 2,/,N. The system can

be described by a K-variable VAR model as

Vt � Θ1Vt−1 + Θ2Vt−2 +/ + ΘlVt−l + ϵt, where Θ1,/Θl are

parameter matrices, ϵt is the vector of white noise, and l is the

time lag. In other words, each variable is modeled as a function of

the l lags of its own as well as all the other variables in the system. A

moving average representation for the model can be given by

Vt � ∑∞
i�0
Aiϵt−i, (4)

where Ai � Θ1Ai−1 + Θ2Ai−2 +/ + ΘlAi−l is a K × K coefficient

matrix with A0 as an identity matrix and Ai � 0 for i< 0 .

According to the moving average representation, H-step-

ahead forecast error variance decomposition can be calculated

and denoted as ΠH � [πHij ], where H � 1, 2,/ is the predictive

horizon. The element πH
ij depicts the fraction of time seriesV(i)’s

forecast error variance caused by the shock in time series V(j) ,
which can be written as

πH
ij � ψ−1

jj

∑H−1
h�0 (e′iAhΨej)

∑H−1
h�0 (e′iAhΨA′

hej) , (5)

where Ψ is the covariance matrix for the vector of errors ϵ, ψ−1
jj is

the jth diagonal element in matrix Ψ , and ei is a vector with only

the ith value being 1 while others being 0. The value πHij can thus

be used to quantify the spillover effect from a shock in time series

V(j) to time series V(i), i.e., the directional connectedness from
j to i. Such a value can be further normalized as

~πH
ij �

πH
ij∑K

k�1π
H
ik

. (6)

Accordingly, for each time series V(i), the summation of the

connectedness from other time series equals 1,

i.e., ∑
j
~πH
ij � 1,∀i.With the directional connectedness defined,

the K time series can be linked as a directed volatility

spillover network, where each node is a time series (a

financial entity) and each weighted and directed link describes

the relative intensity of the spillover effect. Diebold and Yilmaz

further defined several measures for node-level connectedness,

including to-connectedness and from-connectedness [13–15].

The to-connectedness is defined as

Cto
i � ∑K

j�1,j ≠ i

~πH
ij , (7)

which corresponds to the out-degree of i in the spillover

network describing the total spillover effect transmitted by i to

others. Similarly, the from-connectedness is defined as

Cfrom
i � ∑K

j�1,j ≠ i

~πH
ji , (8)

which is basically the in-degree of i in the spillover network

describing the total spillovers received by i.

Throughout the analysis, we set the predictive horizon to

H � 5, i.e., the volatility spillover effects are calculated based on

the 5-step-ahead forecast error.
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Data collection

The future market has been one of the major financial

systems that attracted widespread attention in the literature,

where strong spillover effects have been frequently uncovered

[34, 35]. Meanwhile, the DCCA approach has also

found applications in characterizing the cross-correlation

among different future markets [21, 22, 36]. The present

study thereby adopts the future market as the detailed

context to explore the proximity of the DCCA network to

the volatility spillover effect and the dynamics of the

commodity future network.

Given the purpose of the present analysis, we mainly focus

on the commodity contracts in the US market. The various

commodities can be divided into five major categories, namely,

metals, softs, energy, meats, and grain.While there are normally

many commodity futures in each category, here we only

consider the commodity futures that are most traded for

each category. To be more specific, gold, copper, and silver

are selected for metal future contracts; coffee, sugar, orange

juice, and cocoa are selected for soft crop future contracts; crude

oil, natural gas, heating oil, and gasoline are selected for energy

future contracts; live cattle, lean hogs, and feeder cattle are

selected for meat future contracts; and rough rice, soybean oil,

soybean meal, corn, and oats are selected for grain future

contracts. The detailed data were downloaded from

Thomson Reuters Datastream, which is a live database for

various financial systems. Our data span 9 years, from

1 January 2013 to 31 December 2021. For each trading day,

we collect the open, high, low, and close indexes. In other

words, the time series to be analyzed are the 9-year-long daily

prices of 19 commodity futures.

FIGURE 1
Volatility spillover network (A) and DCCA network (B) of 19 commodity futures. The links in the spillover network are directed, and only those
with a weight of ~πij >0.15 are displayed. The links in the DCCA network are undirected, and all the links with wij >0.2 are displayed. The node size in
both networks is proportional to the degree (out-degree for the spillover network).

TABLE 1 Pearson correlation coefficients between the centrality measures in the DCCA network and spillover effects, as measured by to-
connectedness Cto

i and from-connectedness Cfrom
i , respectively.

Centrality measure To-connectedness From-connectedness

Correlation p-value Correlation p-value

Degree 0.489 0.034 0.701 0.0008

Eigenvector 0.549 0.015 0.725 0.0004

Closeness 0.225 0.354 0.533 0.0189

PageRank 0.479 0.038 0.695 0.0009
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Results

Static analysis

We first construct and analyze the volatility spillover network

and DCCA network using the full 9-year data. Both networks

consist of 19 nodes, with each being one commodity future

market. The networks are fully connected with different weights

on links. The weight of a link in the DCCA network is the

absolute value of the cross-correlation coefficient wij �
|ρDCCA(ij)| between two commodity futures’ time series of

daily close price, ct. In other words, we consider the intensity

of the cross-correlation, regardless of its direction. For the

volatility spillover network, we first calculate the close-to-close

volatility of commodity future price in each week t as

σt �
������������
1
T∑T

i�1(ri − �r)2
√

, where T is the trading days in the week,

and ri � log (ci/ci−1) is the return of the ith day in the week. The

variance decomposition is applied to the close-to-close volatility

of commodity future prices. The pair-wise connectedness value

~πij, as calculated by Eq. 6, is thus regarded as the weight for the

link from commodity i to commodity j.

As shown in Figure 1, the spillover network andDCCAnetwork

of the 19 commodity futures show similar structures, in spite of the

fact that the former is directed while the latter is undirected. Energy

futures of crude oil, heating oil, and gasoline form a strongly

connected triad in both networks. The metal futures of copper,

silver, and gold are also closely interconnected. On the other hand,

the soft futures, including orange juice, sugar, cocoa, and coffee, are

loosely connected to others in either the spillover network or the

DCCA network. To get a more generalized quantification of the

similarity between the cross-correlation and spillover effect, we

calculate the Pearson correlation coefficient between the values of

wij and ~πij. The analysis shows that the weights on the matched

links from two networks have a correlation of 0.511

(p � 4.107 × 10−24), indicating a moderate positive correlation.

Thus, the DCCA coefficient between the future prices of two

commodities can, to a moderate degree, depict the directed

volatility spillover effect. Despite the different underlying logics,

TABLE 2 Top five commodity future markets with the highest values for to-connectedness Cto
i , from-connectedness Cfrom

i , degree centrality DCi ,
eigenvector centrality ECi , closeness centrality CCi , and PageRank centrality RCi .

Measure 1 2 3 4 5

To-connectedness Heating oil Crude oil Gasoline Feeder cattle Silver

From-connectedness Crude oil Gasoline Feeder cattle Heating oil Copper

Degree Heating oil Crude oil Soybean oil Gasoline Copper

Eigenvector Heating oil Crude oil Gasoline Soybean oil Copper

Closeness Soybean oil Heating oil Copper Crude oil Corn

PageRank Heating oil Crude oil Soybean oil Gasoline Silver

FIGURE 2
DCCA networks of the commodity futures markets in 2013 (A), 2017 (B), and 2020 (C) respectively. Only links with a weight larger than 0.35 are
displayed, and the node size is proportional to the degree
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the two measures, namely, the DCCA coefficient and volatility

spillover, depict the relationship between two time series’

fluctuations. Accordingly, if the volatility of one time series

largely influences that of another time series (large value for the

spillover), the two time series would tend to co-fluctuate regardless

of the time lag, resulting in a strong cross-correlation. However, the

volatility spillover is directed and considers not only the two time

series but also all the time series in the system. As a consequence, the

correlation between the DCCA coefficient and volatility spillover is

only moderate but significant.

The volatility spillovers are actually directed, and thus the

risk transmitters and risk receivers can be identified by the

spillover network via the measures of to-connectedness (out-

degree) and from-connectedness (in-degree), respectively.

However, the DCCA coefficient is bilateral with no direction.

An apparent question is whether the DCCA network of

commodities can help to identify the key risk transmitters and

risk receivers. Here, we further apply four basic centrality

measures to the DCCA network to examine the accuracy of

predicting the risk transmitters and risk receivers.

Since the links in the DCCA network are weighted, the degree

centrality of a commodity i is thusDCi � ∑
j≠i

wij. The eigenvector

centrality not only considers the number of neighbors of a node
but also evaluates the importance of the neighbors. Thus, the
eigenvector centrality of a commodity i can be calculated as the

weighted average of the centrality values of its neighbors,
i.e., ECi � 1

λ ∑
j≠i

wij · ECj, where λ is the largest eigenvalue of

the adjacency matrix P � {wij}. The closeness centrality of a
commodity is the average value of its shortest distance to each
other commodity. While the DCCA network is weighted, the
length of a link is assumed to be the reciprocal of the weight,
i.e., 1/wij. The distance between two commodities i and j,
denoted with dij, is thus the summation of length for the
shortest path connecting i and j, which has the minimal
value. Note that, although the network is fully connected, the
shortest path is not necessarily the direct link connecting the two
commodities. Accordingly, the closeness centrality for i can be
calculated as CCi � (K − 1)/ ∑

j≠i
dij, where K is the number of

commodities in the DCCA network. The PageRank centrality
also assumes a node’s importance to be determined by its
neighbors. The centrality value can be achieved via an
iterative process. At the initial step, each node has a centrality
value PCi(t � 0) � 1. For each following step, the centrality value
updates as PCi(t) � ∑

j≠i
wij · PCj(t−1)

DCj
. The eventually stabilized

values are then regarded as the PageRank centrality of a
commodity node.

We apply the four centrality measures to the constructed

DCCA network of commodity future markets to calculate the

centralities for each commodity. To test the ability of these

centrality measures in identifying the risk transmitters (to-

FIGURE 3
Average weight (A), average distance (B), clustering coefficient (C), and category modularity (D) of the yearly DCCA network of commodity
future markets.
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connectedness, as defined in Eq. 7) and risk receivers (from-

connectedness, as defined in Eq. 8), we calculate the Pearson

correlation coefficients which are reported in Table 1. For the to-

connectedness, i.e., the spillovers transmitted by a commodity to

others, the centrality measures of degree, eigenvector, and

PageRank show moderate accuracies with correlations ranging

from 0.479 to 0.549. However, the closeness centrality has a very

low correlation of 0.225 to the to-connectedness of commodities.

For the from-connectedness, i.e., the spillovers received by a

commodity, these centrality measures show higher accuracies. In

other words, the centrality measures, including degree,

eigenvector, and PageRank, applied to the DCCA network are

strongly correlated to the from-connectedness while moderately

correlated to the to-connectedness.

We also compare themost important top five commodities as

identified by different measures, as shown in Table 2. According

to the volatility spillover effect, the energy futures, including

heating oil, crude oil, and gasoline, are the key risk transmitters

and at the same time risk receivers. These commodities are also

identified by degree centrality, eigenvector centrality, and

PageRank centrality as the most influential node in the DCCA

network. However, differences between the spillover network and

the DCCA network can also be observed. While feeder cattle are

also an important risk transmitter and risk receiver, centrality

measures in DCCA failed to uncover such an important role. In

contrast, soybean oil is evaluated to be an imported commodity

in the DCCA network, but it does not transmit nor receive much

spillover effect. Despite the different focuses on the two

approaches, the DCCA network can be used to identify the

key risk transmitters and risk receivers with moderate accuracy.

Dynamics of the DCCA network

We further analyze how the DCCA network of commodity

future markets has evolved over the past 9 years by constructing a

DCCA network for each year. Figure 2 visualizes the DCCA

network for 2013, 2017, and 2020, respectively. Intuitively, the

cross-correlations among commodities are becoming stronger,

and thus the DCCA network gets more connected over the years.

To quantitatively explore the dynamics of the network, we focus

on four structural features, namely, the average weight, average

distance, clustering coefficient, and category modularity. The

average weight of the DCCA network is calculated as

W � 〈wij〉, which describes the connectedness of the network.

The average distance of the DCCA network is calculated as

D � 〈dij〉, measuring how easy it is for the nodes to reach each

other. The clustering coefficient of a node describes how strongly its

neighbors are connected to each other. Following the definition

proposed by Saramäki et al. [37], the clustering coefficient is

calculated as clusteringi � 1
K(K−1) ∑

j,k,j≠k
(ŵijŵikŵjk)1/3, where

ŵij � wij/ max (w). The clustering coefficient of the DCCA

network is averaged over that of every node,

i.e., C � 〈clusteringi〉. Since the 19 commodities considered in

the present study come from five different categories, we measure

the extent to which the links connect commodities within the same

category. Following the modularity measure proposed for the

community structure in networks [38], we define the category

modularity in the commodity network as Q �
∑
ij

aijwij

∑
ij

wij
, where aij �

1 if the two commodities i and j subject to the same category, and

aij � 0 otherwise.
As shown in Figure 3, the connectedness of the DCCA network,

i.e., the average weight, has remained at a relatively stable level

ranging from 0.15 to 0.18 during the period from 2013 to 2019.

However, the connectedness dramatically increased to 0.236 in 2020.

Such a result indicates that the COVID pandemic that broke out at

the end of 2019 significantly affected the commodity future markets,

making them more strongly interconnected. Due to the intensified

connections among the commodities, the average distance of the

DCCA network decreased, meaning that it becomes easier for risks

to spread from one commodity future market to another.

Meanwhile, the clustering coefficient largely increased in 2020,

indicating that strong triadic cross-correlations are formed under

FIGURE 4
Stacked bar plot for yearly weight summation of intra- and inter-category links.
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the impact of the pandemic. The overall category modularity saw a

dramatic decrease in 2020, that is, the ratio of intra-category links

over all links has decreased.

To have a closer examination of the dynamics of connection

patterns in the DCCA network, we investigate how the intra-

category links and inter-category links for each category of

commodities are evolving. For each category of commodities c,

we compare the intra-category link weight summation
Sintrac � ∑

i∈Γc ,j∈Γc ,i≠j
wij, where Γc is the set of commodities of

category c and the inter-category link weight summation
Sinterc � ∑

i∈Γc ,j ∉ Γc

wij, which are reported in Figure 4. In addition

the differences among different categories, the evolutions of intra-
and inter-category links also show different patterns. Despite the
fluctuations, the intra-category link weight summation Sintrac has
remained at a stable level for each category. Even in 2020, there is
no significant change in the value of Sintrac . On the other hand, the
inter-category link weight summation Sinterc increased in 2020,
especially for the category of energy and meat. As such, the
increase in average cross-correlations, reported in Figure 3A,
majorly comes from the inter-category links. This is also the
reason for the decrease in category modularity.

Despite the dramatic impact the pandemic has made on the

connectedness of the DCCA network of commodity future in

2020, such impact does not maintain. As reported in Figure 3, all

the network features recovered, to some extent, from the

pandemic’s impact in 2021, especially for the clustering

(Figure 3C) and category modularity (Figure 3D), the

2021 network shows very similar values as compared to the

pre-pandemic networks. The average weight (Figure 3A) and

average distance (Figure 3B) of the 2021 network are also not as

dramatic as that of 2020. Such recovery of the network structure

is partially because of the ease of the pandemic situation in

2021 and also indicates that the extreme external events normally

would only make a temporary impact on financial markets.

Conclusion and discussion

Risk spreading in complex financial systems has been widely

acknowledged to be central to the understanding of the system

dynamics. Different streams of research have developed various

approaches to construct networks of financial systems, including the

VAR-based approach whichmeasures the extent to which the shock

in one financial market influences another with a given time lag, and

the DCCA-based approach which measures the comovement of

fluctuations between two financial time series. The present article

offers a comparison between the networks of commodity future

markets constructed by such two streams of approach. The cross-

correlation is found with moderate proximity to the spillover

network. The centrality measures applied to the DCCA network,

including degree, eigenvector, and PageRank, are able to identify risk

transmitters and risk receivers. The results indicate the effectiveness

of the DCCA network in characterizing the structure of the volatility

spillover effect. The cross-correlations among financial time series

can thus also serve as an important approach for investors to

monitor the risks in financial systems and develop appropriate

investment strategies accordingly. However, the DCCA network is

not always accurate. For example, soybean oil is identified by the

DCCA network as one of the most important commodity future

markets, but it is not a key risk transmitter nor a risk receiver. Thus,

the difference between the cross-correlation and volatility spillover

effect should be considered in the application of DCCA when

investigating risk dynamics in financial systems.

The COVID-19 pandemic is revealed to be influential on the

connectedness of the commodity future markets. The DCCA

network of 2020 is found with stronger average cross-

correlations, shorter average distance, and stronger clustering

features. In particular, it is found that the cross-correlations

between commodities from the same category did not change

much, while that between commodities from different categories

have become stronger in 2020. Such a result suggests a higher risk

of cross-category spillover during the pandemic. This

observation is in line with previous findings that financial

systems tend to have stronger connectedness during a wide

range of extreme external events such as financial crises and

pandemics [16, 17]. Thus, investors should be cautious about the

intensified risk contagions among commodity future markets

during extreme events, especially the cross-category risk

spillovers. An interesting observation in this article is that the

average degree, average distance, clustering, and category

modularity in the 2021 network began to recover to almost

the level of pre-pandemic. However, due to the limited time

range of the applied data, the present article is unable to track the

recovery dynamics of the network of commodity future markets.

Future research shall further explore the mechanism and

timeliness of the recovery process of financial networks after

dramatic structural changes caused by external events.
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The features of intercity bus passenger groupmobility behaviors have important

guiding significance for the transportation department. Based on passengers’

intercity bus ticket reservation records (roundtrips from Shanghai or Chongqing

city) from a smart tourism app, the travel behaviors of these two groups of bus

passengers are analyzed and compared. In each group, the passengers’

travelling interval time presents a power-law with a cutoff index, and the

passengers’ travelling behaviors have negative memory and low burstiness.

Also, travel distance displays a scale-free property, and it is more likely to have

an exponential distribution. Furthermore, the difference in cyclotron radius

between these two groups’ travelling distances is quite significant; roundtrips

from Shanghai are frequent. Last, holidays have a significant influence on

passengers’ travel behaviors, which leads to more trips. The research

conclusions are helpful to deeply understand the features of human mobility

behaviors in theory, and can assist the transportation department in traffic

planning in the application.

KEYWORDS

smart tourism, intercity bus passenger, mobility features, statistical analysis, decision
support

1 Introduction

In recent years, green, low-carbon travel modes have been vigorously promoted in

China. More and more medium and short-distance passengers choose to travel by

intercity bus instead of self-driving. In the “Internet +” era, smart travel software has

been widely used. An increasing number of passengers use smart travel apps to book bus

tickets. The booking records of numerous passengers on the website provide feasibility for

analyzing the mobility behaviors of passengers who travel by intercity bus. Mining and

analyzing the travel behavior of bus passengers, demonstrating the travel behavior of bus

passengers, and finding the evolution of bus passenger flow can provide decision support

for the transportation bureau, bus operation companies, and other departments to plan

OPEN ACCESS

EDITED BY

Jianguo Liu,
Shanghai University of Finance and
Economics, China

REVIEWED BY

Jianfeng Qiu,
Anhui University, China
Hongbo Zhu,
Huaiyin Institute of Technology, China

*CORRESPONDENCE

Zhen Wang,
63710710@qq.com

SPECIALTY SECTION

This article was submitted to Social
Physics,
a section of the journal
Frontiers in Physics

RECEIVED 11 August 2022
ACCEPTED 30 August 2022
PUBLISHED 23 September 2022

CITATION

Han S-Y, Zhan J-C, Xie C-H andWang Z
(2022), Features of intercity bus
passenger group mobility behaviors in
the context of smart tourism.
Front. Phys. 10:1017309.
doi: 10.3389/fphy.2022.1017309

COPYRIGHT

© 2022 Han, Zhan, Xie and Wang. This is
an open-access article distributed
under the terms of the Creative
Commons Attribution License (CC BY).
The use, distribution or reproduction in
other forums is permitted, provided the
original author(s) and the copyright
owner(s) are credited and that the
original publication in this journal is
cited, in accordance with accepted
academic practice. No use, distribution
or reproduction is permittedwhich does
not comply with these terms.

Frontiers in Physics frontiersin.org01

TYPE Original Research
PUBLISHED 23 September 2022
DOI 10.3389/fphy.2022.1017309

47

https://www.frontiersin.org/articles/10.3389/fphy.2022.1017309/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.1017309/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.1017309/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.1017309/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2022.1017309&domain=pdf&date_stamp=2022-09-23
mailto:63710710@qq.com
https://doi.org/10.3389/fphy.2022.1017309
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2022.1017309


bus operation routes and improve operation efficiency, which has

substantial practical value.

The earliest analysis of human behavior can be traced back to

2005. Barabási [1] published a paper in Nature and proposed that

human behavior’s inter-event time distribution presents the

power-law feature, which made many scholars start to study

human behavior [2, 3].

The time features of human behavior refer to the statistical

law of time shown by people engaged in a specific event many

times [4]. Through many empirical statistics, such as email

communication [1], web browsing [5], and online movie on

demand [6], in these people’s behaviors, scientists found that the

inter-event time presents a power-law curve. Goh [7] proposed to

analyze the “burstiness” feature and the “memory” feature of

human behavior time series.

Burstiness [8] refers to the intermittent increase and decrease

of activity or event frequency, calculated by the variation

coefficient to get the result. For an individual user, the

similarity between his two consecutive activities is called

memory [7]. First, the time series of these activities is

calculated. Then, the memory value can be obtained by

calculating their first-order autocorrelation function.

The spatial features of human mobility behavior refer to the

features of the movement activities in space, and the most

intuitive is the travel distance distribution. Brockmann et al.

[9] indirectly reflected human travel trajectory by studying the

movement trajectory of banknotes; Gonzalez et al. [10] described

the mobility features of individuals through the cyclotron radius

and the mean square displacement of the individual movement;

Song et al. [11] explored the predictability of human travel

patterns by using mobile phone communication records.

Using the data records of human travel by taking public

transport to explore the behavior features of passengers has

become a research hotspot [12], and many scholars have

conducted research and made discoveries to varying degrees.

Huang et al. [13] used the data from one airline company, carried

out a series of statistical analyses, and then obtained the

spatiotemporal features of air passengers’ group travel

mobility behavior. With the help of Chengdu bus rapid transit

smart card data, Yang Guang [14] defined and quantitatively

studied the travel laws of passengers. Sui et al. [15] conducted a

spatiotemporal analysis of passengers’ travel behaviors based on

bus smart card data in Brisbane, Australia. According to the

booking records on the website, Han et al. [16] analyzed the

travel inter-event time of passengers who take different

transportation, then carried out modeling and simulation.

With the help of the booking records of intercity bus tickets

in the smart tourism app, regarding the passengers taking the

intercity bus as the research object, we analyzed their travelling

behaviors and explored their mobility features. We chose

passengers located in two municipalities directly under the

central government in China, which are Shanghai and

Chongqing. Shanghai is located at the mouth of the Yangtze

River and on the edge of the East China Sea. There are almost no

mountains in Shanghai, a typical plain city. In comparison,

Chongqing is a specific mountain city near the Sichuan Basin,

located upriver of the Yangtze River [17]. Although the two cities

are municipalities directly under the central government, they

have different topography, different geographical locations, and

considerable differences in economic development levels [18].

The travelling behavior features of bus passengers in these two

cities are analyzed and compared, may leading to some

discoveries.

2 Experiments and results

We used the intercity bus ticket reservation records

(roundtrips from Shanghai or Chongqing) from the website

background database of a smart tourism app, and then

analyzed and compared the temporal and spatial features of

passengers’ group mobility behaviors. Temporal features include

the travel time interval, the burstiness, the memory, and the

inter-event time between ticket purchase time and travel time.

Spatial features include the travel distance distribution, the

cyclotron radius, and the mean square displacement. In

addition, the proportion of bus passengers in the two cities

per month in 1 year is also counted and analyzed from an

overall perspective.

2.1 Data sources and preprocessing

The data was taken from the intercity bus ticket reservation

records from the database of a smart tourism app, and the

intercity buses here refer to the long-distance buses, which

undertake passenger transportation between cities.

During the data acquisition process, we deleted the passenger’s

name, gender, and other personal privacy data, and only retained the

passenger’s user id (UID). UID is a string, including a total of

16 English letters or numbers, which is unique in the database. In the

database, through the passenger’s UID, the booking date, departure

date, departure city, arrival city and other fields are obtained by

association, and then the passenger’s travel distance is calculated

according to the latitude and longitude information of the departure

city and the arrival city.

We obtained the records of passengers travelling by the

intercity buses in 2019, and limited the departure city to

Shanghai (Chongqing) and the arrival city to other cities in

China, and obtained some data; Then, the arrival city is limited to

Shanghai (Chongqing) and the departure city is other domestic

cities, and another part of data is obtained; Finally, these two

parts of data are combined to form the dataset. In the dataset, the

fields include the passenger’s UID, the passenger’s booking time

(unit: day), the travel time (unit: day), the departure city, the

longitude and latitude of the departure city, the arrival city, the
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longitude and latitude of the arrival city, and the passenger’s

travel distance.

The data was preprocessed on the Spark big data platform as

follows:

1. 155 duplicate records were removed.

2. The departure (arrival) city value of some records is empty,

so 17662 such records were removed.

3. The wrong longitude (latitude) data of the departure

(arrival) city in the records were verified, and

162575 such records were repaired.

After the above data preprocessing, two experimental

datasets were obtained, containing the basic statistical

information of the two datasets (short for Shanghai and

Chongqing), as listed in Table 1.

2.2 Temporal features analysis

2.2.1 Analysis of travel time interval
Passengers’ travelling interval days reflect the frequency of

passengers’ travel and are an essential measure of passengers’

travel by intercity bus. The distribution of the travel interval for

all passengers in the two data sets is shown in Figure 1. This is

different from the previous study that found that the mobility

interval time follows a power-law form [6], and we can see that

the passengers’ travelling inter-event time presents a curve of

power-law with a cutoff index. Similar results were observed in

human mobility models [9, 10] and Huang’s study [13].

According to the discovery of Huang [13] and Yan [19], the

function of the curve of power-law with a cutoff index is shown as

the following:

P(τ) � τ−αe−βτ , (1)

Where τ represents the inter-event time of an individual’s

travelling event, and α represents a coefficient, and ‘e’

represents the natural constant, and β represents a coefficient.

The parameters of the distribution function of the two

datasets are calculated by maximum likelihood estimation

[20]. Two functions are obtained by computer fitting, which

are P(τ)∝ τ−1.01e−0.002τ (Dataset Shanghai), and

P(τ)∝ τ−1.05e−0.002τ (Dataset Chongqing). The distribution

diagram is shown in Figure 1, and the truncated power-law

tail indicates that the travelling time intervals of passengers are

not uniformly distributed.

2.2.2 Burstiness and memory

To analyze an individual’s behavior, the first step is to obtain

the time of the behavior events, and then sort them into time

TABLE 1 Basic statistics of datasets.

Dataset Number of passengers Number of trips Number of bus stops

Shanghai 1,263,454 3,620,287 741

Chongqing 774,010 1,932,633 632

FIGURE 1
Distributions of travelling interval time.
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series in order. Finally, these two indicators, the burstiness and

the memory [7], are used to analyze. We use the same process

and indicators to analyze the collective behavior of passengers

who take intercity buses.

For a passenger, we get his boarding time for each travelling,

and calculate the time series of travelling inter-event time. That is

{τ1, τ2, ..., τjnj}, then we could figure out the mean value mτj and

the standard deviation value στj. According to the research

results of other scholars [7], the burstiness Bj can be

calculated by the following equation:

Bj ≡
(στj/mτj

− 1)
(στj/mτj

+ 1) � στj −mτj

στj +mτj

, (2)

where mτj and στj are the mean and standard deviation value. It

can be seen from Eq. 2 that the value of Bj ranges from -1 to 1.

For passenger, calculating the time difference between the

two continuous travelling events (the (i + 1)th , the th ), can get

the inter-event time, and define it as τj,i. We can obtain the τj,i
value of each passenger, then get a dataset, and calculate the mean

m1 and standard deviation σ1 of this data set. By the same token,

for passenger, calculate the time difference between the two

continuous travelling events (the (i + 2)th, the (i + 1)th), and

define it as τj,i+1, then calculate and get the mean m2 and

standard deviation σ2. The memory Mj of a passenger j can

be calculated by the following equation:

Mj ≡
1

nj − 1
∑nj−1

i�1
(τj,i −m1)(τj,i+1 −m2)

σ1σ2
, (3)

where nj represents the boarding times of a passenger j, τj,i is the

inter-event time between the two continuous travelling events

(the (i + 1)th , the ith), and m1, σ1 are the mean, standard

deviation value; τj,i+1 is the inter-event time between the two

continuous travelling events (the (i + 2)th , the (i + 1)th), and
m2, σ2 are the mean, standard deviation value.

It can be seen from Eq. 3 that the value of Mj ranges from

-1 to 1. WhenMj equals 0, it represents that there is no memory

effect; When Mj is positive, it shows that for the passenger j, in

his travelling event time series, long inter-event time or short

inter-event time continuously appears, and it’s called memory

effect. When Mj is negative, which indicates that in the

passenger’s travelling event time series, a long inter-event time

alternates with a short inter-event time, and it’s called negative

memory effect.

According to the above calculation methods, from the

collective behavior level, Figure 2 plots the distribution curve

FIGURE 2
Distribution graphs (burstiness B and memory M of the Shanghai and Chongqing datasets).
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for these two datasets. In Figure 2, we can find the burstiness

mean B � 0 in the Shanghai dataset, the burstiness mean B �
−0.05 in the Chongqing dataset, and the memory mean M �
−0.5 in these two datasets. The distribution in Chongqing

presents a weak burstiness. Negative memory indicates that

the travelling time intervals of passengers show the situation

of separation between a long time interval and a short time

interval. This is very consistent with the current situation.

Passengers go out by intercity bus and return by bus in a few

days. Generally speaking, passengers take intercity buses for

medium and long-distance travel, so the frequency of

passengers taking the intercity bus cannot be as high as that

of passengers taking the bus in the city at the same time. Usually,

passengers will travel by intercity bus again at a long interval.

2.2.3 Analysis of inter-event time between ticket
purchase time and travel time

Whether to purchase tickets in advance is closely related to

the passenger’s situation, such as whether the trip is planned, or

whether the trip is decided suddenly and not planned. So the

number of days, that is, the inter-event time between ticket

purchase time and travel time, is an essential temporal feature

of our analysis and research.

The distribution of advance ticket days for bus passengers in

Shanghai and Chongqing is demonstrated in Figure 3.

In Figure 3, the abscissa t represents the inter-event time

(unit: day) between the time when a passenger books tickets and

the passenger’s boarding time. The ordinate p(t) represents the
probability.

Based on the preliminary studies, we use the stretched

exponential distribution [13] to fit the function, which is

(t) � eλt
β
. The fitting function of the Shanghai dataset is (t) �

e−0.81t0.55 , and the fitting function of the Chongqing dataset is

p(t) � e−0.84t0.61 . It can be found that the parameters of the two

fitting functions are very close.

It can be seen from Figure 3 that the advance ticket days of

passengers are concentrated in 1–60 days, which may be related

to the reservation time limit of bus tickets. Whether in Shanghai

or Chongqing, the probability of passengers purchasing tickets in

advance reaches its highest value on 1 day and generally

decreases with the increase of ticket purchasing days in

advance. There are similar dynamics for advance ticket

purchase time of bus passengers in these two cities.

Traditionally, the bus ticket price does not change as

frequently as the price of airline tickets. Passengers who book

bus tickets do not have an awareness of saving money by buying

tickets in advance. However, the number of days to purchase

tickets in advance can reflect the planning and urgency of

passengers’ travel purposes to a certain extent. It can reflect

the types of passengers on this basis.

Passengers who buy tickets many days in advance may have

travel plans, while those who book tickets in a hurry to travel may

have sudden events related to work to deal with. Therefore,

passengers who buy tickets in advance for a long time mostly

travel on holidays and rest days. On the contrary, passengers who

purchase tickets in advance for a short time mostly travel on

working days.

To prove our guess, we divide the types of travel dates of

passengers into three categories, which are holiday, weekend, and

workday, and then explore whether there is any difference in the

time of ticket purchase in advance in different types of travel

dates. Limited by the time tickets can be booked, passengers can

book tickets 30 days in advance at the earliest. We plot the

percentage stacked bar chart of these two factors, consisting of

the types of travel dates and the days of advance ticket purchase

for bus passengers in the two cities, illustrated in Figure 4.

The abscissa t represents the number of days that passengers

have purchased tickets in advance, and the ordinate represents

the percentage. The Blank columns represent that the passengers

travel in holiday; the columns filled with horizontal lines

FIGURE 3
The distribution of advance ticket days to passengers in Shanghai (Chongqing) dataset.
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represent that the passengers travel at weekends; the column

filled with crosses represents that the passengers travel on

working days.

2.3 Spatial features analysis

2.3.1 Analysis of travel distance distribution
Travel distance has been widely studied in infrastructure

networks such as public transportation [21]. Based on bus

passenger survey data in Shijiazhuang city, Wang et al. [22]

counted the passengers’ travelling distance by bus, and found

that it obeyed the exponential distribution.

We compare and analyze the travel distance distribution of

bus passengers and the route distance distribution of intercity bus

stops in these two cities. The travel distance distribution of bus

passengers in the two cities is shown in Figure 5. Here, the travel

distance refers to the distance between the starting stop and the

terminal stop of each passenger’s bus route.

In Figure 5, the abscissa d represents in these two cities,

passengers’ travelling distance, and the ordinate p(d) represents
probability.

According to Figure 5, most passengers in the two cities

travel 100–1000 km, and some passengers in Shanghai travel

less than 100 km, which may be because the distance between

Shanghai and the surrounding cities of Shanghai is less than

100 km.

Since the travel distance of bus passengers is heavily

dependent on the route distance operated by the bus

company, we break up the length of distance into intervals

FIGURE 4
The percentage stacked bar chart of advance ticket purchase time and type of travel date in Shanghai (Chongqing) dataset.

FIGURE 5
Distribution of passengers’ travelling distance.
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and then plot the compound bar chart of travel distance and bus

route distance, which is demonstrated in Figure 6.

In Figure 6, the abscissa d represents the distance, and the

ordinate represents probability. The columns filled with crosses

represent the distribution of travel distance by passengers, and

the columns filled with slashes represent the distribution of travel

distance of bus routes operated by bus companies.

In Figure 6, we can find that for the highest column, the

corresponding abscissa axis is between 0 and 500 km. Moreover,

it can be seen that the height of the two types of columns is quite

different. In the range of 0–500 km, the travel distance

distribution probability of passengers is even much higher

than that of bus routes. In the Shanghai city sub-picture, for

the distance of bus routes, the proportion of 0–500 km is not

much different from that of 500–1000 km, but the probability of

passenger travel distance distribution in the range of 0–500 km is

close to 0.9, and the probability of passenger travel distance

distribution in the range of 500–1000 km is close to 0.1. The

probability of passenger travel distance distribution in the field of

0–500 km is also close to 0.9 in Chongqing.

We guess that the intercity bus is the preferred means of

transportation for passengers for short and medium-distance

travel. For long-distance travel, passengers may choose high-

speed rail or an airplane with a high probability. However, it can

be seen that the number of long-distance buses and medium and

short distance buses is unreasonable. The number of short-

distance intercity buses should be increased to meet the

passengers’ demand.

According to Figure 5 and Figure 6, as the travel of bus

passengers depends on the bus route transportation network, the

travel distance distribution of bus passengers exhibits scale-free

features. Brockmann et al. [9] studied the flow trajectory of

banknotes as the banknotes were traded in different hands, and

the flow distance of banknotes was not limited to the

transportation network, so distance distribution obeyed the

power law.

2.3.2 Cyclotron radius and mean square
displacement

In the study of human mobility features, the diffusion

features of humans can be represented by the growth law of

the cyclotron radius and the mean square displacement (MSD)

with time. The cyclotron radius [10] of all bus passengers in each

city after n trips is given as:

rg(n) �
������������
1
n
∑n
k�1

(xk − xt)2
√√

, (4)

Where xt represents the bus stop visited by all bus passengers

most times on n trips, and xk represents the bus stop that the

passengers arrive at on each trip, and xk − xt represents the

distance between the two bus stops. In particular, for a passenger

who only travels once, xt and xk denote the departure stop and

the arrival stop of the bus route.Where, the abscissa n represents

the travelling times of passengers, and the ordinate rg(n)
represents the cyclotron radius.

In Figure 7, the overall cyclotron radius of bus passengers in

the two cities reaches its maximum when the number of trips is

1. In the Shanghai data set, with the increase in the number of

trips, the cyclotron radius decreases sharply. Until the number

of trips n equals 28, the cyclotron radius begins to stabilize, at

close to 100 km. In the Chongqing data set, when n ranges from

2 to 7, the cyclotron radius decreases slowly; when n ranges

from 7 to 20, the cyclotron radius is relatively stable; and when

n is greater than 20, the cyclotron radius is more divergent.

FIGURE 6
The compound bar chart of travel distance and bus route distance in Shanghai (Chongqing) dataset.
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When the number of trips of bus passengers equals 1, the

cyclotron radius is the largest, because when n equals 1, many

passengers only travel once. Their cyclotron radius is the actual

travel distance. When n is greater than 1, their round-trip rate is

also very high. That is to say, when a passenger arrives at the

destination bus stop, there is a high probability that he will return

to the previous bus stop where he departed last, which results in

the passengers’ cyclotron radius decreasing rapidly.

In the Shanghai dataset, for passengers who travel

2–28 times, their destination cities are relatively close.

Their travel frequency is very high, so the cyclotron radius

generally shows a trend of decreasing with the increase in the

number of trips. In the Chongqing dataset, passengers who

travel 7–20 times often take intercity buses, and they have

relatively stable and balanced trips in the bus stop network.

The cyclotron radius decreases when the travelling times

increase. Therefore, the features are different from those of

other types of passengers.

The MSD distribution of bus passengers is shown in Figure 8.

The MSD is given as:

FIGURE 7
Distribution of cyclotron radius in Shanghai (Chongqing) dataset.

FIGURE 8
Distribution of MSD in Shanghai (Chongqing) dataset.
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MSD(n) � 〈(xn − x0)2〉, (5)

Where x0 is the location of the first departure bus stop in the

passenger’s travel record, and the 〈•〉 operator refers to the mean

distance of n trips.Where, the abscissa n represents passengers’

travelling times in each city, and the ordinate represents theMSD

of the passengers’ trips. In Figure 8, the MSD has a peak value at

the beginning. When n ranges from 1 to 18 (19), the MSD shows

a downward trend. After that, the number of trips continues to

increase, and the MSD presents a discrete distribution.

According to the previous analysis of the cyclotron radius

and the MSD, we can see that the cyclotron radius and MSD of

passengers’ trips are closely related to the number of trips. The

travel distance of most passengers does not increase with the

increase in the number of trips but changes within a specific

range, indicating the high boundedness of bus passenger trips.

The distribution of the cyclotron radius in the Shanghai and

Chongqing datasets is quite different. It is speculated that there

are more passengers travelling for short distances in the

surrounding areas of Shanghai, and they travel frequently. So

the cyclotron radius decreases steadily with the increase in the

number of trips.

2.4 Proportion of passenger trips per
month

We counted the number of trips of all passengers in Shanghai

(Chongqing) dataset in each month of the year, and the

proportion of passenger trips per month in these two cities in

year 2019 is shown in Figure 9.

The abscissa in Figure 9 represents the month, and the

ordinate represents the proportion of passenger trips per month.

The spring Festival holiday in 2019 was from February 4 to

February 10. Before the spring Festival, many passengers needed

to take the intercity bus to go home, and in October, many

passengers would travel on the National day. Therefore, January

and October were the two periods with the highest passengers.

April 5 to April 7 in 2019 was the Qingming Festival, and some

passengers travelled during this period. However, during the

period from July to October, the proportion of passengers in the

two cities showed different trends. According to the data set from

Chongqing, the travel volume of passengers was higher in July

and continued to decrease in August and September. In the data

set for Shanghai, the travel volume of passengers continued to

rise from July to September. This period coincided with the

summer vacation of students. It was speculated that during this

period, many passengers with their children travelled to Shanghai

and took intercity buses to travel to the cities around Shanghai. It

also indicates that during festivals and summer holidays, bus

companies should adjust their operation plans and increase the

number of buses to meet the strong travel demand of passengers.

As shown in Figure 9, in January and October, the proportion

of passenger trips was the highest in these two cities. We further

analyzed the travel distance distribution of passengers in the two

cities in these 2 months, as shown in Table 2. In Table 2, we can

find that in Shanghai, the proportion of trips below 500 km is

88% in October and 78% in January; In Chongqing, the

proportion of trips below 500 km is 93% in October and 88%

in January, and this indicates that in October, passengers in

Shanghai and Chongqing are more inclined to travel for short

distances.

FIGURE 9
The proportion of passenger trips per month.
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In Table 2, at least 80% of the travel distance is less than

500 km, so we listed the proportion of travel distance below

500 km, which is shown in Table 3. According Table 3, we can

find that in Chongqing, at least 70% of the travel distance is

between 100 km and 300 km, and this may be due to that there is

a strong demand for short-distance travel around the city, and

Chongqing has a larger area than Shanghai.

3 Discussions

From the results of the experimental analysis, the passengers’

travelling interval time presents a power-law curve with a cutoff

index, and both exhibit weak burstiness and strong negative

memory effects. Passengers take the intercity bus to go out and

return in a few days. After a long period, the passengers will travel

by intercity bus again, so the travelling time intervals of

passengers present the situation that a long inter-event time

alternates with a short inter-event time, which shows a negative

memory effect.

There are similar dynamics for advance ticket purchase time

of bus passengers in these two cities. When travelling on holiday,

they prefer to buy tickets in advance in Shanghai. According to

the analysis of the date of purchase of tickets in advance and the

type of travel date, in Shanghai, among those who purchase

tickets 25–30 days in advance, more than 50% of passengers plan

to travel on holidays. Maybe these passengers are worried that

they can’t buy tickets near holidays. Therefore, on holidays, the

transportation department and bus operation company should

increase the amount of transportation.

The bus route network limits the travel distance of passengers.

The distribution of travel distance of passengers by intercity bus in

the two cities does not have scale-free features, which is more in line

with the stretching index distribution.

According to the distribution of travel distance and bus route

distance, in Shanghai and Chongqing, there is a strong demand for

medium and short-distance travel within 500 km. In comparison,

there is less demand for long-distance travel above 500 km. So the

transportation departments and bus operation companies in the two

places should adjust the bus routes, and concentrate the traffic on

short-distance routes within 500 km.

The cyclotron radius and the MSD of passengers’ travelling

distance, which indicate that the mobility distance of most

passengers does not increase infinitely with the increase of the

number of trips and changes within a specific range. The two

groups of bus passengers tend to move in a limited range, and

their travel distance is highly bounded. There is a big difference in

the distribution of the cyclotron radius of travel between the two

groups. There are more short-distance passengers to and from

Shanghai, so the cyclotron radius decreases steadily with the

increase in the number of trips in the Shanghai dataset.

Holiday factors have a significant impact on the travel of the two

groups,mainly traditional festivals such as spring Festival, Qingming

Festival, and National Day. During these periods, the number of

passengers travelling is large. The number of passengers travelling to

and from Shanghai in the summer gradually increases. According to

the proportion of passengers travelling in 1 year, in the two cities,

passengers travel mainly in January and October, so the

transportation department can consider increasing the amount of

transportation in these two time periods.

TABLE 2 Travel distance ratio (d, unit: km) in January and October in Shanghai and Chongqing.

Month Dataset d ≤ 500 (%) 500 < d ≤ 1000
(%)

1000 < d ≤ 1500
(%)

1500 < d ≤ 2000
(%)

2000 < d ≤ 2500
(%)

January Shanghai 78 18 4 1 0

Chongqing 88 4 7 0 0

October Shanghai 88 10 1 0 0

Chongqing 93 4 3 0 0

TABLE 3 Travel distance ratio (d ≤ 500, unit: km) in January and October in Shanghai and Chongqing.

Month Dataset d ≤ 100 (%) 100 < d ≤ 200
(%)

200 < d ≤ 300
(%)

300 < d ≤ 400
(%)

400 < d ≤ 500
(%)

January Shanghai 12 29 13 13 10

Chongqing 7 41 32 6 1

October Shanghai 16 43 13 10 7

Chongqing 6 36 42 8 1
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4 Conclusion

The passengers’ travelling inter-event time by taking the

intercity bus presents a power-law with a cutoff index, and

both exhibit weak burstiness and strong negative memory

effects. The distribution of travel distance of passengers by

intercity bus in the two cities does not have scale-free

features, which is more in line with the stretching index

distribution. The difference in cyclotron radius between these

two groups’ travelling distances is quite significant; roundtrips

from Shanghai are frequent. Holidays have a significant influence

on passengers’ travel behaviors, which leads to more trips.

In terms of application, the transportation department and

bus operation company can optimize the intercity bus operation

and adjust their operation strategy based on the suggestions in

this paper.

The travelling time intervals of passengers in the two cities show

low burstiness and negative memory effects, and the underlying

principles need to be further explored. In terms of theory, the results

in this paper can provide help for more scholars’ research to study

the features of human mobility behaviors.
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The recommendation system has become an indispensable information

technology in the real world. The recommendation system based on the

diffusion model has been widely used because of its simplicity, scalability,

interpretability, and many other advantages. However, the traditional

diffusion-based recommendation model only uses the nearest neighbor

information, which limits its efficiency and performance. Therefore, in this

article, we introduce the centralities of complex networks into the diffusion-

based recommendation system and test its performance. The results show that

the overall performance of heat conduction algorithm can be improved by

184%–280%, using the centrality of complex networks, reaching almost the

same accuracy level as the mass diffusion algorithm. Therefore, the

recommendation system combining the high-order network structure

information is a potentially promising research direction in the future.

KEYWORDS

recommendation system, centrality, complex network, diffusion model, collaborative
filtering

1 Introduction

With the development of information technology, people are overwhelmed by an

increasing amount of information. Although the development of technological

innovations has made our lives easier, meanwhile, overloaded information consumes

our time and efforts when we are searching online. Therefore, in response to this demand,

searching systems and recommendation systems are evolving accordingly, and they both

are the technologies that have been developed to deal with information overload. The

searching systems solve the problem of directed search, while the recommendation

systems can predict the possible preferences and interests of users based on the previous

data. Recommendation systems have been developed for decades, and each part has been

gradually improved and developed toward more multi-level and applicable models.

Collaborative filtering [1–3] is one of the most widely used, least computationally

complex, and most effective information-filtering algorithms. The CF algorithm provides

personalized recommendations for each user based on the user’s past purchase history

database and product search records. Breese et al. [2] classified CF into two broad categories,

namely, memory-based and model-based approaches. Memory-based methods predict

information and recommend products based on a measure of similarity between the user
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and the product [3–5]. Model-based algorithms use a collection of

user and object information to generate information-filtering

models [10, 11] through clustering [6], Bayesian approach [7],

matrix factorization [8, 9], and other machine learning methods.

Different from computer science, the application of physics

in the field of interdisciplinary science has also obtained some

successful complex network theories, and various classical

physical processes have provided some new insights and

solutions for the active field of information filtering in recent

years [1, 12, 13]. For example, the diffusion process like the heat

conduction process on a dichotomous complex network [14], the

principles of dynamic resource allocation in dichotomous

complex networks [15], opinion diffusion [16], and gravity

[17] have been applied in information filtering.

Overall, CF and other diffusion-based recommendation

algorithms have been successfully applied to many well-known

online e-commerce platforms. Meanwhile, in recent years, a lot of

research studies, such as the heat conduction, mass diffusion, or hybrid

method [20, 21], biased heat conduction [22, 23], multi-channel

diffusion [24], preferential diffusion [25, 26] based on the CF direct

random walk method [27], hypergraph models with social labels [28,

29], andmultilinear interactive matrix factorization [30],are devoted to

studying the two variations of the algorithm. These algorithms will

further improve the efficiency of information-filtering systems. In

addition, multiple explorations [31, 32] on information filtering

considering external constraints have also been made.

Meanwhile, we should note that the compressed network

structural information, including the information core and

information backbone, provides some enlightenment for the in-

depth understanding of information filtering [18, 19]. Some network

structural centralities, such as PageRank and eigenvector centrality,

can indicate the structural properties of networks in one-

dimensional metrics, while traditional network structure statistics,

such as degree, can only contain first-order structure information

(nearest neighbor information). We can conclude that it is highly

probable to obtain richer structural information about the network

by replacing the influence of first-level nearest neighbors with one-

dimensional complex network structural centralities, such as

coreness and PageRank. This structural information considers the

long-range correlations in the network structure, which is expected

to help improve the accuracy of recommendation systems and

improve the application prospect in real scenarios. In the

following part of this article, we will show that the adoption of

network structural information can greatly improve the

performance of some recommendation algorithms.

2 Materials and methods

2.1 Dataset description

We obtained seven commonly used datasets in the research

of recommendation systems. The datasets are listed in Table. 1.

2.2 Evaluation metrics

In the dataset, we know some of the items that users collect, and

we need to recommend other items for users. Therefore, to compare

the recommendation performance of recommendation algorithms

[33], we divide the dataset into two categories: training set and test set.

The training set is used for each user-recommended item, and then

the test set is used to evaluate recommendation algorithm. When

calculating the evaluation metrics, we will regard the selection of the

user from the user’s recommendation lists as a positive example, and

otherwise, a negative example. For each user, in accordance with the

actual results and predicted results of each item, 1 is expressed as a

positive case, and 0 is expressed as a negative case. We can define the

following three indicators: precision, recall, and F1-score.

Precision and recall are commonly used evaluation indices.

Precision is defined as the proportion of data in the dataset that

the label predicts correctly, and recall is the proportion of data that

we predict to be correct in a certain class. They are calculated as

Recall � TP

TP + FP
,

But for each user, what we obtain is a list of users, namely, the

TOP-K recommendations. So, we assume that the number of

items recommended to the user is K, the precision is the number

of recommended items in the test set, and the recall rate is the

correct number of recommended items in the test set. For a target

user, the precision and recall are defined as

Pi � di(K)
K

, Ri � di(K)
Di

,

where di(K) is the degree of the test set in the user i’s TOP-K

recommended list andDiis the length of the test set for the ith user.

After calculating the precision and recall of the TOP-K

recommendation list of all users, we can obtain the precision and

recall of the algorithm by calculating the average value of all users.

When recommending TOP-K items for users, what need to be

considered are the precision and recall rate of the reality (whether

the user likes it or not) and the predicted label (recommendation list)

of each item. Therefore, F1-score, also called balanced F-score, is an

index commonly used to express the precision rate of binary

classification problems in statistical data analysis. F1-score can be

regarded as the harmonic average result of two indices, and the value

range is [0, 1]. F1-score is defined as

f1 − score � 2 · precision · recall
precision + recall

.

2.3 The general Markovian form of
diffusion-based recommendations

In this section, we briefly introduce the three algorithms adopted

in this article. When they are applied to calculate the
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recommendation list of users on the dataset, it is necessary to

calculate the probability transition matrix on each training set,

but the time complexity is higher if the calculation is carried out

directly through the formula. Therefore, through observation, it is

found that the calculation form of the probability transitionmatrix is

to multiply the corresponding elements after row normalization and

column normalization of some two columns in the adjacent matrix.

Therefore, the calculation formula can be simplified into a matrix

form [34, 35] to reduce and improve the calculation efficiency of the

algorithm. For example, the calculation formula of the probability

transition matrix of the heat conduction algorithm is as follows:

WH
αβ �

1
kα

∑u
i�1

aiα · aiβ
ki

� ∑u
i�1

aiα · aiβ
kα · ki

.

Here, aiα and aiβ are the elements of the ith row in two

columns of the matrix a and β, respectively. The meaning of the

aforementioned expression is to first normalize the elements in

some two columns of the bipartite graph adjacency matrix, then

matrix multiplication is performed, and the vector elements

obtained are added after the multiplication step. Therefore,

the formula of the probability transition matrix can be

simplified to the following matrix form:

WH
αβ � D−1

o · AT ·D−1
u · A.

where

D−1
u �

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
d1

0 / 0

0
1
d2

/ 0

..

. ..
. ..

.

0 0 /
1
du

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, D−1

o �

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
d1

0 / 0

0
1
d2

/ 0

..

. ..
. ..

.

0 0 /
1
do

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Here, D−1
u and D−1

o represent a diagonal matrix formed by

calculating the reciprocal of the node degree values of the two

categories of users and items, respectively. If the node degree is 0,

the derivative value is not necessarily to be 0. di is the degree of

the ith user or item node. Similarly, the formulas of the other two

algorithms are analyzed and can be simplified into the following

matrix expressions:

WM
αβ � AT ·D−1

u · A ·D−1
o ,

WH+M
αβ � D−1

o λ · AT ·D−1
u · A ·D−1

o 1 − λ.

If a network graph corresponding to a dataset is defined as G �
(V,E) and the adjacency matrix of the corresponding bipartite

graph is defined as Au×o, then we can calculate the probability

transition matrix of the users and regard the user’s favorite vector in

the adjacency matrix as the initial heat or resource amount for the

item, so that we can calculate the initial heat or resource amount for

the item according to the following expression:

result � A ·WT,

where result is a matrix of size u × o and the ith row vector of the

matrix represents a score list of all items for the user i. It was

assumed that the set of all items in the dataset is VItem, the set of

items collected by the user is Vcollect, and the uncollected set is

VnotCollect � VItem − Vcollect.

According to the final rating result, some items that are not

collected by the user yet are sorted according to the score. Since

the TOP-K recommendation with the highest score is selected in

the dataset, it is the recommendation list of the user i that is

recorded as a matrix of resultK. The ith row of the matrix is the K

items recommended for the user i. According to the

recommendation list and the test set, the evaluation metrics

for the user i can be calculated.

2.4 A brief introduction to the centralities
of networks

2.4.1 Closeness centrality
The closeness [36] indicates the degree of difficulty in

arriving at other nodes from a certain node, and the larger

the value is, the farther the distance from other nodes is; a

TABLE 1 Introduction of datasets.

Dataset Number of users Number of items Number of records Sparsity

Movielens_latest small 610 9,784 100,836 1.70%

Movielens_100K 943 1,682 100,000 6.30%

Movielens_90K 2,113 10,109 855,598 4.00%

Movielens_1M 6,040 3,883 1,000,209 4.26%

Movielens_10M 69,878 10,681 10,000,054 1.33%

Last.fm 1,892 12,523 186,479 0.79%

Netflixdataset 5,967 16,977 1,261,097 1.24%
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lower value indicates a closer distance to other nodes. It is

calculated using the following equation:

Closeness(V) � 1∑n−1
q−1 d(p, q),

where p represents the node that is to be calculated, q

represents other nodes in the network, and d(p, q) is the

shortest path length from node p to node q. The idea of this

closeness is that the closer the nodes are to the network center,

the more quickly they can reach other nodes. Therefore, the

importance of each node obtained through closeness not only is

influenced by the number of adjacent nodes but also reflects the

minimum average shortest path to other nodes by utilizing the

characteristics of the whole network.

2.4.2 Eigenvector centrality
Eigenvector centrality [37] is a metric to measure the impact

of nodes on the network. This metric is used when nodes with the

same number of links are present. A high score for eigenvector

centrality means that the node is connected to a few nodes that

have high scores themselves. For a given network with an

adjacent matrix A, if two nodes i and j are not directly

connected, then Ai,j � 0, and otherwise Ai,j � 1. The

eigenvector of A must satisfy the following expression:

Ax � λx,

and eigenvector centrality is given by the eigenvector

corresponding to the largest eigenvalue of A.

2.4.3 Katz centrality
Like eigenvector centrality, Katz centrality [38] also measures

the importance of nodes. The difference is that it considers the

nodes that have an in-degree 0 by adding a decay coefficient α

and a bias term β. Also, with the help of the adjacency matrix A,

for a node i, Katz centrality xi is calculated as follows:

xi � α∑
j⊆G

ai,jxj + β.

In practice, the attenuation coefficient α< 1/λ is usually

chosen to ensure that the matrix is invertible and that

centrality can be obtained.

2.4.4 PageRank
PageRank [39] algorithm was originally a calculation

method for calculating weights to solve the ranking between

web pages, which was developed based on eigenvector

centrality. Although the method is proposed to solve the

problem of a directed graph, this method can be used in any

graph, and now it is often applied to the analysis of the

importance of various networks.

For a directed graph G � (V, E), we can define a Markovian

process that has the probability transition matrix M � (mi,j ) in

the graph, and the normalized initial centrality of all nodes is R0.

Thus, we can obtain the value after one-step transition as MR0

and then proceed in turn until t-step probability transition:

R0,MR0,M
2R0, . . . ,M

tR0, . . .

If this series converges, the final vector R represents the

stationary distribution of the Markov chain and satisfies MR =R.

Therefore, the value of the vector R is the PageRank value of the

nodes in the network. In practice, a random distribution term E is

added to ensure that the node with zero in-degree can also receive

incoming links, and the weight of this random term is usually set

to 0.15.

Finally, we can obtain the following expression:

PageRank � 0.85 × R + 0.15 ×
E
n
,

where n is the total number of nodes and E is a matrix whose

elements are all equal to 1.

3 Results

The degree is the most commonly used metric in the study

of a network structure model, which is defined as the number

of neighboring nodes of a given node, thus reflecting the

importance of a node in the network. In the diffusion-

based recommendation algorithm, the process of heat

conduction or mass diffusion of each node is completed

governed by the degree of each node. But this idea is, in

fact, too simple to be applied in the real world. In a social

network, if a member B knows only one influential member A,

although the node has a only degree that equals to 1, B’s

influence will increase due to the higher importance of node A.

From this point of view, there is a room for improvement in

the use of the network structure as an indicator for user

recommendation.

Therefore, the method proposed in this article is to improve

the recommendation algorithm based on the traditional diffusion

process by replacing the degree with the network structural

centralities like closeness, eigenvector centrality, PageRank,

and Katz centrality. These four types of network structural

centralities are used in this article.

3.1 The selection of test sets

We first randomly divide the dataset into 90% of the training

set and 10% of the test set according to the conventional practice

and use the algorithm to recommend items for users. However,

since the size of the dataset of each user is not average, in real life,

the length of the recommendation list required by each user is not

the same. Therefore, to compare the difference of the

recommendation performance among different algorithms, we
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only consider the TOP-K recommendation list of each user, if the

length of the recommendation list is K � 50. The hybrid

algorithm needs to set a weighting coefficient to determine the

weight of the two algorithms, and the weighting coefficient is set

to λ � 0.5. We obtain the performance of the data

recommendation system under random segmentation, as

shown in Table 1.

However, in the application of the recommendation

algorithm, the random selection of the test set is inconsistent

with the application of the recommendation system because it

neglects the temporal information and can violate causality.

Therefore, in this article, the test set can be selected in a

temporal way. As all datasets are sorted in accordance with

the timestamp in this article, we select the time of the latest

10% of the data as the test set of the data and the rest of the time

before as the training set.

3.2 Results of datasets with temporal test
sets

On the datasets, after selecting the test set with a temporal

sequence, the results are as follows:

For the test set selected in a temporal sequence, several

indicators of the performance are a bit lower than those of

the results of random selection (shown in Table 2 and

Table 3). This is mainly because of the following reason: if the

dataset is small and the timestamps of the users are not likely to

be evenly distributed, then it is likely that the user’s activity will

not be selected into the test set. This will reduce the number of

samples in the training set; these users will be less connected to

the whole system. This will also affect the algorithm for these

users of the prediction results, and the calculation of the precision

of the algorithm only considers this subset of the user’s TOP-K

recommended list. So, the accuracy of the four indicators will

decline. However, in this way, we obtain the training set and the

test set which are closer to the reality, and the result of the

algorithm is more meaningful and applicable than that of

random selection of test sets.

3.3 Results incorporating centralities

In the aforementioned Materials and methods section, it was

shown that for the original algorithm, calculation is directly

carried out through a probability transition matrix calculation

TABLE 2 Recommendation evaluations on seven datasets based on random selection of test sets.

Dataset Algorithm Precision (%) Recall (%) F1-score

ml_latest small Heats 0.92 7.12 1.63%

Probs 7.57 33.23 1.23%

Hybrid 8.03 35.73 1.31%

ml_90K Heats 0.12 0.57 0.20%

Probs 15.84 23.16 18.8%

Hybrid 16.16 23.93 19.3%

ml_100K Heats 11.37 15.53 13.1%

Probs 26.76 42.03 32.7%

Hybrid 28.84 45.70 35.4%

ml_1M Heats 5.10 18.88 8.04%

Probs 7.94 28.12 12.4%

Hybrid 8.99 33.27 14.14

Netflix Heats 0.03 0.16 0.04%

Probs 8.06 24.70 12.1%

Hybrid 8.71 27.82 13.3%

ml_10M Heats 5.58 29.84 9.40%

Probs 7.51 36.68 12.5%

Hybrid 7.94 39.40 13.2%

Last.fm Heats 0.08 0.63 0.14%

Probs 0.75 7.10 0.14%

Hybrid 0.72 5.86 0.13%
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formula, so that the time complexity is high; however, the

formula can be converted into a matrix form through

simplification, namely, the weight of heat or resource

allocation can be changed, so that the performance of the

algorithm can be improved. We calculate the five network

structural metrics, and the results of the movielens_latest

small dataset are as follows:

From the aforementioned Table 4, the following conclusions

can be obtained between different network structural centralities

and different algorithms:

1) The results of various network structural centralities basically

meet the common knowledge that the precision of the hybrid

algorithm is greater than that of the mass diffusion algorithm

and is greater than that of the heat conduction algorithm.

However, for the results of PageRank or eigenvector

centrality, it can be seen that the results of mass diffusion

algorithm are better than those of hybrid algorithm, mainly

due to the influence of the fixed weighting coefficient of the

hybrid algorithm.

2) More interestingly, by changing the network structural

centrality, the precision of the algorithm is improved,

especially the precision of the heat conduction algorithm is

greatly improved by 5.73–16.7 times, with the F1-score

measure, and almost reaches the level of mass diffusion.

The results of HC are marked in bold font.

TABLE 3 Recommendation evaluations on seven datasets with temporal selection of test sets.

Dataset Algorithm Precision (%) Recall (%) F1-score (%)

ml_latest small Heats 0.70 0.14 0.23

Mass 4.78 3.61 4.12

Hybrid 5.22 3.95 4.48

ml_90K Heats 0.78 0.48 0.59

Mass 6.31 6.53 6.42

Hybrid 6.41 6.69 6.59

ml_100K Heats 4.66 5.56 5.07

Mass 8.81 14.80 11.0

Hybrid 8.99 14.65 11.1

ml_1M Heats 5.22 5.16 5.19

Mass 18.95 15.72 17.2

Hybrid 19.23 16.52 17.8

Netflix Heats 0.15 0.22 0.18

Mass 4.68 7.56 5.78

Hybrid 4.55 8.15 5.84

ml_10M Heats 2.40 2.02 2.20

Mass 4.17 3.29 3.68

Hybrid 4.13 3.28 3.66

Last.fm Heats) 0.20 0.61 0.30

Mass 1.74 5.10 2.60

Hybrid 1.43 4.25 2.14

TABLE 4 Recommendation results adopting centralities.

Precision (%) Recall (%) F1-score (%)

Degree (heats) 0.70 0.14 0.23

Degree (mass) 4.78 3.61 4.12

Degree (hybrid) 5.22 3.95 4.50

Closeness (heats) 4.51 3.32 3.83

Closeness (mass) 4.62 3.38 3.90

Closeness (hybrid) 4.54 3.31 3.82

Eigenvector (heats) 0.54 0.08 1.32

Eigenvector (mass) 4.95 3.88 4.35

Eigenvector (hybrid) 5.08 4.14 4.56

PageRank (heats) 4.24 3.28 3.70

PageRank (mass) 4.68 3.65 4.10

PageRank (hybrid) 4.70 3.70 4.14

Katz (heats) 4.35 3.27 3.74

Katz (mass) 4.38 3.29 3.76

Katz (hybrid) 4.41 3.30 3.78
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For further analysis, we choose the more comprehensive

index F1-score to compare the differences of recommendation

results obtained by different centralities on five datasets. As in the

aforementioned dataset, the F1-score results obtained by the heat

conduction algorithm using five network structural indicators are

shown in Figure 1.

From the aforementioned figure, we can see that the method

of introducing the network structural metrics improves the

performance when using the HC algorithm. Among these

metrics, Katz centrality and closeness centrality are the most

effective, but the eigenvector centrality greatly reduces the

precision of the original method. Moreover, we can see that

the F1-score of the algorithm is improved by about 280% by

using Katz centrality and closeness centrality on the

movielens_1M dataset, and the F1-score of the algorithm is

improved by 184% by using PageRank.

The results ofMD and hybrid algorithms are shown in Figure 2

and Figure 3, respectively. The figures show that the results of the

two algorithms are relatively similar, and the recommendation

results when different structural centralities are applied are basically

similar; also, there are a few small differences in different datasets.

But one can see that for each dataset, when using the three metrics,

the results of degree, eigenvector centrality, and PageRank are

better, while the results of the other two metrics are slightly

worse, but the differences between each metric are generally

within 5%. On some datasets, such as movielens_100K and

movielens_1M, we can see that the recommendation results

obtained by using eigenvector centrality are marginally better

than those obtained by using the degree.

4 Discussion

In this study, we mainly focus on the traditional collaborative

filtering (CF)-based recommendation systems to improve the

information-filtering technique by utilizing the network

structural centrality. This article focuses on the

recommendation systems that are based on the diffusion

processes: heat conduction algorithm and mass diffusion

algorithm, which are based on physics theories. However,

these two algorithms have their own focus in terms of

accuracy and diversity. Combining the two algorithms by a

weighting coefficient λ can lead to a hybrid algorithm that can

obtain better performance in both the metrics [20].

The recommendation results of the aforementioned three

algorithms that adopt degree information as the input of the

recommendation system are obtained on the movielens and

other datasets commonly used. Through the analysis, we find

that the degree contains network structural information of

nearest neighbors, which only reflects the number of

neighbors of each node. Therefore, this article proposes an

improved method that contains the information of higher-

dimensional network structural information to improve the

recommendation algorithm, by using metrics such as

closeness centrality, eigenvector centrality, Katz centrality, and

PageRank These metrics not only take the number of

neighboring nodes into account but also contain the

FIGURE 1
Results of different datasets using heat conduction.

FIGURE 2
Recommendation results of five datasets using mass
diffusion.

FIGURE 3
Recommendation results of five datasets using hybrid
algorithm.
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importance of neighboring nodes as well as their structural

information.

The method proposed in this article shows that applying

different network structural centralities improves the

recommendation performance. The results of the HC

algorithm obtained with all the tested network structural

centralities show an improvement in performance in the

range of 184%–280% (the only exception is that using

eigenvector centrality causes a decrease in accuracy). For the

MD algorithm, the differences in the results obtained after

applying different metrics are small. Among them, the

optimal results were obtained for three metrics: degree,

eigenvector centrality, and PageRank. Meanwhile, the hybrid

algorithm has overall better prediction results, but the results of

some metrics are likely to be influenced by the weighting factor λ,
and even better results could be obtained after adjusting the

parameters.

Overall, in this article, we show that the centrality of

networks contains higher-order structural information of the

network topology than the traditional adoption of degree.

Surprisingly, the recommendation algorithms incorporating

such centralities, especially the heat conduction algorithm will

have a significantly improved performance, almost comparable

to that of the mass diffusion algorithm.
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Online videos have become themost popular method to obtain information for

the public in recent years, such as TikTok and YouTube, and regional sites like

Bilibili and Douyin. Compared with its growing influence, the analysis of user

behavior on video sites is still less investigated. Herein, we fetch the video data

from Bilibili.com and analyze the video views, comments, and other behaviors

on the website. We found that the description model based on the Hawkes

process can accurately predict the video views, which suggests that on the

Bilibili website, the self-incentive mechanism of information cascade diffusion

plays a decisive role in online views. Meanwhile, we also found that the view

increment of the videos during the same period of time conforms to the general

power-law distribution.

KEYWORDS

temporal social networks, Hawkes process, scaling behavior, Danmaku, Bilibili.com

1 Introduction

The online video platform, as an emerging tool for accessing information, has drawn

significant attention from the commercial industry to scientific communities. However, it

is still challenging to predict which videos or information will become popular in the near

future. The basis for determining future popular videos is the future popularity of the

video, which is usually measured by the number of times the video is played within a

limited period of time. Therefore, video popularity prediction has become the key to

discovering future popular videos. The goal of video popularity prediction is to predict the

number of times a video will be played in the future based on the data available before or

in the early stages of release [1–4]. Predicting the number of videos played in the future

can not only help discover future popular videos but also directly help optimize strategies

for online video services. [5] Shows a typical case of an optimizing service strategy using

video popularity prediction. The researchers updated the caching strategy based on the

predicted future views of the video. Compared with the LFU-/LRU-based caching strategy

used in the previous online video service system, this strategy has significantly improved

the caching efficiency.
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In addition to the continuous pursuit of higher performance,

video popularity prediction research also needs to consider the

practicability of the model. Herein, our goal is to solve a series of

problems in video popularity prediction research and contribute

to the better application of this technology in online video

services.

The related research on video popularity prediction started

more than 10 years ago, and the first video popularity prediction

model was formally proposed in 2010 [6]. Existing video popularity

prediction models can be roughly divided into three main categories

according to the types of tasks they target, data usage, and modeling

methods for video popularity: prediction models based on mapping

of popularity values; prediction models based on popularity time

series; and the cold start prediction model. The prediction model

based on the heat value mapping is the earliest proposed video heat

prediction model. This type of model is generally implemented by

modeling the distribution of the cumulative number of future video

views with respect to the cumulative number of early video views

using a mathematical function [6–8]. Subsequent proposed models

of this type also use features partially extracted from the meta-

information of the video [9–11]. With the introduction of

multimodal features, the modeling methods of models based on

heat value mapping have gradually become diversified, and both

regressionmodels and neural networks have been used to build such

models. At the beginning of the research on video popularity

prediction, the prediction model based on the popularity value

mapping was effective in the popularity prediction task in the early

stage of video service development. However, social information has

a very limited impact on the number of videos played at that time.

The early view number of a video can effectively reflect the viewing

tendency of the user group toward the video. However, compared

with the later proposed prediction model based on the popularity

time series, the model based on the popularity value mapping lacks

the sufficient ability to identify the trend of the number of videos

played because it regards the number of videos played as a single

cumulative value. However, this type of model has lower complexity

and data requirements than the other twomodels, so it is easier to be

used and deployed in online video service systems.

The second type of model regards the number of videos played as

a sequence related to the video survival time and achieves prediction

bymodeling the correlation between the sequence of early video views

and future views [12–14]. Time-series-based forecasting models

usually assume that the number of videos played in different time

periods early in their release is of different importance for inferring

their future video views [15]. Bymodeling the sequence of video views,

more information about the dynamics of early video views is utilized

by the prediction model, so that the second type of model has better

prediction performance than the other two types of models.

Furthermore, since the second type of model treats the number of

videos played as a sequence about the video survival time, it is possible

to introduce more features sensitive to the video survival time. These

features have been proven by existing research to be effective in

helping models predict the possible burst of video views in future

video viewing data [16–20]. In recent years, with the integration of

social networks and online video services, time-series-based prediction

models have also begun to extract multimodal features from

diversified information, including social information, to cope with

the impact of social information on video views [21–25]. The

introduction of multimodal features, including social features, not

only improves the performance of prediction models based on

popularity time series but also makes such models increasingly

complex, causing them to gradually lose their practicability in the

video service environment. In today’s online video service systems, in

most cases, only themost basic predictionmodels based on popularity

time series such as MLR and ARMA are still used.

On the other hand, Hawkes proposed a self/mutual-exciting

process in his study [26]. The main characteristic of non-Markovian

(withmemory) self-excitingpointprocesses is that the occurrence of any

historical event affects the probability of future events for a long time

andmay lead to critical emergencies. TheHawkes process is an example

of this. The standard linear self-excited Hawkes point process is a first-

order non-Markovian stochastic model of intermittent explosive

dynamics. The nonlinear Hawkes process is introduced to better

describe the excitation (positive feedback) and inhibition (negative

feedback) effects between events. The theoretical findings of [27]

implied that the nonlinear Hawkes process has an asymptotically

universal Zipf’s law in the case of a mark distribution with zero mean.

In this study, we collect a new dataset containing various

temporal data from openly accessible data from Bilibili. com. We

propose that combined with the Danmaku data, the model based

on theHawkes process [28] can be used to evaluate the popularity

of a video on Bilibili.com. In addition, the normalized popularity

follows a power-law distribution, suggesting that it has a close

TABLE 1 User and video metadata.

Field Meaning

Send date Uploading date

Tag Tags

Duration Duration

ID ID number

Rank score Official ranking score

Pub date Upload date

Author Author ID

Review Comments

Mid Message ID

Play View counts

Pic With picture or not

Description Subjective description by uploader

Video review Danmaku

Favorites Number of likes

Arcurl URL address

Bvid Bilibili.com ID

Title Title
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FIGURE 2
Power-law distribution of relative competence. The horizontal and vertical axes are scaled by logarithms.

FIGURE 1
Clustering of a video–tag network. Each dot represents a video, and each color represents a unique tag cluster labeled by the uploader. The
length represents the distance from the cluster center in the SVD space. The figures show there exist topics that are very distant from each other, and
the topics have a wide diversity through the video–tag network. The random selection of videos by uploaders in general does not produce biases of
the video content.
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relationship with the self-exciting Hawkes process on the online

video platform.

2 Materials and methods

2.1 Dataset description

We obtained the following datasets from the official website

of Bilibili.Com.

2.1.1 User and video metadata
The dataset includes 224,672 uploaders, 1,425,882 videos,

and 308,385 tags. The time span is from 2021.12 to 2022.2. There

are a total of 1,425,882 records from the knowledge section of the

Bilibili.com video website. There are 1,209,370 videos with tags,

and the rest are videos without tags. Each record includes the

following 17 fields, shown in Table 1.

2.1.2 Video views and Danmaku temporal data
This dataset is obtained from randomly selected

10,000 uploaders with more than 10,000 followers on the Bilibili

website and the data of their latest released 50 videos. Videos that are

too oldwill be replaced because uploaders will constantly publish new

videos. The dataset starts from 2022.5.1 and ends at 2022.5.8 collects

the number of videos played and the number of Danmaku of these

videos every 3 hours, with a total of 56 timesteps. The data in each

time step contain data from roughly 500,000 videos. The dataset is

publicly available at https://github.com/luciidream/Universal-

Scaling-behaviour-and-Hawkes-process-of- videos-views-on-Bilibili.

com.git.

2.2 Hawkes process

The Hawkes process is a self-exciting point process [26,

29]. The process has arrivals at times

0< t {1}< t {2}< t {3}</ where the probability function of

an arrival within [t, t + dt):

λtdt � ⎛⎝ μ(t) + ∑
ti : ti < t

ϕ(t − t1)⎞⎠dt.

The function μ is the intensity of the underlying Poisson process.

At time t1, the first arrival occurs and then the intensity becomes

μ(t) + ϕ(t − t1), and at the time t2 of the second arrival, the

intensity becomes μ(t) + ϕ(t − t1) + ϕ(t − t2)}. . . and so on [26].

During the time interval (tj, tj+1), the process represents the
set of j + 1 independent processes with intensities

μ(t),ϕ(t − t1), . . . , ϕ(t − tj). The arrivals in the process whose

FIGURE 3
Power-law exponents of users’ competence at different times. Parameter b is the exponents obtained by the previous power-law fitting. The
solid line indicates the average of the power-law exponents, and the shaded area indicates the standard deviation of the power-law exponents. The
data show parameter b is consistently around 1.5, disregarding the timestamps. This shows that relative competence exhibits a universal scaling
behavior.
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intensity is ϕ(t − tj) are the descendants of the arrival at time tk.

The integral ∫∞
0
ϕ(t) dt is the average number of descendants of

each arrival and is called the branching ratio. We consider the

similar model used in [26], which regards the intensity function ϕ

as a power-law decay over time.

ϕm(τ) � κmβ(r + c)−(1+θ), τ ∈ R+,

where κ, β, c, and θ are the parameters that can be obtained from

numerical fitting. In [28], parameter κ is the scaling factor that

describes video quality, and m is the relative influence of the

uploader. β measures the nonlinearity between the number of

followers and popularity. c> 0 is the cutoff parameter that keeps

ϕ bounded if τ is small. Finally, the exponents of the power-law

distribution are given by 1 + θ.

3 Results

3.1 Tag clustering

In addition to the video label of the first section of the data,

the corresponding one-hot vector of each video is obtained

according to the label of each video. Then, all the vectors are

combined to obtain a high-order matrix. We then perform

singular value decomposition (SVD) on the matrix to reduce

dimensionality and use the low-dimensional matrix to cluster

videos. Connecting videos of the same class to the center point of

the class constitutes a video network, as shown in Figure 1. As our

videos are collected randomly from uploaders who have more

than 10,000 followers, the figure is used to show the diversity of

the topics and human tags and to validate that our data collection

is of little bias referring to the topics or tags. The results indicate

that there exist several clusters of topics of the videos we

collected, and the dataset covers a broad range of topics and tags.

3.2 Uploader’s relative competence

We select uploaders who have released new videos in the

same period and calculate the ratio of the growth of each person’s

latest video at eachmoment to the total growth at that moment so

as to express the influence of the uploader’s work relative to the

works of other uploaders. This parameter shows the relative

degree of attraction of uploaders toward the whole audience. The

relative competitiveness of all creators is fitted according to the

power-law distribution, and it is found that the relative

competitiveness of the creators approximately obeys the

power-law distribution [30], as shown in Figure 2.

FIGURE 4
View counts of videos daily increase. The blue line is the indication line from a log-normal fitting. This is in accordance with the work of [31].
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We also estimate the power-law exponents, and surprisingly,

the exponents through different times are all around 1.5, showing

a universal scaling behavior, as illustrated in Figure 3. This result

has been validated by statistical stability analysis.

Furthermore, using the video used in the previous section, we

normalize the view counts recorded at each moment of each video,

summing over the data of all videos and shifting the data to eliminate

negative values and obtaining the average variation of the video

views. This reveals the average daily views of each video and the

mean field view pattern of the videos during their life span, as shown

in Figure 4. For simplicity, the curve is well-fitted by a log-normal

function, which is in accordance with the suggestion from [31].

3.3 Hawkes process model

From the previous introduction of the model, a point process

model based on the Hawkes process is used to predict video

views. Compared with feature-based prediction methods, the

counting process does not require complex feature engineering

and additional training, so it can be easily applied to real-time

systems. The results show that, with the Danmaku data from the

temporal dataset, our model can predict the popularity precisely

even in the far future. The results are shown in Figures 5, 6.

Figure 5 shows the Hawkes model results of four randomly

picked videos that are representative of the wellness of fitting.

The videos have very different fundamental statistics and thus

explain our method is general. The dashed line is the separation

line of data used to train the model and obtain parameters and

the test data that are used for evaluation of the results. The results

show that our model can accurately predict the location of peaks

in the video views in the far future, but the accuracy of the

intensity of the peak varies from video to video.

Figure 6 shows the results of the Hawkes model fitting on the

same video by varying the size of the training set. The four

subplots represent the results using 20%, 30%, 40%, and 50% of

FIGURE 5
Hawkes model fitting on four Bilibili videos. The dashed line indicates where the prediction starts. The blue line is the fitted view curve, and the
dashed line shows the original data. The green line is the prediction based on our Hawkes process model. The red line shows the Danmaku counts
from the data.
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the time span as training sets, respectively. The results indicate

that the predicted position of peaks by our method is resilient

with different sizes of training sets. Also, the predicted intensity

can improve with a larger training set.

It is worthwhile to mention that by adopting the model from

[28], the parameters obtained from the fitting are not stable, as

shown in Figure 7, suggesting the correlation of the six

parameters. Further investigation can be conducted in this

direction to clarify how these parameters influence each other.

4 Discussion

In this study, our results show that the view counts of online

videos on Bilibili.com are significantly determined by the point

processes, such as the Hawkes process. The relative view counts

during a given time span among all videos (namely, the

uploaders’ relative competence) follow a universal scaling

behavior. The video view model based on the Hawkes process

effectively realizes the simultaneous prediction of video views.

On one hand, it is conducive to the accurate placement of

advertisements and improves commercial service quality, and

on the other hand, by analyzing the results, it can provide

decision support for content management or provide a basis

for network storage optimization or expansion, low network

storage utilization, and avoid problems such as large capacity

redundancy caused by expansion, thereby reducing operating

costs and producing practical application value.

Sornette et al. [27] studied the relationship between the universal

power-law distribution and the nonlinear Hawkes process and

proved that the Hawkes process can form the power-law

distribution of events through theoretical analysis. This effect is

FIGURE 6
Predictions on the same video Bilibili ID BV1Nu411d7rc by varying the size of the training set. The four subplots represent different results
corresponding to 20%, 30%, 40%, and 50% as training sets. The purple line indicates where the prediction starts. The blue line is the fitted view curve,
and the dashed line shows the original data. The green line is the prediction based on our Hawkes process model. The red line shows the Danmaku
counts from the data.
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also observed in our data, where the video views at different times

and the relative competence indicators of uploaders also form a

power-law distribution with a relatively stable power-law behavior.

Sornette’s theory states that the Hawkes process resembles a

nonlinear self-excited process, in which the properties arise from

a complex interaction between a multiplicative process, memory,

and endogeneity or reflexivity. The Hawkes model fitting results

show that in our context, a video’s current views and its historical

view counts, as well as the number of Danmaku comments, have a

nonlinear mutualistic interacting process. The specific dynamics of

the process is complex and awaits further study.

In summary, we collected a new set of data, which recorded the

video view data on Bilibili.com, including the temporal records of

video views, the number of Danmaku comments, and the metadata

of uploaders and videos. The social networks formed by these data

will help further explore the complex interaction between videos,

users, and Danmaku comments. It also helps develop new models

and verify existing theories, which contribute to the knowledge of

understanding social interactions and networks. The Hawkes model

analysis of the time-series data shows that there exists a Hawkes

process with memory characteristics with the video views on

Bilibili.com, and at the same time, the consistent power-law

distribution characteristics are observed in many data statistics.

This connection can be enlightened by the related theory by

Sornette et al. Despite the analytical analysis that is specifically

based on three assumptions, the general explanation of how the

Hawkes process can produce power-law distribution suggests the

possibility of a direct causal relationship, irrespective of the

theoretical assumptions made in [27]. In the near future, a more

general model can be developed to further clarify the phenomena

with this newly collected dataset.

Data availability statement

The dataset is publicly available at https://github.com/

luciidream/Universal-Scaling-behaviour-and-Hawkes-process-

of- videos-views-on-Bilibili.com.git.

FIGURE 7
Parameters in themodel fitting on video Bilibili ID BV1D34y1e7YX. The parameters in the fitting are listed at the top left corner. Parameters γ and
η indicate the estimation of unobserved influence out of the data. Parameter endo describes the intrinsic popularity of videos. Parameter viral is a
measurement of whether the video will become immensely popular and is a combined effect of both intrinsic and external impact.
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The banking system could be mapped by the network model to generate the

structural properties of evolution dynamics. In this study, we empirically

investigate the evolution properties of the China bank network from 2008 to

2019 where the banks and lending relationships are set as the nodes and

links. By introducing the middle layer into the core–periphery (CP) model,

we present the core–middle–periphery (CMP) model where the nodes

belonging to the core layer are fully connected and the ones belonging

to the middle layer connect the core and periphery layer. Compared with the

traditional CP model, the reconstruction error of the CMP model is

decreased by 64% compared with the one obtained by the CP model,

and the transition stability probability is enhanced greatly. This work is

helpful for deeply understanding the evolution properties of the banking

system.

KEYWORDS

bank network, network structure, China banking system, core–periphery model,
core–middle–periphery model

Introduction

The network structure plays a critical role in network resilience and risk

transmission (Allen and Gale [1], Cassar et al. [2], Battiston et al. [3], Hu et al.

[4]). The interbank market is the first step in the transmission of monetary policy to the

rest of the financial system and the real economy, which could be mapped by the

banking network where the banks and their interconnectedness are set as the nodes and

links. The bilateral relationships between banks (Fang et al. [5]) play an important role

in the China banking system. The interconnectedness of banks in the real world does

not necessarily correlate with the size of their assets (Martinez et al. [6]), and the lending

relationship that constitutes the banking network is crucial to liquidity management

and risk contagion in the interbank market (Angelini [7]; Furfine [8]; Iori et al. [9]). A

dense and complex network of bank liability can easily transmit risk to the whole

market, giving rise to systemic risk.

The US federal funds (Bech and Atalay [10]) and the Austrian interbank lending

networks (Boss et al. [11]) have the small-world properties. Empirical studies find that
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the interbank market networks in the United States (Soramaki

[12]), Japan (Inaoka et al. [13]), Austria (Boss et al. [14]),

Brazil (Edson et al. [15]), and Mexico (Martinez et al. [6])

approximately obey the power–law degree distributions.

Borgatti et al. [16] proposed the core–periphery (CP) model

to regenerate the empirical interbank system with a dense

cohesive core and a sparse periphery (as shown in the diagonal

blocks 1 and 0 in Figure 1D). Furthermore, Craig et al. [17]

investigated the connection pattern of the nodes in core and

periphery layers (as indicated in the row-regular and column-

regular off-diagonal blocks in Figure 1D) and empirically

found that the German interbank market network showed a

core–periphery structure. For the UK interbank credit

exposure network, Langfield et al. [18] empirically found

the core-periphery structure, which is also observed in the

Italian overnight interbank lending network [19]. Brassil and

Nodari [20] presented a density-based CP model to analyze

the Australian interbank overnight lending network, which is

consistent with the empirical data more closely than the

traditional CP model. Yang et al. [21] investigated risk

contagion in the China banking system by using the

core–periphery structure. By adjusting the density of the

core network, Xing et al. [22] presented an improved CP

network model to regenerate the lending network in terms

of the balance sheet, which could generate a lending network

with a more closely connected core subnetwork.

All the aforementioned studies suppose that the two-layer

core-periphery analytical framework captures the evolution

mechanism of the banking system. Apart from the above

studies, there are relatively few studies on the true

stratification structure of the China banking system. One

reason is the limitation of available underlying microdata.

The other reason is the neglect of the real-world complex

lending relationships between banks in liquidity distribution,

which may contribute to the inaccuracy of depicting the

banking network as a typical core-periphery structure.

Actually, a special tiering structure existed in China’s

financial system and the banking system in China could be

naturally divided into at least three layers from the market

function perspective and regulatory perspective. The core

banks generally are flush with liquidity, whereas the

periphery banks tackling with long-term funding gap lack

a stable relationship with the core banks. The banks in the

middle layer help to finance the periphery banks and improve

the liquidity redistribution between the core and the

periphery in the network. Inspired by the above ideas, we

FIGURE 1
Ilustration of the core–periphery and core–middle–periphery models. (A) shows the schematic diagram of the idealized core-periphery
structure. (D) shows the adjacencymatrix corresponding to (A). (B) gives the schematic diagram of the idealized core–middle–periphery model with
three core nodes, three middle, and three periphery nodes. (E) shows the adjacency matrix corresponding to (B). (C) shows a possible result of
modelling the market structure in (B) by the core–periphery model without the middle layer. (F) shows the adjacency matrix corresponding to
(C) with red “1”s indicating the errors in the periphery layer.

Frontiers in Physics frontiersin.org02

Chen et al. 10.3389/fphy.2022.981650

77

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.981650


propose a three-layer network model, namely the core-

middle-periphery (CMP) model, to analyze the Chinese

banking system.

In this study, we empirically investigate the liability

network between banks in China spanning 2008–2019, and

the statistical results show that the average path length of the

network lies in the interval of [2, 3], suggesting that most of

the nodes are more than two steps away from each other, so

the two-tier core-periphery structure may not be sufficient to

portray the complex market hierarchy. The neighbor

connectivity and degree distribution also indicate existence

of a large number of medium-degree nodes between large-

degree nodes and small-degree nodes in the network. In the

CMP model, the nodes belonging to the core layer are

connected tightly with each other, and the nodes in the

middle layer bridge the funding gap between the nodes in

the core and periphery layers. We do not put strict internal

structural constrain on the banks in the middle layer and

encourage more lending activities from the middle to the

periphery.

According to the definition of the CMP model, we

present an algorithm to separate China bank nodes into

three layers correspondingly. The empirical results show

that the CMP model captures the crucial characteristic of

the China banking structure. Moreover, compared with the

traditional CP model, the CMP model detects a narrower

subset of core bank nodes, which is conducive to detecting

core bank groups in the China banking system more

accurately.

Figure 1A shows the schematic diagram of the idealized

core-periphery structure proposed by Craig et al. [17].

Figure 1D shows the adjacency matrix AC−P corresponding

to Figure 1A. The arrow of a link indicates the direction of

credit exposure, and we set the presence or absence of a link by

1 or 0. Node V1, V2, and V3 belong to the core subset C, which

could connect with each other. Node V4, V5, and V6 belong to

the periphery subset P. They do not lend to each other, so the

periphery block of AC−P is a square matrix of 0. The periphery

nodes only trade with the core nodes, and each core node

borrows from and lends to at least one periphery node.

Accordingly, to simplify the algorithm procedure, Craig

et al. [17] set the off-diagonal blocks of idealized AC−P as

“row regular” with at least one link in every row and “column

regular” with at least one in every column, as indicated in

Figure 1D.

Figure 1B gives the schematic diagram of the idealized

CMP model with three core nodes, three middle, and three

periphery nodes. Figure 1E shows the adjacency matrix

AC−M−P corresponding to Figure 1B, where node V1, V2,

and V3 belong to the core layer subset C, which connect with

each other, so the core block of AC−M−P is a square matrix

(ignoring the zero diagonal as we exclude self-loops, which

indicates that banks could not lend to themselves). Node V4,

V5, and V6 belong to the middle layer subset M, and the links

between middle nodes are unconstrained; In other words,

they may either lend to or not lend to each other. Node V7,

V8, and V9 belong to the periphery subset P, which only have

connections with nodes in the middle layer and have no

connections among themselves. Therefore, the periphery

block of AC−M−P is a square matrix of 0. The remaining

blocks depict the links between the core, middle and

periphery nodes. Each core node borrows from and lends

to at least one node in the middle or periphery layers, whereas

each node in the middle layer borrows from and lends to at

least one node in the periphery layer; Accordingly the related

blocks are “row regular” or “column regular”, as indicated in

Figure 1E. Moreover, it is much more preferable if nodes in

the middle subset lend out to more nodes in the periphery

subset, which may facilitate the financing of the periphery

layer.

Figure 1C,F show that compared with modeling by the

idealized CMP model, if we model the China banking

network by the CP model without the middle layer, node

V1, V2, and V3 will still belong to the core bank subset C,

whereas node V4, V5, V6, V7, V8, and V9 are all classified into

the periphery subset P. In this study, we argue that the CP

model is insufficient to portray the complex tiering structure

with more than two layers. It should be noted that although in

this example errors only arise from the periphery, there are

cases that errors arise from both the core and periphery

layers.

Statistical properties of empirical data

Network definition

Based on bilateral liability data between China banks, the

China banking network is given as following: Greal(V, E)

consists of |V| = N nodes and |E| = M unweighted-directed

edges, where V = {v1, v2, . . ., vN} denotes the set of bank nodes

and E = {eij|i, j ∈ N} illustrates the lending relationships

between banks. The topology of the China banking network

can also be represented by the adjacency matrix

Areal � {aij}N×N, where aij = 1 means a link going from

node vi to node vj (i.e., bank vi lends to bank vj); otherwise,

aij = 0.

Data description

In this study, we collect bilateral liability data between

China banks from 1 January 2008 to 31 December 2019 to

construct a bank network. In this study, we construct the

lending network for each year, and finally give an ensemble

network.
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Empirical results

In this study, we start by providing a set of network metrics

(for definition and calculation of metrics refer to Barabasi [23])

for the China banking system in order to analyze its statistical

regularities and topological properties, which may affect the

resilience and risk contagion of the network.

The results of the metrics (Table 1) show that the average

clustering coefficient (ACC) of the network is significantly

higher than that of a random network of the same dimension,

and the average path length (APL) is significantly lower than

lnN while close to lnlnN, suggesting that the network may

have thick-tailed characteristics and follow small-world

properties (Barabasi [23], Manoj et al. [24]), indicating

that the bank nodes are able to lend to each other through

a small number of steps. The average neighborhood degree

〈k〉 expands rapidly as the market developed over years.

However, the APL, distance (D), and density (S) stay

small, suggesting that the network does not become

sparser when it becomes larger.

From a regulatory perspective, there exists a special

tiering structure in China’s financial system. The large-size

banks generally are flush with liquidity, whereas small and

medium-size banks tackling with long-term funding gaps.

However, owing to its high credit risk, asymmetric market

information, and disparity of lending volume between large

and small-size banks, a portion of small and medium-size

banks lack stable lending relationships with large-size banks.

Therefore, the banking system in China is naturally divided

into three layers: the first layer is consist of the central bank’s

open market operation primary dealers and money market

makers, which form the core of the banking system; the

second layer is consist of qualified financial institutions

with sound internal control, which are the main

participants of the banking system; the third layer is the

small and medium-sized financial institutions that rely on

funding relationships with the first two tiers of financial

institutions. Therefore, we present the CMP model to

regenerate the China banking system with three layers.

Further statistical results show that nodes with large-

degree have smaller clustering coefficients and larger

betweenness, which indicates that as the intermediary

property of large-degree nodes strengthens, the probability

of lending among their “neighbors” decreases and thus the

“cluster community” is reduced. The APL of the network lies

in the interval of (2, 3), indicating that most of the nodes are

more than two steps away from each other, suggesting that

the two-layer core-periphery structure may not be sufficient

to regenerate the hierarchal structure. From the statistical

results of the China banking network, the small-degree nodes

or node with fewer neighbors tend to connect with nodes with

a similar degree, which lead to positive assortativity. On the

other hand, when the node degree is large, they tend to trade

with small-degree nodes, leading to negative assortativity.

Such a phenomenon suggests that bank nodes may contain

three subsets with different properties. The degree

distribution also shows that, although the network

degree distribution has a fat-tailed feature with more

small-degree nodes and fewer large-degree nodes, a large

number of medium-degree nodes exist in the network,

which implies a more complex market hierarchy (Brassil

and Nodari [20]).

Inspired by the aforementioned analysis, this study constructs

the CMP model containing three subsets of bank nodes and

proposes an algorithm to divide the bank nodes into the

corresponding three layers. The total error function and the

transition probability matrix show that the CMP model and the

algorithm could capture the evolution mechanism more

accurately.

Model

Traditional idealized core–periphery
model

The idealized CP model [17] sets the bank liability

relationships as directed networks and defines the ideal CP

network GC−P(V,E) consisting of two subsets of nodes,

namely, the core bank layer C � {c1, c2, . . . , cNc} and the

periphery bank layer P � {p1, p2, . . . , pNp}, where

cNc ∈ {2, 3 . . . , N − 1}, N = Nc + Np. The idealized CP model’s

adjacency matrix is AC-P � {aij}N×N, in which aij = 1 denotes

node vi lending to vj, whereas aij = 0 indicates no lending

relationship between node vi and vj.

For any given Nc, an idealized CP model (see Figure 1A,D) is

constructed as follows: Step 1, a number of banks(Nc) in the core

layer lend to and borrow from each other; Step 2, the remaining

(N − Nc) periphery banks do not lend to or borrow from each

other; Step 3, each core bank lends to at least one periphery bank

node; Step 4, each core bank borrows from at least one periphery

bank node.

The adjacency matrix AC−P of idealized CP structure can be

represented as four blocks, namely, ACC, APC, ACP, and APP (Eq. 1).

The core submatrix ACC is an Nc*Nc matrix of ones with zero

diagonals, representing the existence of directed links between all core

nodes. Periphery banks do not transact with each other, so the

submatrix APP is an (N − Nc)*(N − Nc) matrix of zeros. Since the

most restricted form of the off-diagonal matrix is a 1-block, which is

the upper limit of relationships between core and periphery and too

rare to be found in the real-world network, Craig et al. [17] set the

threshold of detecting the core-periphery relationship by adopting

the off-diagonal blocks in the idealized core–periphery model as row

regular and column regular. To bemore specific,ACP (core lending to

periphery) block is a row regular (RR) submatrix, suggesting that it

contains at least one link in every row. Similarly, since each core bank
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borrows from at least one periphery bank, the APC submatrix is a

column regular (CR) matrix with at least one in every column.

Figure 1D is an example of the adjacency matrix of the CP model

with N = 6 and Nc = 3.

AC−P � ACC ACP

APC APP
( ) � 1 RR

CR 0
( ). (1)

The AC−P is the benchmark for evaluating whether there

is a core–periphery structure in the adjacency matrix Areal of

the observed network Greal(V, E). As the real-world networks

are unlikely to match the ideal theoretical CP structure

exactly, the objective of the empirical analysis is to apply

an algorithm to find the optimal set of C in Areal, which

achieves the best structural match between Areal and AC−P

which both contain Nc core nodes. To be more specific, for

any given assignment of banks into C and P subset, the

structural inconsistencies between Areal and its nearest

tiering model AC−P could be measured by an error

function. The error describes differences in each block

between an ideal model and the real-world network. The

total error is the result of summing up and standardized

errors in all the blocks between an ideal model and the real-

world network. The error function is the equation used to

obtain the total error.

In order to measure the difference between the empirical

network structure Areal and the idealized traditional CP

model AC−P, firstly we define the difference E comprising

of four elements, in which the sum of all missing links

(outside the diagonal) in the core layer is defined as ECC,

the cumulative value of all observed links among the

periphery layer is defined as EPP, and off-diagonal errors

are calculated by ECP and EPC, respectively. To be more

specific, for the off-diagonal blocks, a zero row in ACP

indicates that a core bank does not lend to any of the (N −

Nc) banks in the periphery layer, which is not consistent with

the defined feature of core banks, resulting in an error of (N −

Nc)*1 in this row, and errors in each row add up to ECP.

Similarly, a zero column in APC shows that this core bank

does not borrow from any periphery, resulting in an error of

(N − Nc)*1 in this column, and errors in each column are

summed up to EPC.

The aggregated errors in each of these blocks are thus given

by the following sums:

E � Nc × Nc − 1( ) −∑
i∈C

∑
j∈C

aij N −Nc( )∑
i∈C

max 0, 1 −∑
j∈P

aij{ }
N −Nc( )∑

j∈C
max 0, 1 −∑

i∈P
aij{ } ∑

i∈P
∑

j∈P
aij

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠.

(2)

The aggregated error measures the difference between Areal

andAC−P by adding up the ECC, EPP, ECP, and EPC. As subset C is

an internally tightly connected small community, that is, a subset

of intermediary bank subset I in which each node has at least one

outgoing link and one incoming link. The total error ηC−P of the

model is obtained by aggregating and standardizing errors in the

following way:

ηC−P � ECC + EPP + ECP + EPC∑i∑jaij
� ECC + EPP∑i∑jaij

. (3)

Take Figure 2 as an example, the missing link betweenV1 and

V2 is an error among core banks(ECC); the existing link between

V4 and V6 is an error among periphery banks(EPP); and the

missing links from V3 to V4, V5, and V6 generate an error(ECP) in

the off-diagonal blocks. The difference between idealized model

and real-world network in Figure 2 is calculated as total error

which equals to 5 (ηC−P = ECC + ECP + EPP = 1 + (N − Nc)*1 + 1 =

1 + 3*1 + 1 = 5).

We could develop algorithms to minimize the ηC−P in

order to find the optimal division solution. The optimal

solution R* is the result with the optimal set of cores which

generates the smallest distance to the idealized CP model

of the same dimension. Γ is the set of all possible solution

set R:

Rp � arg minηC−P R( ) � R ∈ Γ|η R( )≤ η r( ),∀r ∈ Γ{ }. (4)

Idealized core–middle–periphery model

By introducing the middle layer, this study develops the CMP

model. The idealized CMP network GC−M−P(V,E) consists of core

layer subset C � {c1, c2, . . . , cNc}, middle layer subset

M � {m1,m2, . . . ,mNm}, and periphery layer subset

P � {p1, p2, . . . , pNp}, with Nc, Nm, and Np as number of nodes

in C, M and P respectively. The middle banks, which do not have

internal transaction constraints and may lend to or not lend to each

other freely, are supposed to improve connections between layer C

and P, assuming the role of expanding the financing sources of banks

in the periphery layer P.

To be more specific, for any given Nc and Nm, an idealized

CMP structure GC−M−P(V,E) is defined as:

(a) All the Nc core banks lend with each other, and all the

(N − Nc − Nm) periphery banks do not lend with each

other;

(b) Each bank in the core layer lends to (some) non-core banks,

and each bank in the core layer borrows from (some) non-

core banks;

(c) Each bank in the middle layer lends to (some) periphery

banks, and each bank in the middle layer borrows from

(some) periphery banks;

(d) Each bank in the middle layer lends to as many banks in the

periphery layer as possible.
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According to feature (a)–(c), we define the intermediary

bank subset I = {i1, i2, . . ., iz}, in which banks acting both as

lenders and borrowers. Intermediary nodes cannot be

classified into the subset C if they do not lend to and

borrow from non-core nodes. Meanwhile, intermediary

nodes that are not classified in the core subset also cannot

be classified into the subset M if they do not lend to and

borrow from periphery nodes.

1) CMP adjacency matrix AC−M−P. The adjacency matrix of

idealized CMP model is

AC−M−P �
ACC ACM ACP

AMC AMM AMP

APC APM APP

⎛⎜⎝ ⎞⎟⎠ �
1 ACM ACP

AMC AMM AMP

APC APM 0

⎛⎜⎝ ⎞⎟⎠. (5)

In the idealized CMP adjacency matrix AC−M−P, the core

bank block ACC is a 1-block and the periphery bank block APP is

a 0-block, which are exactly the same as those of the CP adjacency

matrix AC−P.

For the off-diagonal blocks, we also introduce the “row-regular”

and “column-regular” patterns. There is at least one inward link and

one outward link between each core bank and the non-core banks,

presenting as at least one non-zero element in each row of the

Nc*(N − Nc) matrix of sub-blocks containing ACM and ACP.

Similarly, there is at least one inward link and one outward link

between each middle bank and the periphery bank layer, that is at

least one non-zero element exists in each column of the (N −Nc)*Nc

matrix of blocks containing AMC and APC. Accordingly, the

submatrix AMP is row regular and APM is column regular.

According to the role of the middle bank nodes, there is no

internal constraint on the AMM. The example in Figure 1E

shows one idealized CMP adjacency matrix with N = 9, Nc = 3,

and Nm = 3. It should be noted that in GC−M−P(V,E), for any given

Nc and Nm, we can depict a series of idealized CMP models with

different AC−M−P, featuring various patterns of off-diagonal blocks

which all satisfy the “row regular” and “column regular” pattern.

2) Error function. In order to find the three layers, say C, M

and P, from the empirical China banking network, it is

natural to minimize the total error between Areal and

AC−M−P of the same dimension as the optimization

function.

Moreover, we treat the AMP differently based on the fact

that middle banks’ lending to periphery banks helps to

compensate for the missing links between the core and

periphery banks, which help to close the funding gap of

periphery banks as well as improve redistribution of

liquidity in the banking system. As more lending

relationships from middle to periphery is desirable but not

compulsory in the model, it is not feasible to design the

FIGURE 2
(Color online) Example of calculating error score between idealized CP model AC−P (A,D) and real-word network Areal (G,H).
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idealized block AMP as a 1-block, which means that missing

links from middle to periphery would be punishment items

and contribute to a higher total error. In addition, it is much

more complicated to design a variable AMP in the idealized

model with more than one lending relationship from middle

to periphery. To solve this problem, we calculate the number

of links indicating M’s lending to P as the reward term to

emphasize the role of the middle layer in terms of providing

liquidity to the periphery layer and to simplify the searching

procedure. The more lending links, the smaller the total

error is.

Compared with the idealized CMP model, we develop an

algorithm to minimize the total error function. Since it is

complicated to obtain the optimized C, M and P subsets

simultaneously, we design a two-step algorithm to simplify the

searching procedure.

Step1: Select the intermediary set I = {i1, i2, . . ., iz} from all

bank set of the Greal network, where Z ∈ {1, 2, . . ., N};

Step2: Filter out the core set C by using the following method.

Given a determined core size Nc, where Nc ∈ {1, 2, . . ., Z},

searching for the optimal core set C in I using simulated

annealing by minimizing the total error. Then the remaining

banks are set into the bank set T={t1,t2,. . .,tN−Nc};

Step3: Filter out the middle set M by using the following

method. After fixing each core set result C in Step 2, filter out

the middle bank set M from subset T. To be specific, after

choosing each middle size Nm, where Nm ∈ {1, 2, . . ., Z − Nc},

we search for the optimal middle set M ∈ {I\C} to minimize

the total error and group the remaining banks into P.

Step4: Based on the total error calculated by the C, M, and P

allocation in Step 3, find another candidate core sizeNc ∈ {1, 2,
. . ., Z} and repeat Step 2 to search for the optimal core set C.

Then repeat Step 3 to search for the optimal middle set M.

Stop the iteration when the difference of total error for

timestep t − 1 and t is smaller than the threshold and

output the final set of C, M and P.

The total error function ηC−M−P is defined as the

standardized difference between idealized CMP model AC−M−P

and real-world network Areal. According to the two main steps of

the algorithm, the total error is divided into two parts, namely, E1
and E2 which are defined as follows.

E1 �
Nc × Nc − 1( ) −∑

i∈C
∑

j∈C
aij N −Nc( )∑

i∈C
max 0, 1 −∑

j∈T
aij{ }

N −Nc( )∑
j∈C

max 0, 1 −∑
i∈T

aij{ } ∑
i∈T

∑
j∈T

aij

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠,

(6)

E2 �
0 p∑

i∈M
max 0, 1 −∑

j∈P
aij{ }

p∑
j∈M

max 0, 1 −∑
i∈P

aij{ } ∑
i∈P

∑
j∈P

aij

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠. (7)

For each determined core size Nc and corresponding

potential sets of C in Step 2, we continue to select

potential node set M in Step 3. After selecting each

potential node set M, we are able to calculate the

corresponding EMM, EMP, EPM, and EPP, where EPP is

defined as the number of connected links between

periphery banks, EMP denotes the number of missed

relationships in terms of middle banks subset lending to

periphery banks, and EPM measures the number of missed

relationships in terms of middle banks subset borrowing

from periphery banks. The middle bank block error EMM is

zero as there is no constrain for node-set M. In order to

enhance the importance of M in the error calculation

process, we add a reward term EMP′ (Eq. 8) into the error

function as follows.

EMP′ � −∑
i∈M

∑
j∈P

aij. (8)

Then the total error function ηC−M−P is given as follows.

ηC−M−P � ECC + ECT + ETC + ETT + EMP + EPM + EPP + EMP′∑i∑jaij
.

(9)
The optimal bank layer classification result R* can be

obtained by minimizing the total error function as follows

Rp � arg minηC−M−P R( )
� R ∈ Γ|ηC−M−P R( )≤ ηC−M−P r( ),∀r ∈ Γ{ }. (10)

The algorithm pseudo-code is given as follows

(Algorithms 1-3). θstage represents the threshold of

number of intermediary nodes in each step.

Algorithm 1. The heuristic process to get an optimized CMP

combination.
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Algorithm 2. The simulated annealing optimizer to get a candidate

core with fixed core size.

Algorithm 3. Calculation of total error function.

Results

In addition to the total error, this study uses a transitionmatrix to

track the evolution properties of the nodes in different layers. For the

bank set sequence X = {X1, X2, . . ., Xt}, where Xt denotes the set of

states of each bank at moment t, and its corresponding state space S =

{c, m, p, Exit, New} denotes the node status of the core bank, middle

bank, periphery bank, exit bank, and new bank, respectively. We

defined the transition matrix H(Xt = s|Xt−1 = s′) = Q(s)/Q(s′) as
probability of banks moving from state s′ at moment t − 1 to state s at

moment t, and Q(s) denotes the number of nodes with state s. The

transition matrixes of the CP model and the CMP model are as

follows:

HC−P s|s′( ) � H c|c′( ) H p|c′( ) H Exit|c′( )
H c|p′( ) H p|p′( ) H Exit|p′( )

H c|New′( ) H p|New′( ) H Exit|New′( )
⎛⎜⎜⎝ ⎞⎟⎟⎠,

(11)

where ∑s(s|c′) = ∑s(s|p′) = ∑s(s|New′) = 1.

HC−M−P s|s′( ) �
H c|c′( ) H m|c′( ) H p|c′( ) H Exit|c′( )
H c|m′( ) H m|m′( ) H p|m′( ) H Exit|m′( )
H c|p′( ) H m|p′( ) H p|p′( ) H Exit|p′( )

H c|New′( ) H m|New′( ) H p|New′( ) H Exit|New′( )
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

(12)

where ∑s(s|c′) = ∑s(s|m′) = ∑s(s|p′) = ∑s(s|New′) = 1.

We defined diagonal elementsH(c|c′),H(m|m′), andH(p|p′) in
the transition matrix as stability probability Wc, Wm, and Wp,

respectively, measuring the probability of nodes remaining

unchanged in the core, middle and periphery layers, respectively,

for different timesteps. �Wc, �Wm, and �Wp are defined as the average

stability probability of the core, middle and periphery subsets for the

entire 12 years. Other elements in the transition matrix are deemed

as transition probability, reflecting the probability of nodes moving

to other layers. Low stability probability combined with high

transition probability indicates that the bank nodes play different

roles in different timesteps, which is not consistent with the China

scenario. In reality, for most of the banks, the role that each bank

plays is relatively stable in the banking system.

In China banking network, the average stability transition

probability shows the following results:

�HC−M−P s|s′( ) �
0.78 0.15 0.07 0.00
0.02 0.76 0.18 0.04
0.02 0.33 0.60 0.05
0.00 0.64 0.36 0.00

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (13)

�HC−P s|s′( ) � 0.50 0.49 0.01
0.31 0.64 0.05
0.15 0.85 0.00

⎛⎜⎝ ⎞⎟⎠. (14)

Figure 3A shows the empirical error function results of the

China banking system. The average total error function of the

CMP model is 7%, much smaller than the 20% which is obtained

by the CP model. Furthermore, one may find that the total errors

of the CMP model range from 3% to 11%, whereas those of the

CP model range from 15% to 31%.

Second, in terms of the number of banks in different

layers, the ratios of the core, middle and periphery banks

under the CMP model remain stable between 2008 and 2019.

Along with the gradual increase of the number of total nodes

due to the market development, the numbers of the core,

middle, and periphery banks also increase accordingly.

Meanwhile, the annual average ratio of core, middle, and

periphery banks stays stable (Figure 3B). Specifically, the

ratio of core banks stays within the narrow interval of (4%,

9%), suggesting a small and tight core subset over the sample

period. In comparison, under the CP model the ratio of core

banks fluctuates from 30% to 44% and the ratio of periphery

banks fluctuates from 57% to 69% over the sample period,

reflecting broader and unstable subsets.

Third, according to the evolution properties of the transition

probability, we find that the tiering structure in the CMP model

(Figure 3C) is more stable than that of the CP model. Specifically,

the composition of the core bank subset remains remarkably
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stable. Under the CMP model, the annual averages of stability

probability �Wc, �Wm and �Wp are 78%, 76% and 60%, respectively,

indicating a relatively high probability of the core, middle, and

periphery banks remaining in the same layer. Specifically, Wc

falls within the range of (69%, 88%), which indicates that the

categorizing of core banks is relatively stable. In reality, the role of

FIGURE 3
(A) Total errors η, (B) ratio of different layers, (C) stability probability W and (D) transition probability H obtained from the China bankinig network
by the CMP model and the CP model.

TABLE 1 Network metrics for the China banking system.

Year APL D ACC 〈k〉 S

2008 2.55 6 0.20 44 0.06

2009 2.90 9 0.19 35 0.04

2010 2.38 7 0.23 58 0.06

2011 2.29 6 0.25 80 0.07

2012 2.32 7 0.24 82 0.07

2013 2.21 5 0.27 111 0.08

2014 2.18 6 0.26 126 0.09

2015 2.32 6 0.22 117 0.07

2016 2.24 6 0.22 153 0.07

2017 2.20 5 0.23 180 0.07

2018 2.31 6 0.20 160 0.06

2019 2.36 7 0.19 157 0.05

Average 2.35 6 0.23 109 0.07
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banks in the core layer is very stable, which rarely changes

compared with non-core banks. Therefore, compared with the

CP model, the CMP model could capture the evolution

properties more accurately.

Fourth, as can be seen in Figure 3D, for the CMP model, the

average probabilities of a middle and a periphery bank becoming

a core bank are as low as 2%. A core bank does not exit the

market, and it is difficult for a new entrant to become a core bank

in the following year. All these experimental results are

reasonable in terms of explaining the real-world banking

system structure. In comparison, according to the empirical

result of the CP model, a core bank has a 1% probability of

exiting the market, whereas a new entrant and a periphery bank

have a 15% and 31% probability of becoming a core bank

respectively, which is extremely high comparing with the

CMP model. Moreover, a core bank obtained by the CP

model has a 49% probability of becoming a periphery bank in

the next year which is inconsistent with the fact that the banks in

the core layer play an important role in the banking system and

have stable characteristics.

Generally speaking, the China banking system exhibits an

evident and stable three-layer structure, which is consistent with

the proposed CMP model.

Conclusion and discussions

In this study, we present the CMP model to analyze the

evolution properties of the China banking network, in which

banks are nodes and the existence of lending relationships are

directed links. We find that this network shows characteristics

commonly found in other empirical networks, such as the small-

world phenomenon and fat-tailed degree distribution. However, as

China banking system possesses a special three-layer structure, we

extend the CPmodel into the CMPmodel by addingmiddle nodes

to improve the connection between large-degree nodes and small-

degree nodes, so as to better describe the real-world network

structure.

The total error function and the stable transition probability

show that China banking network is prone to approximate a

CMP structure with smaller total error scores, tighter core subset,

and stronger structural stability over time rather than a CP

structure.

During the sample period, the average total error of

optimal CMP structure fitting on the annual China banking

network comes to less than 10% of network links, decreasing

by 64% from the 20% average total error under the CP model,

indicating that the CMP model explains the real network

better.

For the CMP model, the ratios of the core, middle, and

periphery banks under the CMPmodel remain stable between

2008 and 2019, featuring a tight core set and a large middle

set. In comparison, the sizes of core and periphery banks

subets under the CP model are volatile, suggesting that a

portion of middle modes are likely to be classified into core

banks.

Furthermore, an in-depth analysis of banks in each layer

shows that the average stability probability of the core bank

subset( �Wc) increases from 50%(under the CP model) to 78% by

adopting the CMP model, contributing to a more accurate

categorizing of core node subset with higher intertemporal

stability. The average stability probability( �Wm) of the middle

bank layer in the CMP model also features a high level of 76%,

whereas that of the periphery bank set is 60% ( �Wp).
In terms of the transition probabilities, a core bank does

not exit the market, and it is of quite a low probability for a

middle bank, a periphery bank, or a new entrant to become a

core bank in the following year under the CMP model, which

is consistent with the intuitive understanding of real-world

banking system scenario. In contrast, in the CP model, a core

bank may exit the market although the probability of this

scenario is as low as 1%. Meanwhile, a new entrant and a

periphery bank have a 15% and 31% probability of becoming a

core bank, respectively.

To sum up, compared with the CP model, the CMP model

could regenerate the stable core, middle and periphery structure

for China banking network.

In future work, the following issues will be examined. This

study lacks a solid theoretical foundation of a three-tier structure

which aims to answer the following question: Is a three-tier

structure superior to a multi-layer structure in arguing for a

Chinese banking network? Whether no internal constraint of

middle nodes is rationale and sufficient? What is the optimal size

of middle banks since a loose constraint on middle nodes and

tight constraint on periphery nodes may lead to a large portion of

nodes being dropped into the middle community so as to

minimize the total error? What is the exact theoretical

relationship between middle nodes, core, and periphery

nodes? How to measure the effectiveness of middle nodes’

intermediary role in liquidity distribution? Is there a better

way besides adding a reward item to encourage more

intermediary behavior of the middle nodes? We would go

deep into a theoretical discussion of these three-layer

structures in the future.

Moreover, as the size of the network increases, the

computation complexity would increase greatly, making it

difficult to obtain a global optimum. How to develop fast

optimization algorithm through theoretical analysis will be the

next research topic. Whether the two-step algorithm could be

improved and optimized is also an interesting question. From a

network evolution perspective, we present the annual transition

matrix to depict stability probability and transition probability. A

solid and stable multilayer network is a multiple dimension

problem as opposed to the transition of core and periphery
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nodes in a two-layer model, as more layers may generate complex

transition scenarios which are more complicated to analyze and

monitor. The role of the core, middle, and periphery may affect the

network resilience, and it is challenging to discuss the three-layer

network resilience on a time-varying basis.

In the future we plan to explore these aforementioned

problems further, laying a much solid foundation for the

observed three-tier structure.
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The effect from elimination
mechanism on information
diffusion on entertainment
programs in Weibo

Nannan Xu†, Qiaoting Lin†, Haibo Hu* and Ying Li
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Technology, Shanghai, China

Information diffusion in social media has attracted the wide attention of

scholars from diverse disciplines. In real life, many offline events can cause

online diffusion of relevant information, and the relation between the

characteristics of information diffusion and offline events, as well as the

diffusion differences corresponding to different phases of offline events have

been studied. However, the effects of offline events on information diffusion are

not well explored. In this paper, we study the influence of a popular and multi-

phase talent show with elimination mechanism on relevant information

diffusion. We find that elimination mechanism has significant influence on

the features of information diffusion, and elimination results have a negative

effect on followers’ emotional tendency. Elimination results also significantly

affect the topics discussed by users. Besides elimination results have a negative

effect on participants’ popularity, but do not affect the followers’ loyalty to

program participants. This study not only reveals the effects of offline events on

online information diffusion, but also provides approaches for studying the

online diffusion of similar offline events.

KEYWORDS

information diffusion, social media, talent show, elimination mechanism, effect
estimation

1 Introduction

The emergence and development of online social networks and social media have not

only changed the way people make friends, but also change the way of information

acquisition and diffusion. Users are not only receivers of information, but also producers

and disseminators of it. In recent years, information diffusion has attracted the attention

of scholars from different fields, and significant progress has been made in empirical,

modeling and prediction research [1–4].

In fact, the information posted by users on social media is often closely related to

events occurring in the offline real world. Some events have far-reaching impact, and

some last for a long time, thus attracting the attention of numerous users and triggering

extensive discussions. In certain events, especially political ones, offline events and online

discussions can influence each other, creating online-offline interactions. The correlation
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between offline events and corresponding online discussions

provides a new scenario for information diffusion research.

Some researchers study the influence of TV series on related

information diffusion. Since TV series usually update once every

week, the related discussion is periodic impulsive. Fu et al

proposed an impulsive susceptible-infected-removed (SIR)-like

model to reproduce the periodic impulsive feature [5]. The

influence of offline sports events on online user behavior has

also been explored. Chung et al examined #BoycottNFL, an

online connective action created to discontinue support of the

National Football League, and found that associated offline

trigger events affect the diversity of actors participating in

connective action and fostering interactions between actors

and online communities of diverse backgrounds [6].

The influence of offline vicious events on users’ online

behavior has been extensively studied. For instance, Burnap

et al studied the terrorist event in Woolwich, London in

2013 and built models to predict information flow size and

survival using data from Twitter. They found that the number

of offline press reports relating to the event published on the day

the tweet is posted is a significant predictor of size [7]. Zhou

mined the users’ behaviors in four emergency events from

microblogs to reveal their behavior preferences, and found

that users’ behaviors in emergencies are related to their own

interests and economic status [8]. Some studies explored the

communication dynamics in social networks/media during or

after natural disasters. For example, Kim and Hastak explored

patterns created by the aggregated interactions of users on

Facebook during responses in the 2016 Louisiana flood [9],

and Pourebrahim et al investigated the communication

dynamics on Twitter during Hurricane Sandy in 2012 [10].

The studies can help emergency agencies develop better

operation strategies for a disaster mitigation/relief plan.

The COVID-19 pandemic is the most influential public

health event in recent years which has caused profound social

and economic impacts. Shen et al analyzed posts related to

COVID-19 on Weibo, a popular Twitter-like social media site

in China, to predict COVID-19 case counts in mainland China

[11]. During COVID-19, unreliable information or fake news

spread on the Internet. Using Twitter messages, Gallotti et al

assessed the risks of the spread of information of questionable

quality during the early stages of COVID-19 epidemics [12].

Vaccines are an important means to contain the large-scale

spread of COVID-19. Hu et al investigated public opinion

and perception on COVID-19 vaccines in the United States

with Twitter data and found the rising confidence and

anticipation of the public towards vaccines [13]. The COVID-

19 not only affects people’s physical health, but also their mental

health. Through the analysis on Twitter, it was found that

Australians’ mental health signals, quantified by sentiment

scores, have a shift from pessimistic (early pandemic) to

optimistic (middle pandemic). However, the signals

progressively recess towards a more pessimistic outlook (later

pandemic) [14]. Using social media data from Twitter and

Weibo, Wang et al found that COVID-19 outbreaks cause

steep declines in expressed sentiment globally [15]. They also

found moderate to no effects of lockdown policies on expressed

sentiment.

Political events have also attracted the attention of scholars

because of their extensive and profound influence on people’s

life. High-impact public protests [16–28] or election campaigns

[29–32] and related online discussions often interact, such as the

Arab Spring [23, 27], the Spanish indignados movement [17, 18,

21, 24], the Occupy Wall Street movement [21, 22, 24] and the

2016 United States Presidential Election [32]. During the Arab

Spring movement, social media activity in Twitter correlates with

subsequent large-scale decentralized coordination of protests

[23]. For the Spanish indignados movement, social media are

the main tools for informing and mobilizing [19], and there are

four types of users (influentials, hidden influential, broadcasters,

and common users) in Twitter and they play different roles in the

growth of the protest [18]. During the Occupy Wall Street

movement, Twitter users generated a loosely connected hub-

and-spoke network, suggesting that information is likely to be

organized by several central users in the network and that these

users bridge small communities [22]. Only a very small minority

of tweets refer to protest organization and coordination issues

[21]. During the 2016 United States Presidential Election,

individuals are more active in interacting with similar-minded

Twitter users (“echo chambers” effect), and the aggressive use of

Twitter bots, coupled with the fragmentation of social media and

the role of sentiment, could enhance political polarization.

Recently the causal impact of offline or online events on

information diffusion in social media has also been studied. Yu

et al examined the effect of the online 16 Days Campaign on the

changes in public discussions of the MeToo in Twitter by

applying the state-space model, and found that there are

significantly more discussions in MeToo after the launch of

the campaign [33]. Leveraging difference-in-difference (DID)

method, Balawi et al investigated the impact of the United

Airlines crisis on three dimensions of customer relationship

management efforts on social media, and found that the

brand crisis increases informativeness efforts but reduces

timeliness and attentiveness efforts [34]. Falavarjani et al

studied the causal relation between real world activities and

emotional expressions of users in social media based on a

quasi-experimental design, and found that users’ offline

activities impact their online affective expressions, both of

emotions and moods [35].

The researches on the correlation between offline events and

online discussions rely on event details and social media data,

and vital conclusions have been obtained. However, the effects

[36, 37] of offline events on online discussions as well as the

underlying mechanisms still have not been well explored. Besides

in real life, some offline events can last for a long time and show

significant multiple stages over time. Few studies have explored
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the impact of such events on online discussions, of which results

will deepen our understanding of how offline events affect social

media. In this paper, take an influential and multistage

entertainment program for example, we will study the effects

of offline events on related information diffusion in social media

by collecting publicly available data, and try to fill the

research gaps.

2 Data set

The public pays much attention to entertainment programs

in their leisure time. Compared with the social news and political

events, the influence of entertainment programs is long-term and

moderate [38]. The TV talent show “Produce 101” (first aired on

21 April 2018, and last aired on 23 June 2018) is one of the most

influential entertainment programs in the Chinese mainland in

recent years. The 101 contestants participated in the training and

assessment of singing and dancing. According to the results of

multiple rounds of voting and elimination, the final winners were

determined.

Specifically, in the first elimination round, 101 contestants

competed based on the audience’s votes in the official voting

channel, with 55 contestants advancing and the rest eliminated.

In the second round, 36 were promoted and 19 eliminated. In the

third round, 22 were promoted and 14 eliminated. In the fourth

round, i.e. the final round, the top 11 votes won.

The talent show was presented in the form of live TV. In

addition to watching the program, the audience also published

relevant posts on social media, which makes it a typical event

combining online and offline. We collected publicly available

posts with the topic of “Produce 101” from Sina Weibo, Chinese

largest online microblogging platform, including the original

posts and reposts. The time span of the data set is from

1 April 2018 to 30 June 2018 and it includes the information

of microblog release time, content, poster’s encrypted ID

number, gender, and city. After data cleaning, there are

33,522,289 original posts and 56,267,334 reposts in the data set.

We choose this program for research for two reasons. First,

this program has a large popularity, a wide range of audience, and

is representative. Second, the program has a relatively long time

span, with four rounds of elimination, making it possible to study

the information diffusion in different phases of the program.

3 Program progress

As shown in Figure 1, we divide the data set according to the

four rounds of elimination. The phase before the first elimination

can be that for media promotion. In the early stage of the

program preparation and broadcast, the publicity of the

official account is crucial to ensure the authority and

credibility of the program information. In addition, some

audiences learned about the program from various channels

in the early stage and spontaneously became the

propagandists of the program. Official account and

spontaneous users published and spread program information

online, built initial nodes of information diffusion network, and

introduced and connected more users by virtue of their own

social networks and open platforms.

The phase between the first and second elimination can be

the guidance stage of opinion leaders. Opinion leaders played an

important role in the diffusion process. By releasing relevant

highlights in the program and by virtue of their social capital and

position advantages in social networks, they could reach more

users at a faster speed and in a wider range, and finally expand the

audience.

The phase between the second and third elimination can be

the stage of contestants’ self-growth. With the broadcast of the

program, the audience increased, ordinary users gradually

became fans, contestants accumulated their own fan groups,

and the increase of audience also made the information

FIGURE 1
Different phases of information diffusion.
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diffusion scale expand again. At this phase, the increase of users

could not be all from the influence of the program, but more from

the attractiveness of the contestants.

The phase between the third and fourth elimination can be

the stabilization stage for the contestants’ fans. In the previous

stages, the fans kept increasing, and in this stage, the fan groups

could tend to be stable. Some users gradually lost interest in the

program and no longer paid attention to it, while the remaining

ones could be more loyal.

The phase after the program can be the recession one. The

popularity of talent shows decreased with its end. For the

audience, the novelty of and the enthusiasm for the program

is limited. Without the real-time discussion, the related posts in

social media could gradually decrease.

4 Characterizing information
diffusion

Elimination mechanism is commonly used in competitive

programs, which means that the discussion of users on Weibo

may change with elimination results, and the indicators of posts

related to contestants with different results after eliminations can

also change. In preliminary research we have found that for the

two groups of promoted and eliminated contestants, there exists

interaction between information on them, and different

interactions can occur at different stages. From the three

perspectives of posts, users and contestants, we study the

influence of elimination mechanism on the indicators

involved in each perspective.

4.1 Posts

According to the repost relation in microblogs, each original

post and its reposts can form an information diffusion tree,

which represents the diffusion path of the original post and can

be viewed as directed networks where the nodes without in-

degree are root nodes or seed nodes, the nodes without out-

degree are leaf nodes or passive nodes, and the nodes with both

in-degree and out-degree are viral nodes.

In the paper, at the post level, we utilize four basic indicators

to measure the diffusion capacity of original microblogs from

different perspectives [39]. Let the numbers of seed nodes, viral

nodes and passive nodes be Ns, Nv, and Np respectively, and the

total number of nodes is N = Ns + Nv + Np which represents the

diffusion scale and reflects the overall influence. The branches of

diffusion trees refer to the forwarding chains, with one branch

starting from the root node and ending with a leaf node.

According to this definition, the number of branches Nb is

equal to leaf node number Np. Let the length of each branch

be di (i = 1, 2, . . . ,Nb), and themaximum lengthD =max
i

di from

the leaf nodes to the root node in a tree, a measure of vertical

diffusion, represents the diffusion depth. Nodes with the same

distance to the root node are called nodes with the same level.

The number of nodes wi (i = 1, 2, . . . , D) at each level is the level

width, and the maximum level widthW = max
i

wi represents the

diffusion width reflecting horizontal influence. In a diffusion tree,

the time difference between the last reposting time of the original

post in the data set and the release time of the post represents the

active time of the post (measured in hours). We obtain the four

indicators of each diffusion tree.

4.2 Users

At the user level, microblogs posted by users usually have

specific emotions and belong to specific topics. Thus, we use two

indicators, emotional tendency and topic category, to describe

the content of microblogs.

The emotional tendency of microblogs refers to the degree of

positive or negative emotion expressed in posts, which is usually

measured by a single value. The positive values indicate positive

emotion, while negative values negative emotion, and the

absolute values indicate the degree of tendency. In this study,

we utilize an authoritative simplified Chinese affective lexicon

ontology to obtain emotional tendency of microblogs [40, 41].

The lexicon divides emotions into seven categories (happy,

good, surprise, anger, sad, fear, and disgust) and

21 subcategories, which are labeled with polarity, part of

speech, and emotional intensity for each emotional

vocabulary. The emotional intensity label has levels 1, 3, 5, 7,

and 9. Level 1 has the lowest intensity, and level 9 indicates the

highest intensity. To better assess the emotions of microblogs,

we comprehensively consider the combination and order of

emotional words, adverbs of degree and negative words. The

detailed calculation methods are shown in the Supplementary

Material. The accuracy of emotion analysis for the lexicon

ontology is 0.79, and its effectiveness has been demonstrated

in many studies [42, 43] and it has been extensively applied in

the emotion analysis of short texts [44, 45].

We obtain the emotional tendency of microblogs and find

that the mean tendency value of all original posts is 1.85, the

mean value of original posts with positive emotion is 3.27, and

the mean value of original posts with negative emotion is -1.79.

Overall the sentiment of microblogs in the data set is positive.

We use Biterm Topic Model (BTM) [46], a topic

classification model suitable for short texts, to evaluate the

topic of each original microblog. BTM integrates word co-

occurrence information into latent Dirichlet allocation (LDA)

to solve the problem of inferring topics from large-scale short

texts. For the classification performance of Chinese short texts,

the accuracy of BTM is close to 0.7. BTM has many advantages

over some previous topic classification methods, and recently has

been widely used in (Chinese) short text topic classification

[47, 48].

Frontiers in Physics frontiersin.org04

Xu et al. 10.3389/fphy.2022.1032913

90

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1032913


We first set the number of topics to 50, and except the topics

that cannot be specifically identified, we manually classify the

others into six ones by topic merging according to the

characteristics of entertainment programs. The posts with

endorsement topic are on followers’ behaviors. Contestants’

fans or other users could increase the popularity of their

supporters through microblogs, and increase ranking by

soliciting votes, inviting clicks and other behaviors. The posts

with stage performance topic are on the stage performance of

contestants in the program. The posts with praise and

encouragement topic are to praise the participants to achieve

the purpose of publicity. The posts with contestant activities topic

are on the activities of the participants outside the program. The

posts with program publicity topic are on the publicity released

by program producer to improve the popularity of the program.

The posts with program criticism topic are on users’ negative

evaluation of the program, including doubts about or objections

to program editing, competition fairness, elimination results, etc.

4.3 Contestants

We defined two indicators to characterize contestants,

i.e., the mean number of mentions < cntd,s> of contestant s on

some day d and the losing rate outRatiod+1,s of contestant s’s

active fans on the next day d+1.

Specifically, if a user posts original microblogs that only

mention a certain contestant on some day, the user is

considered to be the active follower of that contestant on that

day. For each contestant we obtain the number of daily active

followers daud,s and the number of next day active followers

daud+1,s. According to the posts published by each user every day,

we obtain the number of times cntd,s,u that user u mentions

contestant s on day d (similarly, only the microblogs that

mention only one contestant will be considered). Then, the

mean number of daily mentions < cntd,s> of each contestant

can be obtained from the ratio of the total number of daily

mentions of each contestant to the number of daily active

followers of each contestant, i.e., 〈cntd,s〉 � ∑ucntd,s,u/daud,s,

which reflects the loyalty of contestants’ followers.

We define the retention number rd+1,s of followers of

contestant s on the next day d+1 as the number of users who

post microblogs that only mention that contestant on day d and

d+1, namely the intersection of the active followers of day d and

d+1. For each contestant, we define the number of followers who

lose activity on day d+1 as the number of users who post

microblogs that only mention that contestant on day d but

not on day d+1, i.e. the difference outd+1,s � daud,s − rd+1,s
between the number of active followers on day d and the

number of retained followers on day d+1. Finally, we define

the losing rate outRatiod+1,s of each contestant’s active followers

on day d+1 as the ratio of the number of followers who lose

activity on day d+1 to the number of active followers on day d, i.e.

outRatiod+1,s � outd+1,s/daud,s � (daud,s − rd+1,s)/daud,s which

reflects contestants’ popularity.

5 Effect estimation

5.1 Methods

In competitive programs, different participants will face

different results after elimination. Some participants will be

eliminated and lose the qualification to continue to

participate in the following program, while others will be

promoted and continue to participate in the program. Since

the offline process is closely related to the online discussion,

we will discuss the influence of elimination mechanism on

the information diffusion related to the two types of

contestants.

There are two dimensions for the elimination competitions,

one is before and after eliminations, and the other is the

promoted and eliminated contestants. If elimination matches

are considered as an intervention, the significance of treatment

effect after intervention can determine the existence of causality.

We use the DID method to estimate the treatment effect of

elimination matches.

According to the counterfactual reasoning, a group of

samples similar to the treatment group is selected as the

control group to obtain the results without treatment, and the

difference between them is the treatment effect of the event. In

the paper, the observation value of the treatment group is the

diffusion performance of the relevant microblogs of the

eliminated contestants in an elimination match, while the

observation value of the control group is that of the promoted

contestants in the same elimination match.

In the DIDmethod, for the treatment and control groups, the

first difference is the difference between them before elimination

and the difference between them after elimination. The mean

difference between the treatment group and the control group

before elimination is

E(yit|Treati � 1, Periodt � 0) − E(yit|Treati � 0, Periodt � 0),
and the mean difference after elimination is

E(yit|Treati � 1, Periodt � 1) − E(yit|Treati � 0, Periodt � 1).
Treati is the dummy variable of treatment: one represents

elimination, and 0 no elimination. Periodt is the dummy

variable for the occurrence of events: 0 means before the

occurrence of events, i.e., before eliminations, and one means

after the occurrence of events, i.e., after eliminations. Yit

represents the observed value of the explained variable. For

the treatment and control groups, the second difference is the

difference between the difference between the two groups after

the eliminations and the difference before the eliminations, i.e.

the treatment effect of the elimination events. The average

treatment effect on the treated (ATT) for an elimination

match is E(yit|Treati � 1,Periodt � 1)−E(yit|Treati � 0,
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Periodt � 1)−E(yit|Treati � 1,Periodt � 0)+E(yit|Treati � 0,
Periodt � 0) .

The DID method estimates the treatment effect by

constructing a regression model with interaction terms, and

the basic model is shown in Eq. 1:

Yit � β0 + β1Treati + β2Periodt + β3Treati · Periodt + eit (1)

Let Periodt � 0, Treati � 0, and the observed value of the

control group before the event is Ŷit � β0; let Periodt � 0,

Treati � 1, and the observed value of the treatment group

before the event is Ŷit � β0 + β1; let Periodt � 1, Treati � 0,

and the observed value of the control group after the event is

Ŷit � β0 + β2; let Periodt � 1, Treati � 1, and the observed

value of the treatment group after the event is

Ŷit � β0 + β1 + β2 + β3. The difference between the two

groups before the event can be expressed by β1, and the

difference between the two groups after the event can be

expressed by β1+β3, thus the treatment effect of the event is

β3, i.e. causality can be determined by the coefficient of the

interaction term.

5.2 Data partitioning

As shown in Figure 2, there are four elimination matches for

the talent show, and the dates are May 13, June 2, June 16, and

June 23. The four elimination matches divide the entire data set

into five parts, and the treatment effect of each elimination match

is discussed separately. The DID method is usually used in policy

research, and the time span of the data studied is often very long.

Considering some periodic fluctuations, data are usually studied

in periods of a year or a month. There are often multiple periods

of data before the implementation of policies. However, the time

span of the entertainment program studied is less than 2 months,

and the duration of each phase is shorter, even only a week. Thus,

in the paper, only the two phases before and after the elimination

match are considered in each analysis. For example, for the first

elimination match, only the microblogs in p1 and p2 phases are

considered, where p1 is the phase before the elimination match,

i.e., Period1 � 0, and p2 is the phase after the elimination match,

i.e., Period1 � 1.

To ensure the reasonability of the DID regression model,

we put forward two assumptions. The first is stable unit

treatment value assumption (SUTVA). It is difficult to

rigorously test this hypothesis, and we adopt the

interpretation method used by Weiler et al. to give reasons

that SUTVA can be true in our study [49]. SUTVA consists of

three aspects. 1) Individual independence assumption.

According to the rules of the program, all contestants

participate as individuals, not as multi-person teams, thus

the results of the program will only affect individuals and

their related posts, i.e., the elimination result of a contestant

only affects the contestant’s related posts, and there is no

interaction between contestants. 2) The assumption of single

treatment. There are only two results of elimination and

promotion. The eliminated contestants, regardless of their

specific ranking in the eliminated group, will leave the stage.

The promoted contestants, regardless of their specific

ranking in the promoted group, will compete on the stage

until the next elimination. In other words, the treatment

effect of elimination matches on eliminated contestants is the

same, and the difference of contestants’ rankings has no

additional effect on the characteristics of online

information diffusion associated with them. 3) The

assumption of no interference in posts. The program

studied has a wide range of audience. Users only discussed

the status of the contestants they followed in their posts, and

there may be no correlation between posts published by

different users, i.e., different microblogs do not affect each

other.

The second is parallel trend assumption, i.e., other factors

have the same influence on the information diffusion

FIGURE 2
Different periods of the program.
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characteristics of microblogs associated with eliminated and

promoted contestants. That is, in the absence of elimination,

the trend of the mean characteristics of the treatment group

and the control group is parallel over time. As explained

above, in the paper, we set one period before and after the

elimination match in each analysis, and the DID method for

one period of data may not be able to carry out the parallel

trend test. However, this assumption can be satisfied with

propensity score matching (PSM) which will be discussed in

section 6.1.

6 Results

Previous studies have revealed the correlation between

the performance of information diffusion and information

topics [50], emotions expressed in texts [51], and user

attributes [52]. In fact, in some cases, user attributes are

not related to diffusion performance [27]. This study focuses

on online interactions in an entertainment program context,

and traditional cues such as user gender, or location

can become irrelevant to information diffusion on

contestants.

Recently textual data have been applied to causal

inference studies, such as the influence of collective

sentiment expressed in social media on stock market or

cryptocurrency prices [53] or the causal effects of brevity

of tweets on their success by controlled experiments [54].

Text characteristics can also be dependent variables. For

example, Egami et al. studied how awareness about an

individual’s criminal history affects attitudes toward

immigration using a survey experiment [55]. Besides texts

can be confounders in causal analyses and Roberts et al. used

text analysis to control for this type of confounding [56]. In

this section we use microblog features as dependent variables

or confounders to study the effect from elimination

mechanism on information diffusion.

It is noteworthy that the entertainment program studied

was presented in the form of live TV. Some users can watch

the program on TV and then published relevant posts on

social media. There are also some users who were informed of

the program’s progress through other channels rather than

TV, and it is hard to obtain channel information from post

texts. In this paper, offline means the program was presented

on TV, we focus on the influence of elimination mechanism

on the information diffusion, and may not focus on the

channels through which users got information about the

program. Besides since the user ID numbers in the data set

have been encrypted, some of their important attributes,

including centrality indices characterizing user influence,

are unavailable, and we have applied the PSM method to

try to address the endogeneity issue caused by user influence

and inertia.

6.1 Posts

We estimate the treatment effect of elimination on the

structural features of information diffusion trees in different

phases by taking each elimination match as a time point. The

original microblog content corresponding to each diffusion tree

is analyzed, the microblogs related to eliminated contestants in

each time period are taken as the treatment group, and the ones

related to promoted contestants are taken as the control

group. Eq. 1 can be further written as

Yit � β0 + β1Treati + β2Periodt + β3Treati · Periodt + γXit

+ β4Days + eit (2)

where Yit is the characteristics of information diffusion trees,

such as diffusion scale (ln (size)), depth, width (ln (width)) and

active time, and Days is the fixed effect refined to every day. We

use also Chinese affective lexicon ontology to obtain the fine-

grained emotions of each microblog which include happy, good,

surprise, anger, sad, fear, and disgust, and the detailed calculation

methods are also presented in the Supplementary Material.

Control variable Xit contains content features of microblogs,

such as emotional tendency, fine-grained emotions and topics.

Selection bias and the endogeneity problem among

microblogs on the eliminated contestants may exist. The

microblogs on eliminated and promoted contestants can differ

substantially, meaning that they may not be directly comparable.

Besides there are three confounding variables, i.e. post emotional

tendency, fine-grained emotions and discussion topics. To study

the influence of the results of elimination matches on the

characteristics of information diffusion, we use PSM to match

the control variables which is performed before the DID

regression.

PSM converts multidimensional confounders according to

the corresponding function (for example, logistic regression) to a

one-dimensional propensity score pscore, which means the

probability of the sample being treated, i.e.

pscore(Xi � x) � P(Treati � 1 |Xi � x), where pscore includes

confounders. This method fits a probability to each sample in

control group, and samples in treatment group find the one that

is closest to their own in the control group. Specifically, PSM

selects only those microblogs on promoted contestants who

closely resemble microblogs on the eliminated ones. The

objective of this approach can be thought of as “finding an

artificial twin” that closely resembles a sample in treatment

group. PSM solves the problem of sample matching between

the treatment and the control group and can mitigate the

endogeneity problem by controlling confounders [57]. After

matching, the distribution of observable features of both

groups is balanced, i.e. E(Xi|Treati � 1, pscore(Xi)) �
E(Xi|Treati � 0, pscore(Xi)).

PSM can guarantee the homogeneity between control group

and treatment group and the establishment of the assumption of
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TABLE 1 DID regression results for diffusion tree characteristics for four elimination matches.

Diffusion depth Active time Diffusion width Diffusion scale

Promoted
(1)

Eliminated
(2)

Difference
(2)–(1)

Promoted
(1)

Eliminated
(2)

Difference
(2)–(1)

Promoted
(1)

Eliminated
(2)

Difference
(2)–(1)

Promoted
(1)

Eliminated
(2)

Difference
(2)–(1)

First

Before 1.539 1.608 0.069** 402.880 292.226 -110.654*** 1.154 1.249 0.096* 1.192 1.307 0.115**

After 1.908 1.757 -0.151*** 427.109 404.184 -22.925 1.944 1.550 -0.394*** 1.988 1.597 -0.392***

DID
(β3)

-0.220*** 87.729*** -0.489*** -0.506***

N 3,050 3,050 3,050 3,050 3,050 3,050 3,050 3,050

Second

Before 1.595 1.507 -0.088 125.995 123.731 -2.264 1.575 1.437 -0.138* 1.620 1.477 -0.143*

After 1.714 1.542 -0.172** 137.613 137.581 -0.031 1.971 1.511 -0.460*** 2.025 1.588 -0.437***

DID
(β3)

-0.084 2.232 -0.322*** -0.294**

N 1,868 1,868 1,868 1,868 1,868 1,868 1,868 1,868

Third

Before 1.623 1.616 -0.007 89.133 80.809 -8.324** 1.586 1.669 0.082 1.640 1.731 0.091*

After 1.658 1.670 0.011 88.268 96.573 8.305 1.536 1.795 0.258** 1.603 1.873 0.270***

DID
(β3)

0.019 16.629** 0.176 0.179

N 2,832 2,832 2,832 2,832 2,832 2,832 2,832 2,832

Fourth

Before 1.521 1.448 -0.073*** 36.494 51.098 14.603*** 1.334 1.265 -0.069* 1.388 1.309 -0.079*

After 1.621 1.665 0.044 86.201 92.312 6.110*** 1.298 1.397 0.099** 1.389 1.487 0.098**

DID
(β3)

0.117*** -8.493*** 0.168*** 0.177***

N 4,910 4,910 4,910 4,910 4,910 4,910 4,910 4,910

Significance: ***p< 0.01, **p< 0.05, *p< 0.1.
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long-term trend consistency to a certain extent. Then the

matched samples are used for DID to ensure the applicability

of DID method.

Table 1 shows the results of the DID regression model (please

see Supplementary Material for summary statistics and

distributions of variables, correlation matrices and VIF tests

for independent variables, PSM results, and complete

regression results). The difference column before elimination

is the estimation for β1, the difference column after elimination is

the estimation for β1+β3, and finally the difference column

corresponding to DID is the estimation for β3. Figure 3 shows

the values of β3 with significance level indicated. We find that the

first and fourth elimination matches have a significant effect on

diffusion depth, the first, third and fourth elimination ones have a

significant effect on active time, and the first, second and fourth

elimination ones have a significant effect on diffusion width and

scale.

The first and last eliminationmatches have a significant effect

on the metrics of information diffusion trees. In the first

elimination match, the audience does not have a deep

understanding of the contestants, the eliminated contestants

do not have enough time to show themselves and gain high

popularity, and they leave the stage in a hurry. The microblogs

related to the eliminated contestants may also gradually become

silent, and the attention of ordinary audiences will be shifted to

the promoted contestants. Elimination results have a negative

effect on diffusion depth, width and scale of posts on eliminated

contestants (β3 = -0.220 for depth, β3 = -0.489 for width, and β3 =

-0.506 for scale). Even in the second elimination match,

elimination results still have a negative effect on diffusion

width and scale. On the contrary, the elimination results have

a positive effect on the active time of posts on eliminated

contestants (β3 = 87.729). One possible reason is that the

promoted contestants are still active on the stage, and the

original microblogs related to them emerge every day. Users

tend to forward the latest related microblogs, and the forwarding

frequency of past posts can reduce, thus the active time of the

original microblogs is short. While the eliminated contestants

lose the opportunity to perform on stage, the number of new

posts related to the contestants can decrease, and some users

choose to forward the past posts related to them, which may

increase the mean active time of the posts.

At different stages of the program, the elimination matches

result in different treatment effects, which may be related to the

external factors associated with contestants in offline events. In

the final elimination, both the eliminated and the final winners

have accumulated a large number of followers over the course of

the program. The treatment effect of elimination on diffusion

depth, width and scale of the microblogs on eliminated

contestants is positive (β3 = 0.117 for depth, β3 = 0.168 for

width, and β3 = 0.177 for scale). The possible reason is that the

eliminated contestants leave the stage earlier, have access to

industry resources faster than the winning contestants, and

are known to users outside the program. After the final

round, users can forward more new posts on eliminated

contestants than the old ones, the active time of posts

decreases, and finally the final match has a negative effect on

it (β3 = -8.493).

6.2 Users

Elimination matches not only have a significant impact on

the diffusion tree characteristics of the original microblogs, but

have a certain impact on the emotional tendency of users to

contestants and the topics they talk about on contestants. We

study the effect of elimination matches at the user level. Since

information diffusion features cannot affect content features, it is

unnecessary to match them when constructing the regression

models. First, we explore the influence of elimination matches on

users’ emotional tendency, and Eq. 3 gives the DID regression

model:

Yit � β0 + β1Treati + β2Periodt + β3Treati · Periodt + γTopicit

+ β4Days + eit

(3)
where Topicit is the topic classification of microblogs which is the

control variable and is represented by a dummy variable. In this

context PSM is used to match topic categories.

Table 2 shows the impact of elimination matches on users’

emotional tendency (please see Supplementary Material for more

information on variables, PSM results and complete regression

results), and Figure 4 shows the values of β3 with significance

level indicated. In the first two matches, elimination results have

no significant effect on users’ emotional tendency, but in the

latter two, elimination results have significant negative effect on

FIGURE 3
The β3 values with significance level for DID regressions for
diffusion tree characteristics.
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emotional tendency. The possible reason is that in the early stage,

users do not have a deep understanding of the contestants and

take a wait-and-see attitude. They might just be ordinary

audience of the program, rather than fans of the contestants.

Therefore, there could be less of a gap in expectations and less

emotional volatility when the elimination results were

announced. As can be seen from the p-value, there is almost

no difference between the treatment group and the control group

in the first elimination match, no matter before or after the

competition, and the treatment effect of the elimination match is

almost zero. In the second elimination match, some users began

to support their favorite contestants, and the emotional tendency

to eliminated contestants increases (p < 0.05), but the difference

before and after the match is not significant.

The topics discussed by users in social media are also closely

related to the program, and the elimination results may also affect

the topics discussed by users. Eq. 4 shows the DID logistic

regression model for the effect:

ln[p(Yit � 1)/(1 − p(Yit � 1)]
� β0 + β1Treati + β2Periodt + β3Treati · Periodt

+ γSentimentit + β4Days + eit (4)

where Yit is the topic category which is a binary classification

variable and is represented by a dummy variable. As control

variables, Sentimentit includes emotional tendency and fine-

grained sentiment. PSM is also used to match the control

variables.

Table 3 gives the regression results, with the values in each

column representing estimates of the differences for each

topic (please see Supplementary Material for more

TABLE 2 DID regression results for sentiment tendency for four elimination matches.

Promoted (1) Eliminated (2) Difference (2)–(1) p>|t| N

First

Before 1.477 1.468 -0.009 0.925 3,785

After 2.133 2.119 -0.014 0.918 2,315

DID -0.005 0.977

N 3,050 3,050

Second

Before 0.744 0.812 0.068 0.580 2079

After 0.596 0.874 0.278** 0.046 1,657

DID 0.209 0.265

N 1,868 1,868

Third

Before 0.315 0.484 0.169* 0.059 4,772

After 1.127 -0.398 -1.525*** 0.000 892

DID -1.693*** 0.000

N 2,832 2,832

Fourth

Before 0.457 0.778 0.321*** 0.000 5,496

After 1.137 0.633 -0.504*** 0.000 4,324

DID -0.825*** 0.000

N 4,910 4,910

Significance: ***p< 0.01, **p< 0.05, *p< 0.1.

FIGURE 4
The β3 values with significance level for DID regressions for
sentiment tendency.
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information on variables, PSM results and complete

regression results), and Figure 5 shows the values of β3
with significance level indicated. We find that the early

elimination results have a significant impact on the topics

of endorsement and stage performance. The elimination

results of the middle stage have significant influence on the

topics of endorsement, stage performance, praise and

encouragement and contestant activities, and the late stage

has significant influence on all topics.

From the perspective of post topics, the discussion on

the endorsement topic decreases significantly after several

eliminations. The results of the elimination matches are

closely related to the audience’s vote, and Weibo is one of

the important platforms to support and attract users to vote.

After the elimination matches, the result has been decided,

and thus the discussion on eliminated contestants on the

topic of calling for vote and support decreases. However, the

discussion on the topic of stage performance increases

significantly after the elimination matches. The stage

performance in the elimination competition attracts

much attention. After the elimination, users could discuss

the performance of each contestant in combination with the

result of the competition. By contrast, users may pay more

attention to the performance of the eliminated contestants

to analyze the reasons for elimination. The program

criticism and propaganda topics are related to the

program itself, and there is no significant relationship

with most elimination results. In the last elimination

match, the posts published by users on program criticism

and propaganda topics for eliminated contestants decrease

significantly.

TABLE 3 DID regression results for post topics for four elimination matches.

Endorsement Stage performance Program criticism Program publicity Praise and
encouragement

Contestant
activities

First

Before 0.026* 0.011 0.011 -0.013 -0.014 -0.014

After -0.053*** 0.065*** 0.013 -0.025* -0.020 -0.001

DID -0.079*** 0.053** 0.002 -0.012 -0.006 0.012

N 6,100 6,100 6,100 6,100 6,100 6,100

Second

Before -0.019 0.025 0.006 0.017 0.033* -0.053***

After -0.048** 0.005 -0.010 0.008 -0.049** 0.077***

DID -0.028 -0.020 -0.016 -0.009 -0.082*** 0.130***

N 3,736 3,736 3,736 3,736 3,736 3,736

Third

Before 0.036*** -0.032** 0.000 -0.002 0.024* -0.024**

After -0.098*** 0.070** 0.000 -0.005 -0.061** 0.060***

DID -0.134*** 0.102*** -0.000 -0.002 -0.085*** 0.084***

N 5,664 5,664 5,664 5,664 5,664 5,664

Fourth

Before 0.065*** -0.060*** 0.009** 0.002 0.036*** -0.043***

After -0.018 0.054*** -0.017*** -0.038*** -0.008 0.013

DID -0.084*** 0.113*** -0.026*** -0.041*** -0.044** 0.056***

N 9,820 9,820 9,820 9,820 9,820 9,820

Significance: ***p< 0.01, **p< 0.05, *p< 0.1.

FIGURE 5
The β3 values with significance level for DID regressions for
post topics.
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About the eliminated contestants, posts on praise and

encouragement topic in the last three elimination matches

drop significantly. The possible reasons are, on the one hand,

because some contestants are eliminated, users can have negative

emotions and the posts on praise and encouragement topic

reduce. On the other hand, after each elimination, the

competition between the contestants weakens, reducing the

discussion on praise and encouragement topic to some extent.

Users’ discussion on the topic of contestant activities increases

significantly in the last three elimination rounds. After each

elimination, the eliminated contestants quit the program and

could carry out personal activities without following the relevant

regulations of the program. As a result, the discussion on

contestants’ activities increases.

6.3 Contestants

The impact of elimination matches on information diffusion

in social media is not only reflected at the levels of posts and

users, but also at the level of contestants. Elimination matches

may change the behavior pattern of contestants’ followers when

they posted microblogs related to the contestants. Based on the

original microblogs, we obtain the losing rate outRatiod+1,s of

each contestant’s active followers on day d+1 and the mean

number of daily mentions < cntd,s> of each contestant, and

Eq. 5 gives the DID regression model:

TABLE 4 DID regression results for user behavioral characteristics for four elimination matches.

outRatiod+1,s (popularity) <cntd,s> (loyalty)

Promoted (1) Eliminated (2) Difference (2)–(1) Promoted (1) Eliminated (2) Difference (2)–(1)

First

Before 0.569 0.563 -0.006 1.416 1.458 0.042

After 0.443 0.485 0.042*** -0.037 0.016 0.053

DID 0.048*** 0.011

N 2,965 1,768 2,965 1,768

Second

Before 0.634 0.590 -0.044*** 1.912 1.878 -0.034

After 0.499 0.575 0.076*** 1.754 1.786 0.032

DID 0.120*** 0.066

N 2,341 1,416 2,341 1,416

Third

Before 0.706 0.717 0.011 1.897 1.938 0.041

After 0.662 0.798 0.135*** 1.836 1.882 0.046

DID 0.124*** 0.005

N 1,575 1,016 1,575 1,016

Fourth

Before 0.715 0.741 0.026*** 1.922 1.854 -0.068*

After 0.695 0.826 0.130*** 2.349 2.108 -0.241*

DID 0.104*** -0.173

N 864 821 864 821

Significance: ***p< 0.01, **p< 0.05, *p< 0.1.

FIGURE 6
The β3 values with significance level for DID regressions for
user behavioral characteristics.
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Yit � β0 + β1Treati + β2Periodt + β3Treati · Periodt + β4Days + eit

(5)
where Yit is outRatiod+1,s or < cntd,s>. At the contestant level, the
behavioral characteristics of users are concerned with individual

contestant rather than individual post, thus the information

diffusion characteristics and content characteristics cannot be

quantified, and the PSM is not used.

Table 4 shows the regression results (please see

Supplementary Material for more information on variables

and complete regression results), and Figure 6 shows the

values of β3 with significance level indicated. We find that for

all four elimination matches, the results of elimination have a

significant positive impact on the eliminated contestants’

outRatiod+1,s, i.e., weakening their popularity, but have no

significant impact on their < cntd,s>, that is, they do not affect

the loyalty of contestants’ followers.

Elimination matches increase the outRatiod+1,s of the

eliminated contestants. According to regression results, the

influence of the first elimination (β3 = 0.048) is lower than

those of the subsequent eliminations, and the contestants’

follower group may form in the second elimination. In the

first elimination, contestants could have less followers and the

change of the losing rate is small. In the fourth elimination

competition, although < cntd,s> of eliminated contestants is

significantly lower than that of promoted contestants after

elimination, this trend has appeared before the competition,

and finally, the elimination match has no significant effect

on < cntd,s> of eliminated contestants.

7 Heterogeneity analysis and
robustness test

Users of different characteristics may have different

reactions to the program studied. Given that demographic

information on users is often unavailable on Weibo platform

due to specific profile settings or not filling in information, we

perform the heterogeneity analysis to examine the variation of

effects for users of different genders (the missing rate of gender

attribute is low) and obtain the DID regression results (due to

space limitation, we present the results in Supplementary

Material).

We find that for the effect of elimination results on diffusion

tree characteristics, overall the DID regression results for

female users are qualitatively consistent with those in

Table 1. For male users, elimination results never have a

positive effect on diffusion depth, width and scale, which

means that elimination results have a negative effect or no

significant effect on the metrics of posts by male users on

eliminated contestants.

For the effect of elimination results on sentiment

tendency, we find that the DID regression results are

qualitatively consistent with those in Table 2 both for

female and male users. In the last two elimination matches,

elimination results have a negative effect on followers’

emotional tendency. For the effect of elimination results on

post topics, we find that overall the DID regression results for

female users are also qualitatively consistent with those in

Table 3. For male users, most regression results are

insignificant, which means that elimination results have no

significant effect on the topics of posts by male users on

eliminated contestants. However, the signs of significant

results are consistent with those in Table 3.

We also perform robustness test by supplementing

variables. Specifically, we added two control variables on

user characteristics to the regression equations, i.e., users’

gender and region (province level) where they are located.

The DID regression results are also presented in the

Supplementary Material, and we find that the conclusions

in the paper still hold which indicates the robustness of the

conclusions.

8 Conclusion

In this paper, we study the effect of an influential and multi-

phase entertainment program on related information diffusion

and explore the underlying mechanisms. We find that

elimination mechanism significantly influences the features of

information diffusion trees, and elimination results negatively

affect followers’ emotional tendency. Elimination results also

negatively affect the topics on endorsement and praise and

encouragement discussed by users, and positively affect the

topics on stage performance and contestant activities. Besides

elimination results negatively affect participants’ popularity, but

do not affect the followers’ loyalty to participants. The methods

of this study are generalizable to some extent. Except

entertainment events with multiple rounds of elimination, the

approach in this paper could apply to research on information

diffusion of offline events in different domains, for instance,

sports events with multiple rounds of elimination or multi-phase

political events.

There are several limitations for the paper. We divide the

contestants into the promoted and eliminated groups to

estimate the treatment effect of elimination match. In fact,

even for contestants in the same group, elimination matches

may have different effects. Besides, the conclusions of this

paper may lack universality. Considering the different

participants, audiences, and contexts of events, different

conclusions may emerge, and we need to study more

events or scenarios in detail and comparatively. Further

there can be mutual influence between online discussion

and offline events, which can cause the problem of reverse

causality. Reverse causality can cause endogeneity problems

which are mainly caused by the four reasons: omitted

variables, sample selection bias/self-selection bias, reverse
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causality, and measurement error, and the problems can be

dealt with in a number of ways, such as instrumental variable

(IV), Heckman model, fixed effects model, DID, regression

discontinuity, and PSM. In the paper we utilize PSM to

address the issue. However, PSM only controls the

influence of measurable confounders, does not

fundamentally solve the endogeneity problem caused by

selection bias or omitted variables, and also can not solve

the problem of reverse causality. Generally, IV method can

address the four endogeneity problems, and for the reverse

causality IV method is an option. All of these give potential

directions for future further research.
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It is of great economic significance to optimize the total cost and improve the
performance of the supply chain. In this paper, we assume that the market
demand is random, and the seller and the buyer share information and make
decisions together. We analyze the optimal joint order quantity under probabilistic
demand and design the quantity discount model and profit distribution
mechanism. Under a certain quantity discount mechanism and profit
distribution strategy, both the seller and the buyer can reduce costs. The
quantity discount model and profit distribution mechanism designed require
supply chain members to share information. In order to protect the privacy of
members and improve the willingness of supply chain members to share
information, we designed a privacy protection joint ordering policy protocol
and privacy protection quantity discount policy based on Secure multiparty
computation technology. Then, the joint ordering strategy, the privacy-
preserving joint ordering strategy, and quantity discount protocol are
numerically simulated. The numerical simulation results show that the privacy-
preserving quantity discount coordination mechanism designed by us can reduce
the cost of supply chain members to varying degrees and effectively protect the
shared information of supply chain members. This work is helpful to the research
of cost optimization of the system in complex supply chain systems.

KEYWORDS

supply chain management, quantity coordination, privacy protection, secure multiparty
computation, probabilistic demand

1 Introduction

In the social economic network, it is of great economic significance to optimize the total
cost and improve the performance of the supply chain. Supply chain literature considers the
one-supplier, one-buyer system as the basic building block [1], and in the socio-economic
system, the seller can be a manufacturer or wholesaler, and the buyer can be a distributor
who faces random market demands. In the traditional mode, the buyer and the seller make
decentralized decisions, both based on maximizing their own interests. The buyer usually
chooses economic order quantity (EOQ) as his optimal order quantity, however, for the
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seller, the buyer’s order quantity is different each time, and the
buyer’s order time is also uncertain. In order to cope with the
uncertainty of order demand, the seller needs to maintain a high
inventory, therefore, will inevitably sell to the buyer at a higher price.
This leads to the overall high cost and low efficiency of the supply
chain system. The efficiency improvement of supply chain systems
has become a hot research topic.

The price discount strategy originated fromMonahan’s research
in 1984 [2]. He assumed that the market demand was constant and
had nothing to do with the product price, and the buyer’s order uses
a lot-for-lot model, finding that the seller can change the buyer’s
order quantity through price discounting strategies to increase
profits. Later, many scholars began to apply the price discount
strategy in the performance optimization of the supply chain system.
At first, scholars assumed that the market demand was constant, and
then progressed to the situation that the market demand was
random.

Many supply chain cost optimization strategies require supply
chain members to share information [3–7]. However, supply chain
members may use the shared private cost information [8]. This may
cause the supply chainmembers to lose their competitive advantages
and cause them many hidden dangers. For example, in a supply
chain cooperation system, the downstream enterprises providing
their own private information to the upper will enhance the
authority of the upper in the supply chain, making the
downstream enterprises at a disadvantage in the negotiations and
losing the profit advantage. Although information sharing is the key
to achieving enterprise cooperation, driven by the pursuit of
individual interests, enterprises may make individual optimal
choices that are contrary to the overall optimal. Even,
information leakage exists in the supply chain system [9], which
will lead to various fraud events, resulting in the loss of enterprise
funds.

Privacy information protection [10] and information security
[11] have been paid more and more attention, and its related
technologies have also been greatly developed, such as blockchain
technology [12, 13], secure multi-party computing, and so on.
Secure multiparty computation (SMC) originated from Yao
Qizhi’s millionaire problem in 1982 [14], and was discussed in
detail and systematically by Micali et al. [15]. SMC provides a
framework for computing partners, mainly studying how to
design secure computing contract functions without a trusted
third party. SMC has attracted researchers’ attention. Scholars
began to study the application of secure multi-party computing
to privacy protection in information-sharing scenarios.

In this paper, we are interested in themechanism of supply chain
coordination based on price discount and privacy protection in a
one-supplier-one-buyer system, and the reasons are, on one hand,
quantity discount mechanism for joint-ordering in a one-supplier-
one-buyer system has yet not been reported, on the other hand, the
privacy protection of information sharing in price discount
mechanism using SMC technology has not been studied. The
main contributions and significance of this paper are
summarized as follows:

1) In the classic one-supplier-one-buyer supply chain system, the
buyer’s order adopts the economic order quantity mode; the
buyer and seller make independent decisions, and the cost of the

overall supply chain system is high. We assume that the market
demand is random, and the seller and the buyer share
information and make decisions together like two
departments of the same company. We analyze the optimal
joint order quantity under probabilistic demand and design
the quantity discount model and profit distribution
mechanism. Under a certain quantity discount mechanism
and profit distribution strategy, both the seller and the buyer
can reduce costs.

2) The quantity discount model and profit distribution mechanism
designed require supply chain members to share information.
However, after all, the seller and the buyer are independent
companies. On one hand, they may not want the other party to
know their private information; On the other hand, even though
both parties are willing to share information, they are afraid to
share information because they are worried about the harm
caused by information leakage. In order to protect the privacy of
members and improve the willingness of supply chain members
to share information, we designed a privacy protection joint
ordering policy protocol and privacy protection quantity
discount policy based on SMC technology. It is implemented
without using intermediaries and does not disclose the private
information of members. Then, the joint ordering strategy, the
privacy-preserving joint ordering strategy and the quantity
discount protocol are numerically simulated. The numerical
simulation results show that the privacy-preserving quantity
discount coordination mechanism designed by us can reduce
the cost of supply chain members to varying degrees and
effectively protect the shared information of supply chain
members.

The rest of the paper is organized as follows. Section 2 introduces
the work of other researchers related to this paper; Section 3
describes the basic model based on EOQ; In section 4, We
designed the improved model based on price discount and
quantity coordination; We designed a privacy protection joint
ordering policy protocol and privacy protection quantity discount
policy based on SMC technology in Section 5; some simulations are
performed to validate the effectiveness and feasibility of the
proposed mechanism of supply chain coordination based on
price discount and privacy protection in Sections 6, 7 is
conclusion and discussion. The construction of the basic sub-
protocol oblivious transfer (OT) and the content of the privacy
protocol are introduced in Supplementary Appendix S1–S4, where
Supplementary Appendix S1 (protocol 1: an oblivious transfer
protocol) and Supplementary Appendix S2 (protocol 2: a secure
two-party real product protocol) are the basic protocols of
cryptography and are the basis for constructing Supplementary
Appendix S3, S4.

2 Related work

2.1 Economic order quantity

In a supply chain system, in the order decision of the seller, how
to determine the quantity of raw materials ordered for the
production of certain products is a difficult problem; which batch
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can obtain the best investment benefit is an important issue.
Economic order quantity (EOQ) balances the purchase cost and
storage cost accounting, which achieves the best order quantity with
the lowest total inventory cost. Mokhtari [16] presented an EOQ
model to optimize the total system cost. In the context of uncertain
demands, Braglia et al. [17] studied the stochastic periodic-review
joint replenishment problem (JRP). Tayebi et al. [18] formulated the
joint order (1, T) policy with Poisson demands while ensuring
reduced supply chain costs. Güler et al. [19] considered the JRP
when the holding cost rate and demand rate are private information
and presented a mechanism to allocate costs in the JRP. That
quantity coordination strategy can improve the supply chain
performance of traditional decentralized system.

2.2 Price discount policy

In the 1990s, scholars began to use quantity-based price discount
strategy to achieve supply chain coordination [20–22]. Weng [20]
assumed that demand is elastic and affected by price, and found that
quantity discount can effectively stimulate the increase of market
demand and ensure Pareto Optimality. Under the condition of price
elasticity of demand, Gao et al. [21] studied the problem of
determining price discount in a supply chain contract composed
of one buyer and one seller. Munson et al. [22] studied the overall
profit maximization problem of the three-level chain (supplier-
manufacturer-retailer) supply chain system. These studies assume
that market demand is a constant or a decreasing function of
product price. Some scholars further assume that market demand
is a random variable, and study the cost optimization problem of
supply chain system [23].

2.3 Secure multiparty computing

The research of SMC is mainly aimed at how to calculate a
contract function safely without a trusted third party, which is the
password basis for many applications [15] such as electronic voting,
threshold signatures, and electronic auctions. The application of
SMC is a possible mean to solve private information preserving
problems [24], which has now become a subfield of
cryptography [25].

Scholars began to study the application of SMC in the supply
chain system. Atallah et al. [26] proposed the secure supply chain
collaboration (SSCC) protocol for capacity allocation while
preserving parties’ private information. Clifton et al. [27]
proposed a secure protocol for swapping loads while preserving
trucking companies’ private information, but they did not explicitly
consider benefit sharing. Xie et al. [28] addressed SMC in the context
of joint ordering under deterministic demand to minimize total
supply chain expected costs. Pibernik et al. [29] described a privacy-
preserving protocol for determining the EOQ with stochastic benefit
sharing under deterministic demand with any private (cost and
capacity) information preservation. Yang et al. [30] proposed a
blockchain-based secure multi-party computation architecture for
data sharing. Wang et al. [31] explored a novel approach to support
energy storage sharing with privacy protection, based on privacy-
preserving blockchain and secure multi-party computation.

2.4 Oblivious transfer protocol

The oblivious transfer (OT) protocol is a basic protocol in
cryptography that enables the receiver of a service to obtain
messages input by the sender of the service inadvertently, thus
protecting the privacy of the receiver from the sender. Long et al.
[32] proposed a privacy protection method based on server-assisted
reverse oblivious transfer, which includes the protocol of a cloud
server and can calculate the result of encrypting the sensing data to
avoid fully trusting the sensing platform.Wang et al. [33] proposed a
casual transmission protocol and a private set intersection protocol
to protect the privacy of users. Based on smart contracts and OT, Li
et al. [34] proposed a privacy-preserving big data exchange scheme
that allows buyers and sellers to complete transactions
independently and fairly without involving any third-party
middleman.

3 Basic model based on EOQ

The classical EOQ model was created by Harris [35]. Based on
the assumptions of the classical model, the basic model assumptions
in this study are as follows:

a. The research object of this study is a two-level supply chain, and
the current status of the supply chain is assumed to be
balanced [36].

b. The seller makes the product, and the unit production cost is
constant.

c. The supply capacity of the seller is much greater than the demand
of the buyer, so the out-of-stock cost can be ignored.

d. When the market demand tends to be stable, the demand follows
the normal distribution, and the buyer’s demand expectation isD.

e. The buyer is a price taker in a free competitive market, and he can
accept the shortage in the market. The buyer uses EOQ to
determine the quantity of each purchase, and its ordering
strategy uses (s, Q) strategy.

f. The seller’s unit order preparation cost consists of two parts: the
order processing cost and the production preparation cost.

g. The lead time of the buyer’s order is constant.

The notations adopted in this paper are presented in Table 1.
According to the previous assumption, the buyer’s order lead

time is constant, so the demand in the lead time is only related to the
demand quantity. Assuming that the buyer’s order amount isQ each
time and the product price given by the seller is w, the buyer’s total
annual cost is:

TCb Q,w( ) � wD + SbD

Q
+ Q

2
+ kδ( )hb + BbδG k( )D/Q (1)

where wD is the acquisition cost, SbDQ is the ordering cost, (Q2 + kδ)hb
is the inventory holding cost, and BbδG(k)D/Q is the expected
penalty and opportunity cost.

In Formula 1, δG(k) represents the expected shortages [37]:

G k( ) � ∫∞

k
u − k( ) 1���

2π
√ exp −u

2

2
( )du (2)
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In Formula 2, G(k) represents the distribution function of
standard normal variables.

According to Formula 1, the optimal order quantity of the buyer
can be obtained:

Q* �
������������������
2D Sb + BbδG k( )[ ]/hb√

(3)

So, the buyer’s total annual cost is:

TCb Q*, w( ) � wD + kδhb +
������������������
2D Sb + BbδG k( )[ ]/hb√

(4)

Then, the cost of the seller needed to be studied. We have
assumed that the buyer’s order amount is Q each time. When the
buyer’s annual demand isD, the buyer needs to orderD/Q times in a
year. So the buyer needs to place an order with the seller every
Q*365/D days. For such order flow, the seller’s production quantity
should be a multiple of the buyer’s order quantity within 1 year. In
order to facilitate the account, we define the total cost of the seller as
the sum of the cost of production, the fixed cost, and the inventory
holding cost minus the sales return. Therefore, the total annual cost
of the seller is expressed as:

TCs Q,w( ) � CD + hsQ

2
+ SsD

Q
− wD (5)

LetQ*
s be the order quantity that the seller expects from the buyer to

minimize the seller’s cost. We can get Q*
s �

�������
2SsD/hs

√
. By substituting

Q*
s into (5), we can infer the annual total cost of the seller.

TCs Q*
s, w( ) � C − w( )D + ������

2hsSsD
√

(6)
When the buyer adopts EOQ ordering mode, the Seller’s cost is

as follows: [by substituting Q* into (5)]

TCs Q*, w( ) � C − w( )D

+ Ss
Sb + BbδG k( )[ ] + hs/hb( ) ������������������

D Sb + BbδG k( )[ ]hb/2√
(7)

Comparing Formulas 6, 7, we can find that
TCs(Q*, w)≥TCs(Q*

s, w), and the equation is established when
Ss

[Sb+BbδG(k)] � hs/hb.

4 The improved model based on price
discount and quantity coordination

According to the basic model, in the case of decentralized
decision-making, each member of the supply chain system makes
decisions from the perspective of maximizing their own interests,
and the strategies of the buyer and the seller are prone to conflict,
resulting in high transaction costs for each member.

If the seller and buyer in the system can cooperate, share information
with each other, and make joint decisions together, just like two
departments in the same large company, their respective costs may be
reduced in this case. Based on this idea, we first study the optimal joint
order quantity of seller and buyer under probabilistic demand, and then
design the quantity discount and profit distribution mechanism.

4.1 Optimal joint-ordering quantity under
probabilistic demand

When the seller and the buyer share information and make joint
decisions, the overall cost of the system should be the sum of the
costs of the seller and the buyer. We use TC to express the joint cost.

TABLE 1 Parameter definitions.

Parameter Meaning of parameter

D The buyer’s expected demand

Bb The buyer’s unit shortage cost

Sb The buyer’s ordering setup cost

K The buyer’s safety factors in the (S, Q) policy

δ Standard deviation of demand during lead time

w The seller’s wholesale price before applying the discount

α The proportion obtained by the buyer when allocate the cost saved through coordination between the buyer and the seller

w1 The seller’s wholesale price after applying the discount

hs The seller’s holding cost

Ss The seller’s ordering setup cost

C The seller’s production cost

Q* The optimal order quantity of buyer when seller and buyer make decentralized decision

Qj The buyer’s order quantity when the joint cost is the lowest

D The buyer’s expected demand for the product

hb The buyer’s unit holding cost for the product

TC The joint cost of supply chain system when the seller and the buyer make joint decision
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The buyer’s cost is shown in Formula 1, and the seller’s cost is
shown in Formula 5, TC � TCb(Q,w) + TCs(Q,w), so we can
obtain:

TC � Sb + Ss + BbδLG k( )[ ]D
Q

+ hb + hs( )Q
2

+ hbkδ + CD (8)

When the joint cost TC takes the minimum value, that is,
calculate the first derivative of TC, the order quantity Qj of the
buyer can be calculated:

Qj �
���������������������������
2D Sb + Ss + BbδG k( )[ ]/ hb + hs( )

√
(9)

Now, the minimum annul joint cost TC(Qj) of the system is as
follows:

TC Qj( ) � ��������������������������
2D hb + hs( ) Sb + Ss + BbδG k( )[ ]√ + hbkδ + CD (10)

When the seller and the buyer make decentralized decision, the
buyer’s total annual cost is TCb(Q*, w) (Formula 4), and the seller’s
total annual cost is TCs(Q*, w) (Formula 7), then, the sum of the
total annual costs of the seller and the buyer is TC(Q*) �
TCb(Q*, w) + TCs(Q*, w).

Comparing the expressions TC(Q*) andTC(Qj), it is easy to get
TC Q*( )≥TC Qj( ) (11)

That is to say, when the buyer orders with the order quantity T
under the joint decision, the overall cost of the supply chain system
is less than the sum of the respective costs under the decentralized
decision of the buyer and the seller. However, for the buyer, when he
chooses the order quantity Qj of joint decision rather than the
optimal order quantity Q* of decentralized decision, his cost will
increase, as TCb(Q*, w)≤TCb(Qj, w). Therefore, the buyer is
unwilling to use the order quantity of joint strategy.

The reason for this situation is that under the joint strategy, the cost
reduced by the seller is greater than the cost increased by the buyer, that
is TCs(Qj,w) − TCs(Q*, w)<TCb(Q*, w) − TCb(Qj,w).

In order to encourage the buyer to increase the order quantity of
independent decision to the order quantity of joint decision, the
seller needs to provide price discount to compensate the buyer for
the increased cost. Suppose that the price provided by the seller to
the buyer decreases from w to w1, and at the same time he requires
the buyer to increase the order quantity from Q* to Q′. Then, only
when the cost of the buyer is lower than the cost without price
discount will he accept the price discount strategy. Therefore, there
is the following constraint:

TCb Q′, w1( )≤TCb Q*, w( ) (12)
Formula 12 can be converted to:

wD − Sb
D

Q′ −
D

Q*
( ) − Q′

2
− Q*

2
( )hb − BbδG k( ) D

Q′ −
D

Q*
( )≥w1D

(13)
Then, we can infer that under the price discount strategy, the

seller’s wholesale price w1 has a maximum value.

w1
max � w − hb Q′ − Q*( )

2
+ Sb + BbδG k( )[ ] D

Q′ −
D

Q*
( ){ }/D

(14)

Similarly, for the seller, he hopes that after implementing the
price discount strategy, his cost cannot increase, that is, the following
condition should be met:

TCs Q′, w1( )≤TCs Q*, w( ) (15)
Formula 15 can be rewritten as

hs Q′ − Q*( )
2

+ Ss
D

Q′ −
D

Q*
( ) + wD≤w1D (16)

Then, we can infer that under the price discount strategy, the
seller’s wholesale price w1 has a minimum value.

w1
min � w − Ss

D

Q*
− D

Q′( ) − hs Q′ − Q*( )
2

[ ]/D (17)

Now, the optimal joint order quantity can benefit both the buyer
and the seller without increasing the cost of either party.

We have the following proposition that describes the amount of
cost saved:

Proposition 1. Under the joint strategy, the supply chain cost is
TC(Qj), and under the decentralized decision, the supply chain cost
is TC(Q*), which satisfies:

TC Q*( ) − TC Qj( ) � D × w1
max − w1

min( ) (18)

4.2 Profit distribution and quantity discounts
design

According to the previous proposition, when the seller and the buyer
adopt a joint strategy, the overall cost saved by the supply chain system is
D(w1

max − w1
min). In order to promote cooperation between the seller

and the buyer, it is necessary to ensure that their respective costs under
the joint strategy are lower than those of the previous independent
decisions. Therefore, after the cooperation between the seller and the
buyer, it is necessary to reasonably allocate the overall saved cost of the
supply chain system to the seller and the buyer.

So we design such an implementation strategy, allocate the cost
saved by the whole supply chain system, the proportion obtained by
the buyer is α, and the proportion obtained by the seller is 1 − α.
Here, α ∈ (0, 1) is a random number, named coordination factor. In
fact, α means the allocation of the saved costs. If the buyer in the
supply chain is stronger than the seller, for example, the buyer has
the right to speak and decide, the buyer will save more costs, α will
increase and be close to 1.

The cost savings allocated to the buyer is αD(w1
max − w1

min), and
the cost savings allocated to the seller is (1 − α)D(w1

max − w1
min). The

implementation strategy can be expressed by the following proposition:

Proposition 2.To encourage the buyer to increase the independent
decision-making order quantity to equal the joint order quantity Qj,
the seller changes the sales price from w to w1, and the quantity
discount provided by the seller can be expressed as

w1 � w1
max − α w1

max − w1
min( ) (19)

Where w1
max and w1

min are given in Eqs 14, 17.
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5 Joint ordering strategy and quantity
discount design with privacy protection

We assume that the seller and the buyer share information and
make decisions together like two departments of the same company.
Under a certain quantity discount mechanism and profit
distribution strategy, both the seller and the buyer can reduce
costs. However, after all, the seller and the buyer are independent
companies. On one hand, theymay not want the other party to know
their private information; On the other hand, even though both
parties are willing to share information, they are afraid to share
information because they are worried about the harm caused by
information leakage. Therefore, a mechanism is needed to realize
secure information sharing. In this section, we apply SMC protocols
to joint ordering policy and quantity discount design with privacy
protection under probabilistic demand.

5.1 Privacy preserving joint-ordering policy
protocols

To calculate the minimum joint cost under the joint ordering
strategy, the buyer and the seller need to provide the total annual
cost when making independent decisions. Therefore, the
information that both parties need to provide and obtain is as
follows:

5.1.1 Inputs
The buyer supplies TCb(Q,w) � wD +SbD

Q + (Q2 + kδ)hb+
BbδG(k)D/Q, where Sb, hb, k, Bb, δ, and G(k) are the buyer’s
private (cost and capacity) information.

The seller supplies TCs(Q,w) � CD + hsQ
2 + SsD

Q − wD,where hs,
Ss, and C are the seller’s private (cost and capacity) information.

5.1.2 Outputs
The partners learn Qj � ���������������������������

2D[Sb + Ss + BbδG(k)]/(hb + hs)
√

with any private (cost and capacity) information preservation.

5.1.3 Assumptions
The formula Qj � ���������������������������

2D[Sb + Ss + BbδG(k)]/(hb + hs)
√

is public
information.

Therefore, the buyer and seller’s goals are to compute the
formula for Qj while preserving their private information.

In computer science, formulas are often represented by circuits.
So, we construct a circuit for the computation of Qj, which is
displayed in Figure 1.

In Figure 1, in the circuit, on the top, the red values denote the
private part of the seller’s input, and on the left, the red values denote
those of the buyer.

5.1.4 Protocol steps
The buyer holds two values (hb, Sb + BbδG(k)), and the seller

holds two values (hs, Ss).
The common goal is to compute [Sb + Ss + BbδG(k)]/(hb + hs)

because 2D is public information.
Step 1 The buyer generates U1 (random number), and the seller
generates U2 (random number).

Step 2 The buyer and the seller use Secure two-party add-product
protocol (Supplementary Appendix S3), the buyer obtains d1, and
the seller obtains d2, where d1 + d2 � (U1 + U2)(Sb + BbδG(k) +
Ss) × 2D.
Step 3 The buyer and the seller use secure two-party add-product
protocol, which are as follows:

Inputs: the buyer has two reals (x1, y1), and the seller has two
reals (x2, y2).

Outputs: the buyer obtains r1, and the seller obtains r2, where
r1 + r2 � (x1 + x2)(y1 + y2).

The detailed demonstration process is in Supplementary
Appendix S3.

The buyer receives n1, and the seller receives n2, where n1 +
n2 � (U1 + U2)(hb + hs).
Step 4 The buyer sends n1 to the seller, the seller computes
n � n1 + n2, and the seller sends n to the buyer.
Step 5 The buyer and the seller independently compute
s1 � d1

n , s2 � d2
n , and s1, s2 obey the equation:

s1 + s2 � d1 + d2

n1 + n2
� Sb + BbδG k( ) + Ss( ) × 2D/ hb + hs( ) � Qj( )2

5.1.5 Analysis of the protocol
• Information disclosure:

The security in the second (third) step is guaranteed by
secure two-party add-product protocol (Supplementary
Appendix S3). The independent computation in the 5th step
is private. Next, the security of computation in the 4th step is
discussed.

The buyer and the seller know the following equation:

d1 + d2 � U1 + U2( ) Sb + BbδG k( ) + Ss( ) × 2D (20)
n � n1 + n2 � U1 + U2( ) hb + hs( ) (21)

For the buyer (the seller), there are 5 unknown reals: d2, U2, n2,
hs, Ss(d1, U1, n1, hb, Sb + BbδG(k)). Neither party can know the
secret input of another participant.

FIGURE 1
Circuit for computation of privacy preserving joint-ordering.
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• Computational complexity:

The protocol used two times Secure two-party add-product
protocol (Supplementary Appendix S3).

• Communication complexity:

The protocol only requires communication between the buyer
and the seller; both sides know the value of Qj.

5.2 Privacy preserving quantity discounts
design

To implement the quantity discount, that is, to let the seller
adjust the sales price from w to w1, the buyer and the seller need to
provide the total annual cost when making their own decisions, and
then inform both parties of the quantity discount information w1,
which are as follows:

5.2.1 Inputs
The buyer supplies TCb(Q,w) � wD + SbD

Q + (Q2 + kδ)hb+
BbδG(k)D/Q,where Sb, hb, k, Bb, δ, and G(k) are the buyer’s
private information.

The seller supplies TCs(Q,w) � CD + hsQ
2 + SsD

Q − wD,where hs,
Ss, and C are the private information of the seller.

Coordination factor α, where α ∈ (0, 1) is a random number,
which is determined by the bargaining power of both sides, the seller
generates a random number α.

5.2.2 Outputs
The seller and buyer learn the quantity discount w1 while

preserving their private information.

5.2.3 Assumptions
The seller and the buyer’s goal is to compute w1 with stochastic

quantity discounts because Qj is public information.
We reformulate the stochastic quantity discounts to w1 �

w1
max − α(w1

max − w1
min),where α ∈ (0, 1) is a random number.

qw1
max � w − hb Q′ − Q*( )

2
+ Sb + BbδG k( )[ ] D

Q′ −
D

Q*
( ){ } ÷ D

w1
min � w − Ss

D

Q*
− D

Q′( ) − hs Q′ − Q*( )
2

[ ] ÷ D

∴w1 � w1
max − α w1

max − w1
min( )

� w1
max − α w1

max − w( ) − α ×
Ss
Q*

− α ×
hsQ*
2D

+ α ×
Ss
Q′ + hsQ′/2D( )

Therefore, w1 is only a function that requires inputs
(w1

max, w1
max − w, 1

Q*, Q*) from the buyer and
(−α,−α × Ss,−α × hs

2D, α × (Ss
Q′ + hsQ′/2D)) from the seller.

Because w and Qj (public information) are known to the buyer,
then the buyer can dependably compute (w1

max,w1
max − w, 1

Q*, Q*).

Because α is a random number, that is, in contrast, determined
by the bargaining power of both sides, the seller generates a random
number α.

The seller can compute (−α,−α × Ss,−α × hs
2D, α × (Ss

Q′ + hsQ′
2D )).

Where,
w1

max − α(w1
max − w) − α × Ss

Q* − α × hsQ*
2D + α × (Ss

Q′ + hsQ′
2D )

� w1
max, w1

max − w,
1
Q*

, Q*, 1( ) × (1,−α,−α × Ss,−α ×
hs
2D

, α

×
Ss
Q′ + hsQ′/2D( ))

The flowchart of privacy preserving quantity discounts design is
shown in Figure 2.

In Figure 2, the buyer independently computes vector X, and the
seller independently computes vector Y based on Qj and α. The red
values denote the private information of the buyer and the seller.
The buyer and the seller determine the allocation of overall reduced
costs, which is determined by the bargaining power of both parties to
the contract, and the seller generates a random number α. Based on
the foundation of OT, the calculation framework of privacy
preserving quantity discounts design is given in Figure 2.

5.2.4 Protocol steps
Step 1 The buyer and the seller use privacy-preserving optimal joint-
ordering quantity protocols, and the seller obtain Qj.
Step 2 The buyer and the seller determine the allocation of overall
reduced costs, which is determined by the bargaining power of both
parties to the contract, and the seller generates a random number α.
Step 3 The buyer independently computes vector
X � (w1

max, w1
max − w, 1

Q*, Q*, 1), and the seller independently
computes vector Y � (1,−α,−α × Ss,−α × hs

2D, α × (Ss
Q′ + hsQ′

2D )).
Step 4 The buyer and the seller using secure two-party real product
protocol (Supplementary Appendix S2), the buyer obtains
u � X × YT + v, and the seller obtains v, where the letter T
stands for ‘transpose’.

5.2.5 Analysis of protocol
• Information disclosure:

Protocol 5.1 guarantees security in the first step. The
independent computation in the 2nd and 3rd steps is secure.
Secure two-party real product protocol (Supplementary Appendix
S2) guarantees security in the fourth step.

• Computational complexity:

The protocol uses secure two-party add-product protocol
(Supplementary Appendix S3) twice and Secure two-party real
product protocol (Supplementary Appendix S2) once.

• Communication complexity:

The protocol requires communication between the buyer and
the seller only; both sides of the calculation know the value of w1.
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6 Numerical simulation

In this section, we carry out a numerical simulation on joint
ordering, joint ordering for privacy protection, and quantity
discount for privacy protection.

6.1 Numerical simulation of joint ordering
strategy

According to the previous conclusions, the annual costs of the
buyer and the seller under independent decision-making and joint
decision-making should be numerically simulated and then
compared. The details are as follows.

6.1.1 Steps
First, assume the target stock-out probability p(k) determined

by the buyer is 0.1 (0.1 is randomly selected, and other values are also
acceptable).

Second, as G(k) represents the distribution function of standard
normal variables, query standard normal distribution function table,
and k � 1.28, and G(k) � 0.048 can be obtained. Other parameters
of the buyer and the seller, such as D, Sb, hb, Bb, etc., are listed in
Table 2. Assume that the cost allocation mechanism negotiated by
the buyer and the seller is α � 0.4.

Third, no price discount is considered in Table 3. The results
from the model based on quantity coordination are shown in
Table 4. A negative cost for the seller means that it is his profit.

6.1.2 Results
Comparing the seller’s pricing and the buyer’s order under the

above two conditions reveals that when adopting the quantity
coordination strategy, the buyer’s order quantity increases
significantly, and the costs of both parties are reduced. These two

benefits greatly reduce the costs of both buyers and sellers, and the
supply chain achieves efficient operations and a win-win outcome.

Then, adjust the value of α to observe the cost change of the
supply chain system, and the results are listed in Table 5. From
Table 5, it can be inferred that the strength of negotiation between
buyers and sellers determines the flow of overall profit savings in the
supply chain, but the total cost savings are fixed.

Furthermore, from Table 5, we extract the cost saving ratio of all
parties in the supply chain system and plot it in the coordinate
system, as shown in Figure 3.

In Figure 3, the abscissa α represents the proportion obtained by
the buyer when allocate the cost saved through coordination
between the buyer and the seller; and the vertical coordinate
represents the proportion of cost savings (%). The blue bar chart
represents the buyer, the red bar chart represents the seller, and the
black bar chart represents the overall supply chain. For the seller, a
negative cost means that it is his profit.

When the buyer makes an independent decision, the optimal
ordering strategy of individual cost is adopted. The ordering
quantity is 243, the purchase price is 50, the cost is 160,364, the
ordering cost of the seller is −89,673, and the total supply chain cost
is 70,690. When the buyer and the seller use privacy-preserving
joint-ordering policy protocols, the order quantity is 423, and the
buyer gets 40% of the cost saved by the supply chain. The order price
is 49.26, the buyer’s cost is 159,292.5, the seller’s cost is −91,282.02,

FIGURE 2
Flowchart of privacy preserving quantity discounts design.

TABLE 2 Numerical value of simulation parameters.

Parameter D Sb hb Bb K δ w Ss hs C

The buyer 3,000 200 30 60 1.28 80 50

The seller 900 10 16
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TABLE 3 Basic model without price discount.

Q w wmin wmax Cost Cost savings Proportion of savings %

The buyer 243.1 50 50 50 160364.5 ---- ----

The seller −89677.29 ---- ----

Joint cost 70687.22 ----

TABLE 4 The improved model of quantity coordination.

Q w wmin wmax Cost Cost savings Proportion of savings %

The buyer 423 49.26 48.72 49.62 159293.8 1,070.74 0.6

The seller −91283.41 1,606.12 −1.76

Joint cost 68010.34 2,676.87 3.79

TABLE 5 Cost change under different α (wmin � 48.72, wmax � 49.62).

α w The buyer
cost

Cost
savings

Proportion of
savings %

The seller
cost

Cost
savings

Proportion of
savings %

Joint cost
savings

0.01 49.61 160337.7 26.77 0.02 −92327.39 2,650.10 −2.96 2,676.87

0.3 49.35 159561.4 803.06 0.50 −91551 1873.81 −2.09 2,676.87

0.4 49.26 159292.5 1,072 0.6 −91282.02 1,608.11 −1.76 2,676.87

0.5 49.17 159026.1 1,338.43 0.83 −91015.73 1,338.43 −1.49 2,676.87

0.6 49.08 158758.4 1,606.12 1.00 −90748.04 1,070.75 −1.19 2,676.87

0.7 48.99 158490.7 1873.81 1.17 −90480.35 803.06 −0.89 2,676.87

0.8 48.90 158223 2,141.50 1.34 −90212.66 535.37 −0.59 2,676.87

0.99 48.73 157714.4 2,650.10 1.65 −89704.06 26.77 −0.03 2,676.87

FIGURE 3
Cost saving ratio of all parties in the supply chain system.
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and the total supply chain cost is 68,010.48. Through collaborative
ordering, the buyer’s cost, the seller’s cost, and the total supply
chain’s cost all decrease.

Figure 3 shows the comparative analysis of the cost savings ratio
between buyers and sellers under different profit distribution ratios. As can
be seen fromFigure 3, the total cost savings arefixed; the larger the α is, the
more cost savings in the supply chain will flow to buyers; the smaller the α
is, the more the cost savings in the supply chain flow to selling.

6.2 Numerical simulation of joint ordering
for privacy protection

Taking the data in Table 2 as an example, the following
calculates the privacy-preserving joint-ordering policy protocols.

6.2.1 Steps
Step 1 The buyer uses Bb, δ, G(k) and private information Sb to
independently compute private information
S*b � 2D × (Sb + BbδG(k)), and H*

b � hb. The seller uses D and
private information Ss, hs to independently compute private
information S*s � 2D × Ss, H*

s � hs. The buyer holds two values
(1772832, 30), and the seller holds two values (5400000, 10).
Step 2 The buyer generatesU1 (random number 1024), and the seller
generates U2 (random number 2560). The buyer holds two values
(S*b � 2D × (Sb + BbδG(k)), H*

b � hb), and the seller holds two
values (S*s � 2D × Ss,H*

s � hs). The seller uses Secure two-party
add-product protocol (Supplementary Appendix S3), and the
calculation steps and principles are reported in Supplementary
Appendix S3. The buyer obtains d1 (10675782451.2), and the
seller obtains d2 (15031647436.8), where

d1 + d2 � U1 + U2( ) Sb + BbδG k( ) + Ss( ) × 2D � 2507429888.

Step 3 The buyer and the seller use secure two-party add-product
protocol (Supplementary Appendix S3), and the calculation steps
and principles and principles are reported in Supplementary
Appendix S3. The buyer obtains n1 (86016), and the seller
obtains n2 (57344), where

n1 + n2 � 86016 + 57344 � U1 + U2( ) hb + hs( ) � 143360.

Step 4 The buyer sends n1 to the seller, the seller computes
n � n1 + n2 � 143360, and the seller sends n to the buyer.
Step 5 The buyer and the seller independently compute
s1 � d1

n � 74468.35, and s2 � d2
n � 104852.5, and s1, s2 obey the

equation:

s1 + s2 � d1 + d2

n1 + n2
� 179320.9

� U1 + U2( ) Sb + BbδG k( ) + Ss( ) × 2D
U1 + U2( ) hb + hs( ) � 179320.9

so, we can obtain Qj � ��������
179320.9

√
.

6.2.2 Analysis
• Information disclosure:

The security in the second and third step is guaranteed by secure
two-party add-product protocol (Supplementary Appendix S3). The

independent computation in the 5th step is private. Then, the
security of computation in the 4th step is discussed.

The buyer and the seller know the Equations 20, 21, for the buyer
(the seller), there are 5 unknown reals:d2, U2, n2, hs, Ss (d1, U1, n1,
hb, Sb + BbδG(k). Neither party can know the secret input of another
participant.

• Computational complexity:

The protocol used two times secure two-party add-product
protocol (Supplementary Appendix S3).

• Communication complexity:

The protocol only requires communication between the buyer
and the seller; both sides know the value of Qj.

6.3 Numerical simulation of quantity
discount for privacy protection

The following calculates the privacy-preserving quantity discount.

6.3.1 Steps
Step 1 The buyer and the seller use privacy-preserving joint-ordering
policy protocols, and the buyer and the seller obtain Qj ���������
179320.9

√ � 423.
Step 2 The buyer and the seller determine the allocation of overall
reduced costs, and the seller generates a random number α � 0.4.
Step 3 The buyer independently computes vector:

X � w1
max, w1

max − w,
1
Q*

, Q*, 1( ) � 49.62,−0.38, 0.0041, 243, 1( )

where
w1

max � w − hb(Q′−Q*)
2 + [Sb + BbδG(k)](D

Q′ − D
Q*){ } ÷ D � 49.62

The seller independently computes vector:

Y � 1|,−α,−α × Ss,−α ×
hs
2D

, α ×
Ss
Q′ +

hsQ′
2D

( )(
� 1,−0.4,−360,−0.00067, 1.333( ))

where w1
min � w − [Ss(D

Q* − D
Q′) − hs(Q′−Q*)

2 ] ÷ D � 48.72
Step 4 The buyer and the seller use secure two-party real product
protocol (Supplementary Appendix 2), and the calculation steps and
principles are presented in Supplementary Appendix S4, The buyer
obtains u � X × YT + v � 49.26 + 10.34 � 59.60, and the seller
obtains v(10.34), where the letter T stands for ‘transpose’.

6.3.2 Analysis
• Information disclosure:

Secure two-party real product protocol guarantees security in
the first step. The independent computation in the 2nd and 3rd steps
is secure. Secure two-party real product protocol (Supplementary
Appendix S2) guarantees security in the fourth step.

• Computational complexity:
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The protocol uses secure two-party add-product protocol
(Supplementary Appendix S3) twice and Secure two-party real
product protocol (Supplementary Appendix S2) once.

• Communication complexity:

The protocol requires communication between the retailer and
the seller only; both sides of the calculation know the value of w1.

6.4 Global analysis

In brief, there is no information sharing, that is, when the buyer
makes independent decisions, he can not get a discount subsidy, and
the order cost is very high at this time; under the perfect information
sharing, the use of collaborative ordering can reduce various costs;
however, due to fear of private information leakage, perfect
information sharing cannot be carried out in reality.
Collaborative ordering under perfect information sharing through
SMC was realized, and all costs of the supply chain system were
reduced, which was further verified by the numerical simulation.

7 Conclusion and discussion

In this paper, we assume that themarket demand is random, and the
seller and the buyer share information and make decisions together like
two departments of the same company. We analyze the optimal joint
order quantity under probabilistic demand, and design the quantity
discount model and profit distribution mechanism. Under a certain
quantity discount mechanism and profit distribution strategy, both the
seller and the buyer can reduce costs. The quantity discount model and
profit distributionmechanism designed require supply chainmembers to
share information. In order to protect the privacy of members and
improve the willingness of supply chain members to share information,
we designed a privacy protection joint ordering policy protocol and
privacy protection quantity discount policy based on SMC technology.
Then, the joint ordering strategy, the privacy-preserving joint ordering
strategy and the quantity discount protocol are numerically simulated.
The numerical simulation results show that the privacy-preserving
quantity discount coordination mechanism designed by us can reduce
the cost of supply chain members to varying degrees and effectively
protect the shared information of supply chain members.

Our research is based on the classic one buyer and one seller supply
chain system, and the proposed joint ordering strategy and quantity
discount design with privacy protection have a certain practical
significance, which is helpful to the research of cost optimization of
the system in complex supply chain systems. But there are several
limitations. First, the shared information discussed in this paper is all
quantitative information. There are still a lot of qualitative information to
be shared in supply chain collaborative optimization. Whether supply
chain collaborative optimization can make cooperative decisions under
the protection of qualitative information deserves further study. Second,
enterprises participating in collaborative optimization of supply chain
under the protection of private information share their own information,
but different private information shared by enterprises will bring different
benefits to collaborative optimization. The rational distribution
mechanism should be to distribute the value of collaborative

optimization reasonably according to private information. Therefore,
how to distribute the additional benefits of collaborative optimization
reasonably according to the utility of information is the direction that
needs further research. Third, there are more buyers or multitier supply
chain structures in reality, under these complex circumstances, the joint
ordering strategy with privacy protection and quantity discount scheme
need to be designed and solved urgently.
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