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Ubiquitination is a post-translational modification that plays essential roles in various physiological and pathological processes. Protein ubiquitination depends on E3 ubiquitin ligases that catalyze the conjugation of ubiquitin molecules on lysine residues of targeted substrates. RING finger protein 115 (RNF115), also known as breast cancer associated gene 2 (BCA2) and Rab7-interacting RING finger protein (Rabring7), has been identified as a highly expressed protein in breast cancer cells and tissues. Later, it has been demonstrated that RNF115 catalyzes ubiquitination of a series of proteins to modulate a number of signaling pathways, and thereby regulates viral infections, autoimmunity, cell proliferation and death and tumorigenesis. In this review, we introduce the identification, expression and activity regulation of RNF115, summarize the substrates and functions of RNF115 in different pathways, and discuss the roles of RNF115 as a biomarker or therapeutic target in diseases.
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Introduction

Ubiquitin is a 76-amino-acid highly conserved protein that is covalently conjugated to and commonly forms polyubiquitin chains on the lysine residues of protein substrates (1). Such a modification by ubiquitin is known as ubiquitination that is sequentially mediated by a three-enzyme cascade consisting of E1 ubiquitin-activating enzyme, E2 ubiquitin-conjugating enzyme and E3 ubiquitin ligase. E1 activates the C terminal carboxyl group of ubiquitin and transfers it to the active site cysteine of E2 to form a thioester bond. Subsequently, E3 ubiquitin ligases catalyze the transfer of the C terminal carboxyl group of ubiquitin to the ϵ-amino group of a lysine residue in the substrate to form an iso-peptide bond (2). Consecutively, more ubiquitin molecules can be linked to one another to form a K-X-linked or linear polyubiquitin chain (X represents the lysine residue on one ubiquitin whose ϵ-amino group is linked to the C terminal carboxyl group of another) that determines the function and fate of substrate proteins. For example, K48- or K11-linked polyubiquitin modifications often dictate proteins for proteasome degradation (3), whereas K63- or K27-linked polyubiquitin modifications serve as signaling platforms for protein activation and recruitment of downstream proteins (4).

The E3 ubiquitin ligases control the efficiency, substrate specificity and ubiquitin linkage specificity and therefore constitute the core of the ubiquitination reaction (5). To exploit the functionality of protein ubiquitination, the human genome encodes more than 600 E3 ubiquitin ligases that are classified into five families: the really interesting new gene (RING) finger proteins (6), the homologous to E6- anaphase-promoting complex (APC) terminus (HECT) proteins (7), the RING-in-between-RING (RBR) proteins (8), the U-box domain-containing proteins (9), and the plant homeodomain (PHD) finger proteins (10). The RING finger E3 ligases are the largest family and function alone or as a component of the cullin-RING ligase (CRL) complex to catalyze the ubiquitination of substrates (11). By catalyzing ubiquitination of substrates, RING finger proteins exert various cellular and physiological functions including immune responses, development and tumorigenesis. For example, the RING finger protein MDM2 targets p53 for degradation in human cancers (12), and another RING finger protein Cbl regulates immune system development and function by catalyzing ubiquitination of a number of substrates including CD3, FLT3, and IRF4 (13). It is of great interest and importance to characterize the functions of RING finger E3 ubiquitin ligases by identifying their targets and regulatory mechanisms.

RNF115 which is also known as Rabing7 (Rab7-interacting RING finger protein), BCA2 (breast cancer-associated gene 2) and ZNF364 (Zinc finger domain-containing protein 364) belongs to the RING finger family and functions independent of the CRL system to catalyze polyubiquitination of various substrates (14, 15). The available studies on RNF115 have demonstrated that RNF115 functions dependently on its E3 ligase activity, indicating that the ubiquitination of substrates mediates the functions of RNF115. In this review, we first introduce the identification and biochemistry of RNF115, including the expression, structure, and regulatory mechanisms. Then, we summarize the substrates and signaling pathways that are regulated by RNF115. Finally, we review the physiological and pathological functions of RNF115 and make perspectives on the future research about RNF115.



The Identification and Biochemistry of RNF115


The Identification of RNF115

By using a subtractive cloning technique, Burger et al. have obtained hundreds of cDNA clones that encode genes differentially expressed in breast cancer cell lines compared to normal breast cell lines (16, 17). Subsequently, a 325 bp partial cDNA sequence of the RNF115 gene originally termed T3A12 was identified in the cDNA library (16). Later, the full-length sequence of RNF115 mRNA was cloned and named as BCA2 that was identical to the hypothetical zinc finger protein ZNF364 (GenBank accession no. NM_014455) (14). Earlier than this study, another group identified mouse RNF115 as a Rab7-associated protein by yeast two-hybrid assays with Rab7 as the bait to screen Rab7-interacting proteins from a murine immature B cell cDNA library. It was found that such a protein was identical to a clone encoding ZNF364 (GenBank accession no. MN_026406) and named as Rabring7 (Rab7-interacting RING finger protein) (15).

Soon after the release of the complete human genome sequence, the human RNF115 gene has been mapped to chromosome 1q21.1 where frequent chromosomal imbalances have been reported in breast cancer (18, 19). The RNF115 gene consists of 9 exons spanning 88,228 bp of genomic DNA. It is predicted that there are 6 isoforms of mature RNF115 mRNA and the longest one is 9,135 nt with an open reading frame of 915 nt encoding a 304 aa polypeptide. The mouse Rnf115 gene is located at chromosome 3 and similarly consists of 9 exons spanning 63,545 bp of genomic DNA. It is predicted that there are three different isoforms and the longest one is 2265 nt with an open reading frame of 918 nt encoding a 305 aa polypeptide. More recently, the RNF115 genes of large yellow croaker and feline have been cloned to encode proteins consisting of 295 aa and 305 aa, respectively (20, 21). Bioinformatics studies suggest that RNF115 contains an N-terminal C2/C2 ubiquitin-binding zinc finger (BCA2 Zinc-Finger, BZF) domain and a C-terminal RING-H2 domain that are evolutionarily conserved from nematodes to mammals (22–24) (Figure 1). Results from Northern blot and immunoblot assays have demonstrated that RNF115 is widely expressed in various human and mouse tissues including heart, lung, liver and testis, in cell lines such as MCF7, MDA-MB-468, WEHI231, MDCK and BHK cells, and in primary murine cells including mouse embryonic fibroblasts (MEFs), bone marrow-derived dendritic cells (BMDCs), bone marrow-derived macrophage (BMDMs) and peripheral blood monocyte-derived DCs (14, 15, 25). Collectively, these early studies show that RNF115 is a zinc finger and RING finger domain-containing protein that is widely expressed in various tissues and cells and upregulated in breast tumors.




Figure 1 | Conserved domains of RNF115. The BZF domain (yellow) binds ubiquitin and is the site of RNF115 auto-ubiquitination (ubiquitinated lysine residues are shown in red). The 14-3-3 binding domain (green) is site of RNF115-14-3-3 interaction (AKT phosphorylation residues are shown in red). The RING H2 domain (blue) is the site of RNF115 autoubiquitination. The E3 ligase activity residues were shown in red.





The E3 Ligase Activity of RNF115

Because RNF115 contains a typical RING finger domain, the E3 ligase activity of RNF115 has been extensively studied. It has been observed that RNF115 purified by affinity chromatography from the baculovirus expression system in Sf9 cells efficiently induces the formation of a high molecular weight smear on the anti-ubiquitin immunoblots in the presence of ubiquitin, E1 and E2s such as Ubc2, Ubc4, UbcH5 and UbcH6 (26). In addition, the endogenous BCA2 purified from MCF7 and T47D breast cancer cell lines also promotes the formation of ubiquitin smears when incubated with recombinant UbcH5b, ubiquitin, and E1 (14). Such ubiquitin smears are completely abolished when the C228/231 of hRNF115 (and the C229 of mRNF115) are mutated into A (14, 26, 27), indicating that C228/231 in the RING domain are conserved catalytic sites of RNF115. It has been shown that E3 ubiquitin ligases exert distinct ubiquitin linkage specificity in the context of different E2s. For example, RNF126, a homologue of RNF115, catalyzes K63- and K48-linked polyubiquitin chains in the presence of Ubc13/Uev1a and UbcH5b, respectively (27). However, RNF115 catalyzes K63- and K48-linked polyubiquitin chains in the presence of UbcH5b, whereas RNF115 does not induce ubiquitination in the presence of Ubc13/Uev1a (27), indicating that RNF115 does not preferentially use Ubc13/Uev1a as an E2 enzyme to build diverse ubiquitin linkages.

In an attempt to identify RNF115-binding partners, Amemiya et al. screened the human breast and fetal brain cDNA libraries by using the Bacterio-Match II system and identified polyubiquitin C and ubiquitin A-52 ribosomal fusion protein as RNF115 interactors (23). It is found that the BZF domain of RNF115 binds to ubiquitin with a Kd of 29.6 (± 3.2) μM, showing a much higher affinity compared with other known ubiquitin-binding domains such as Npl4 zinc finger (NZF) and Mud1 ubiquitin-associated (UBA) domain (23). Mutation of Cys22/25 of RNF115 into A completely diminishes ubiquitin binding but has minimal effects on RNF115-mediated synthesis of K63- and K48-linked polyubiquitin chains (27). These findings demonstrate that RNF115 exerts E3 ligase activity through the C terminal RING domains but independently of its ubiquitin-binding activity through the N terminal BZF domain.

The screening assays with the Bacterio-Match II system also identified UBC9, an E2 for SUMOylation, as an RNF115-interacting protein (23, 28), indicating that RNF115 might be involved in SUMOylation. In support of this notion, it has been reported that RNF115 catalyzes SUMOylation of IκBα in the presence of Ubc9 but not UbcH5, leading to the stabilization of IκBα and inactivation of NF-κB (29). In addition, the RING domain of RNF115 alone could sufficiently inhibit the activation of NF-κB, whereas the RNF115C228/231A fails to SUMOylate IκBα (29), indicating that the N terminal BZF domain is dispensable for SUMOylation activity. Therefore, RNF115 exerts dual ubiquitin and SUMO ligase activities in a manner dependently on its C terminal RING domain in the presence of different E2s.



The Autoubiquitination of RNF115

It should be noted that RNF115 catalyzes the formation of ubiquitin smear in the above in vitro ubiquitination system in which no “substrates” exist (14, 26, 27). It is soon realized that RNF115 itself serves as the substrate and observed that RNF115 catalyzes autoubiquitination within 60 min in the in vitro time course ubiquitination assays (14, 20, 23, 26). In addition, mutation of either K26 or K32 into R of RNF115 impaired the autoubiquitination and simultaneous mutation of the two lysine residues completely abolishes the autoubiquitination (23). Interestingly, however, RNF115K26/32R still inhibits NF-κB activity and catalyzes SUMOylation of IκBα (29), indicating that RNF115K26/32R possesses catalytic activity and that K26/32 residues are the autoubiquitination sites of RNF115.

Although RNF115 purified from bacteria catalyzes both K48- and K63-linked polyubiquitin chains in vitro (27), the autoubiquitination of RNF115 in cells seems to be K48-linked and susceptible to proteasome-dependent degradation (14). In support of this notion, cycloheximide (CHX) treatment induces rapid degradation of RNF115 that is blocked by the proteasome inhibitor MG132, and RNF115C228/231A fails to induce autoubiquitination or degradation in cells (14, 25). In addition, MG132 treatment increases the spontaneous ubiquitination of RNF115 and leads to the accumulation of RNF115 protein, indicating a constitutive ubiquitination and degradation of RNF115 in cells (23, 25). The basal ubiquitination and degradation of RNF115 are inhibited by RAD23A (also known as hHR23a) and 14-3-3σ in cells, as the expression of RAD23A or 14-3-3σ substantially maintains the levels of RNF115 protein in the presence of CHX (30). Considering RNF115 also serves as a SUMO ligase, it is unknown whether and how RNF115 catalyzes self-SUMOylation in cells and in vitro.



The Transcriptional and Post-Transcriptional Regulation of RNF115

It has been found that RNF115 is highly expressed in breast cancer cells and co-expressed with the estrogen receptor (ER) in more than 70% ER-positive invasive breast ductal carcinomas (16, 17, 28). ERα is a hormone receptor transcription factor that mediates transcription of a large number of genes upon ligand binding. Interestingly, estrogen treatment significantly upregulates the RNF115 mRNA in a dose-dependent manner in ER-positive T47D and MCF7 breast cancer cells as well as in ER-negative MDA-MB-231 cells stably transfected with ER (28, 31), whereas knockdown of ER substantially impairs the RNF115 mRNA levels (31). Bioinformatics analyses have identified a potential ER binding site on the promoter of RNF115 gene that is bound to ER after estrogen treatment as revealed by chromatin immunoprecipitation (ChIP)-qPCR assays in MCF7 cells (31). These findings clearly suggest ER functions as an essential transcription factor for RNF115.

Besides estrogen, treatment with proinflammatory cytokines such as interleukin 6 (IL-6) and tumor necrosis factor alpha (TNFα) and infection with RNA viruses also induce the upregulation of RNF115 in various cell lines and primary human and mouse cells (25, 29). Though it is implicated that NF-κB binding sites exist in the promoter of RNF115 gene, knockout of p65, a subunit of NF-κB, has minimal effects on RNA virus-induced upregulation of RNF115 (25), indicating that the classical NF-κB complex is dispensable for transcription of RNF115. Because bioinformatics analyses suggest potential AP-1 binding sites in the promoter of RNF115 gene and AP-1 transcription factors are commonly activated by TNFα and viral infections, it is possible that the upregulation of RNF115 mRNA is mediated by AP-1 transcription factors downstream proinflammatory cytokines and viral infections.

The levels of RNF115 mRNA and RNF115 protein are also regulated at post-transcriptional levels. It has been observed that Actinomycin D treatment abolishes the upregulation of Rnf115 mRNA in primary MEFs after vesicular stomatitis virus (VSV) infection. However, the protein levels of RNF115 are still upregulated by VSV infection or by transfection of poly (I:C) in the presence of Actinomycin D (25). In addition, VSV infection or transfection of poly (I:C) maintains RNF115 protein to a certain level in the presence of CHX (25). These data suggest that RNF115 is regulated at transcriptional, translational, and posttranslational levels after RNA virus infections. However, interestingly, infections with the DNA virus herpes simplex virus 1 (HSV-1) and transfection of dsDNA fail to upregulate or maintain the RNF115 protein or Rnf115 mRNA in the presence or absence of Actinomycin D or CHX (25), indicating distinct transcriptional and post-transcriptional regulatory mechanisms of RNF115 by RNA and DNA viruses that require further investigations. Several microRNAs have been reported to target RNF115 mRNA and it is of interest to examine whether such a differential regulation of posttranscriptional regulation of RNF115 depends on the miRNAs (32, 33).

It has been observed that RNF115 is phosphorylated by AKT in vitro and sequence analyses suggest a conserved ATK-phosphorylation motif (128-RSRGSS-133) of RNF115 (34). Mutation of S132/133 into A and knockdown or inhibition of AKT activity abrogates AKT1-mediated phosphorylation of RNF115 in vitro and in cells (35), suggesting that AKT1 phosphorylates RNF115 on S132/133. Such a phosphorylation leads to the recruitment of 14-3-3 chaperone proteins that inhibit the autoubiquitination and degradation of RNF115 (34). In support of this notion, RNF115S132/133A becomes unstable compared to wild-type RNF115 in cells (35), although RNF115S132/133A and RNF115 are similarly autoubiquitinated in vitro (23). In addition, knockdown or inhibition of AKT1 or disruption of RNF115-14-3-3 interactions substantially destabilizes RNF115 protein in various cell lines and primary mouse cells (35, 36). Taken together, these findings suggest a complicated and elegant crosstalk of different post-translational modifications, i.e. phosphorylation of RNF115 by AKT1 inhibits the autoubiquitination and degradation of RNF115 in cells.

The autoubiquitination of RNF115 is also counteracted by deubiquitinase USP9X. It has been recently reported that the deubiquitinase USP9X and RNF115 are correlatively upregulated in breast cancer tissue arrays and breast cancer cell lines (37). USP9X interacts with and counteracts the autoubiquitination of RNF115, thereby maintaining the stability of RNF115. Consistently, knockdown of USP9X leads to increased ubiquitination and degradation of RNF115 in cell lines. Such an observation should be validated in vivo with USP9X knockout mice.



The Subcellular Localization of RNF115

Earlier studies have shown that RNF115 is predominantly located in the cytoplasm in various cell lines (15, 30). Recently, it has been demonstrated that a fraction of RNF115 is located on mitochondria in primary mouse cells as revealed by cell fractionation assays and immunogold staining and electron microscopy analyses, and that the mitochondrial localization of RNF115 is not affected by viral infections (25). More recently, it has been shown that a portion of RNF115 is also colocalized with Calnexin (the ER marker) and GM130 (the Golgi apparatus marker) in immunostaining and confocal microscopy analyses (35), suggesting that RNF115 is located in multiple cellular organelles. In addition, the ER- and Golgi-localization of RNF115 is abolished by knockdown or inhibition of AKT1 or by mutation of S132/133 into A (35), indicating that AKT1-mediated phosphorylation of RNF115 is required for its localization on ER and Golgi apparatus. Interestingly, knockdown or inhibition of AKT1 or mutation of S132/133 into A abolishes the association between RNF115 and 14-3-3 proteins and blocking of 14-3-3 proteins interaction with RNF115 also impairs the ER- and Golgi-localization of RNF115. These biochemical and cellular findings have clearly demonstrated sequential steps of RNF115 localization on the ER and the Golgi apparatus, i.e. AKT1-mediated phosphorylation RNF115 on S132/133 recruits 14-3-3 proteins that escort RNF115 localization on the ER and the Golgi apparatus. It should be noted that the mitochondrial localization of RNF115 is minimally affected by mutation of S132/133 into A, by inhibition of AKT1 or by disruption of 14-3-3-RNF115 associations (35), indicating distinct mechanisms exist for the mitochondrial localization of RNF115. In this context, both RNF115 and RNF115S132/133A interact with RAB7 which has been shown to regulate mitochondria-lysosome contacts (35, 38). Whether and how RNF115 is located in mitochondria dependently on RAB7 require additional investigations.




The Substrates and Functions of RNF115

To date, more than a dozen of substrates of RNF115 have been identified since its discovery (Table 1). By catalyzing ubiquitination or SUMOylation of the substrates, RNF115 has been implicated in various pathways including innate immune signaling, intracellular vesicle trafficking, DNA damage repair, cell cycle and migration and autophagosomal formation.


Table 1 | Substrates of RNF115.




RNF115 in Antiviral Immunity

Several studies have suggested that RNF115 is a restriction factor for HIV-1 infection (Figure 2). It has been found that RNF115 interacts with tetherin to facilitate the internalization of newly synthesized HIV-1 particles on plasma membrane for lysosomal degradation, thereby preventing viral release from the infected cells (44). However, it is unclear whether RNF115 functions dependently on its enzymatic activity or whether RNF115 catalyzes the ubiquitination of tetherin. Later, it has been shown that RNF115 directly induces ubiquitination of HIV-1 Gag and targets it for lysosomal degradation in a manner dependent on its catalytic activity but independently of tetherin (39). More recently, two reports have demonstrated that RNF115 inhibits HIV-1-induced activation of NF-κB to restrict transcription of HIV-1 by targeting IκBα for SUMOylation (29, 45). These findings collectively indicate that RNF115 biochemically targets both viral and host factors to restrict HIV-1 infection in cultured cells with an in vitro overexpressed system, and thus further investigations are required to examine the role of RNF115 in HIV-1 infection in vivo under physiological conditions.




Figure 2 | The signaling pathways regulated by RNF115 in innate immunity. In steady state, RNF115 constitutively interacts with and catalyzes K48-linked ubiquitination of MAVS, leading to the proteasomal degradation of homeostatic MAVS. Upon infection with RNA viruses, RIG-I–MAVS interaction led to RNF115 dissociation from MAVS, thereby initiating downstream signal transduction. Moreover, RNF115 functions as a restriction factor for HIV-1 infection. Firstly, RNF115 interacts with BST2 to promote the newly synthesized HIV-1 particles on the plasma membrane for lysosomal degradation. Secondly, RNF115 directly catalyzes ubiquitination of HIV-1 Gag, leading to its lysosomal degradation independently on BST2. Thirdly, RNF115 targets IκBα for SUMOylation, inhibiting HIV-1-induced NF-κB activation and HIV-1 transcription. In addition, The 14-3-3 chaperones bind to AKT1-phosphorylated RNF115 and facilitate RNF115 localizing at the ER. RNF115 interacts with and induces K63-linked ubiquitination of MITA at ER during infection of DNA viruses, promoting aggregation of MITA and the production of type I IFNs and proinflammatory cytokines. RNF115 also interacts with TLRs and buds off the ER onto the coat protein complex II vesicles. RNF115 catalyzes K11-linked ubiquitination of RAB1A to inhibit the extraction of RAB1A by GDI1. In addition, RNF115 inhibits the post-Golgi trafficking of TLR2, TLR4, and TLR9 by catalyzing K11-linked ubiquitination on RAB13. Consequently, the trafficking of TLR4 from the Golgi apparatus to cell surface and the trafficking of TLR9 to cell surface en route to endolysosomes were inhibited. Finally, RNF115 also inhibits phagosome maturation during S. aureus infection.



A recent study has shown that RNF115 plays dual roles in innate immune responses against RNA and DNA viruses (25) (Figure 2). RNF115 interacts with the adaptor protein MAVS constitutively on mitochondria and induces K48-linked ubiquitination and proteasomal degradation of MAVS. VSV infection activates RIG-I that competitively binds to MAVS and thereby impairs RNF115-MAVS associations. Therefore, knockout of RNF115 results in accumulation of MAVS and hyper-resistance to RNA virus infections. In contrast, RNF115 interacts with another adaptor protein MITA to catalyze K63-linked ubiquitination of MITA on the ER after HSV-1 infection. Such a modification promotes the oligomerization of MITA and the recruitment of TBK1 and IRF3. As a result, deficiency of RNF115 leads to hyper-sensitivity to DNA virus infections. It should be noted that several RNA viruses activate MITA through various mechanisms and that VSV or SeV infections increase the ER localization of RNF115 (46–48). Thus, it is likely that RNF115 keeps MAVS in check under homeostatic conditions by catalyzing K48-linked ubiquitination of MAVS and promotes cellular antiviral responses after RNA virus infections by catalyzing K63-linked ubiquitination of MITA, respectively. Though it is observed that RNF115 constitutively exerts K48 linkage specificity on mitochondria, while HSV-1 infection somehow alters the ubiquitin linkage specificity of RNF115 by changing its location from mitochondria to ER, so far it is unclear how RNF115 exerts different ubiquitin linkage activities on different substrates or at distinct subcellular organelles. In addition, considering that MITA plays essential roles in self DNA-induced autoimmunity and tumor immunity (49), it is of great interest to examine whether and how RNF115 regulates autoimmunity and tumorigenesis in the future.



RNF115 in Cell Migration, Growth and Death

Because RNF115 is upregulated in breast cancer cells and tissues and negatively correlated with lymph nodes metastasis and disease-free survival for regional recurrence (14), the roles of RNF115 in cell growth and migration have been intensively investigated (Table 2). It has been shown that overexpression of RNF115 or RNF115C22/25A but not RNF115C228/231A significantly promotes the growth, proliferation and migration of NIH3T3, T47D and MCF7 cells (14, 23), whereas knockdown of RNF115 has an opposite effect, indicating a pro-growth role of RNF115 in cell lines dependently on its enzymatic activity. Later, it has been reported that RNF115 promotes DNA damage repair caused by ultraviolet light via interaction with ATM, γH2AX and Rad51. Consequently, knockdown of RNF115 increases DNA damage and leads to growth arrest of cell lines (50). It has been further observed that overexpression of RNF115 but not RNF115S132/133A or RNF115C228/231A inhibits and knockdown of RNF115 promotes the phosphorylation and activation of AMPKα1, respectively (36), indicating that both the enzymatic activity and the AKT-mediated phosphorylation of RNF115 are required for AMPK activation. In addition, knockdown of RNF115 or inhibition of AKT sensitizes metformin-mediated growth inhibition of multiple breast cancer cell lines. These observations are in agreement with the findings that RNF115 phosphorylation on S132/133 by AKT induces the ER, Golgi and endolysosome localization of RNF115 and AMPK functions at different subcellular compartments such as lysosome and ER for glucose sensing and energy metabolism (35, 53, 54). However, because RNF115 does not induce the ubiquitination of AMPKα1, the direct target of RNF115 for the regulation of AMPKα1 phosphorylation and activation remains to be identified.


Table 2 | The functional roles of RNF115 in cancer.



A lot of efforts have been made to identify the substrates of RNF115 for the regulation of cell growth and viability. It has been shown that overexpression of RNF115 interacts with ectopically expressed EGFR in a c-Cbl-dependent manner and catalyzes ubiquitination of and degradation of EGFR (26, 27). However, overexpression of RNF115 in cells reduces lysosomal degradation of endogenous EGFR after EGF stimulation which increases the duration of EGF signaling and EGFR phosphorylation in HeLa cells (51). In addition, RNF115 directly interacts with and promotes ubiquitination and degradation of p21 and knockdown of p21 partially rescues cell growth arrest caused by knockdown of RNF115 in ER+ breast cancer cells (40). In lung adenocarcinoma cell lines, RNF115 has been shown to catalyze the ubiquitination of p53 and knockdown of RNF115 significantly inhibits the cell viability in vitro by inducing G1 phase arrest and tumor growth in a xenograft model (41). Moreover, RNF115 overexpression promotes ubiquitination of adenomatous polyposis coli (APC) to modulate the Wnt/β-catenin pathway activation, and thereby promotes the proliferation and inhibits the apoptosis of lung adenocarcinoma cell lines (42). In contrast, however, another study has reported that RNF115 induces ubiquitination and degradation of c-Myc and thereby inhibits H1299 lung cancer cell growth (43). The reason behind the discrepancies remains unknown. It should be noted that all the experiments have been carried out with cell lines and xenograft models and that knockout of RNF115 does not affect the breeding of mice and the growth and development of mice and various types of cells (25). Therefore, the effects of RNF115 on cell migration, growth and death should be re-evaluated in vivo under physiological or pathological conditions.



RNF115 in Intracellular Trafficking and Autophagosomal Maturation

One of the earliest studies on RNF115 has characterized RNF115 as a RAB7-interacting protein (15). The RAB proteins are small GTPases that play essential roles in intracellular vesicle trafficking (55–57). Specifically, RAB7 is involved in late endocytic traffic and lysosome acidification as well as mitochondria-lysosome contact (38). It is observed that overexpression of RNF115 promotes the late endosome-lysosome fusion and acidification and the trafficking of HIV-1 viral particles to the lysosomes for degradation (15, 39, 44), whereas knockdown of RNF115 leads to the retention of EGFR in the late endocytic compartments and hyper-phosphorylation and stabilization of EGFR (27). However, it is unlikely that RNF115 regulates the endocytic trafficking or acidity via RAB7, as RNF115 does not induce ubiquitination of RAB7 (26). Instead, knockdown of RNF115 results in downregulation of Vps22, a component in the endosomal sorting complexes required for transport (ESCRT) II machinery (27), which might be responsible for the inhibition of the fusion of endosomes (or multivesicular body) and lysosomes. Interestingly, a recent study has reported that knockdown of RNF115 destabilizes SNX7, a component in the SNARE complex for membrane fusion of subcellular compartments, leads to elevation of endogenous LC3B-II protein and inhibits the fusion of autophagosomes with lysosomes in multiple cell lines (52). It should be noted that RNF115 ubiquitinates neither Vps22 nor SNX7, indicating an indirect regulation of Vps22 and SNX7 for autophagosome maturation and endosome-lysosome fusion by RNF115. Although the mechanisms are incompletely clear, these studies strongly suggest that depletion of RNF115 promotes the formation and movement of subcellular compartments possibly by blocking their fusion with lysosomes in cell lines.

It is until recently that the in vivo roles of RNF115 in the trafficking of subcellular compartments have been intensively studied. In an unbiased identification of proteins on IFNγ-induced phagosomes, Bilkei-Gorzo et al. have found that RNF115 and K63/48/11-linked polyubiquitin chains are significantly enriched on the phagosomes (58) (Figure 2). They further show that knockout of RNF115 promotes phagosome maturation and acidification in primary mouse macrophages under homeostatic conditions. Interestingly, quantitative proteomics data suggest that the ER and the peroxisome proteins are reduced in the phagosomes from RNF115 deficient macrophages compared to the wild-type macrophages, and such a reduction is fully rescued by reconstitution of RNF115 but not RNF115C228/231A into RNF115 KO macrophages (58). These data suggest an inhibitory role of RNF115 in phagosome maturation in primary mouse macrophages dependently on its E3 ligase activity, though the substrates of RNF115 remain to be characterized. More recently, it has been demonstrated that RNF115 catalyzes K11-linked ubiquitination of RAB1A and RAB13 to inhibit their association with guanosine diphosphate (GDP) dissociation inhibitor (GDI) for re-activation, thereby negatively modulating the trafficking from ER to Golgi apparatus and from Golgi apparatus to cell membrane in primary macrophages, dendritic cells and lung fibroblasts, respectively (35) (Figure 2). Consistently, knockout of RNF115 promotes the trafficking of TLRs from ER to Golgi apparatus and to lysosomes and cell membrane. Therefore, the RNF115 knockout mice are more resistant to bacterial infections and sensitive to imiquimod-induced autoimmunity (35, 58). In contrast, knockout of RNF115 does not affect the endocytosis of carboxylated particles or TLRs after ligands stimulation (35, 58). It should be noted that TNF- or IL-1β-induced secretion of CXCL1 or IL-6 is not affected by knockout of RNF115 and that the expression of MHC-I and the integrins CD11b or CD11c on cell surface through post-ER trafficking is comparable between wild-type and RNF115 deficient BMDCs (35), indicating that not all the trafficking of subcellular compartments such as the secretory pathway is regulated by RNF115. Collectively, these studies have revealed an essential role of RNF115 in inhibiting the post-ER trafficking of subcellular compartments by targeting non-degradative ubiquitination of RAB proteins in vivo.




Prognosis and Therapeutic Values of RNF115 in Diseases

RNF115 is highly expressed in invasive breast cancer and the levels of RNF115 are positively associated with ER levels in the tissue arrays of breast cancer (14, 28). Large scale genome wide-associated studies have identified two variants rs12405132 and rs17354678 at 1q21.1 where RNF115 is located as new susceptibility loci for breast cancer, though it is unclear how the variants affect RNF115 or other genes for the progression of breast cancer development (18, 32). Analyses with the bulk-seq database suggest that high expression of RNF115 is correlated with poor prognosis in gastric, ovarian and breast cancers, adrenocortical carcinoma, acute myeloid leukemia and kidney chromophobe (51, 59). In contrast, there are discrepancies for the roles of RNF115 in lung cancer, as high RNF115 mRNA levels are associated with an improvement in overall survival of lung cancer and poor overall survival of lung adenocarcinoma (41, 51). The reason behind the discrepancies is unclear. However, it has been shown that RNF115 promotes lung adenocarcinoma by targeting p53, APC and c-Myc for ubiquitination and degradation, indicating complicated roles of RNF115 in lung cancer (41–43). RNF115 is expressed in all renal oncocytoma cases and in cases designated as oncocytic neoplasm which favor oncocytoma but barely expressed in renal cell carcinoma (60). These findings suggest RNF115 as a prognostic factor for different types of cancers.

By analyzing rare copy number variants in heterotaxy syndrome patients with congenital heart defects, Liu et al., have found that genic deletion of RNF115 is a strong candidate associated with this disease (61). They further show that knockdown of rnf115 in zebrafish by morpholino oligos increases abnormal cardiac looping that is rescued by injection of rnf115 mRNA in the embryos. However, deletion of RNF115 in mice does not lead to obvious abnormalities including breeding, growth and development as long as one year without any challenges (25). Bioinformatics analysis suggests that RNF115 may be connected with the occurrence and development of atherosclerosis (62), which waits for further investigations in cellular and animal disease models.



Conclusive Remarks and Perspectives

Since the discovery of RNF115 about two decades ago, the roles of RNF115 in various signaling pathways and disease progression have been emerging. Though most of the studies on RNF115 have been performed in cell lines in vitro, they have substantially advanced our understanding of RNF115. In the future, more efforts should be made to investigate the in vivo functions and substrates of RNF115 in depth with animal models. The first step would be to systemically identify the differentially ubiquitinated proteins or peptides in wild-type and RNF115 knockout cells or tissues and then to biochemically examine whether RNF115 catalyzes ubiquitination of the proteins. In addition, it should be noted that there are the different isoforms of RNF115 in cells and all of the studies on RNF115 choose to study the longest one. Therefore, whether and how different RNF115 isoforms compensate each other to play similar or distinct functions require further investigations. RNF115 is an E3 ligase and most of the RNF115 functions depend on its ligase activity. It is conceivable to develop inhibitors for RNF115 to treat diseases and modulate pathways potentially regulated by RNF115 (63). Because of the multifaceted roles of RNF115 in various pathways by targeting different substrates, it should be careful to treat diseases with RNF115 as a target. For example, RNF115 negatively regulates TLRs-mediated signaling and autoimmunity and targeting RNF115 might promote TLR4-related sepsis or TLR7/9-related autoimmunity. In summary, systemic consideration of the multifaceted roles of RNF115 should be taken when exploring the in vivo roles of RNF115.
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Multidrug-resistant Acinetobacter baumannii is known to be one of the leading pathogens that cause severe nosocomial infections. To overcome eradication by the innate immune system during infection, A. baumannii developed a number of immune evasion strategies. Previously, we identified CipA as a plasminogen-binding and complement-inhibitory protein. Here we show that CipA inhibits all three complement activation pathways and interacts with key complement components C3, C3b, C4b, C5, Factor B, Factor D, and in particular Factor I. CipA also targets function of the C5 convertase as cleavage of C5 was impaired. Systematic screening of CipA variants identified two separate binding sites for C3b and a Factor I-interacting domain located at the C-terminus. Structure predictions using AlphaFold2 and binding analyses employing CipA variants lacking Factor I-binding capability confirmed that the orientation of the C-terminal domain is essential for the interaction with Factor I. Hence, our analyses point to a novel Factor I-dependent mechanisms of complement inactivation mediated by CipA of A. baumannii. Recruitment of Factor I by CipA initiates the assembly of a quadripartite complex following binding of either Factor H or C4b-binding protein to degrade C3b and C4b, respectively. Loss of Factor I binding in a CipA-deficient strain, or a strain producing a CipA variant lacking Factor I-binding capability, correlated with a higher susceptibility to human serum, indicating that recruitment of Factor I enables A. baumannii to resist complement-mediated killing.
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Introduction

Acinetobacter (A.) baumannii is considered as an emerging opportunistic pathogen of clinical significance and known to be a major cause of hospital-acquired infections (1–3). Of particular global concern and urgent health threat is the emergence of carbapenem-resistant or even pandrug-resistant A. baumannii (CRAB) (4–6). In 2017, the World Health Organization (WHO) has prioritized CRAB as critical pathogen for which drug research and development are urgently needed (7). In addition to extensive antibiotic resistance, the capability of this pathogen to overcome innate immunity enable A. baumannii to successfully establish infection in the human host (8, 9).

Complement is a central pillar of innate immunity and plays an important part in the defense against invading microorganisms, for the crosstalk with immune cells as well as for homeostasis (10, 11). Activation of the complement system is typically achieved by three canonical pathways: the classical, lectin, and alternative pathway (12, 13). Antibody-mediated activation of the classical pathway (CP) involves initial binding of the C1 complex, while recognition of specific carbohydrate signatures results in activation of the lectin pathway (LP). The spontaneous activation of the key component C3, binding to cell surfaces or binding to properdin triggers the alternative pathway (AP). Binding of activated C3b to Factor B (FB) causes a change in the conformation that renders FB more accessible to cleavage by factor D (FD), thereby generating the soluble form of the C3 convertase of the AP, C3bBb. All three pathways converge into the assembly of the C3 convertases C3bBb of the AP or C4b2b of the CP and LP, respectively. Properdin as a positive regulator of the complement system stabilizes the AP C3 convertase, but also promotes the assembly of the C3 proconvertase and the AP C3 convertase by binding to surface-bound C3b (14). Subsequent proteolytic cleavage of C3 into C3b and C3a by the formed C3 convertases leads to opsonization and flagging of invading microorganisms for phagocytosis with activated C3b molecules. Subsequent binding of C3b leads to the generation of the C5 convertases (C3bBb3b of the AP or C4b2b3b of the CP and LP) and thereby alters their substrate specificity toward C5. Cleavage of C5 into C5b and C5a initiates the terminal pathway by sequential binding of complement components C6, C7, C8, and multiple copies of C9 resulting in formation of the membrane attack complex (MAC). Finally, the integration of the pore-forming complex destabilizes the microbial membrane leading to killing of the intruding pathogen (12, 13).

To keep the activation of the complement system in check, all three pathways are tightly controlled by distinct complement regulatory proteins (12, 13). The assembly of the C3 and C5 convertases is controlled by soluble complement regulators such as Factor H (FH) or (C4BP). In circulation, FH and C4BP impairs the generation of these convertases by acting as cofactors for serine protease Factor I (FI)-mediated degradation of C3b and C4b (12, 13). Moreover, FI in solution exhibits a very low proteolytic activity toward C3b and C4b (15).

Several outer surface proteins have been described to contribute to complement resistance of A. baumannii, including AbOmpA (16), penicillin-binding protein-7/8 (PBP-7/8) (17), serine protease PKF (18), elongation factor Tuf (19), phospholipase D (20), surface antigen protein SurA1 (21), trimeric autotransporter Ata (22) as well as CipA (23), all of which are considered to play important roles in pathogenesis (24). CipA is considered to be an outer surface protein that was also detected in outer membrane vesicles of A. baumannii cells (25). Previously, we identified CipA as a complement inhibitory and plasminogen-binding molecule enabling A. baumannii to cross endothelial monolayers and to degrade the key complement component C3b (23). It has been shown that plasminogen bound to CipA could be activated to plasmin in the presence of uPA and cleaved fibrinogen and C3b in vitro. Of relevance, we also demonstrated that CipA also directly inhibits the AP, irrespective of its plasminogen-binding activity, and thus contributes to complement resistance of A. baumannii.

In this study, we sought to elucidate the underlying molecular principles of complement resistance mediated by CipA. Functional analyses revealed that CipA inhibits complement at the C3 and C5 activation level and impairs the function of the C5 convertases. CipA variants lacking FI binding capability completely lose their complement inactivating capacity indicating that interaction of CipA with FI is crucial for complement inhibition. Here we also show that a CipA-deficient strain, or a strain producing a CipA variant lacking FI-binding capability displayed a significantly higher susceptibility of A. baumannii to complement-mediated killing. Our analyses revealed a mode of complement inactivation mediated by CipA which involves the formation of a FI-dependent quadripartite-ordered assemblage consisting of CipA-FI-C3b-FH and CipA-FI-C4b-C4BP, respectively.



Materials and methods


Bacterial strains and culture conditions

A. baumannii strain ATCC 19606τ (26), A. baumannii 19606 ΔcipA (23), A. baumannii ΔcipA::cipA, A. baumannii ΔcipA::cipA ΔE360-K369, and A. baumannii ΔcipA::cipA E360P were grown at 37°C in lysogeny broth (LB) or on LB agar plates. Staphylococcus aureus USA300, Escherichia coli JM109, BL21 Star™ (DE3), and NEB5-alpha, respectively, were grown at 37°C in yeast tryptone broth or on LB agar plates.



Proteins and antibodies

Purified complement proteins (C3, C3b, C4b, C5, FB, FD, FI, FH, C4BP) and the polyclonal anti-C5 antiserum were obtained from Complement Technology, Tyler, Texas, USA. Polyclonal antisera raised against complement C3, C4, and FH were from Merck (Darmstadt, Germany) and polyclonal antisera against FB and FI as well as the neoepitope-specific monoclonal antibody against C5b-9 were from Quidel, San Diego, USA. The monoclonal anti-FD antibody was from BioPorto Diagnostics A/S, Hellerup, Denmark. Anti-hexahistidine antibodies were from GE Healthcare, Chicago, Illinois, USA and Merck, respectively. Horseradish peroxidase (HRP)-conjugated immunoglobulins were obtained from Agilent Technologies Denmark, Glostrup, Denmark. The monoclonal anti-CipA antibody was described previously (23).



Generation and purification of recombinant proteins

The hexahistidine-tagged CipA protein lacking the N-terminal signal sequence and encompassing amino acid residues 19-369 (CipA ΔQ19-K369), C-terminally truncated CipA variants CipA ΔL154-K369, CipA ΔQ291-K369, and CipA ΔA352-K369, respectively, as well as variant CipA K365A-K369A were described previously (23). To introduce single, double or multiple amino acid substitutions or deletions into the C-terminal region of CipA, site-directed mutagenesis was conducted as described (27). Briefly, PCR was carried out for 18 cycles (95°C for 1 min, 55°C for 1 min and 72°C for 7 min) using 50 ng/µl pQE-CipA, 125 ng each of the oligonucleotides (Supplementary Table 1), and 4 U PCRBIO HiFi polymerase (PCR Biosystems). Following incubation with 10 U DpnI (New England Biolabs) to eliminate the remaining vector DNA, reactions were used to transform E. coli cells. Plasmid DNA obtained from selected clones was isolated and mutations at the desired positions were confirmed by DNA sequence analysis of both strands. Production of His-tagged proteins in either E. coli JM109 or BL21 Star™ (DE3) and subsequent purification by affinity chromatography using Ni-NTA agarose were performed as previously described (28). The purity of recombinant proteins was analyzed by 10% Tris/Tricine SDS-PAGE and silver staining techniques and the protein concentrations were determined by employing the Pierce™ BCA protein assay kit (Thermo Fisher Scientific, Rockford, IL, USA).

To generate a His-tagged Efb protein as an additional control displaying complement inhibitory activity on the C3 convertase (29, 30), the Efb-encoding gene of S. aureus USA300 was amplified by PCR using primers Efb_FP Bam and Efb_RP Sal (Supplementary Table 1). The amplified DNA fragment was then cloned into pQE-30 Xa (Qiagen, Hilden, Germany) yielding plasmid pQE-Efb. To generate a C-terminal fragment of Efb, plasmid pQE-Efb was used as template for PCR using primers pQE-RP in combination with Efb-C_FP_Bam. The resulting PCR product was cloned into pQE-30 Xa and the generated pQE-Efb-C plasmid was sequenced for verification.



Enzyme-linked immunosorbent assay

To detect binding of complement components, Nunc MaxiSorp 96-well microtiter plates (Thermo Fisher Scientific) were coated with 100 µl of purified bacterial proteins (5 µg/ml) or BSA (5 µg/ml) in PBS at 4°C overnight as described (31). Between every incubation step, wells were washed three times with PBS containing 0.05% (v/v) Tween 20 (PBS-T). After blocking with Blocking Buffer III BSA (AppliChem, Darmstadt, Germany) or with PBS containing 0.2% gelatin (w/v) (AppliChem), complement components (10 ng/µl) in PBS were added to the wells. Binding of complement components were then assessed by utilizing specific primary antibodies (dilution 1:1,000). Following incubation for 1 h at RT, HRP-conjugated anti-goat or anti-mouse IgG (dilution 1:1,000) were added and protein complexes were visualized using o-phenylenediamine (Merck). The absorbance was then measured at 490 nm employing PowerWave HT (Bio-Tek Instruments, Winooski, VT, USA).

To determine dose-dependency and to calculate the dissociation constant, CipA was immobilized (5 µg/ml) and incubated with increasing amounts (0 to 50 nM) of C3b, C5, and FI, respectively. The antigen-antibody complexes were detected by using the appropriate antibodies as described above.



Complement inactivation assays

To assess the inhibitory capacity of CipA and CipA variants on the classical (CP) and alternative (AP) pathway, an ELISA-based complement inactivation assay was conducted as described (32). Briefly, microtiter plates coated with either human IgM (30 ng/ml) (Merck, No I8260) for the CP, lipopolysaccharide from Salmonella enteriditis (100 ng/ml) (Hycult Biotech Uden, The Netherlands) for the AP or mannan (1 µg/ml) (Merck) for the LP were incubated ON at 4°C. After washing with TBS containing 0.05% (v/v) Triton X-100 (TBS-T), the plates were blocked with PBS-T containing 1% BSA for 1 h at RT. Between every incubation step, wells were washed three times with TBS-T. NHS (15% for the AP, 1% for the CP and 2% for the LP) was pre-incubated for 15 min at 37°C with purified proteins (500 nM for AP and 2.5 µM for the CP and LP, respectively) and reactions were added to initiate complement activation. Formation of the MAC was detected by using a monoclonal anti-C5b-9 antibody (1:500) (Quidel, San Diego, CA, USA) followed by HRP-conjugated anti-mouse IgG (1:1,000). The reaction complexes were developed as described above.



Generation of a solid-phase C3bB proconvertase

An ELISA-based approach was conducted to generate a Ni2+-dependent C3bB proconvertase as described (33, 34). Microtiter plates were coated with 3 µg/ml C3b in PBS overnight at 4°C, blocked with TBS-T containing 1% BSA, and incubated for 1 h at 37°C with 800 ng/ml FB dissolved in phosphate buffer supplemented with 2 mM NiCl2, 4% BSA and 0.1% Tween 20. For initial experiments increasing concentrations of FB (0, 10, 20, 40, 80, 100, 200, 400, and 800 ng/ml) was employed. Binding of FB to C3b was detected using a polyclonal anti-FB antibody followed by a HRP-conjugated anti-goat IgG (1:1000). The reactions were developed as described above.



Interaction of CipA with the C3bB proconvertase

The inhibitory capacity of CipA on the formation of the C3bB proconvertase was determined by using ELISA. Microtiter plates were coated overnight at 4°C with CipA (5 ng/µl) in PBS and C3b (3 ng/µl) for control purposes respectively. After washing, wells were blocked with TBS-T containing 1% BSA and incubated for 1 h at 37°C. After washing, C3b (3 ng/µl) dissolved in phosphate buffer supplemented with 2 mM NiCl2, 4% BSA and 0.1% Tween 20 was added and incubated for 1 h at 37°C. Following washing, FB (8 ng/µl) resuspended in phosphate buffer supplemented with 2 mM NiCl2, 4% BSA and 0.1% Tween 20 were added and microtiter plates were incubated for 2 h at 37°C. Binding of FB was detected using a polyclonal anti-FB antibody followed by a HRP-conjugated anti-goat IgG.



Binding of CipA to the Fluid-Phase C3 convertase of the alternative pathway

To assess the ability of CipA to inhibit the assembly of the C3 convertase of the alternative pathway, the C3Bb complex was initially formed in solution as described (34). Briefly, C3b (200 nM), FB (100 nM), and FD (50 nM) were incubated in HBS-N (10 mM HEPES, 150 mM NaCl, 2 mM MgCl2, pH 7.4) for 2 min at RT. The reaction was then terminated by adding 5 mM EDTA and purified C3 was added at two different concentrations (100 nM and 200 nM) in the absence or presence of 1 µM CipA. Following incubation of 20 min at RT, Tris/Tricine incubation buffer was added and the proteins were separated by 10% Tris/Tricine SDS-PAGE and transferred to nitrocellulose. C3, FB, and cleavage products thereof were then detected by using anti-C3 and FB polyclonal antibodies.

The CipA-mediated inhibition on the formation of the fluid-phase C3b proconvertase was investigated by preincubation of CipA (1 µM) with C3b (200 nM) for 15 min at RT. After adding FB (100 nM) and FD (50 nM) the reactions were initially incubated for 2 min at RT, and the reaction mixtures were then terminated with 5 mM EDTA. In addition, C3b (200 nM), FB (100 nM), and FD (50 nM) were incubated in the presence of CipA (1 µM) for 0, 2, and 10 min at RT. The reactions were then terminated by adding Tris/Tricine incubation buffer following separation through 10% Tris/Tricine SDS-PAGE. Detection of C3 and FB was performed by Western blotting as described above.



Inhibition of the C5 convertases activity by CipA

The impact of CipA on the enzymatic activity of the C5 convertases was assessed by ELISA. Microtiter plates were coated overnight at 4°C with either human IgM (30 ng/ml) for the CP or LPS (100 ng/ml) for the AP. After washing three times with PBS-T, wells were blocked with PBS containing 4% BSA and 0,1% Tween 20. To generate the C5 convertases, human serum (1% for the CP and 15% for the AP) was added and incubated for 1 h at 37°C as described (35). After washing, the wells were then incubated with NHS for 1 h at 37°C. Purified C5 (100 ng) and CipA (460 ng) as well as variants CipA ΔE360-K369 and CipA ΔE360P were pre-incubated in PBS for 30 min at 37°C and then added to the wells for an additional incubation of 1 h at 37°C. For control purposes, preincubated C5 was also added to the wells in the absence of CipA. Cleavage of C5 and detection of released C5a by the formed C5 convertases was detected using the MicroVue C5a EIA (Quidel) and the absorbance was then measured at 490 nm.



Determination of the intrinsic proteolytic activity of CipA

To determine intrinsic proteolytic activity of CipA in FI-mediated inactivation of C3b, microtiter plates were coated with either CipA (5 ng/µl or 30 ng/µl) or BSA (5 ng/µl) overnight at 4°C according to Hair et al. (36). After washing with PBS containing 0.05% (v/v) Tween 20 (PBS-T), wells were blocked with PBS containing 0.2% gelatine (w/v). Thereafter, reaction mixtures with C3b (1 µg) and FI (500 ng) or in which FI was omitted were added and the microtiter plates were incubated for different time points at RT and 37°C, respectively. The reactions were then terminated by adding Tris/Tricine incubation buffer and mixtures removed were subjected to SDS-PAGE. After transfer to nitrocellulose membranes, C3b degradation products were visualized by a polyclonal anti-C3 antibody. As a positive control, C3b (600 ng) was incubated with FI (300 ng) and FH (10 ng) for 1 h at 37°C and the reaction was then subjected to SDS-PAGE and Western blotting.

In addition, microtiter plates coated with CipA, CipA ΔE360-K369 or CipA E360P (5 ng/µl each) were incubated for 1 h at RT in the absence or presence of FI (5 ng/µl). After washing, reaction mixtures containing C3b and FH or C4b and C4BP were added to the microtiter plates. After incubation for 1 h at 37 °C reaction mixtures were transferred to tubes and reactions were terminated by adding Tris/Tricine incubation buffer. The samples were subjected to 10% Tris/Tricine SDS-PAGE following Western blotting. Control reactions containing C3b, FI, and FH or C4b, FI, and C4BP were incubated for 1 h at 37°C and for 2 h at 37 °C, respectively. The reaction mixtures were terminated by adding Tris/Tricine incubation buffer and subjected to SDS-PAGE. After transfer to nitrocellulose membranes, C3b and C4b degradation products were visualized by using a polyclonal anti-C3 antibody (1:1,000) and a mixture of a polyclonal anti-C4 (1:1,000) and a monoclonal anti-C4d antibody (1:100).



Generation of A. baumannii strains producing diverse CipA variants

For complementation of A. baumannii 19606 ΔcipA, different vectors were generated harboring the (i) WT cipA gene, (ii) cipA gene with a stop codon for production of a CipA protein lacking 10 amino acids at the C-terminus (CipA ΔE360-K369), (iii) cipA gene with a substitution at aa position 360 (CipA E360P). Initially, the CipA encoding gene containing up- and downstream regions was amplified from A. baumannii 19606τ by using primers CipA up fwd PstI and CipA down rev NotI. Following digestion with PstI and NotI, the resulting DNA fragment was cloned into the PstI/NotI sites of pCR 2.1 TOPO vector generating pCR_nc5_CipA_nc3. This vector serves as template for a subsequent PCR amplification with primers CipA V359 FP and CipA V359 RP to introduce two stop codons at aa position 359 and 360 in cipA. The DNA fragment was then digested with the respective restriction endonucleases and also cloned into pCR 2.1 TOPO vector resulting in pCR_nc5_CipA-359_nc3. Afterwards, the inserted DNA fragments were re-amplified, digested, and re-cloned into pBIISK_sacBkanR (37) resulting in vectors pBIISK_nc5_CipA_nc3 and pBIISK_nc5_CipA-359_nc3, respectively. In addition, pBIISK_nc5_CipA_nc3 was also used for in vitro mutagenesis to introduce a single substitution at position 360 (E to P) applying primers CipA E360P_II FP and CipA E360P_II RP. The vectors generated were then used to transform A. baumannii 19606 ΔcipA by a markerless mutagenesis approach as previously described (37). Briefly, kanamycin-resistant complemented cells were counter-selected with 10% sucrose to allow integration of the inserts into the genome of A. baumannii 19606 ΔCipA by homologous recombination. Selected clones were subjected to PCR analyses using primers CipA seq Fwd and CipA seq Rev to ensure that the fragments were correctly integrated and no additional mutations have been introduced in the CipA encoding gene and the 5´and 3´ flanking regions during the cloning procedure. Sequence verification of cipA mutants was done by whole genome sequencing (WGS) as previously described (38). Briefly, DNA was extracted from isolates and WGS was carried out using the Illumina® MiSeq platform generating 250 bp paired-end reads with coverage of >50. Assembly and scaffolding after quality trimming of the reads was conducted using SPAdes v3.15.0. Sequences were mapped against the reference sequence (CP045110.1) and cipA was analyzed using Geneious 11.1.52.



Recruitment of serum-derived FI by native A. baumannii cells

Binding of FI to A. baumannii 19606 WT, ΔcipA (23), ΔcipA::cipA, ΔcipA::cipA ΔE360-K369 and ΔcipA::cipA E360P was assessed by a serum adsorption assay as described previously (39). Briefly, bacterial cells grown to an OD600 of 0.5 were sedimented and resuspended in PBS++. Cells (1 × 1010) were incubated in 750 µl NHS-EDTA for 1 h at 37 °C. After washing, proteins bound to the bacterial surface were eluted by using 0.1 M glycine-HCl, pH 2.0. After adding 1 M Tris-HCl (pH 9.0), the cell debris were sedimented and the supernatant were analyzed by SDS-PAGE and Western blotting by using a polyclonal anti-FI antibody as described above.



Serum susceptibility testing of A. baumannii strains

Serum susceptibility of A. baumannii ΔcipA, ΔcipA::cipA, and A. baumannii ΔcipA::cipA E360P was assessed by suspending 2.5 x 107 cells in PBS-diluted NHS (40% to 70%) following incubation at 37°C for 2 h. Bacteria were serially diluted in PBS, plated onto LB agar plates and colony-forming units (CFU) were determined on the next day. The CFU counts were related to controls which were incubated with LB medium instead of NHS. The survival of bacteria in LB medium was set at 100% to compare the serum susceptibility of the complemented strains.



Structure prediction analyses

The protein sequence of CipA (NCBI reference sequence WP 000696035.1) was used for structural prediction. After removal of the N-terminal 17 amino acid signal sequence, the mature protein sequence was submitted on the AlphaFold 2 advanced interface (40) with the default settings using the optional “Refine structures with Amber-Relax” option. Results were exported to UCSF ChimeraX 1.2.5 (41)., using the Matchmaker function for the overlay of the DUF4377 domain in the WT CipA and variant CipA E360.



Statistical analyses

The data collected represent means from at least three independent experiments, and error bars indicate SD. For statistical analyses, one-way ANOVA with Bonferroni’s multiple comparison post-hoc test (95% confidence interval) or a two-tailed, unpaired t-test were conducted by applying GraphPad Prism version 7.



Ethics statement

The study and respective documents were approved by the ethics committee at the University Hospital of Frankfurt (control number 492/13). All healthy blood donors provided written informed consent in accordance with the Declaration of Helsinki.




Results


The C-terminal region of CipA is responsible for the inactivation of the alternative and classical pathway

Recently, we showed that CipA of A. baumannii inactivates complement at early activation steps but did not impact the activation of the terminal pathway (23), e.g. by inhibiting the assembly of the MAC as previously described for different bacterial proteins (42–44). To gain deeper insights into the molecular principles by which CipA inhibits complement activation and to narrow down the complement-interacting region(s), a number of single, double, and multi-point mutants as well as diverse deletion CipA variants were generated for functional analyses (Figure 1). The inhibitory potential of CipA variants on the alternative and the classical pathway was assessed by preincubation of the purified proteins with different amounts of normal human serum (NHS) before adding to prepared microtiter plates to initiate complement activation. Deletion of 10 C-terminal amino acids (CipA ΔE360-K369) was sufficient to achieve a complete loss of the complement inactivating capacity of CipA on the AP and CP (Figures 1B, C). However, CipA deletion variants CipA ΔA352-K369 and CipA ΔE360-K369 significantly enhanced activation of the CP (Figure 1C). Substitutions or deletions of single or multiple amino acids did not affect or marginally affected the inhibitory potential of CipA on both pathways (Figures 1E, F). CipA ΔQ19-Q144 carrying a N-terminal deletion of 144 amino acids retained complement inhibitory activity on both the AP and CP (Figures 1B, D). This indicates that part of the META2 and DUTF4377 domains as well as the C-terminus (residues E360 to K369) play a prominent role in complement inactivation. In addition, single amino acid residues or electrostatic forces appears to have no effect in the interaction of CipA with complement.




Figure 1 | Assessment of the inhibitory capacity of CipA and CipA variants on activation of the AP and CP. Schematic representation of N- and C-terminal deletion CipA variants and structure predictions generated by using AlphaFold2.0 (A). Deletions are as follows: CipA ΔQ19-Q144 removes the whole META1 domain (green), CipA ΔL154-K369 removes the META2 (orange) and DUF4377 (blue) domains, while the CipA ΔQ291-K369 deletion removes most of the DUF4377 domain. Schematic representation of CipA variants carrying single and multiple deletions or substitutions (in red letters) (D). WiELISA was performed to assess the inhibitory capacity of CipA deletion variants on the AP (B, E) and CP (C, F). NHS pre-incubated with the purified CipA proteins or BSA (500 nM for AP and 2.5 µM for the CP) were added to microtiter plates immobilized with LPS (AP) or IgM (CP). Formation of the MAC was detected by using a monoclonal anti-C5b-9 antibody. Data represent means and standard deviation of at least three different experiments, each conducted in triplicate. ****, p ≤ 0.0001, n.s., no statistical significance, one-way ANOVA with post-hoc Bonferroni multiple comparison test (confidence interval = 95%).



To further assess the inhibitory activity of CipA on the AP, ELISA with increasing concentrations of purified CipA were conducted. CipA showed strong dose-dependent, inhibitory properties on the AP with a calculated IC50 of 12.5 nM (Figures S1A, B). This strong inhibition on the AP was also observed for the extracellular fibrinogen-binding protein Efb and its C-terminal fragment Efb-C of Staphylococcus aureus (Figures S1C, D) (29).



CipA of A. baumannii bound different complement components

The inhibitory capacity of CipA on the AP and CP suggests an interaction with various complement components. Employing ELISA, CipA bound C3, C3b, C4b, C5, and FB, but did not interact with complement regulator FH (Figure 2). Although statistically significant, binding of C3c and FD to CipA was less pronounced. Further analyses of the CipA interacting complement components revealed a dose-dependent binding for C3b, C4b, and C5 (Figure S2).




Figure 2 | Binding of CipA to different complement components of the AP and CP. Protein binding of C3 (A), C3b (B), C3c (C), C5 (D), C4b (E), FB (F), FD (G), and FH (H), respectively, to CipA to was measured by ELISA. CipA (5 ng/µl) was immobilized and incubated with 5 ng/µl purified complement components and BSA or gelatine were used as negative controls (ctrl). Bound complement components were detected using specific antisera (1:1,000). To assess statistical significance, two-tailed, unpaired Student’s t-test was performed. Data represent means and/or standard deviation of at least three different experiments, each conducted in at least triplicate. **, p ≤ 0.05; ****, p ≤ 0.0001; n.s., no statistical significance.



As CipA appears to bind to C3b, we sought to narrow down the C3b-interacting region within CipA by investigating different CipA variants (Figure S3). Unexpectedly, none of the modifications introduced in CipA showed a significant reduction in C3b binding. However, larger deletions at the N- and C-terminus displayed an inverse effect resulting in an increased C3b binding, in particular when variants CipA ΔQ19-Q144, CipA ΔL154-K369, and CipA ΔQ291-K369 were employed (Figure S3B). In addition, minor changes of the C-terminus also did not affect C3b binding (Figures S3D, E). These findings suggest that multiple regions within CipA are involved in binding of C3b.



Interaction of CipA with the in vitro generated C3 convertase of the AP

Interaction of CipA with C3B and FB raises the possibility that CipA inhibits complement activation at the level of C3b by impeding the generation of the C3 convertase. In an initial attempt, a Ni2+-dependent C3bB proconvertase was assembled on microtiter plates as described (33, 34). A stable C3bB proconvertase could be generated in vitro upon detection of FB bound to C3b (Figure S4A). In addition, dose-dependent binding of FB to C3b could be demonstrated by employing increasing concentrations of FB (Figure S4B). Binding of FB to C3b was neither blocked when CipA was immobilized on microtiter plates prior adding C3b and FB (Figure S4C) nor when CipA was added sequentially or in combination with FB (competitive) to C3b coated plates (Figure S4D). Increasing concentrations of CipA of up to 2 µg/ml did not influence the generation of the surface-bound C3bB proconvertase (Figure S4E).

To further investigate if CipA inhibits the C3bBb convertase formed in the fluid phase (34), the C3bB proconvertase was assembled by activating C3b-bound FB with FD in the presence and absence of CipA. Western blot analyses were investigated to detect cleavage of C3b generated by the assembled C3 convertase after 2 and 10 min and increased C3 concentrations (100 nM and 200 nM) (Figures S4F–I). Collectively, the data of these analyses revealed that CipA did not have a strong impact on the generation of C3b (Figures S4G, I) or targeted binding of FB to C3b (Figures S4F, H).



Interaction of CipA with the C5 convertases of the AP and CP

Having demonstrated binding of CipA to C5 (Figure 2D), we investigated CipA-mediated impairment of the C5 convertases of the AP and CP by determining the generation of C5a employing ELISA. NHS was added to microtiter plates coated with either lipopolysaccharide (for the AP) or human IgM (for the CP) to induce the formation of the C5 convertases (35). Purified C5 preincubated in the absence or presence of CipA, variant CipA ΔE360-K369, and variant CipA E360P, respectively, were then added to the wells and the release of generated C5a in the fluid phase was detected. Generation of C5a was significantly impaired in the presence of the WT CipA, while variants CipA ΔE360-K369 and CipA E360P lacking complement-inhibitory activity did not impact cleavage of C5 (Figure 3). These findings suggest that CipA facilitates complement inactivation at least at the level of C5b generation.




Figure 3 | Impact of CipA on the enzymatic activity of the C5 convertases. The influence of CipA on the C5 convertase was analyzed by measuring the generation of C5a. The C5 convertases of the AP (A) and CP (B) were constituted on microtiter plates coated with LPS or IgM by adding NHS. Thereafter, reaction mixtures of C5 preincubated with or without CipA variants were added. The generation and release of C5a in the supernatant was then detected by C5a ELISA. Data represent means and standard deviation of at least three independent experiments, each conducted in duplicate. ***, p ≤ 0.0002; ****, p ≤ 0.0001, n.s., no statistical significance, one-way ANOVA with post-hoc Bonferroni multiple comparison test (confidence interval = 95%).





CipA terminates complement activation by interaction with FI

The pronounced inhibitory capacity of CipA on the AP and the binding analyses indicate that an additional, yet unnoticed, molecular mechanism exists. Since we analyzed binding of the central components involved in AP and CP/LP activation, additional ELISA was conducted to investigate binding of CipA to FI. Our data revealed a strong affinity of CipA for FI with a dissociation constant of 3.0 nM ( ± 0.28 nM) (Figures 4A, B). By employing N- and C-terminal CipA variants, deletion of the C-terminal domain resulted in a completely abrogation of the FI interaction (Figure 4C). Interestingly, deletion of single or double amino acids as well as substitutions of single or multiple amino acids did not influence the interaction of CipA with FI (Figure 4D). To ensure that all positions of potential relevance within the C-terminus had been considered, in vitro mutagenesis was conducted to replace amino acids at the remaining positions 360, 361, and 362, respectively, by alanine (Figure 4E). Apparently, none of the newly generated CipA variants exhibited any change in FI binding compared to CipA. Interestingly, replacement of glutamic acid by proline but not by alanine at position 360 drastically abolished binding as observed for CipA ΔE360-K369 lacking the 10 terminal amino acids. This suggests that proline changed the orientation of the C-terminus in such a way that FI was unable to bind to CipA. CipA E360P significantly lost the capacity to inhibit activation of the AP, CP, and LP compared to CipA (Figure S5), indicating that the C-terminus is relevant for FI binding and complement inactivation.




Figure 4 | Interaction of CipA with FI. Protein binding of FI to CipA was measured by ELISA (A). CipA-coated wells (5 ng/µl) were incubated with 5 ng/µl purified FI and protein complexes were detected using an anti-FI antibody (1:1,000). To assess statistical significance, one-way ANOVA with post-hoc Bonferroni multiple comparison test (confidence interval = 95%) was performed. Data represent means and standard deviation of at least three different experiments, each conducted in at least triplicate. ****, p ≤ 0.0001. Dose-dependent binding of FI to CipA (B). CipA (5 ng/µl) immobilized was incubated with increasing concentrations (0 to 25 nM) of purified FI and dissociation constant was approximated via non-linear regression, using a one-site, specific binding model. Data represent means and standard deviation of at least three different experiments, each conducted in triplicate. Detection of the FI-interacting region within CipA employing diverse CipA variants (C–E). Microtiter plates coated with CipA and CipA variants (5 ng/µl) were incubated with FI (10 ng/µl) and binding was detected by an anti-Fi antibody (1:1,000). BSA was used as negative control in all assays. Data represent means and standard deviation of at least three different experiments, each conducted in triplicate. **, p ≤ 0.05, ****, p ≤ 0.0001, n.s., no statistical significance, one-way ANOVA with post-hoc Bonferroni multiple comparison test (confidence interval = 95%).



To further confirm the significance of the C-terminus in the interaction with complement, sequence and structural predictions were conducted (Figure 5). SignalP5.0 (45) predicts a lipoprotein signal peptide (Sec/SPII) with a cleavage site between positions 17 and 18 (LMA-CQ) with a very high probability of 0.9991. The first 17 amino acids were therefore removed for structural predictions. AlphaFold2 (46) predicts a protein consisting of a short, unstructured N-terminal region, followed by three approximately equally sized domains with very high confidence (Figures 5A, B). The three domains were identified by CDD/SPARKLE as two META domains (pfam03724) and one C-terminal DUF4377 domain (pfam14302; DUF, domain of unknown function). A strongly conserved DUF4377 is also found in other pathogenic bacteria associated with respiratory disease, such as A. nosocomialis (HCU39178; 99% sequence identity), Klebsiella pneumoniae (SSW87676.1; 100%), or bacteria related to non-respiratory diseases, e.g. Enterobacter asburiae (WP_194305131.1; 100%). META domains were first described in metacyclic stages of Leishmania (47), where the meta 1 gene is thought to be associated with virulence. The META1 domain (green) consists of 8 antiparallel beta-sheets flanked by two alpha-helices. A short linker connects it to the second META2 domain (orange), which has a similar arrangement of 8 anti-parallel beta sheets, but only one alpha-helix. This is connected by another short linker to the DUF4377 domain (blue), which consists entirely of beta-sheets. Glutamic acid at position 360 is located in the middle of the C-terminal beta-sheet strand of the DUF4377 domain (Figure 5C). The introduction of a proline in position 360 disrupts the beta-sheet and dramatically alters the orientation of the last 10 C-terminal amino acids (Figure 5D). A disruption of the protein fold by substitution of E360 with a proline is also predicted by Missense 3D (48). The pronounced effects on the structure of the C-terminal end of CipA are best appreciated in a short movie (Figure S8).




Figure 5 | Structural prediction of CipA obtained with AlphaFold2. The mature CipA18-369 protein has a short, 11 amino acid-long unstructured N-terminus (A), followed by three approximately equally sized domains (B), recognized as META domain 1 (AA 46-107), META domain 2 (AA 151-253) and a C-terminal domain of unknown function, DUF4377 (AA 277-361). The DUF4377 domain is made up entirely of beta-sheets, the last of which contains the E360 residue in WT CipA (blue, E360 highlighted in yellow in (C) which was mutagenized to proline in the E360P mutant (beige, P360 highlighted in red in (C). Introduction of this amino acid disrupts the final beta-sheet strands and results in reorientation of the last 9 C-terminal amino acids (D), away from the DUF4377 domain, but without any overt effect on the other parts of the molecule.





CipA lacks intrinsic proteolytic activity but forms a quadripartite complex to terminate complement activation

To get a closer view into the molecular mechanism of complement inhibition mediated by CipA, we sought to exclude an intrinsic proteolytic activity of CipA as previously described for Pra1 of Candida albicans or SplB and ClpA of Staphylococcus aureus (36, 49–51). CipA did not exhibit proteolytic activity on C3b and C4b when assayed under different experimental conditions (Figures 6A–D). In addition, C3 was still unaffected while an additional band of app. 90 kDa appears when C4 was investigated (Figure S6).




Figure 6 | CipA lacks intrinsic proteolytic activity on C3b and C4b and formation of a quadripartite complex to inactivate C3b and C4b. Intrinsic proteolytic activity of CipA in FI-mediated inactivation of C3b was assessed by Western blotting (A–C). CipA or BSA coated wells were incubated with C3b or with C3b and FI for 1 h (A) and 6 h (B) at RT or for 6 h at 37°C (C). After termination, C3b degradation products were visualized by Western blotting employing a polyclonal anti-C3 antibody. Detection of CipA (D) in reaction mixtures shown in (C) by using an anti-CipA antibody (23). Formation of a quadripartite complex results in inactivation of C3b (E) and C4b (F). Microtiter plates coated with CipA, CipA ΔE360-K369 or CipA E360P (5 ng/µl) were incubated in the absence (-FI) or presence of FI (+FI). Thereafter, reaction mixtures containing C3b and FH or C4b and C4BP were added to the wells and were then subjected to SDS-PAGE and Western blotting. C3b and C4b degradation products were visualized by using an anti-C3 antibody and a mixture containing an anti-C4 and anti-C4d antibody. Control reactions containing C3b, FI, and FH as well as C4b, FI, and C4BP.



To further explore the nature of the complement inhibitory activity, CipA variants lacking FI-binding capability were assayed with or without FI. Characteristic C3b and C4b cleavage products (41´and 43´fragments for C3b and 45 kDa fragment for C4b) could only be detected when FI bound to the immobilized WT CipA protein (Figures 6E, F). By contrast, no degradation of C3b and C4b was observed in the absence of FI or when CipA variants lacking FI binding capability were investigated suggesting that cleavage occurs upon formation of a quadripartite complex consisting of CipA-FI-FH-C3b and CipA-FI-C4BP-C4b.



Recruitment of serum-derived FI facilitates complement resistance of A. baumannii

To investigate the impact of FI on complement resistance of A. baumannii, the ΔcipA strain was complemented by either the WT cipA gene (Ab ΔcipA::cipA), a cipA gene with a deletion of 30 nucleotides at the C-terminus or a cipA gene with modifications at position 1078 (GAG → CCG; aa position 360: E → P) to produce variant CipA E360P using marker-less mutagenesis (23). Employing Western blotting, A. baumannii 19606 WT as well as the complemented strains Ab ΔcipA::cipA and Ab ΔcipA::cipA E360P produced the respective CipA protein (Figure 7A). As expected, no signal could be detected for Ab ΔcipA. In addition, a strong degradation pattern was observed for Ab ΔcipA::cipA ΔE360-K369 suggesting that deletion of the C-terminus results in an enhanced susceptibility of CipA to proteolysis (Figure S7).




Figure 7 | Recruitment of serum-derived FI to CipA mediates escape of A. baumannii from complement-mediated killing. CipA production in different  A. baumannii strains was verified by Western blot analysis (A). CipA was detected in A. baumannii cell lysates (10 µg each) by using an anti-CipA antibody (1:100). Binding of FI to A. baumannii strains upon NHS incubation was assessed by Western blotting using an anti-FI antibody (1:1,000) (B). Survival of A. baumannii strains in human serum (C, D). 5 x 107 cells of A. baumannii ΔcipA::cipA (●), ΔcipA (▲), and ΔcipA::cipA E360P (■) were incubated in increasing amounts of human serum for 2 h at 37 °C, serially diluted and cfu counts determined. Cfu counts were related to controls incubated in LB medium instead of serum, for which survival was set at 100%. Shown are results from at least three independent experiments (C). Survival of A. baumannii strains at 50% NHS (D). **, p ≤ 0.002, ****, p ≤ 0.0001, n.s., no statistical significance, one-way ANOVA with post-hoc Bonferroni multiple comparison test (confidence interval = 95%). p; pellet; s, supernatant; w, final wash fraction, e; eluate fraction.



Recruitment of serum-derived FI by A. baumannii was subsequently analyzed by incubating the three complemented strains with EDTA-NHS, and thereby surface-bound FI was detected by Western blotting (Figure 7B). A. baumannii 19606 and Ab ΔcipA::cipA bound FI from human serum, whereas no binding could be observed for Ab ΔcipA and Ab ΔcipA::cipA E360P, suggesting that they are unable to bind FI.

Having demonstrated binding of FI by native A. baumannii cells, we sought to investigate serum susceptibility to explore whether interaction with FI contribute to complement resistance of this pathogen. Strains Ab ΔcipA::cipA, Ab ΔcipA, and Ab ΔcipA::cipA E360P were incubated with increasing NHS concentrations and survival was determined (Figure 7C). Compared to the CipA WT producing strain Ab ΔcipA::cipA, strains lacking FI binding capability displayed an increased susceptibility to complement-mediated killing, in particular strain Ab ΔcipA::cipA E360P (Figure 7D). Taken together, these data indicate that (i) CipA is the sole FI-binding protein of A. baumannii described to date (ii) recruitment of FI to the surface of A. baumannii occurs in the presence of all serum proteins, and (iii) CipA plays an important part in complement resistance of the pathogen.




Discussion

Acinetobacter baumannii developed a number of versatile strategies to cope with the human immune system and thus, avoid recognition and eradication by complement as the first line of defense. Although numerous virulence factors and complement-affecting proteins have recently been described (16–24), the knowledge of the molecular mechanisms by which A. baumannii combat the effector function of complement is still in its infancy. Previously, we showed that CipA is able to inhibit complement activation by cleavage of the central component C3b following acquisition and activation of plasminogen (23). In this study, we expand our analyses and identify CipA as a multi-functional molecule of A. baumannii that interacts with diverse complement components including C3, C3b, C4b, C5, FB, and, in particular FI. CipA is capable of inhibiting all three activation pathways at the level of C3 and C5. Moreover, our analyses employing numerous CipA variants identified the C-terminus as the most relevant structural element involved in complement inhibition (Figures 1, S1). CipA was also able to significantly inhibit the LP besides its property to inactivate the AP and CP (Figure S5) indicating that inhibition occurs at the central hub of complement activation. Breakdown of the cascade by blocking the C3 convertases has also been reported for several immune evasion molecules secreted by S. aureus such as staphylococcal complement inhibitor (SCIN), extracellular fibrinogen-binding protein Efb, extracellular complement-binding protein Ecb, and the surface immunoglobulin-binding protein Sbi (29, 52–56). In contrast to the anti-complement activity of the staphylococcal immune evasion proteins, CipA does not inhibit the generation of the C3 convertases by binding to C3b and/or C3Bb or by formation of a tripartite complex consisting of CipA·C3b·FH (35, 53). Furthermore, Ecb is able to block C5 convertase activity by binding to C3b although C5 still binds to the formed C3 convertases (35). Here we showed that CipA binds to C3b and C5 (Figures 2B, D) and impairs C5a generation (Figure 3). Unlike Ecb, suppression of the enzymatic activity of the C5 convertases appears to follow a different mechanism of action as discussed below. CipA possess a strong inhibitory activity on the AP in comparison to Efb and Efb-C with a calculated IC50 of 14.5 nM, which is in the same range as reported for the staphylococcal proteins (Figures S1C, D). Hence, the strong inactivation capacity makes CipA an attractive candidate in anti-inflammatory therapy. Future studies with appropriate infection models are necessary to prove whether this protein will serve as a suitable target for drug development.

So far, binding of serum FI has been described for Prevotella intermedia (57) and S. aureus (36, 51, 58, 59) whereby clumping factor A (ClfA) was identified as a cofactor for FI-mediated degradation of C3b (36, 51). Contrary to what we observed for the CipA-FI interaction, binding of FI to ClfA enhances FI-mediated cleavage of C3b into iC3b in the absence of complement regulator FH (Figure 5). In addition, we could also exclude that CipA served as protease and thus, did not display intrinsic proteolytic activities on C3/C3b and C4b as demonstrated for other microbial proteins such as Pra1 of Candida albicans (49), SplB and aureolysin of S. aureus (50, 60), and NalP of Neisseria meningitidis (61). These findings indicate that the molecular mechanism by which CipA promotes degradation of C3/C3b as well as C4b in the presence of FI is unknown.

Our structural predictions obtained with AlphaFold2 are particularly beneficial for interpreting the results obtained with the various CipA variants. Inhibition of the alternative and classical pathways does not appear to involve the META1 domain, as its complete removal does not show any effect (Figures 1B, C). In contrast, removal of the META2 and DUF4377 domains or the DUF4377 domain alone results in complete ablation of CipA’s ability to inhibit the alternative pathway (Figure 1B) and a partial reduction of the classical pathway inactivation capability (Figure 1C). However, the increase in CP activation observed when CipA variants lacking the domains responsible for complement inactivation (META2, DUF4377, and the C-terminus) were employed most likely suggests that the META1 domain has a supporting effect on CP activation. According to the AlphaFold2 structural prediction, the replacement of glutamic acid at position 360 with a proline results in a pronounced structural change in the C-terminal region of the DUF4377 domain, with complete loss of hydrogen bond pairing with the neighboring beta sheet. This alteration appears to have a strong impact on the ability of CipA to interact with FI (Figure 4E) but did not affect interaction with C5 and FB (Figure S9). Since substitutions with alanine at positions 360, 361 and 360, as well as deletions of single or multiple amino acids (Figure 4D) had no effect on FI binding, the residues 360-369 are most likely not involved in direct FI binding. The dramatic rearrangement of the C-terminal portion in the E360P variant may instead disrupt other interactions between the DUF4377 domain and FI. The presence of a negative charge in position 360 also does not appear to play a role in the interaction with FI, as its substitution with a neutral alanine had no effect on binding (Figure 4E). Of note, the structural rearrangement of the C-terminal beta sheet dramatically results in destabilization of this domain due to loss of several hydrogen bonds and thereby hamper FI accumulation (Figures 5, S8).

Our data indicate that CipA assists FI in assembling of a quadripartite complex consisting of either CipA·FI·C3b·FH or CipA·FI·C3b·C4BP to mediate cleavage of C3b and C4b (Figure 8). To our knowledge, this is the first description of a bacterial molecule involved in the formation of a proposed high-ordered complex by initial binding of FI and subsequent recruitment of C3b/C4b and their respective complement regulators to promote complement inactivation (Figures 6, 8). The formed quadripartite complexes act on the AP as well as on the CP and LP by inactivation of C3b and C4b. Thereby, the complement cascade is downregulated at an early time point of activation. The C-terminal domain seems to stabilize the binding of free FI in the CipA·FI complex as a starting point for the subordinate enzymatic active assembly. In addition, the relevance of FI acquisition for complement resistance of A. baumannii was confirmed by the generation of CipA deficient strains producing either wild-type CipA or a CipA protein lacking FI-binding capability. The higher susceptibility of the FI-negative complemented strain (Figure 7) strongly indicates that recruitment of FI enables A. baumannii to resist complement-mediated killing under more physiological conditions. Our data suggested that the formation of the quadripartite complex plays a pivotal role for complement inhibition at the level of C3 activation. Concomitantly, the interacting of CipA with certain complement components including C3b and C4b could affect complement activation a step earlier which enhance inhibition at multiple levels of the cascade. Overall, these data provide insights into the underlying mechanisms of immune evasion of A. baumannii.




Figure 8 | Molecular mechanism of complement inactivation mediated by CipA (hypothetical). Schematic representation of the molecular mechanism of complement inactivation by generating a quadripartite complex consisting of CipA, FI, C3b, and FH or CipA, FI, C4b, and C4BP to down regulate the AP, CP, and LP. BM, bacterial membrane. The figure was created with BioRender.com.



With the worldwide emergence of CRAB and the lack of appropriate antimicrobials on the horizon, new therapeutic considerations including preventive measurements are mandatory. Passive and active immunizations with inactivated A. baumannii cells, cell fractions or outer membrane vesicles were able to protect mice from infection with multiple A. baumannii strains (62, 63). Formulations containing individual proteins as potential vaccines such OmpA, trimeric autotransporter Ata, serine protease PKF, 3-O-deacylase PagL, biofilm-associated protein Bap or poly-N-acetyl-β-(1-6)-glucosamine (PNAG) also provide protection of mice (64–69). More recently, first vaccination trials employing a vaccine containing CipA and the penicillin-binding protein PBP7/8 revealed that a combination of both proteins protects mice against infection with A. baumannii 19606 and induces strong cytokine responses towards IL-17 and IFN-γ (70). Due to its strong complement inactivating capacity, CipA is a promising candidate for the development of a suitable vaccine to prevent and treat serious infections caused by A. baumannii.

In conclusion, here we show that CipA (i) is a potent inhibitor of all three complement pathways (ii) acts as a key ligand for several complement components, and (iii) mediates formation of a quadripartite complex for FI-mediated cleavage of C3b and C4b in the presence of FH and C4BP. Acquisition of serum-derived FI appears to be an important mechanism of A. baumannii to evade complement-mediated bacteriolysis. The multi-factorial and strong anti-complement activity of CipA raises the possibility to target this molecule as a promising therapeutic drug for the treatment of A. baumannii.
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Objective

Eosinophils are hallmarks in allergic type 2 inflammation and are known to release cytotoxic granule proteins that contribute to inflammation. Eosinophils develop in the bone marrow from hematopoietic stem cells and once mature, have a limited lifespan in culture, making them difficult to study ex vivo. IL-33 has increasingly been shown as a key regulator of type 2 inflammation via signaling through its receptor, ST2. The present study was conducted to detail a method of eosinophil differentiation from hematopoietic stem cells and determine the response to IL-33.



Methods

CD34+ and CD14+ cells were isolated from donor apheresis cones and differentiated into eosinophils or macrophage controls, respectively. Morphologic, transcriptional and protein analyses were performed to validate this method of eosinophil differentiation. The effect of IL-33 on differentiated eosinophils was assessed using qPCR, immunofluorescence, and multiplex cytokine array.



Results

CD34 differentiated eosinophils appear morphologically similar by H&E and express eosinophil peroxidase (EPX) protein as well as the conventional eosinophil transcripts EPX, CLC, and MBP. In addition, differentiated eosinophils expressed both isoforms of the IL-33 receptor, ST2L and sST2 throughout the differentiation process. Transcript levels of both IL-33 receptors were up-regulated by treatment with IL-33 at earlier timepoints in the differentiation. These cells also expressed IL-4 and IL-13 mRNA which were up-regulated by IL-33 as well. Notably, IL-13 expression was significantly higher with IL-33 treatment compared to media control at every timepoint measured. IL-33 significantly increased cellular secretion of IL-13 protein at most timepoints throughout differentiation. IL-8, LIF, CCL1, CCL5, CCL7, and CCL8 were also significantly secreted after IL-33 stimulation.



Conclusions

Our findings suggest that CD34 differentiated eosinophils are morphologically and phenotypically similar to peripheral eosinophils. The release of specific cytokines in direct response to IL-33 may contribute to the pathogenesis of type 2 inflammation and facilitates new avenues for studying eosinophils as effector cells in vitro.
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Introduction

Eosinophils are important innate immune effector cells in allergic responses (1). However, much remains unknown about these enigmatic cells including potential activation signals relevant to eosinophilic esophagitis (EoE). EoE is an increasingly common chronic allergic disease of the esophagus that typically presents with dysphagia and food impactions, and histologically is defined by elevated eosinophils in the esophagus, where they are normally absent (2). When activated, eosinophils degranulate and release nonenzymatic cationic proteins, among other effector molecules, that can lead to inflammation and damage the surrounding microenvironment (1).

We recently showed that tissue resident eosinophils from patients with EoE have high expression of the IL-33 receptor, ST2 (3). IL-33 is a member of the IL-1 superfamily of inflammatory cytokines and has been shown to be important and elevated in allergic diseases such as EoE, asthma and atopic dermatitis (4–6). IL-33 is elevated in the esophagus of patients with EoE (4) and can be released from various cell types including epithelial, endothelial and dendritic cells (5, 7, 8). ST2 has two isoforms (9); ST2L is membrane bound whereby upon engagement of IL-33, conventionally leads to downstream release of type 2 cytokines IL-5 and IL-13 by group 2 innate lymphoid cells (ILC2s) (8). Conversely, alternative splicing leads to expression of soluble ST2 (sST2), which acts as a decoy receptor limiting the bioactivity of IL-33. Importantly, type 2 inflammatory cytokines such as IL-4 and IL-13 are implicated in allergy and EoE. Selective blockade of these cytokines results in resolution of esophageal eosinophils and symptom resolution when IL-4 and IL-13 are collectively inhibited (10–12).

Taken together, these data suggest IL-33 and downstream type 2 cytokines IL-4 and IL-13 are important in EoE. However, whether eosinophils directly respond to IL-33 and release these type 2 cytokines has not been previously explored. Given the challenges of culturing mature eosinophils long-term ex vivo, here we expand upon prior reports of eosinophil differentiation from hematopoietic CD34+ stem cells and detail a protocol for this assay. This allows for in vitro characterization and manipulation of eosinophils (13, 14). We monitor cells across the differentiation process and show that differentiated eosinophils robustly release IL-13 in response to IL-33 stimulation, in addition to several other cytokines.



Methods


Human donor specimens

We utilized deidentified leukapheresis cones from Kraft Blood Donor Center at Dana Farber Cancer Institute Blood Bank and Associated Regional and University Pathologists (ARUP) at the University of Utah. Blood samples were donated without knowledge to these investigators as to the indication of donation. Donors did not receive mobilization therapies such as G-CSF. Samples were collected using a Terumo Trima Accel machine, Trima V.7 software and Trima Accel V.7 kits. These blood donor samples are exempt from IRB approval. Donors A-D were used for protein analyses as below, and Donors E-I were used for transcript experiments.



Cell culture

Donor blood was diluted with one-part sterile PBS and one-part Ficoll-Paque (Cytiva) underlay. The suspension was centrifuged at 400xg for 30 minutes, no break, no acceleration. Peripheral blood mononuclear cells (PBMCs) were isolated from the buffy coat layer and washed with sterile PBS. CD34 positive selection was performed using a bead enrichment kit according to manufacturer protocol (Miltenyi) or stem cell technologies (Vancouver, Canada). The remaining CD34- cells underwent a positive selection for CD14 according to manufacturer protocol (Miltenyi). Mature eosinophils were isolated from donor samples using bead enrichment per manufacturer protocol (EasySep, Stem Cell Technologies).

Once enriched, CD34+ cells were then centrifuged and resuspended in Iscove’s modified Dulbecco’s medium (ATCC) containing 10% inactivated fetal calf serum (Peak Serum), 50 U/mL Penicillin-Streptavidin (Corning). On day 0, the cells were cultured at 500k/mL in this growth media supplemented with 50 ng/mL SCF, 10 ng/mL IL-6, 25 ng/mL IL-3, and 10 ng/mL GM-CSF (PeproTech). The media was replenished with these same cytokines on day 2 by adding one volume of growth media to the well to support expansion. Starting from day 5, half of the media was replaced every two to three days with growth media containing 25 ng/mL IL-3, 10 ng/mL GM-CSF, and 10 ng/mL IL-5 (PeproTech) until day 28.

CD14+ cells were centrifuged and resuspended in RPMI-1640 (Corning) containing 10% inactivated fetal calf serum (Gibco), 2 mM glutamine (Corning), 50 U/mL Penicillin-Streptavidin (Corning), and 1X Non-Essential Amino Acids (Corning). This growth media was supplemented with 50 ng/mL M-CSF (PeproTech) and the cells were plated at a density of 1 million/mL in 14cm petri dishes (Corning). Two days after the isolation, the cells were fed with more growth media containing 50 ng/mL M-CSF. On day 5, the CD14+ macrophage progenitors were largely adherent to the plates, therefore the cells were washed and detached with trypsin (Gibco) and replated at a density of 500k cells/mL in growth media with 50 ng/mL M-CSF.

To assess the effect of IL-33 on eosinophils, cells were stimulated with 100 ng/mL of IL-33 (PeproTech) at denoted timepoints and subsequently harvested 24 hours or 72 hours later for imaging, RNA, and cytokine analyses. CD14+ cells fully differentiate into macrophages by day 7, therefore these cells underwent one stimulation on day 6. Both cell populations were counted and plated at a concentration of 500k cells/mL.



Histology and immunofluorescence

Differentiated eosinophils at designated timepoints were isolated at a concentration of 100k cells/100µL and centrifuged with a cytospin onto glass slides. Cells were fixed with 100% methanol for 60 seconds prior to hematoxylin and eosin staining (Abcam, ab246824) according to manufacturer protocol. Differentiated macrophages were grown on sterile glass coverslips in 6 well plates. Cells were fixed with 0.1 M MgSO4, 0.5 M PIPES, 0.1 M EGTA, 10% formaldehyde (Tousimis Research Corporation), all from Sigma, diluted with DPBS for 20 minutes at room temperature. Cells were permeabilized with 0.1% triton X for 2 minutes before blocking with Background Buster (Innovex or goat serum) for 1.5 hours.

A “no primary antibody” control was performed for every experiment and sample. Immunofluorescence staining panels were performed with appropriate primary and secondary antibody overnight at 4C or for 1 hour at room temperature for IL-13. Antibodies used: mouse-anti-human eosinophil peroxidase (EPX) (graciously provided by Dr. Elizabeth Jacobsen; Mayo Clinic, Scottsdale, AZ; mouse-anti-human, 1:200), goat-anti-mouse AF488 (BioLegend; Poly4054; 1:200), rat anti-human IL-13 (BioLegend; JES10-5A2; 1:200), mouse-anti-human IL-4 (Abcam, 5B5) conjugated to AF594 (Abcam ab269822; 1:200). Macrophages were stained with Phalloidin according to manufacturer protocol (Abcam ab176759). All cells were stained with DAPI nuclear dye for 5 minutes at room temperature. Images were obtained on a Nikon Ti inverted microscope or the Olympus IX83 multi-alkali PMT (x4) Spectral Imaging microscope at 20X if not otherwise noted. ImageJ/Fiji and Photoshop were used to interpret and display images.



Flow cytometry

Differentiated eosinophils were stained using antibodies CCR3 (BioLegend clone 5E8, PE), Siglec-8 (BioLegend clone 7C9, PE/Dazzle), IL5-Ra (R&D Systems FAB253P, PE used in separate staining panel), CD11b (BioLegend clone M1/70 FITC), CD117 (BioLegend clone 104D2, BV421). Samples were run on using LSR Fortessa (BD Biosciences).



Cytokine analysis

To measure IL-4 and IL-13 at varied timepoints after a stimulation, supernatants from cell concentration-controlled wells (500k cells/mL) were collected. Samples were sent for Luminex multiplex cytokine analysis to Eve Technologies (Calgary, Canada).



qRT-PCR

Total RNA was isolated from cells using RNeasy Plus Mini Kits (Qiagen). RT was performed using the SuperScript™ IV First-Strand Synthesis System (Invitrogen). The expression levels of EPX, CLC, and MBP were measured to assess for presence of canonical eosinophil markers in differentiated cells. IL-4, IL-13, sST2, and ST2L were measured to examine downstream IL-33 transcriptional activity. GAPDH was used as the reference control sequence. The primers were obtained from IDT and the sequences are as follows: CLC: forward GGATGGCCAAGAATTTGAACTG, reverse GGTGTAAGAGGATTGGCCATTG (15); EPX: forward GTCCTGCGAGACTGCATAGC, reverse TATAATCTGCGGCCCGAACAA (PrimerBank ID 260064070c1); MBP: forward AAACTCCCCTTACTTCTGGC, reverse GCAGCGTCTTAGCACCCAA (PrimerBank ID 46276888c1); IL-4: forward CGGCAACTTTGTCCACGGA, reverse TCTGTTACGGTCAACTCGGTG (PrimerBank ID 4504669a2); IL-13: forward CCTCATGGCGCTTTTGTTGAC, reverse TCTGGTTCTGGGTGATGTTGA (PrimerBank ID 26787977c1); sST2: forward GAAGGCACACCGTAAGACTA, reverse GACAAACCAACGATAGGAGG (16); ST2L: forward GAAGGCACACCGTAAGACTA, reverse TTGTAGTTCCGTGGGTAGA (16); GAPDH: forward GAAGGTGAAGGTCGGAGTCA, reverse GACAAGCTTCCCGTTCTCA (17).

Quantitative real-time PCR was done using the PowerUp™ SYBR™ Green Master Mix (Applied Biosystems) in a final volume of 12 µl containing 0.5 µM of each primer using the QuantStudio 6 Flex (Applied Biosystems). The cycling conditions were as follows: 95°C for 10 min followed by 45 cycles of 95°C for 4 sec, 56°C for 5 sec, 72°;C for 15 sec. Experiments were performed in triplicates and quantification was performed using the 2-ddCt method.



Statistical analyses

Multiplex cytokine data was reported as concentration and for donor compilation, the data was transformed to logarithm scale which is more natural due to variation in concentration ranges between individual donors. The data was then scaled by subtracting the mean and dividing by standard deviation. These Z-scores are reported for each cytokine as described by Dingle et al. and were generated to account for variance of scale between individual donors (18). Results were analyzed on GraphPad Prism software (San Diego, CA). Ratio paired t tests were performed on qPCR experiments and paired t test were performed on Z-scores.




Results


Human differentiated eosinophils resemble mature eosinophils

Using growth cytokine media, CD34+ hematopoietic stem cells were matured into differentiated eosinophils while CD14+ monocytes were differentiated into macrophages as indicated (Figure 1A). Throughout the differentiation process, cells were stained with hematoxylin and eosin at weekly timepoints demonstrating increasing eosinophilic appearance of these cells (Figure 1B). Similarly, immunofluorescence staining of eosinophil peroxidase (EPX) and DAPI nuclear dye identified EPX-containing eosinophil granules with percent EPX+ cells of total at differentiation timepoints shown (Figure 1B). Using RT-qPCR, we identified that canonical eosinophil markers including charcot-leyden crystal (CLC), EPX and major basic protein (MBP), are expressed by differentiated eosinophils (Figure 1C), the latter two of which are highly specific for eosinophils. Compared to day 7 cells, days 14 and 21 displayed the highest relative expression of these transcripts. When normalized to macrophages, day 7 differentiated eosinophils expressed high relative expression of CLC, EPX and MBP (Figure 1D). Expectedly, day 28 differentiated eosinophils and mature peripheral eosinophils in general have low transcriptional activity with CLC being the most abundant transcript in mature eosinophils (Figure 1E). As cells appeared to have the most robust expression of granule protein transcripts prior to day 21, subsequent experiments focused predominantly on these earlier timepoints. Flow cytometric analyses of day 21 differentiated eosinophils is notable for high expression of CD11b, CCR3, Siglec-8, and IL5Rα (Figure 1F). Gating strategy established based on unstained controls (Supplemental Figure 1).




Figure 1 | Human CD34+ hematopoietic stem cells mature into differentiated eosinophils. (A) Schema for differentiating eosinophis and macrophages from apheresis cones. (B) DAPI, EPX (above) and H&E staining of CD34+ cells during differentiation on days 7, 14, 21, and 28. Percent EPX+ cells of total cells shown graphically. (C) Expression of CLC, EPX, and MBP transcripts during differentiation relative to day 7 (baseline). (D) Expression levels of CLC, EPX, and MBP on day 7, relative to CD14+ cells. (E) Expression levels of CLC, EPX and MBP on mature peripheral eosinophils and day 28 differentiated eosinophils. (F) Flow cytometry of day 21 differentiated eosinophils for canonical eosinophil markers.





ST2L, sST2, IL-4, and IL-13 transcripts are expressed in human differentiated eosinophils

After validation of the eosinophil differentiation protocol, CD34+ or CD14+ cells were stimulated with or without 100 ng/mL IL-33 at designated timepoints and cells and supernatants were harvested at 24- and 72-hours post administration (Figure 2A). As noted in Figure 1A, macrophage differentiation concludes after one week of culture and therefore later timepoints were not examined. We first performed RT-qPCR to assess the relative expression of membrane-bound ST2L, sST2 decoy receptor, IL-4, and IL-13 at varied timepoints post stimulation (Figure 2B). We detected expression of all genes at all examined timepoints in eosinophils, regardless of IL-33 stimulation, but detected little if any expression of these receptors or cytokines in differentiated macrophages. The media control cells expressed ST2L and sST2 maximally at d7 and then showed a slight decrease in expression as time went on. IL-33 stimulation increased ST2L and sST2 expression in differentiating eosinophils, most notably when stimulated on days 6 and 13. However, for both ST2L and sST2, IL-33 had less effect 24h and 72h post day 20 stimulation. IL-4 and IL-13 transcripts in media control cells had the highest relative expression during the second week of the differentiation at day 13 72h post IL-33 and day 13 24h post IL-33, respectively. IL-4 expression significantly increased in response to IL-33 24h and 72h post day 6 stimulation and then saw fewer changes after day 14. In contrast, IL-13 expression was consistently elevated compared to media controls in response to IL-33 at all timepoints.




Figure 2 | Differentiated eosinophils express IL33 receptor and type 2 cytokine transcripts. (A) IL-33 stimulation schema during differentiation. Cells were treated with IL-33 or media control on days 6, 13, and 20 (d6, d13, d20) and subsequently harvested 24h and 72h after each stimulation. (B) Relative expression levels of ST2L, sST2, IL-4, and IL-13 using d6 24h media eosinophils as the control for each qRT-PCR. P < 0.05 (*), <0.0021 (**).





IL-33 induces release of IL-4 and IL-13 from differentiated eosinophils

To determine whether IL-4 and IL-13 protein is expressed by and secreted from differentiated eosinophils, we performed immunofluorescence and Luminex multiplex cytokine analyses on the supernatants of differentiated eosinophils from four donor samples (Figure 3). Immunofluorescence of IL-4 revealed punctate granule-like staining intracellularly in cells treated with media; cells treated with IL-33 appeared to have less IL-4 intracellularly (Figure 3A). To assess IL-33’s ability to stimulate downstream cytokine secretion, we measured IL-4 concentration in the supernatant of differentiated eosinophils and found that secreted IL-4 generally increased in response to IL-33 24hrs after stimulation; this effect appeared to wane by 72hrs post-stimulation and was not consistently elevated across donor samples (Figure 3B). Similarly, IL-13 was robustly present in differentiated eosinophils kept in control media, as shown by immunofluorescence (Fgiure 3C). Treatment with IL-33 caused most eosinophils to secrete their IL-13 as measured by loss of immunofluorescent staining and increase in IL-13 protein in the culture media (Figures 3C, D). IL-13 accumulated to a greater concentration in the culture media than IL-4, and appeared to cumulatively increase from 24hr to 72hrs post-stimulation with IL-33 in all donors and at most differentiation timepoints (Figure 3D).




Figure 3 | Differentiated eosinophils release IL-4 and IL-13 protein in response to IL-33. Immunofluorescence staining of differentiating eosinophils on d14 for (A) IL-4 and (C) IL-13. Cytokine analysis of supernatants of media and IL-33 treated cells at various time points detects (B) IL-4 and (D) IL-13 concentrations for each individual donor.





IL-33 induces release of IL-13 and a wide array of chemokines

To assess what additional cytokines may be affected by IL-33 stimulus on differentiated eosinophils, the same cell supernatants that were examined for IL-4 and IL-13 were also examined using multiplex cytokine array at each timepoint (Figure 4). Geometric means of cytokine concentrations are shown, fold-change of IL-33 stimulated compared to media control, and Z-score p-values revealed IL-33 stimulated differentiated eosinophils significantly increased IL-13 secretion by both fold-change and Z-score p-value compared to control across almost all timepoints. At the timepoints measured during week 2 and week 3, we found consistent increases in fold change of IL-8, CCL3, CCL5, IL-13, IL-10, CXCL1, and CCL1 in the IL-33 treated group compared to media control. IL-8, CCL3 and IL-13 were secreted at high concentrations (Figure 4; see Supplemental Table 1 for average concentrations of cytokines and fold change at given timepoints).




Figure 4 | List of downstream cytokines produced in response to IL-33 in differentiated eosinophils. The geometric mean concentration of each cytokine in the IL-33 treated condition is shown numerically. A color gradient displays the level of fold change in concentration of IL-33 treatment relative to media control. Any cytokine with a fold change greater or equal to 2 was assigned color. Cytokines with a fold change less than 2 were left grey. The concentrations of cytokine from each donor and stimulus condition were transformed and plotted as Z-scores to account for varied scale between individuals. Cytokines at timepoints with statistically significant p values based on Z-scores in response to IL-33 compared to media control are bolded and italicized.



Z-scores for each timepoint are shown for IL-13, IL-4, IL-8, LIF, CCL1, CCL5, CCL7, and CCL8 (Figure 5). Upon IL-33 treatment, CCL1, LIF, CCL7, and CCL5 were all significantly upregulated after IL-33 stimulation on day 6 and day 13, and trended upwards after day 20 stimulation. IL-4 did not reach statistical significance with IL-33 stimulation, but trended upwards 24h after each stimulation rather than at 72h post IL-33. IL-8 was significantly elevated in the IL-33 treated group 24h and 72h after the day 13 stimulation and 24h after the day 20 stimulation. IL-13 and CCL8 were significantly higher upon IL-33 treatment at almost every timepoint except for 24h after day 20, when it trended upwards.




Figure 5 | IL-33 significantly increases release of IL-13 among other cytokines from differentiated eosinophils. Z-scores of cytokines consistently upregulated by IL-33 treatment compared to media controls are displayed in addition to IL-4. P<0.05 (*), <0.0021 (**), <0.0001 (****).






Discussion

Here we validated and detailed an approach to eosinophil differentiation from CD34+ hematopoietic stem cells and found that differentiated eosinophils directly respond to IL-33 with robust release of IL-13. In validating these cells, we showed that they are morphologically akin to peripheral eosinophils and express canonical eosinophil markers at the transcript and protein levels. IL-13 was secreted in large quantities in response to IL-33 across most timepoints of differentiation. Although we could show by immunofluorescence that IL-4 was released by eosinophils in response to IL-33, the absolute concentrations of IL-4 did not accumulate in culture media to high enough levels to reach statistical significance. Additional notable cytokines and chemokines that were secreted by eosinophils in response to IL-33 include IL-8, LIF, CCL1, CCL5, CCL7, and CCL8.

The differentiation of hematopoietic cells from CD34+ stem cells has been used for many hematopoietic cell lineages and was first described by Rosenberg et al. in 1996 for the differentiation of eosinophils and adapted by others in subsequent years (14, 19). Here, we provide an in-depth methodologic approach by adapting methods described by Rosenberg and conducted validation experiments showing that differentiated eosinophils are not only morphologically akin to naturally occurring eosinophils, but also express canonical eosinophil markers such as EPX, MBP and CLC and EPX protein similar to the protocol described by Legrand et al. (19). Keeping with findings shown by Legrand et al, these cells are most transcriptionally active between days 6-21 compared to day 28, a finding that was not surprising given that mature peripheral eosinophils are not considered to be particularly transcriptionally active and do not have long half-lives in circulations. Tissue-resident eosinophils are thought to have longer half-lives, although these cells have been difficult to study in humans given limited access to tissue compared to peripheral blood, and the lack of culture conditions capable of supporting eosinophil survival. Our studies here offer a window into longer-term culture conditions for eosinophils that may be applicable to studying the function of these cells in allergic disease as well as cancer and metabolic disease where tissue-resident eosinophils have also been shown to play a role (20, 21).

IL-33 is increasingly thought to be important for the pathogenesis of Th2 inflammatory responses and is a potential therapeutic target. Therefore, understanding its role in atopic diseases such as EoE are valuable undertaking. Previously, elucidating how eosinophils transcribe and release cytokines in response to IL-33 has been difficult due to the challenges of culturing mature eosinophils, particularly under conditions longer than 24-48 hours. Using our model, we detected ST2L as well as IL-4 and IL-13 transcripts as early as day 7, rendering these cells able to respond to IL-33 early in differentiation. Interestingly, we see that while all differentiating eosinophils show intracellular IL-4 and IL-13 by immunofluorescence (Figures 3A, C), only cells that received IL-33 secreted particularly IL-13 more so than IL-4 into supernatants, suggesting that IL-33 signaling via ST2 triggers selective release of cytokines (Figures 3B, D).

We found that differentiated eosinophils released IL-13 at both the 24h and 72h post-IL-33 timepoints with the latter time point having higher concentrations, while IL-4 detection was highest at 24h post-IL-33 stimulation and was only significant at one early timepoint. This difference may be due to the shorter half-life of IL-4 or to differences in the relative abundance of each cytokine in eosinophil granules. Importantly, we found that differentiated eosinophils secrete significant concentrations of IL-8 in response to IL-33, a finding that has been previously described using mature human peripheral blood eosinophils (22, 23) and which we were able to validate here. Additionally, IL-33 elicited significant concentrations of granulocyte-relevant chemokines such as CCL1, CCL5, CCL7, and CCL8 from differentiated eosinophils. CCL1 has been described previously as being important for chemotaxis of human monocytes and eosinophils (24, 25), and CCL5, CCL7, and CCL8 can elicit activating and chemotactic responses in eosinophils, CD4 T cells, and basophils (26–28). In a study of childhood asthma, CCL5 and CCL7 were significantly increased in the bronchial alveolar lavage (BAL) fluid of children with asthma and was associated with higher BAL eosinophils (29). Together, these findings suggest that IL-33 may elicit a specific cytokine signature that damages the surrounding tissue and further recruits other inflammatory cells.

Differentiating CD34+ hematopoietic stem cells into eosinophils should make mechanistic investigations of eosinophils more feasible. Studying these cells also has clinical relevance. In a prior study, CD34+ stem cells from blood donors express ST2L and produce IL-5 and IL-13 in response to IL-33 supporting these stem cells as potential effector cells in allergic diseases (30). They found IL-5 and IL-13 producing CD34+ stem cells were present in the sputum of patients with asthma, and increased after allergen challenge. Moreover, eosinophil progenitors, defined as CD34+ CD38+ and IL5Rα+ hematopoietic stem cells, were shown to be significantly elevated in the peripheral blood of patients with active EoE (31) and correlated with histologic disease activity (32). These findings further support the importance of studying eosinophil progenitors and the differentiation process in human cells.

Limitations of our study include application of this in vitro assay to tissue-resident or fully mature eosinophils. While we showed differentiated eosinophils express canonical markers of mature eosinophils, this was not 100% of the population even at late timepoints. Other important considerations include recognizing hematopoietic stem cells and EoP are likely more transcriptionally active than a fully mature eosinophil, which classically can be challenging to capture in this regard. This raises the importance of validating findings at the protein level.

In summary, we have validated and detailed an in vitro assay for differentiating human eosinophils from CD34+ hematopoietic stem cells and explored for the first time the effects of IL-33 signaling throughout the differentiation process. The ability of IL-33 to stimulate type 2 cytokine secretion, in combination with previous reports by others, strongly suggests that the IL-33-ST2 signaling pathway is an important axis for allergic responses. Further analyses of how IL-33 stimulated eosinophils may activate or affect migration of other leukocytes would reveal more about the immune interactions at sites of allergic inflammation.
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Innate myeloid cell (IMC) populations form an essential part of innate immunity. Flow cytometric (FCM) monitoring of IMCs in peripheral blood (PB) has great clinical potential for disease monitoring due to their role in maintenance of tissue homeostasis and ability to sense micro-environmental changes, such as inflammatory processes and tissue damage. However, the lack of standardized and validated approaches has hampered broad clinical implementation. For accurate identification and separation of IMC populations, 62 antibodies against 44 different proteins were evaluated. In multiple rounds of EuroFlow-based design-testing-evaluation-redesign, finally 16 antibodies were selected for their non-redundancy and separation power. Accordingly, two antibody combinations were designed for fast, sensitive, and reproducible FCM monitoring of IMC populations in PB in clinical settings (11-color; 13 antibodies) and translational research (14-color; 16 antibodies). Performance of pre-analytical and analytical variables among different instruments, together with optimized post-analytical data analysis and reference values were assessed. Overall, 265 blood samples were used for design and validation of the antibody combinations and in vitro functional assays, as well as for assessing the impact of sample preparation procedures and conditions. The two (11- and 14-color) antibody combinations allowed for robust and sensitive detection of 19 and 23 IMC populations, respectively. Highly reproducible identification and enumeration of IMC populations was achieved, independently of anticoagulant, type of FCM instrument and center, particularly when database/software-guided automated (vs. manual “expert-based”) gating was used. Whereas no significant changes were observed in identification of IMC populations for up to 24h delayed sample processing, a significant impact was observed in their absolute counts after >12h delay. Therefore, accurate identification and quantitation of IMC populations requires sample processing on the same day. Significantly different counts were observed in PB for multiple IMC populations according to age and sex. Consequently, PB samples from 116 healthy donors (8-69 years) were used for collecting age and sex related reference values for all IMC populations. In summary, the two antibody combinations and FCM approach allow for rapid, standardized, automated and reproducible identification of 19 and 23 IMC populations in PB, suited for monitoring of innate immune responses in clinical and translational research settings.
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Introduction

Monocytes, dendritic cells (DCs) and granulocytes, together also called innate myeloid cells (IMCs), play key roles in multiple different processes related to maintenance of tissue homeostasis, including sensing of tissue damage, induction and/or resolution of inflammation, antigen presentation and pathogen eradication (1–9). While some of these cell populations, such as mast cells and macrophages, are merely tissue-resident, others like monocytes, DCs, basophils, eosinophils and neutrophils circulate via peripheral blood (PB) with the ability to sense micro-environmental changes (such as inflammatory processes) and migrate to tissues where they modulate local responses in both physiological and disease conditions (10–12). This great plasticity and functional heterogeneity of IMCs renders them into ideal candidates for monitoring disturbances in body homeostasis at the systemic level, e.g. in PB. Consequently, the clinical utility of monitoring IMCs in PB for diagnosis, staging, prognostic assessment and/or evaluating response to treatment in multiple disease conditions has been demonstrated previously (9, 13–24).

However, monitoring IMCs for translational research and diagnostic patient care is currently hampered by the lack of standardized approaches. This includes the absence of immunophenotypic consensus criteria for the definition of the distinct IMC subsets, due to their great heterogeneity and plasticity (25–31) and the limited availability of lineage-specific proteins, which have led to the introduction of e.g., marker cocktails for lineage exclusion and highly variable strategies and/or extensive sets of markers for correct identification of the target populations (25–27, 29, 31–34). Additionally, new monocytes and DCs have been identified, leading to progressively more complex antibody panels and data analysis procedures. For example, new subsets of classical (cMo) and non-classical (ncMo) monocytes have recently been defined based on the expression pattern of CD9, CD62L, CD93 and/or FcϵRI and CD9, CD36 and Slan, respectively (35–39). Likewise, CD1c+ myeloid dendritic cells (myDCs) are now known to include different functional subsets, that can be identified based on CD14 expression (CD14- non-inflammatory and a CD14lo pro-inflammatory CD1c+ myDC population) (40) and CD5: CD5hi CD1c+ myDCs with higher ability to migrate to the lymph nodes and induce T cell proliferation, and CD5- CD1c+ myDCs with a closer functional profile to monocytes (41, 42). In addition, the new subset of Axl+ and SIGLEC6+ DC (Axl+ DCs) has been described recently, which was previously included in the plasmacytoid dendritic cell (pDC) population and exhibits mixed gene expression and functional profiles between pDCs and myDCs (40). In parallel, a new population of DC precursors has been described, co-expressing CD34int and CD100hi, with the ability to generate in vitro both CD1c+ and CD141+ myDCs (31, 40, 43).

In recent years, different 8-12 to 38 color panels have been designed and proposed for monitoring monocytic and DC populations in PB by flow cytometry (FCM) and mass cytometry, respectively (26, 44–46). However, careful analysis of these FCM antibody panels shows that they typically include multiple redundant markers for defining IMC populations (e.g., CD123, CD303 and/or CD304 for identification of pDCs) and/or they require the use of antibody cocktails for exclusion (e.g., “dump channel”) of e.g. lymphoid cells, which prevent the addition of other relevant markers (29, 45). In contrast, a previously described 38-color mass cytometry antibody panel allows identification and characterization of virtually all monocyte, monocyte-derived macrophage, DC and myeloid-derived suppressor cell populations (47). However, mass cytometry is not readily available in many centers and, most importantly, has a very low throughput (250-350 cells/sec) and limited levels standardization, which limit its use in clinical settings. Furthermore, none of the previously reported antibody panels allow identification of the recently described DC and monocyte populations. At the same time these antibody panels did not use standardized and validated procedures for antibody panel design and data analysis in a multicentric setting, and failed to provide age-matched related ranges for the IMC populations (26, 44–46, 48, 49).

Here we designed and validated two (11- and 14-color) antibody panels for standardized, automated, and reproducible identification of 19 to 23 IMC populations in human blood by FCM, and provide age and sex-matched reference values for more objective interpretation of altered IMC profiles in multicentric clinical settings. Ultimately, the antibody panels developed will allow to set a new benchmark for IMC in both clinical and translational research settings.



Material and methods


Samples

For this study, 261 PB samples (195 ethylenediaminetetraacetic acid -EDTA- and 66 sodium heparin-anticoagulated) obtained from 205 healthy donors (HD) were evaluated. From them, 242 samples from 197 donors were used for antibody panel development and evaluation (72 men, 118 women and 7 donors lacking sex information, with median age of 32 years -y- ranging from 5y to 99y). For assessment of the technical performance of the antibody panels, construction & validation of the reference database for automated gating (50) 57 samples from 48 donors were used (20 men, 25 women; median age 38y; range: 5y – 85y; of note, sex information was not available for 3 donors). A total of 116 samples from 67 women and 45 men (unknown sex in 4 donors) with median age 30y (range: 8y-69y) were processed for defining age- and sex-related normal reference ranges. Additionally, 4 cord blood (CB) samples collected in EDTA were also included for the study of infrequent populations in steady-state PB, which are reported to be increased in CB (e.g., myeloid-derived suppressor cells -MDSC-, immature neutrophils). All samples were collected after informed consent was provided by each donor according to the Declaration of Helsinki and the guidelines of the local ethics committees and review boards. Of note, this study includes pre-vaccination samples collected and processed in the context of the Dutch ‘BERT study’, which was initiated by the Innovative Medicines Initiative (IMI)2 PERISCOPE consortium (51, 52) and was approved by the Medical Research Ethics Committees United (MEC-U, NL60807.100.17-R17.039) and registered at the EU Clinical trial registry (EudraCT number 2016-003678-42).



Immunophenotypic studies

Samples were processed within 4 hours (h) after collection, according to the EuroFlow bulk lysis and sample preparation and staining standard operating procedures (SOP) (52, 53) for surface membrane (Sm) only and Sm plus cytoplasmic (Cy) labeling of 107 cells, employing the antibodies (Supplementary Table 1) and antibody combination depicted in Table 1 and Supplementary Tables 2, 3. Protocols are described in detail in the Supplementary Methods section and on the EuroFlow website (www.EuroFlow.org ).


Table 1 | Antibody combinations used to stain peripheral blood for the selection of the best marker combination for identification of the different innate myeloid cell populations, and overview of the distinct versions evaluated during the multiple design cycles (four rounds) of the EuroFlow innate myeloid cell (IMC) flow cytometry tubes.



Stained cells were stored at 4°C and measured within 1h by FCM. Absolute counts were assessed employing a double platform method based on quantitation of nucleated cells obtained in the Sysmex XP-300 automated hematological analyzer (Sysmex Europe GmbH, Norderstedt, Germany).



In vitro activation assay of monocytes and DCs

Short-term in vitro activation assays were performed using sodium heparin anti-coagulated PB, as described elsewhere (53). Briefly, 500 μl of PB diluted 1/1 (vol/vol) with RPMI 1640 medium (Sigma-Aldrich, Zwijndrecht, The Netherlands) were incubated for 6h at 37°C in a sterile environment containing 5% CO2 in the presence of 100 ng/ml of lipopolysaccharide (LPS) (Sigma-Aldrich). For those experiments in which intracellular detection of cytokines was performed, 10 μg/ml of Brefeldin A (Sigma-Aldrich) was added to block cytokine secretion. For each condition, an unstimulated aliquot of the same sample was processed in parallel in an identical way. Stimulated PB samples were then stained with a panel of monoclonal antibodies (MoAb) (Supplementary Table 2) using the EuroFlow bulk lysis and sample preparation and staining SOPs (www.EuroFlow.org) as previously described (54).



Sample acquisition and analysis

For each sample evaluated, 2.5 to 5 x 106 cells were measured using LSR Fortessa (Becton Dickinson Biosciences (BD), San José, CA) instruments equipped with 4 lasers (405nm, 488nm, 561nm and 640nm) or a 3-laser (405nm, 488nm, 640nm) Aurora (Cytek, Fremont, CA) instrument. BD Fortessa flow cytometers were set-up at each center according to the EuroFlow guidelines (www.EuroFlow.org) and calibrated daily by use of BD™ Setup and Tracking (CS&T) beads (BD Biosciences), their performance being checked daily by acquisition of SPHERO™ Rainbow calibration particles (Cytognos S.L., Salamanca, Spain). Calibration and daily quality control of the Aurora flow cytometer was performed according to the SOP recommended by the manufacturer. For data analysis, the Infinicyt™ software (version 2.0.2.d.000; Cytognos S.L., Salamanca, Spain) was used. Gates were defined based on internal negative and fluorescence-minus-one (FMO) controls, for general population identification and immunophenotypic characterization, respectively.



Antibody evaluation and selection for the EuroFlow IMC tubes

To design accurate and reproducible antibody combinations for IMC detection in PB, 62 antibodies against 44 proteins were stepwise evaluated in several rounds of EuroFlow-based design–testing–evaluation–redesign (Table 1, Supplementary Table 1). In a first step, 8 antibodies were used as backbone to accurately identify the major monocytic populations (CD14, CD16, CD45, CD300e, HLA-DR) and their subsets (CD36, CD62L and Slan) (Table 1) (9, 37, 39). Selection of different reagents was carried out for each target antigen, based on discrimination between positive and negative reference populations, employing stain index values [calculated as (MFI PRP – MFI NRP)/2 x rSDNRP; where MFI, median fluorescence intensity; PRP, positive reference population; NRP, negative reference population; rSD, robust standard deviation], as previously described (55).

In a subsequent step, selection of the minimum set of the most informative markers for identification of additional subsets of IMC was performed per cell population, e.g., pDCs, myDCs, Axl+ DCs, CD100+ preDCs, myeloid-derived suppressor cells (MDSCs) (Table 1), using counter-staining with the backbone markers for the major population identification (CD14, CD16, CD45, CD300e, HLA-DR). Selection of individual markers and marker combinations was based on specificity, redundancy, population discrimination and lack of cross-contamination by other cell subsets, as assessed by principal component analysis (PCA) and canonical multivariate analysis (CA) using Infinicyt™ (56). For Axl+ DCs, accuracy of the set of markers used for their identification was further validated (Supplementary Table 2), employing in vitro stimulation of PB samples (n=5).

Based on the above strategies, a first version of the IMC tube was designed (version 1; Table 1), further modified to include the anti-FcεRI antibody (version 2; Table 1), for better identification of basophils and further subsetting of cMos (36). Subsequently, to improve the discrimination of leukocytes from debris and platelets, and better identify immature neutrophils, the CD45 antibody reagent was replaced with a brighter conjugate in the 11-color version of the tube (version 3; Table 1). At a later stage, an extended 14-color version (version 4, Table 1) was designed, which also included i) CD5 for further subsetting of CD1c+ CD14- myDCs; ii) CD34 for identification of hematopoietic precursor cells (HPCs) and CD100+ CD34int pre-DCs; and iii) CD192 for identification of M-MDSCs. Additionally, the fluorochrome conjugated to CD62L was changed to minimize its spread on the FcεRI channel, as required for clear cut subsetting of cMos (Table 1).



Technical performance of the EuroFlow IMC tubes

The technical performance of the EuroFlow IMC tube was evaluated in a Fortessa X20 (BD) for different anti-coagulants (EDTA vs. sodium heparin) (assessed in 7 paired PB samples stained with versions 2 (n=3) and 3 (n=4) of the IMC tube; Table 1), immediate vs. delayed (storage at RT for 6h, 12h and 24h) (n=3; version 3) and fresh vs. frozen (n=3; version 4) staining of (EDTA anti-coagulated) PB samples. To compare the performance of the EuroFlow IMC tube in different instruments (i.e., conventional vs. spectral flow cytometers), PB samples from 5 donors were stained with version 4 of the tube (Table 1) and measured in parallel in a 4-laser Fortessa X20 (BD) conventional flow cytometer (405nm, 488nm, 561nm and 640nm lasers) and a 3-laser Aurora (Cytek) (405nm, 488nm, 640nm) spectral flow cytometer.



Intra- and inter-assay reproducibility

Intra-assay variation of the EuroFlow IMC tube, expressed by the intra-assay coefficient of variation (%CV) was determined in duplicates of 5 EDTA-anticoagulated PB samples, processed in parallel (version 3; Table 1) and measured in a Fortessa X20 (BD) flow cytometer. In addition, inter-center reproducibility was also evaluated via analysis of PB samples from HD locally collected, processed (version 3; Table 1) and measured at 4 centers: Leiden University Medical Center (LUMC) (n=9), University of Salamanca (USAL) (n=5), National Institute for Public Health and the Environment (RIVM) (n=3), and University of Turku (UTU) (n=4), using five different instruments (2 LSR Fortessa and 3 Fortessa X20). For this purpose, the %CV of the median fluorescence intensity (MFI) obtained for each marker in pre-determined positive reference cell populations was first calculated per center (intra-center variation), and the technical variability between centers (inter-center variation) estimated based on the median MFI of each marker per center.



Reproducibility of manual data analysis

To evaluate the inter-operator reproducibility of manual analysis, flow cytometry standard (.FCS) sample files from 6 adult HD (stained with version 3 of the EuroFlow IMC tube) were independently analyzed in parallel by an experienced (expert 1 – E1) and a novice (expert 2 – E2) flow cytometrist. Intra-operator variability was assessed for E1, who analyzed the files twice within a time lapse of ≥2 months.



Database construction for automated data analysis

For construction of the database for automated analysis of the 11-color version of the EuroFlow IMC tube (version 3, Table 1), 18 PB samples from healthy adults were processed and measured in Fortessa X20 and LSR Fortessa instruments, at the four different sites mentioned above, within the framework of the Horizon 2020/IMI multicenter PERISCOPE consortium (http://periscope-project.eu/): LUMC (n=5), USAL (n=8), RIVM (n=2), and UTU (n=3). Flow cytometry data files from those 18 samples that fulfilled all the selection criteria (described in detail in Supplementary Methods) were then merged into a single data file used as database tool, implemented in Infinicyt™ (Cytognos) (57). For validation of the database vs. manual analysis performed by an experienced flow cytometrist (E1), a second set of PB samples from HD (n=6), processed and acquired at LUMC (n=3) and USAL (n=3), was prospectively used. For these samples, analysis was repeated at two different timepoints set ≥2 months apart from each other.




Results


Selection of markers for identification of dendritic cell populations

Based on earlier work (9, 37–39), a set of eight markers (CD14, CD16, CD36, CD45, CD62L, CD300e, HLA-DR and Slan) that allows for identification and subsetting of monocytic cells, was pre-selected as backbone (Table 1), based on antibody clones that had previously shown to perform well technically (Supplementary Table 1) (9, 37, 39, 58). Three markers (CD123, CD303 and CD304) were evaluated for the specific identification of pDCs (25, 27, 31) in combination with the backbone combination required for identification of the major populations of monocytes and granulocytes (CD14, CD16, CD45, CD300e and HLA-DR). All three markers individually allowed clear identification of pDCs within the HLA-DR+/CD14-/CD16- cell compartment (Figures 1A–F). However, whereas the CD303 and CD304 expression was highly specific for pDCs, CD123 was also present in other cell populations (Figures 1A–C), such as HPCs, myDC and some B-cell (sub)populations (40, 59). While no significant differences were observed for population purity (Figures 1G–I), multivariate analysis (PCA) showed the highest discrimination power for CD303 (28.8%) vs. CD123 (26.3%) and CD304 (14.6%) (Figures 1J–M), even when CD303 and CD304 antibody reagents conjugated with the same fluorochrome were compared (p=0.03, Figure 1N). Importantly, since CD303 and the backbone marker CD300e are not expressed on the same cells (i.e., monocytes/myDCs vs. pDCs, respectively) (Supplementary Figure 1), both antibodies could be used in the later versions of the antibody combination with the same fluorochrome.




Figure 1 | Comparison of the performance of CD123, CD303 and CD304 for identification of plasmacytoid dendritic cells (pDCs). CD123, CD303 and CD304 were individually employed for identification of pDCs (A–C) within the HLA-DR+ CD14- CD16- cell population. Redundancy of each marker vs. the other two (D–F) and cross-contamination of pDCs with other cells (G–I), were evaluated. Marker performance for discrimination of pDCs vs. other HLA-DR+ CD14- CD16- cells was determined using principal component (PC) analysis (PCA) in the context of cross-staining with CD14, CD16, CD45, CD300e, HLA-DR for the individual markers (J–L) and in the combination of all markers (M). The contribution of CD123, CD304 and CD303 to the separation of pDCs vs. other HLA-DR+ CD14- CD16- cells is depicted in the table. (N) exhibits the staining index of allophycocyanin (APC)-conjugated CD303 and CD304 reagents. To test differences, the Mann-Whitney test was used. Solid circles in all PCA plots represent median values for the parameters evaluated and dotted lines depict the first standard deviation for each population identified. pDC, plasmacytoid dendritic cells; PC, principal component; APC, allophycocyanin.



For myDCs, CD11c and CD33 were selected to be tested (38, 41, 42) in combination with the backbone markers. As expected, both markers allowed accurate identification of myDCs within the HLA-DR+/CD14-/lo/CD16- cell compartment (Figures 2A–D), with a similar discrimination power (Figures 2G–I). Nevertheless, CD33 exhibited higher specificity than CD11c (purity of 99.8% ± 0.1% vs. 91.5% ± 5.1%, respectively) (Figures 2E, F) and was, therefore selected for identification of myDCs. Further discrimination among myDCs between conventional type 1 (cDC1) and 2 (cDC2) DCs, based on CD141 (BDCA3) and CD1c (BDCA-1) was then successfully evaluated (Figure 2J) (27, 60–62). Additional subsetting of CD1c+ myDCs has been recently reported based on the low vs. absent expression of CD14 with functional implications (the former show a more inflammatory gene expression profile) (40). Likewise, low vs. high expression of CD5 provided the ability for further functional subclassification of CD1c+ myDC (42), and this marker was therefore included in the extended version 4 of the IMC tube (Table 1), which allowed for unequivocal identification of three subsets of CD1c+ myDC (CD14lo, CD14- CD5- and CD14- CD5+) (Supplementary Figure 2).




Figure 2 | Comparison of the performance of CD11c vs. CD33 for identification of myeloid dendritic cells (myDCs). CD11c and CD33 were individually employed for identification of myDCs (A, B) within the HLA-DR+ CD14-/lo, CD16- cell population. Redundancy of each marker vs. the other (C, D), and cross-contamination with other cells (E, F), was evaluated. Marker performance for identification of myDCs vs. other HLA-DR+ CD14-/lo, CD16- cells was determined using principal component (PC) analysis (PCA) in the context of cross-staining with CD14, CD16, CD45, HLA-DR for the individual markers (G, H) and in the combination of all markers (I). The contribution of CD11c and CD33 for the discrimination of the two populations is depicted in the table. (J) shows a representative example of CD1c+ myDCs and CD141+ myDCs subsetting within the myDC population, previously identified based on expression of CD33. Solid circles in all principal component plots represent median values for the parameters evaluated and dotted lines depict the first standard deviation for each population identified. myDC, myeloid dendritic cells; PC, principal component.





Detection of CD100+ preDCs in PB does not need a CD100 antibody

Even though the definition of the myDC precursor is still elusive, a PB population identified based on a CD34int CD100hi immunophenotype (Supplementary Figure 3), with the ability to differentiate to both CD1c+ and CD141+ myDC, has been described in PB (40). PCA performed on PB cells stained with CD34 and CD100 in combination with CD14, CD16, CD33, CD45, CD300e, CD303 and HLA-DR exhibited a clear separation between CD34+ HPC and CD100+ DC precursors mostly due to their different pattern of expression of HLA-DRhi and CD34int (Supplementary Figure 3B), showing that CD100 is not critically required, as a similar discrimination power was observed when CD100 was excluded (Supplementary Figures 3C-D). Based on these results, CD34, but not CD100, was included in the extended 14-color version 4 of the IMC antibody panel (Table 1).



Detection of Axl+ DCs does not need an Axl antibody

In 2017, Villani et al. (40) described a new population of DCs that overlaps with pDCs, when classical identification markers are used, but that could be accurately discriminated based on the expression of Axl. In order to identify Axl+ DC, Axl was combined with CD1c, CD14, CD16, CD33, CD45, CD141, CD303, CD300e and HLA-DR. Overall, inclusion of Axl in the antibody combination proved not to be critically required for identification of this DC population, as the expanded backbone combination allowed for the separation of the Axl+ DCs from pDCs and myDC populations based on its unique pattern of expression of CD33lo, CD141+ and CD303lo (Figures 3A–G). This was further confirmed by multivariate analysis, which revealed similar population discrimination patterns, independently of the presence or absence of Axl (Figures 3H,I), associated with similar Axl+ DC counts (Figure 3J). Axl+ DCs have been reported to display a mixed gene expression signature between myDC and pDC, with shared immunophenotypic features with pDCs (e.g., CD123 and CD303 expression) and functional characteristics of myDCs (e.g., response to LPS) (40). Therefore, we further validated the functional identity of the Axl+ DC population, identified based on the restricted set of markers selected for evaluation of DC populations, (Table 1; Supplementary Table 2). Our results showed that in unstimulated samples, expression of CD11b was restricted to myDCs, whereas CD33 was also (dimly) expressed on Axl+ DCs, but not on pDCs. In turn, steady-state Axl+ DCs displayed a higher frequency of pro-inflammatory cytokine producing cells vs. myDCs CD1c+ CD14- (p<0.02 for IL1β and IL12) and pDCs (p<0.003 for IL1β and IL8) (Supplementary Figures 4, 5). Upon exposure to LPS, CD1c+ myDCs populations displayed a strong response to LPS, while pDCs and CD141+ myDCs were mostly unresponsive, Axl+ DCs exhibited an overall intermediate activation pattern, associated with a unique profile for those markers that showed significant differences in steady-state and/or in LPS-stimulated samples (CD33, CD62L, CD63, CD69, CD83, CD86, IL1β, IL6, IL8, IL12 and TNFα) (Figures 3K, L).




Figure 3 | Identification and functional characterization of Axl+ dendritic cells (DCs) vs. other DC populations. Identification of Axl+ DCs within the HLA-DR+ CD14-/lo, CD16-, CD300e+ or CD303+ or CD33+ cell population vs. plasmacytoid (A, B) and myeloid (C, D) DCs, in the context of staining with CD1c, CD14, CD16, CD33, CD45, CD141, CD300e+CD303 (i.e. full backbone) alone (B, D) or in combination with Axl (A, C) (n=5) is shown. Performance of the full backbone for discrimination of Axl+ DCs vs. other DCs, and the relative contribution of the most informative markers (>5%) for the separation between populations is depicted in (B, D). Expression patterns of the minimum set of markers required for identification of Axl+ DCs are shown in panels (E–G), respectively. (H, I) represent the canonical multivariate analysis (CA) for overall discrimination of DC populations (n=5 donors). Relative frequency of Axl+ DCs after staining with CD33, CD141 and CD300e+CD303 with and without Axl, is depicted in (J) (n=5). The t-distributed stochastic neighbor embedding (t-SNE) plot in (K) depicts the overall expression of activation- and maturation-related markers which showed statistically significantly different expression patterns at steady-state and in response to stimulation with LPS (TNFα, IL1β, IL6, IL8, IL12, CD33, CD62L, CD63, CD69, CD83, CD86 and HLA-DR) between the distinct DC populations (n=4 donors). (L) shows a hierarchical clustering analysis of the response to stimulation with LPS (given as fold change vs. steady-state) of the distinct DC populations identified employing the backbone set of markers. Statistical differences were evaluated employing Kruskall-Wallis and Wilcoxon tests with a false discovery rate (FDR) of 5% to correct for multiple comparisons, to compare between populations and steady-state vs. stimulation, respectively. Solid circles in all principal component, canonical analysis and tSNE plots represent median values for the parameters evaluated, inner dotted and outer solid lines depict the first standard and second standard deviations for each population identified. pDC, plasmacytoid dendritic cells; myDC, myeloid dendritic cells; PC, principal component; CA, canonical multivariate analysis; N.S., not statistically significant (p value>0.05); tSNE, t-distributed stochastic neighbor embedding; US, unstimulated.





Selection of markers for identification of immature vs. mature neutrophils

In order to determine whether additional markers are required for accurate identification of immature vs. mature neutrophils, PCA-based evaluation of the performance of the IMC tube extended backbone (i.e., backbone markers plus the markers required for identification of DCs) vs. the extended backbone plus CD11b, CD15 and CD66b, for identification of different polymorphonuclear (PMN) cells, including immature neutrophils, was performed. Of note, combined usage of cell size (forward scatter – FSC-) and internal complexity (side scatter – SSC-) plus CD45 allowed for clear separation of granulocyte and lymphocyte populations. Likewise, the SSChi CD16- CD33lo CD62Lhi, SSClo CD16- CD33hi CD62Lhi and SSChi CD16hi CD33lo CD62Lhi phenotypic profiles allowed clear discrimination among eosinophils, basophils, and mature neutrophils, respectively, as well as their distinction from SSCint CD16-/lo CD33+ CD62L-/lo immature neutrophils, with no clear added value of the other myeloid markers evaluated (Figures 4A,B). This was also confirmed by the expression pattern of markers known to be associated and/or modulated during neutrophil maturation (Figure 4C), as cells identified based on an HLA-DR- CD14- CD16-/lo CD33+ CD45lo CD300e- phenotype in fact correspond to immature (CD11b-/+, CD15+, CD66b+, CD244-/lo) neutrophils. Interestingly, neutrophils could be further subclassified based on expression of CD16 and CD62L (Figure 4D) as mature neutrophils (CD16hi CD62L+), a phenotype previously reported to be associated with segmented neutrophils (63), immature neutrophils CD16lo CD62L+, compatible with band neutrophils (63), and other, even more immature subsets of CD16-/lo CD62L- neutrophils, that might include an admixture of promyelocytes (CD11b-), myelocytes (CD11b+) and metamyelocytes (CD16lo/+) (Figures 4C, D) (64). As expected (65), significantly higher frequencies of immature neutrophils were observed in CB samples vs. adult PB with the extended backbone (Figure 4E), with similar immature neutrophil counts in the presence vs. absence of additional neutrophil-associated markers (Figure 4F).




Figure 4 | Identification of immature neutrophils. Principal component analysis (PCA) plots depicting the overall performance of backbone markers for general monocytic and dendritic cell identification (CD14, CD16, CD33, CD45, CD62L, CD300e, HLA-DR) in combination with size (FSC) and internal complexity (SSC) vs. same combination plus CD11b, CD15, CD66b, for identification of polymorphonuclear (PMN) cell populations (basophils, eosinophils and neutrophils) (A) and for identification of immature vs. mature neutrophils and eosinophils, within the SSChi cell compartment (B). Wanderlust plot exhibiting the modulation of markers related with neutrophil maturation is depicted in (C), whereas a dot plot depicting the different neutrophil populations identified employing the backbone markers is shown in (D). (E) depicts the relative frequency of immature neutrophils in cord blood (CB) (n=4) vs. adult peripheral blood (PB) (n=5), whereas (F) displays the impact on the relative frequency of the populations with inclusion of CD11b, CD15 and CD66b vs. backbone combination only. Statistical differences were evaluated employing Wilcoxon and Mann-Whitney tests, to compare between gating strategies and CB vs. PB, respectively. Solid circles in the PCA plot represent median values for the parameters evaluated, inner dotted and outer solid lines depict the first standard and second standard deviations for each population identified. Expression in the Wanderlust plot is reported as median fluorescence intensity (solid line) and one standard deviation (dotted line). Bars on graphs depict the median and 95% confidence interval. PMN, polymorphonuclear; PC, principal component. N.S., not statistically significant (p value>0.05).





Selection of markers for identification of monocytic myeloid-derived suppressor cells

Monocytic M-MDSCs have been classically identified as CD14+ CD11b+ (or CD33+) CD15− and HLA-DR−/lo cells (32). This combination relies on the expression of HLA-DR as the discriminating marker vs. cMos, which requires FMO or internal negative controls for accurate identification of this cell population. To specifically identify markers that would allow for an improved identification of M-MDSCs, we evaluated the pattern of expression of monocyte and M-MDSC-related markers on cMos vs. CD14+ HLA-DR-/lo cells from CB and/or adult PB samples (Supplementary Figure 6A). Our results confirmed the absence of CD15 together with expression of CD11b on CD14+ HLA-DR-/lo M-MDSCs, and showed significant (p=0.03) up-regulation of CD16 and down-regulation of CD123 and CD192 on CD14+/HLA-DR-/lo cells vs. cMos (Supplementary Figures 6B, C). PCA revealed that only CD16, HLA-DR and CD192 had significant (independent) impact on the discrimination between the two populations (Supplementary Figure 6D), with addition of CD123 having negligible value for identification and quantification of the population (Supplementary Figure 6E). When comparing the frequency of M-MDSC in CB vs. adult PB, defined based on a CD14+ HLA-DR-/lo or CD14+ HLA-DR-/lo CD192-/lo phenotype, lower frequencies were overall observed with the latter, more stringent, criteria (Supplementary Figure 6F). Importantly, statistically significantly higher frequencies of M-MDSCs in CB vs. adult PB were only observed when the CD14+ HLA-DR-/lo CD192-/lo criteria was used (Supplementary Figure 6F), suggesting that the addition of CD192 could allow for a more accurate identification of M-MDSCs.



Comparison of the performance of versions 3 and 4 of the EuroFlow IMC tubes

As described above, two different versions of EuroFlow IMC antibody combinations were designed, which included a more restricted 11-color combination (version 3, Table 1) suitable for in vitro diagnostics (CE-IVD)-certified instruments (e.g., BD FACSLyric™ flow cytometer), and an extended 14-color version (version 4, Table 1) for additional identification of other minor (and less frequently reported) populations, such as HPCs, M-MDSCs, preDCs, and further subsetting of CD1c+ CD14- myDCs into their CD5- and CD5+ subsets (Figure 5 and Supplementary Figure 7). Both versions of the EuroFlow IMC tube allow for the identification of 5 subsets of granulocytes (basophils, eosinophils, mature neutrophils, immature neutrophils CD62L- and CD62L+), 9 populations of monocytes (4 subpopulations of cMos defined based on CD62L+ FcϵRI+, CD62L+ FcϵRI-, CD62L- FcϵRI- and CD62L- FcϵRI+ expression patterns, iMo and 4 subsets of ncMos identified as CD36+ Slan+, CD36+ Slan-, CD36- Slan- and CD36- Slan+) and 5 populations of DC (CD1c+ CD14lo, CD1c+ CD14- and CD141+ myDCs, pDCs and Axl+ DCs) (Figure 5; Supplementary Figure 7 and Supplementary Table 4).




Figure 5 | Multidimensional representation (principal component analysis – PCA) of the cell populations identified in one representative adult blood sample, employing the two versions of the innate myeloid cell panel. (A–E) show the 19 populations identified using version 3 (11-colors) antibody combination, whereas (F–H) depict the 23 populations identified in the extended version of the panel (version 4; 14-colors). Solid circles represent median values for the parameters evaluated, inner dotted lines depict the first standard deviations for each population identified. PC, principal component; cMo, classical monocytes; iMo, intermediate monocytes; ncMo, non-classical monocytes; myDC, myeloid dendritic cells; pDC, plasmacytoid dendritic cells; M-MDSC, monocytic-myeloid derived suppressor cells; HPC, hematopoietic precursor cells; preDC, CD100+ dendritic cell precursors.





Impact of the anticoagulant, delayed sample preparation and freezing on identification of IMC populations

Since the performance of the EuroFlow IMC tube was evaluated on PB collected in EDTA and, in some settings, sodium heparin (e.g., for functional assays) is required, which might affect the staining patterns and quantification of IMC populations (66), staining of samples collected with EDTA vs. sodium heparin was compared. Except for CD300e that showed lower expression on monocytes from heparin samples (median stain index reduction in heparin vs. EDTA of 38.4%; range: 14.2%-71.1%; p=0.02), no significant differences were observed in the stain index of individual markers between samples collected with these two anticoagulants (data not shown). However, despite the lower CD300e expression on heparin-anticoagulated samples, multivariate PCA analyses revealed no significant impact on the overall discrimination of the distinct populations of IMCs (Figure 6A). Likewise, no significant differences were observed on the absolute counts of the populations between the two anticoagulants with exception of a lower absolute count of CD1c+ CD14lo myDC observed in heparin samples (p=0.02) (Figures 6B–V).




Figure 6 | Impact of the anticoagulant on the staining patterns and IMC population (absolute) counts in blood. Peripheral blood samples (n=7) were collected into K3 ethylenediaminetetraacetic acid (EDTA) and sodium heparin (HEP) tubes and stained with versions 2 (n=3) and 3 (n=4) of the EuroFlow immunemonitoring innate myeloid tube. (A) depicts principal component analysis (PCA) plots comparing the staining patterns for the populations identified in samples collected in EDTA vs. HEP (version 3; n=4). (B-V) show the impact of the anticoagulant used for sample collection on the absolute counts of the different IMC populations identified using the EuroFlow innate myeloid cell tube. Statistical differences were evaluated empoying the Wilcoxon test. Solid circles in all PCA plots represent median values for the parameters evaluated in each sample, inner dotted and outer solid lines depict the first standard and second standard deviations for each population identified in the EDTA-anticoagulated samples. cMo, classical monocytes; iMo, intermediate monocytes; ncMo, non-classical monocytes; pDC, plasmacytoid dendritic cells; myDC, myeloid dendritic cells; PC, principal component; EDTA, ethylenediaminetetraacetic acid; HEP, sodium heparin. N.S., not statistically significant (p value>0.05).



Regarding immediate vs. delayed sample preparation and staining for 6h, 12h and 24h with the EuroFlow IMC tube, similar stain index values were observed for all markers evaluated (data not shown), except for CD16 (median decrease in stain index of 25.3%, 38.5% and 41.9%, respectively) and Slan (median decrease in stain index of 43.2%, 5.4% and 8.1%, respectively), also confirmed by PCA analyses, as all populations evaluated for all timepoints tested clustered within one standard deviation of the 0h staining pattern (Figure 7A). Despite no significant impact was detected on the overall discrimination among the different cell populations up to 24h after sample collection, delayed sample preparation was associated with differences vs. 0h >10% for 62.5% (15/24) of the populations evaluated (Figures 7B–Y). More specifically, one population (4.2%; 1/24) displayed highly variable distribution across the timepoints tested (i.e., cell doublets) (Figure 7C), while 33.3% (8/24) and 25% (6/24) of IMC populations showed altered cell counts at >6h and >12h, respectively. Of note, quantification of CD62L- cMo populations was more strongly affected than CD62L+ cMo, leading to underestimation of the frequency of the former cMo populations (Figures 7M, N). Similarly, CD36- ncMo populations, eosinophils and CD62L+ immature neutrophils displayed decreased numbers (vs. 0h) when sample preparation was delayed for >12h (Figures 7E, G, R, T). Conversely, overestimation of iMos, was observed at all timepoints tested (Figure 7O). While pDCs and CD1c+ CD14- myDC remained stable up to 24h, delayed sample preparation was generally associated with an overestimation of (minor) DC populations (Figures 7V, W, Y).




Figure 7 | Impact of delayed sample processing on the overall performance of the innate myeloid panel for population identification and quantification of innate myeloid cell (IMC) populations in blood. Principal component analysis (PCA) plots reflecting the impact of sample storage (6h, 12h and 24h, shown as different shades of the population color) on the immunophenotypic patterns vs. samples processed immediately upon collection (0h) are depicted in Panel A. Differences in frequency of the IMC populations detected with version 3 of the innate myeloid cell tube as a result of delayed processing vs. freshly stained samples are shown in Panels B–Y. Absolute differences vs. 0h staining are depicted with bars of different shades of grey. Solid circles in all PCA plots represent median values for the parameters evaluated in each sample, inner dotted and outer solid lines depict the first standard and second standard deviations for each population identified in 0h condition. Data in the timecourse plot is reported as median and 95% confidence interval. cMo, classical monocytes; iMo, intermediate monocytes; ncMo, non-classical monocytes; pDC, plasmacytoid dendritic cells; myDC, myeloid dendritic cells; PC, principal component.



Analysis of paired freshly processed vs. frozen PB mononuclear cells (PBMCs) revealed that, despite freezing induced a significant (>15%) reduction in the MFI of PRP for Slan (-24.8% ± 5.7%), CD192 (-28.4% ± 3.9%), CD5 (-33.0% ± 5.0%) and CD62L (-52.2% ± 10.1%), with the exception of immature neutrophils, which could not be detected in frozen samples, all IMC populations could be identified in both conditions (Supplementary Figure 8). Furthermore, the freezing process had a significant impact on the relative frequency of several populations, leading to e.g., overestimation of DCs, CD62L- vs. CD62L+ cMos and CD36+ vs. CD36- ncMos (Supplementary Figure 8).



Technical performance of the EuroFlow IMC tubes: intra-assay variability, reproducibility in different flow cytometer platforms and multicentric applicability

To determine the assay reproducibility, duplicates of the same EDTA-anticoagulated PB samples (n=5) were stained and measured in the same instrument and analyzed manually by an expert cytometrist. Overall, an average intra-assay %CV of 5.0% ± 4.5% was observed across the 26 populations evaluated, with 80.8% (21/26) of the populations displaying an intra-assay %CV <10% and only CD36- Slan- ncMo exhibiting a median intra-assay %CV >15% (Supplementary Table 5).

Comparison of the performance of the EuroFlow IMC tube between different instruments with distinct detector/optical configurations (conventional vs. spectral, and 3- vs. 4-laser flow cytometers) was evaluated. Overall, a significant correlation (R2>0.90; p<0.05) was observed for virtually all (92%; 23/25) IMC populations identified, with no significant differences and a limited bias (absolute mean normalized bias <15%) being detected between instruments. The only exceptions were CD62L+ FcεRI+ cMos and CD36+ Slan+ ncMos which were overestimated (bias: +17.5%) and underestimated (bias: -32%) in the data files generated in the Aurora vs. Fortessa X20 instruments, respectively (Table 2).


Table 2 | Comparative evaluation of the relative frequency of the innate myeloid cell (IMC) (sub)populations identified with the 14-color version (version 4) of the EuroFlow Innate Myeloid Cell tube in paired samples measured employing two different instruments [Fortessa X20 (BD Biosciences) and Aurora (Cytek)] (n=5).



To further evaluate the feasibility of using the EuroFlow IMC tube in multicentric settings, 21 samples were locally collected, processed, and measured at 4 distinct facilities (LUMC, USAL, RIVM and UTU) using 5 distinct instruments. PCA revealed fully comparable and reproducible results for all centers/instruments (Figure 8A). Furthermore, when comparing the assay %CV for MFI values of predefined positive reference IMC populations (PRP) for the different markers evaluated, the inter-center assay %CV was within the range of the observed biological variability (i.e., intra-assay %CV) within individual centers (Figure 8B) (median assay %CV and range of 33.8% [13.9% - 60.3%] vs. 30.7% [1.2% – 90.4%], respectively).




Figure 8 | Performance of the EuroFlow immunemonitoring innate myeloid cell (IMC) tube in a multicentric setting. (A) Principal component analysis (PCA) plot depicting the staining profile of 21 healthy adult peripheral blood samples processed at 4 centers and measured in 5 different instruments, employing the 11-color version (version 3) of the EuroFlow innate myeloid cell tube. Solid circles, represent the median values of the populations and the shades of color represent different centers and/or instruments. (B) depicts the intra-assay % of coefficient of variation for individual markers within centers (intra-center; biological variation) and between centers (inter-center, technical variation). cMo, classical monocytes; iMo, intermediate monocytes; ncMo, non-classical monocytes; pDC, plasmacytoid dendritic cells; myDC, myeloid dendritic cells; PC, principal component; CV, coefficient of variation; MFI PRP, Median Fluorescence Intensity of Positive Reference Population.





Reproducibility of expert-based manual analysis

Reproducibility of expert-based manual analysis of the EuroFlow IMC tube was evaluated by experienced (E1) and novice (E2) analysts in 6 ,FCS files, stained with version 3 (Table 1) of the combination. Overall, a good correlation (R2>0.90; p-value <0.05) with a limited bias - absolute mean normalized bias (MNB) <15% - in population counts was observed between the experts (71.4%; 20/28) (Table 3). However, a lower correlation and degree of agreement were observed for populations identified based on a limited number of heterogeneously expressed markers (e.g., cMo populations defined based on CD62L and FcεRI expression and ncMo populations, defined based on expression of CD36 and Slan) and infrequent (<0.05% of total leukocytes) IMC populations (e.g., Axl+ DCs). To establish the intra-operator variability, expert E1 repeated the analysis of the files with a ≥2-month interval. Of note, even though the overall degree of correlation increased compared to expert E1 vs. E2 (significant correlation of 78.6%; 22/28 vs. 71.4%; 20/28) and agreement (absolute MNB <15% of 82.1%; 23/28 vs. 71.4%; 20/28), the same patterns for populations with lower degree of agreement (i.e., population defined based on limited and heterogeneous markers and infrequent subsets), were observed (Table 3 and Supplementary Table 6).


Table 3 | Reproducibility of manual analysis and automated database-guided analysis for the identification of all innate myeloid cell (IMC) and non-IMC populations (n=28) in EDTA-anticoagulated peripheral blood samples (n=6) stained with version 3 of the EuroFlow IMC tube.





Database construction and automated data analysis

Comparison of manual expert-based vs. database-guided automated gating showed a better degree of correlation (85.7%; 24/28) and agreement (82.1%; 23/28), compared to intra- and inter-operator manual analysis (Table 3), with an improved identification of some IMC populations defined based on the expression of heterogeneous markers (i.e., most of the ncMo subsets). Despite this, low correlation and/or degree of agreement was still observed for cMo subsets, defined based on the expression of CD62L and FcεRI, and IMC populations present at low frequency (<0.05%) such as Axl+ DC or CD62L+ immature neutrophils. Of note, database-guided automated gating and identification (AGI) performed at two different timepoints displayed a 100% correlation and degree of agreement for the 28 (IMC and non-IMC) populations tested, which clearly improves reproducibility compared to both intra- and inter-operator manual analysis.



Age-related distribution of IMC populations in PB of HD

Overall, no significant age-related kinetics were observed for basophils, CD36+ Slan- ncMo, CD141+ myDCs, HPC, M-MDSC and preDCs (Figure 9). In contrast, eosinophils and CD1c+ CD14lo myDCs displayed decreased absolute counts in PB with age (Figures 9A, R), and CD36- Slan+ ncMo tended to increase with ageing (Figure 9N). In turn, several IMC populations exhibited unique profiles around adolescence (10-17y), with CD62L+ FcεRI+ cMos, pDCs, Axl+ DCs and peaking in this age group (Figures 9G, T, U, respectively). Mature neutrophils, iMos and some populations of ncMos (CD36- Slan- and CD36+ Slan+ncMos) showed reduced numbers until the age of 10-17y with a rise again in young adults (18-39y) and stable numbers thereafter (Figures 9B, J, L), except for CD36+ Slan+ ncMos (Figure 9M) which decreased in the latter age group and CD62L- FcεRI- cMos (Figure 9H) which further increased in older adults (>55y). Conversely, CD62L+ FcεRI- cMos peaked in young adults (18-39y), while they were reduced in older individuals (>55y) (Figure 9F), whereas CD1c+ CD14- myDCs showed a decrease until 18-39y and remained stable thereafter (Figure 9O). Interestingly, both immature neutrophil populations (CD62L- and CD62L+) displayed similar kinetics, peaking in middle aged adults (40-55y) and declining in older adults (>55y) (Figures 9C, D). Conversely, CD62L- FcεRI+ cMos exhibited a decrease in absolute counts until the age of 40-55y, followed by a slight rise in older adults (Figure 9I).




Figure 9 | Age-related distribution of innate myeloid cell (IMC) populations identified using the EuroFlow IMC tube, based on the evaluation of blood samples from 116 healthy individuals. Reference ranges for all IMC populations identified with the innate myeloid (IMC) tube [granulocytic cells (A–E), monocytic populations (F–N), dendritic cell (DC) populations (O–U), hematopoietic precursor cells (HPC) (V), preDC (W) and monocytic myeloid-derived suppressor cells (M-MDSC) (X)] in different age categories. Minimum, percentiles 10, 25, 50 (median), 75 and 90, and maximum values are shown. Statistically significant differences were evaluated using a Kruskal-Wallis test and false discovery rate (FDR) of 5% to correct for multiple comparisons (* p-value < 0.05; ** p-value < 0.01; *** p-value < 0.001). cMo, classical monocytes; iMo, intermediate monocytes; ncMo, non-classical monocytes; DC, dendritic cells; myDC, myeloid dendritic cells; pDC, plasmacytoid dendritic cells; HPC, hematopoietic precursor cells; M-MDSC; monocytic myeloid-derived suppressor cells; N.D., not determined.



When evaluating the potential impact of sex on the distribution of different IMC populations in PB, significantly lower mature neutrophil counts were observed in younger adults (18-39y) (Supplementary Figure 9) for men vs. women (p=0.04), whereas CD62L- immature neutrophils (p=0.004) and CD62L- cMo populations (CD62L- FcεRI- cMos, p=0.01; CD62L- FcεRI+ cMos, p=0.008) were significantly increased in men vs. women.




Discussion

Monitoring of IMC populations for diagnostic patient care has been historically hampered by the lack of standardized criteria for population identification and data analysis, coupled to the continuous developments in the field, with recent description of previously unknown (sub)populations of monocytes and DC (25, 26, 35, 40, 42, 44–46).

Here, we employed for the first time a stepwise unbiased approach for the development of two alternative antibody combinations for monitoring of up to 23 different IMC populations in normal PB, including recently described populations, such as Axl+ DCs and preDCs: an 11-color tube (with 13 antibodies), compatible with CE-IVD certified FCM instruments which identifies 19 IMC populations, and an extended 14-color variant (with 16 antibodies), allowing identification of 4 additional, less frequently reported, IMC populations. For fast translation to diagnostic laboratories, we evaluated the impact on both IMC population phenotypes and counts in PB, of different anticoagulants, immediate vs. delayed sample preparation and the usage of distinct types (conventional vs. spectral) of FCM instruments in single vs. multicenter settings. Finally, we developed a database-guided automated analysis approach for standardized data analysis and provided normal age- and sex-matched reference values as a basis for future immune-monitoring in patient care.

A backbone previously identified and validated by the EuroFlow and TiMaScan consortia for immune-monitoring of major granulocytic and monocytic (sub)populations (9, 37, 39, 67), was employed as a basis for panel design. This combination already allowed for identification of eosinophils, mature neutrophils, two populations of cMos (CD62L+ and CD62L-), iMo and four populations of ncMos (defined based on CD36 and Slan expression). Of note, previous reports suggested that CD9 instead of CD36 might also be used for ncMo subsetting within the Slan+ compartment (35). However, the expression of the two markers is redundant within Slan+ cells (35) and CD36 further allows for identification on an additional Slan- ncMo population and at the same time, it is more specific for monocytes and DCs than CD9.

In a second step, markers classically employed for identification of pDCs (i.e., CD123, CD303 and CD304) (25, 27, 31, 41) and myDCs (i.e., CD11c and CD33) (38, 41, 42, 45, 68) were tested. CD303 and CD33 showed the best performance for clear discrimination of pDCs and myDCs, respectively, overcoming the need for an exclusion cocktail of lymphoid-associated markers. This is due to the fact that CD303 is highly specific for pDCs (69), and CD33 cross-contamination would result mainly from monocytes (70), which can be excluded based on counterstaining with the backbone markers. Other markers, e.g., CD11c are also expressed on B cells (71), and would require the inclusion of an exclusion B-cell marker. Although a splicing polymorphism has been reported for CD33, leading to loss of epitopes recognized by anti-CD33 antibodies (72), the usage of a bright fluorochrome (i.e., PE Cy7) in combination with other markers in the panel (e.g., FcεRI, CD14, CD16, CD1c, CD141, CD303) still allowed for accurate identification of myDCs, also in individuals displaying CD33lo expression (data not shown).

Recent reports have highlighted the great heterogeneity of the myDC compartment (40, 42). For example, CD1c+ myDCs (or cDC2) are comprised of functionally distinct subsets that can be discriminated based on CD14 expression (CD14lo inflammatory myDCs vs. CD14- myDCs) (40). Likewise, Yin et al. (42) reported two populations of CD1c+ myDCs with distinct gene expression, cytokine production, migration potential, antigen presentation and T-cell polarization profiles, identified based on the expression of CD5hi vs. CD5lo. Combining both markers allowed identification of three distinct populations of CD1c+ myDCs with the EuroFlow IMC tube: i) CD1c+ CD14lo myDCs, ii) CD1c+ CD14- CD5 myDCs - and iii) CD1c+ CD14- CD5+ myDCs. Since both the CD14lo and CD14- CD5- subsets of CD1c+ myDCs have been recently shown to display gene expression patterns closer to monocytes (40, 42), further transcriptomics, proteomics and/or functional comparative analyses are required to better understand the relationship among these subsets.

Classical gating strategies for pDCs identification have been associated with cross-contamination with the recently described Axl+ DCs (40). As these cells show myDC and pDC mixed transcriptomic and functional profiles, this could lead to potentially inaccurate data interpretation (40). Here we identified CD303+ Axl+ DC vs. pDCs and myDCs, in the absence of an anti-Axl antibody, based on a distinctive immunophenotypic profile (HLA-DR+ CD33lo CD141+ CD303lo). This CD303lo Axl+ DC population also showed unique functional features both at steady-state and in response to LPS. As described by Villani et al (40), the Axl+ DCs, here identified employing the above-mentioned combination, displayed higher CD86 and CD5 baseline expression vs. pDCs and produced IL6, IL8 and TNFα in response to TLR4 stimulation, with an intermediate degree of response between pDCs and CD1c+ myDCs, further supporting that Axl+ DCs can be identified based on the HLA-DR+ CD33lo CD141+ CD303lo phenotype. In addition to the pDC-like Axl+ DCs (CD11c-/lo, CD123+, Axl+), another Axl-expressing DC population has been reported in the literature (CD11c+ CD123lo Axl+ DCs), which exhibits an immunophenotypic profile (CD11c+ CD14- CD5+) (25, 40) similar to CD1c+ CD14- CD5+myDCs. In line with this, both populations have also been reported to induce strong CD4+ T-cell proliferation (40, 42), suggesting that these two DC populations might be (at least partly) overlapping subsets. Further studies are required to confirm these observations.

While the nature of the myDCs precursor in PB is still a matter of debate (31, 40, 43), a population defined by a CD100hi CD34int phenotype, ability to proliferate and differentiate into CD1c+ myDCs and CD141+ myDCs has been reported (40). Remarkably, CD100 was not critically required for its identification since the HLA-DRhi CD34int phenotype showed a high discrimination power vs. other CD34+ cells. Interestingly, several recently described preDC populations, based on different antibody combinations, show significant overlapping features. For example, CD45RA+ CD33+ CD123+ HLA-DR+ preDCs described by See et al. (31) in fact correspond to Axl+ DC as proposed by Villani et al. (40) Altogether, these findings highlight the need for a standardized nomenclature of IMC populations for more direct comparison of data derived from different panels and studies.

Identification of immature neutrophil populations was accurately achieved using the backbone combination alone, which even allowed their further subsetting based on the pattern of expression of CD16 and CD62L. Interestingly, these populations displayed immunophenotypic features overlapping not only with immature neutrophil populations (promyelocytes, myelocytes and metamyelocytes) (63, 64), but also with polymorphonuclear myeloid-derived suppressor cells (PMN-MDSCs) (CD11b+, CD14-, CD15+, CD33+, CD66b+) (32), as previously reported by others (73–76). In fact, despite the guidelines for identification of PMN-MDSC vs. neutrophils require a standard density (e.g., Ficoll) gradient centrifugation step (32), previous groups have addressed the identification of PMN-MDSCs in whole blood (77). In line with our data, these groups also reported similar immunophenotypic profile to the one observed among immature neutrophils (CD3-, CD11b+, CD14, CD15+, CD16-, CD19-, CD20-, CD33+, CD45+, CD56-, CD45+, HLA-DR-) (Figure 4). Furthermore, as previously reported for PMN-MDSCs (78), an increased frequency of immature neutrophils was observed in CB vs. adult PB, further supporting the notion that these might be (at least in part) overlapping IMC populations. Further functional, immunophenotypic, biochemical and molecular studies (e.g., inhibition of T-cell proliferation, reactive oxygen species production or expression of Arginase 1, Lox-1 or VEGFR1) (32, 79, 80) in e.g. PB from cancer patients are required to determine the degree of overlap between these populations and which additional markers would potentially be required to differentiate them.

Discrimination of M-MDSCs from cMos frequently depends solely on the pattern of expression of HLA-DR, which ultimately requires FMO or internal controls to set the gates for their arbitrary identification (32). While several studies have reported markers with the potential to improve the discrimination from cMos (e.g., CD64, CD86, CD124, CD163, S100A9) (32, 81), no comprehensive evaluation of the expression of high numbers (n>30) of proteins in cMos vs. M-MDSCs has been previously performed. In line with earlier reports (32, 81, 82), a trend for lower expression of CD32, CD64, CD86 and CD163 and increased expression of CD124 and S100A9 was observed in M-MDSCs vs. cMos. Despite this, only CD16, CD123 and CD192 showed overall statistically significant different expression in M-MDSCs vs. cMos. This might be due to the fact that normal CB and healthy adult PB samples were tested in our study, whereas other reports evaluated these markers in cancer, infection and/or inflammatory conditions (81, 82), that can potentially lead to more pronounced distinct phenotypes. Multivariate analysis further revealed that only CD192 was of additional value for discrimination of the two populations and therefore, only this marker was included in the extended version of the EuroFlow IMC tube. Interestingly, when CD192 was used, a significantly higher frequency of M-MDSC was observed in CB vs. adult PB, a pattern previously reported for PMN-MDSCs but not M-MDSCs (78), suggesting that the more restricted CD14+, HLA-DR-/lo, CD192-/lo phenotype could potentially more accurately identify CD14+ HLA-DR-/lo M-MDSCs. Further T-cell proliferation inhibition assays are required to confirm this hypothesis. Based on all the above, we can conclude that the number of markers required to identify all distinct target populations of IMC was optimized in the EuroFlow IMC combinations.

For increased flexibility, two versions of the EuroFlow IMC tube were designed. A more limited, smaller 11-color antibody combination (13 antibodies), aimed for the clinical setting, in which available IVD-certified instruments frequently have the ability to detect fewer parameters, and an extended 14-color tube (16 antibodies), that further allows identification of less frequent and/or more recently discovered IMC populations (e.g., M-MDSCs and preDCs), mostly aimed at the discovery/research settings, in which instruments allowing simultaneous detection of >12 colors are more commonly available.

In line with previous reports (66, 83), both antibody combinations can be used in EDTA vs. sodium heparin anticoagulated samples, although slightly lower counts of CD1c+ CD14lo myDCs might be detected in heparin samples. Similarly, no significant impact on the overall staining patterns and individual marker resolution was observed for samples stored at RT for up to 24h prior to staining, except for lower CD16 and Slan levels, according to previously reported findings for CD16 (66). However, an increasing time lapse between sample collection and sample processing had a significant impact on the absolute counts of specific IMC populations, already at >12 hours and particularly at ≥ 24h, when >60% of all IMC populations evaluated exhibited some degree of altered (>10% variation vs. 0h) cell counts, in line with previous studies (66, 77). However, it should be noted that delayed sample preparation mainly affected infrequent populations (e.g., Axl+ DCs, CD1c+ CD14dim myDCs, CD141+ myDCs), leading to an overestimation of their counts, which might be due to the lower viability of more frequent populations, as supported by an increased percentage of cell debris, particularly at 24h. Conversely, underestimation of populations of (particularly CD36-) ncMos was observed after 12h, probably because ncMos have been reported to be more prone to spontaneous apoptosis (84). Interestingly, CD62L- cMos were more sensitive to delayed processing than CD62L+ cMos. Downregulation of CD62L by mechanisms such as cleavage from the cell surface membrane has been shown in apoptotic mature neutrophils (85). A similar process might occur in monocytes. Of note, our time course experiments were performed at RT, aiming at mimicking transportation of the samples between centers. However, the performance of the EuroFlow IMC tube could be improved by storage/transportation of samples at 4°C in sodium heparin-anticoagulated tubes, as recommended by Diks et al. (66) who reported good stability of major myeloid populations up to 24h under these conditions. A frequently employed alternative approach for the study of samples that cannot be evaluated within a short period upon collection is freezing. However, while the overall staining resolution of samples with the EuroFlow IMM combination was not significantly affected by the freezing process, and still allowed for identification of all IMC populations present in the sample, a clear impact on the relative frequency of populations was observed. Overall, this suggests, that despite the combination can be employed for characterization of frozen PBMCs, in the context of comparison of samples processed with the same method, the interpretation and reporting of the results on relative frequency of populations should consider the bias vs. freshly obtained samples induced by freezing procedure.

Further evaluation of the EuroFlow IMC tube showed a very good reproducibility both in single center, multi-instrument, and multi-center settings. Of note, the highly comparable results obtained in conventional vs. spectral instruments support the possibility of employing the EuroFlow IMC tube as a basis for expansion with additional application-dependent characterization markers, when high-end (>20 colors) instruments are used in a research setting. Noteworthy, as the frequency of some of the IMC population can be as low as 0.1 cells/μL in healthy donors, to reliably and reproducibility identify and quantify these populations also in situations in which a significantly decreased frequency is observed, staining of 107 cells is recommended. While the EuroFlow IMC combination can be employed for processing of lower numbers of cells, in case of limited sample availability, the limits of detection (LOD) and quantitation (LOQ) (≥30 and ≥50 events to define a cell population, respectively) should be taken into account for data analysis and reporting.

A high correlation between automated vs. expert-based manual analysis was observed for population identification and quantification, in line with previous reports (56, 57, 86). The higher reproducibility observed for repeated database-guided AGI procedures vs. expert-based manual analysis, together with the faster (approximately 5min vs. 20min for analysis of one sample, respectively) and less labor-intensive features of AGI, further support the potential of database-guided automated analysis to reduce operator-related variability and allow for more efficient and reproducible data analysis. These features become particularly relevant in the diagnostic clinical setting and in cases where a high number of parameters and/or IMC populations are investigated (57, 86, 87). Interestingly, less than optimal performance observed for database-guided automated analysis was restricted to the analysis of minimally represented IMC populations (<0.05% of all leukocytes) close to the limit of quantification (LOQ) of the tube, and populations defined by a limited number of gating markers with heterogeneous expression patterns (e.g., ncMo or cMo subsets). Improvement of the performance of the database-guided analytical procedures might be potentially achieved by staining and acquisition of higher numbers of cells (e.g., 10 million) and fine-tuning of Wanderlust trajectory-based automated gating on heterogenous markers (50, 86).

The frequency of IMC populations has been previously shown to be modulated throughout life (37). Therefore, knowledge of the normal age-related distribution of the populations is crucial for clinical translation of the data. Overall, three major patterns were observed for the absolute counts of PB IMC populations in relation with age: i) stable cell counts, ii) modulation during adolescence and iii) changes in older (>55y) adults. Since the distribution of several immune cell populations has been reported to occur within the first 2 years of life most prominently (37, 86), it is possible that earlier kinetic changes in populations have been missed, as our cohort only includes children >8 years. Further inclusion of samples from younger infants would allow for applicability of the reference values in the pediatric settings. Overall, several populations displayed clear kinetics around adolescence (10-17y) (e.g., pDCs, Axl+ DCs and CD36-/Slan- ncMos), most likely associated with the physiological changes observed in puberty (e.g., hormonal variations and increased tissue remodeling). In turn, other IMC populations showed modulation in older adults (e.g. eosinophils, immature neutrophils, CD62L+ FcεRI- cMos and CD36+ Slan+ ncMos), potentially as a result of a skewing of hematopoiesis towards myeloid vs. lymphoid lineages, decrease in the function of neutrophil, monocytes and DCs and possibly also low-grade inflammation also known as “inflamm-aging” (88, 89).

In contrast to age, limited sex-related differences were observed, except for the more mature neutrophils (more frequent in women), immature neutrophils and CD62L- cMos (more frequent in men), similarly to what has been previously reported for neutrophils and lymphocytes (90, 91).

In summary, we developed two standardized, and highly reproducible versions of the EuroFlow IMC tube, which are suitable for clinical and research/discovery studies, even in multi-instrument and multi-center settings, allowing for robust and accurate identification and quantitation of 19 to 23 IMC populations in blood. By addressing distinct (i.e., pre-analytical, analytical and post-analytical) variables that might impact the reproducibility of laboratory testing, and providing normal age- and sex-related reference ranges, our study sets the basis for standardized immune-monitoring of IMC in distinct disease and treatment conditions, in the context of clinical trials and/or patient care such as in inflammatory diseases, various forms of tissue damage as well as for monitoring immune responses to infectious diseases, vaccination or immunotherapy.
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Immune cells are capable of influencing tumor progression in the tumor microenvironment (TME). Meanwhile, one mechanism by which tumor modulate immune cells function is through extracellular vesicles (EVs), which are cell-derived extracellular membrane vesicles. EVs can act as mediators of intercellular communication and can deliver nucleic acids, proteins, lipids, and other signaling molecules between cells. In recent years, studies have found that EVs play a crucial role in the communication between tumor cells and immune cells. Innate immunity is the first-line response of the immune system against tumor progression. Therefore, tumor cell-derived EVs (TDEVs) which modulate the functional change of innate immune cells serve important functions in the context of tumor progression. Emerging evidence has shown that TDEVs dually enhance or suppress innate immunity through various pathways. This review aims to summarize the influence of TDEVs on macrophages, dendritic cells, neutrophils, and natural killer cells. We also summarize their further effects on the progression of tumors, which may provide new ideas for developing novel tumor therapies targeting EVs.
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1 Introduction

Extracellular vesicles (EVs) usually refer to a group of heterogeneous, cell-released, double-membraned 150-1000 nm structure vesicles (1, 2). To address the considerable discrepancy in the definitions of EV subtypes, the International Society for Extracellular Vesicles (ISEV) suggested using “small EVs” (sEVs) for EVs under 200nm and “medium/large EVs” (m/lEVs) for EVs larger than 200nm in the position paper published in 2018 (1). In this article, the term “EVs” represents all cell-derived extracellular membrane vesicles (though most studies investigate sEVs).

The biogenesis of EVs has been well characterized (3). It is known that EVs originate from endosomes that are divided into 3 parts: early endosomes, late endosomes, and recycling endosomes. Invaginated vesicles first form intraluminal vesicles and integrate their cargoes into early endosomes. This cargo can consist of proteins, nucleic acids, and lipids, etc. Endosomes that internalize cargo to be recycled are classified as “recycling endosomes”. The rest of the early endosomes are subsequently transformed into late endosomes (4), also called multi-vesicular bodies (MVBs) (5), while dividing their cargo into vesicles budding in the lumen of the late endosomes. Four multi-protein complexes, endosomal sorting complexes required for transport (ESCRT) 0, I, II, and III, are involved in this step (6–8). ESCRT-0 has an association with cargo gathering in a ubiquitin-dependent process. The recruitment of ESCRT-I and II promotes endosomal membrane budding and ESCRT III is essential for completing budding. If the cargoes are destined to be degraded, the late endosomes will fuse with lysosomes and their cargoes will be digested. Other late endosomes carrying contents that are fated to be exported fuse with the plasma membrane and their internal vesicles are exported as EVs. Some ESCRT-independent mechanisms of EV biogenesis have also been reported, such as the biogenesis mechanism related to ceramide signaling pathways (9, 10).

Loaded with specific proteins, nucleic acids, and lipids, EVs play an important role in intercellular communication. In the 1990s, Raposo et al. reported that highly enriched MHC II molecules from Epstein-Barre Virus (EBV)-transformed B cell-derived EVs provoked certain CD4+ T cell clones, demonstrating EVs to be the critical mediator of intercellular communication (11). The binding specificity of EVs and recipient cells may be endowed by ligands expressed on their membranes. Thus, EVs can be used as potential targets of biomarker testing and transporters of drugs and genes.

Numerous recent studies have found that EVs are closely related to cancer progression (12–14). Tumor-derived EVs (TDEVs) take part in the formation of the tumor microenvironment (TME), epithelial-mesenchymal transition (EMT), angiogenesis, and metastasis. EMT and angiogenesis are both crucial processes for tumor metastasis and are regulated by EVs. For example, by interacting with endothelial cells TDEVs display a capacity for promoting angiogenesis by transporting activated epidermal growth factor receptor (EGFR) (15). Moreover, EVs facilitate tumor metastasis by mediating extracellular matrix (ECM) remodeling. Matrix metalloproteinase (MMP) is the major performing protein in tissue remodeling (16) and EVs derived from glioblastoma tumors have been found to increase the expression of MMP14 RNA in microglia (17). It has been found that macrophage migration inhibitory factor (MIF) existing in EVs derived from pancreatic ductal adenocarcinoma (PDAC) formed a pre-metastatic niche in the liver thus advancing liver metastasis (18). In addition, TDEVs can deliver their cargo to cancer cells, immune cells, and stromal cells. TDEVs exert a dual effect on tumor development by inhibiting natural killer (NK) cytotoxicity, mediating neutrophil differentiation, and influencing dendritic cell function. In many cases, TDEVs stimulate the pro-inflammatory M2 phenotype differentiation of macrophages and create an immunosuppressive microenvironment in tumor tissue. PD-L1 packed in TDEVs prevents T cell activation and stops tumor cells from being identified and killed (19, 20). These studies all provide evidence that TDEVs are engaged in many processes of tumor progression that affect immune cell functions.

Innate immune cells can be divided into classical innate immune cells, innate lymphoid cells (ILCs), and innate-like lymphocytes (ILLs). Classical innate immune cells include monocytes, macrophages, conventional dendritic cells, granulocytes, and mast cells. Here we review the studies focusing on the modulatory functions of TDEVs on four kinds of innate immune cells: macrophages, dendritic cells, neutrophils of granulocytes, and natural killer (NK) of ILCs.

Macrophages are differentiated from monocytes that migrate to tissues and organs under the influence of chemokines such as monocyte chemoattractant protein 1 (MCP-1). Induced by pathogens or different types of cytokines in the local microenvironment, monocytes differentiate into two macrophage subsets with different functional properties: type-1 macrophage (M1, classically activated macrophage) and type-2 macrophage (M2, alternatively activated macrophage). Compared with M1, M2 commonly accounts for a larger proportion of TME in solid tumors and results in tumor immune escape (21). Macrophages perform a variety of important functions including: phagocytosis and sterilization, inflammatory reaction, antigen-presenting, and immune regulation. Thus, macrophages are fundamental for the development and progression of tumors.

Dendritic cells (DCs) are functionally sorted as conventional DCs (cDCs), plasmacytoid DCs (pDCs), and monocyte-derived inflammatory DCs (moDCs) while the last type only appears during inflammation (22). cDCs generally participate in immunity as antigen-presenting cells (APC), acting as a bridge between adaptive and innate immune systems. They are essential for the induction and maintenance of anti-tumor immunity. In TME the antigen-presenting function is impaired (23). Depending on distinct environmental signals, tumor-infiltrating dendritic cells (TIDC) display either anti-tumor or pro-tumor functions. In most cases, TIDCs exhibit a tolerogenic phenotype under the impact of immune-suppressive factors like vascular endothelial growth factor (VEGF), IL10, TGFβ, and prostaglandin E2 (PGE2), subduing Th1-activating ability while enhancing Th2 and Treg responding (24). As a special lineage of DCs, pDCs are poor in antigen presentation and strong in IFN production. They contribute to tumor growth probably by activating Treg and forming an immune-subversive environment (25).

Neutrophils account for 70-80% of peripheral granulocytes. They possess a high generation rate of 1×107 per minute but are short-lived (about 2-3 days in circulation). Within the cancer framework, neutrophils show N1 and N2 phenotypes, respectively acting as tumor suppressors and tumor promoters (22). Neutrophils are pro-inflammatory in the early stages of the tumor, but gradually display the immunosuppressive phenotype as the tumor progresses (26). They produce reactive oxygen/nitrogen species (ROS/RNS) to regulate inflammation, secret neutrophil elastase (NE) and MMP8/9 to accelerate invasion, release Oncostatin-M to encourage angiogenesis, and make PGE2 to promote tumor development (27).

NK cells are a subset of ILCs. There is a plethora of evidence indicating that NK receptor NKG2D assists the immune system in recognizing tumors. NK cells kill target cells and restrain primary tumor progression through various pathways including: antibody-dependent cell-mediated cytotoxicity (ADCC), Fas/FasL pathway, perforin/granzyme pathway, and release of cytokines such as TNF (28). Nevertheless, the killing efficiency of NK is limited due to the presence of TGF-β in plasma of both solid and hematological tumors (29–31). TGF-β can reduce the expression of activating receptors (including NKG2D, NKp30 and NKp46) and upregulate the expression of the inhibitory receptor NKG2A (29–31).

In the following sections we discuss the diverse impacts of TDEVs on innate immune cells, which including macrophages, dendritic cells, neutrophils, and NK cells. We further summarize the effects of these regulated immune cells on tumor progression. We will focus on the cargoes of TDEVs which modulate innate immunity is the promising novel targets for tumor diagnosis and treatment.



2 Macrophage

Macrophages have multiple functions, including phagocytosis and sterilization, and participation in inflammatory reactions, presenting antigens, and immune regulation (32). They recognize antigenic foreign bodies through surface pattern recognition receptors (PRR) and opsonic receptors, swallowing pathogens into the cell through receptor-mediated endocytosis. Sterilization is conducted by reactive oxygen intermediate (ROI) and reactive nitrogen intermediate (RNI), or directly by lysosomes and accumulated lactic acid. IgG Fc receptors on the surface of activated macrophages mediate ADCC to kill tumor cells or virus-infected cells (33). Activated macrophages also synthesize and secret chemokines and cytokines to participate in the inflammatory response. M1 and M2 macrophages have distinct secretion profiles (34). M1 macrophages tend to release chemokines (such as CCL2, CCL3, and CXCL8) and pro-inflammatory cytokines (such as IL-6, TNF-α, and IL-1β (35–37), while M2 macrophages produce anti-inflammatory factors like IL-10 and TGF-β more (34, 38). Peripheral organ-resident macrophages swallow pathogens, process them into small immunogenic peptides, present peptide fragments to the cell surface for recognition by CD4+ Th cells and trigger adaptive immune response (39, 40). Macrophages play a dual role in tumor immunity (41). On the one hand, macrophages induce specific anti-tumor responses by presenting antigens as professional APCs. Activated macrophages kill tumor cells through non-specific phagocytosis or ADCC, and also indirectly by secreting TNF, NO, and other cytotoxic factors. On the other hand, macrophages are polarized into TAMs under the influence of certain molecules released by tumor cells, promoting tumor development.


2.1 TDEVs regulate the polarization of macrophage

It is well known that macrophages participate in innate immune responses (42). CD14 and CD68 are the characteristic surface markers of the human macrophages (43–46). Circulating monocytes become macrophages when infiltrating into tissues. Based on the expression of specific surface markers, monocyte-derived macrophages can be polarized and divided into two phenotypes including M1 and M2 (47). In humans, M1 macrophages specifically express CD64, CD86, MARCO, CXCL9, CXCL10, CXCL11, NOS2, and SOCS1 (46, 48–51) on the surface, while M2 macrophages are identified by expressing TGM2, CD23, CD163, CD206, ARG1 and CCL22 (44, 46, 48, 49, 52–54). M1 macrophages, also known as classically activated macrophages, are induced by Th1 cytokines such as IFN-γ, IL-1β, and LPS. They secrete pro-inflammatory cytokines and function as anti-tumor cells. M1 macrophages bear the antigen-presenting ability so that they can activate adaptive immunity and bring about tissue damage (39, 40, 42, 55, 56). Secreting inhibitory factors like IL-4, IL-10, and IL-13, M2 macrophages show pro-tumor activity by promoting local immunosuppression, angiogenesis, and metastasis (57, 58). Tumor-associated macrophages (TAM), taking up 50% of the host infiltrating cells in TME, are usually considered as M2 phenotype (59). Meanwhile, there are many subsets in between that have yet to be clarified, expressing both M1 and M2 markers (60–62). Studies have shown that the polarization of macrophages in TME towards M1 or M2 can be promoted by contents in TDEVs. In Table 1 we summarize previous studies that investigate TDEVs cargoes in regulating the polarization of the macrophage, including miRNAs, lncRNAs, circRNAs, and proteins.


Table 1 | Cargoes of TDEVs in promoting the polarization of macrophages.




2.1.1 miRNAs cargo in TDEVs

Tumor-derived miRNAs assist in M2 polarization, thereby enhancing tumor proliferation through intercellular dialogue. The PTEN/PI3K/AKT signaling pathway is a common mechanism by which miRNAs regulate macrophage polarization. In macrophages, activating the PI3K/AKT pathway leads to the activation of signal transducer and activator of transcription 3 (STAT3), which is crucial for the differentiation of macrophages into M2 phenotype (102, 103). For example, miR−21 is carried in human bladder T24 cancer cell-derived EVs and promotes macrophages to M2 polarization, which through inhibited PI3K/AKT dephosphorylation leads to increase STAT3 activation (63). The miRNAs (miR-25-3p, miR-130b-3p, miR-425-5p) transferred from colorectal cancer (CRC) to macrophages via EVs can enhance M2 polarization by adjusting PTEN through the activation of PI3K/Akt signaling pathway, which finally leads to tumor EMT, angiogenesis, and liver metastasis (64). The PTEN/PI3K/AKT signaling pathway is also the target of miR-301a-3p from esophageal squamous cancer cell-derived EVs (65) and miR-222 from Adriamycin-resistant MCF-7 breast cancer cell-derived EVs (66) to induce M2 polarization. Chen et al. have reported that highly enriched miR-19b-3p in lung adenocarcinoma-derived EVs promoted M2 polarization through the Hippo pathway (67). MiR-19b-3p targets PTPRD, suppresses the PTPRD-mediated dephosphorylation of STAT3, activates STAT3, and induces polarization (67). In addition, Yan et al. have found that cervical cancer cell-secreted EVs transported miR-423-3p to stimulate macrophage M2 polarization by blocking the expression of CDK4 mRNA (68).

EVs produced by hypoxic tumor cells are enclosed with miR-21 and promote the transformation from monocyte to M2-polarized macrophage, and form an immunosuppression environment in TME (69). The same effect of EV miR-21 has also been observed in head and neck squamous cell carcinoma (HNSCC) and bladder cancer (63, 70). Moreover, breast cancer cell-derived EVs carrying miR-138-5p suppress M1 polarization and upgrade M2 polarization through the inhibition of epigenetic factor lysine demethylase 6B (KDM6B) expression in a suspension coculture system comprising breast cancer cells and macrophages (71).

Notably, some miRNAs in EVs are capable of suppressing tumor progression. Non-small cell lung carcinoma (NSCLC) cell-derived extracellular vesicular miR-770 has been confirmed to inhibit M2 macrophage polarization by targeting MAP3K1, which in turn prevents tumor invasion (72). MiR-130 originating from breast cancer cells leads to a reprogramming from M2 macrophages to M1 macrophages while the upregulation of M1 specific markers and downregulation of M2 specific markers were tested. After reprogramming, the phagocytic function of macrophages is enhanced and the ability to metastasize is impaired (73). Furthermore, miR-9-enriched EVs derived from HPV + HNSCC promote M1 phenotype polarization and then improve the radiosensitivity of HNSCC (74).



2.1.2 lncRNAs cargo in TDEVs

lncRNAs are RNAs longer than 200 nucleotides with a relatively restricted protein-coding capacity (104). lncRNAs can promote M2 polarization in many ways. Chen et al. found that the knockdown of lncRNA PCAT6 could prevent its positive effect on M2 polarization and in turn accelerated NSCLC development (75). lncARSR-containing EVs derived from renal cell carcinoma achieve a similar effect via the STAT3 pathway (76). MiR-147a/ARID3A axis is activated under hypoxia condition by hepatocellular carcinoma (HCC)-derived EVs delivering lncRNA HMMR-AS1 (77). Mechanistically, HMMR-AS1 interacts with miR-147a to reduce ARID3A degradation after which M2 macrophage polarization and the development of HCC are promoted (77). In addition, lncRNA TP73-AS1 is highly expressed in nasopharyngeal carcinoma cell-derived EVs, which binds to miR-342-3p, promotes the M2 polarization of macrophages, and reinforces the motility and microtubule formation of macrophages (78). Furthermore, FGD5-AS1 enriched in pancreatic cancer cell-derived EVs mediates M2 polarization of macrophages by activating STAT3/NF-κB pathway (79).

Interestingly, previous studies have found that lncRNAs can bind with miRNA to remove them from circulation and then promote tumor growth. For example, lncRNA ELFN1-AS1 exists in osteosarcoma cell-derived EVs sponge miR-138-5p and miR-1291 to suppress the M2 polarization (80). The down-regulation of miR-875-3p reached by lncRNA HCG18 in gastric cancer cell-derived EVs facilitates the M2 polarization of macrophages (81).

In addition to regulating macrophage polarization, lncRNAs also cause chemoresistance. It has been confirmed that glioblastoma cell-derived extracellular vesicular lnc-TALC induces temozolomide resistance by binding to ENO1 and phosphorylating p38 MAPK (105). LncRNA PART1 in esophageal squamous cell carcinoma cell-derived EVs competitively combines with miR-129 to raise the expression of Bcl-2 in esophageal squamous cell carcinoma cells, thus inducing the drug resistance of tumor cells to gefitinib (106). This indicates that lncRNA in EVs may serve as a promising therapeutic target for cancer patients.



2.1.3 circRNAs cargo in TDEVs

Emerging studies indicate that circRNAs play a critical role in tumor-induced immune responses. CircRNAs sometimes serve as miRNA sponges, binding with them and removing them from circulation. For instance, esophageal squamous cancer cell-derived hsa-circ-0048117 is transmitted to macrophages, works as a miR-140 sponge, and mediates M2 polarization (82). Hsa_circ_0017252-containing EVs of gastric cancer inhibits M2 polarization and tumor development through sponging miR-17-5p (83).

Various signaling pathways are involved in the regulation of macrophage polarization. Tumor-derived circFARSA delivered by EVs regulates M2 polarization via PTEN/PI3K/AKT pathway to raise the metastatic potential of NSCLC (84). Circ_0001142 carried by breast cancer cell-released EVs influences macrophages’ autophagy and polarization via circ_0001142/miR-361-3p/PIK3CB pathway (85). Circ_0001142, targeting PIK3CB, is capable of activating the PI3K/AKT - an effect that can be reversed by miR-361-3p (85). There are other signaling pathways circRNAs interfere with, resulting in M2 polarization and tumor progression, such as the miR-124-3p/EZH2 axis targeted by circPVT1 in EVs and miR-620/JAK1/STAT3 axis targeted by circSAFB2 in EVs. Lung cancer cell-derived circPVT1 increases EZH2 expression by downregulating miR-124-3p expression so that macrophages are induced to polarize towards an M2-like phenotype (86). CircSAFB2 in renal cell carcinoma cell-derived EVs functioned as a miR-620 sponge while JAK1 and STAT3 protein levels were tested markedly lower after co-culturing with miR-620 mimics (87). This correlates with the result that renal cell carcinoma cell-derived EVs induce macrophages express a higher level of JAK1 and STAT3 protein, and miR-620 can prevent the JAK1 and STAT3 expression (87). In addition, circNEIL3 has been shown to contribute to tumor progression by stabilizing the oncogenic protein IGF2BP3, which is packaged by hnRNPA2B1 in glioma cells and transported to TAMs (88).



2.1.4 Protein cargo in TDEVs

Previous studies have found that proteins carried by TDEVs affect the polarization of macrophages in multiple ways. Park et al. reported a 3-4-fold increase of total EV-containing protein per cell under hypoxia conditions in melanoma cell lines (B16-F0 and A375), skin squamous cell carcinoma cell line (A431), and lung cancer cell line (A549). Several abundant proteins such as CSF-1, MCP-1/CCL2, EMAP2/AIMP1, and LTA4H were detected in these EVs, which help in monocyte/macrophage recruitment and M2 polarization (89). Diffuse large B-cell lymphoma-derived EVs are enriched in gp130, which functions as the activator of the STAT3 signaling pathway to stimulate downstream targets like BCL2, SURVIVIN, and BAX to promote M2 polarization (90). Similarly, leptin existing in the EVs derived from gallbladder cancer boosts M2 macrophage polarization by activating the STAT3 signaling pathway as well (91). On the contrary, protein tyrosine phosphatase receptor type O (PTPRO) in EVs produced by breast cancer cells induces M1 polarization via inactivating the STAT signaling pathway and then inhibits tumor migration (92). In addition, nasopharyngeal carcinoma-derived EVs containing RNF126 induce the M2 polarization of macrophages and contribute to the invasion and metastasis of tumors. Yu et al. have demonstrated that RNF126 degrades PTEN and provokes the PI3K/AKT pathway to regulate macrophage polarization (93). Furthermore, HNSCC-derived EVs carrying Anillin, actin-binding protein (ANLN), induced M2 polarization of macrophages via PTEN/PI3K/AKT signaling pathway (94).

The T-cell immunoglobulin and mucin domain 3 (TIM-3), also known as HAVCR2, has been proved to express in activated Th1 cells, Tregs, macrophages, dendritic cells, NK cells, and tumor cells (107, 108). Cheng Z. et al. found that the TIM-3 in osteosarcoma cells-derived EVs promoted M2 polarization, tumor invasion, metastasis, and EMT (95). The underlying mechanism is that TIM-3 increases the expression of N-cadherin and Vimentin, but decreases that of E-cadherin in infiltrated monocytes (95). While Li et al. also demonstrated that TIM-3 enriched in melanoma cell-derived EVs facilitated M2 type differentiation but the mechanism remained elusive (96).

It is well known that the plasma membrane-associated receptors play an important role in the function of immune cells. The surface receptors can also be packed in TDEVs and exert an influence on macrophages in different manners. Yuan et al. revealed the mechanism underlying endoplasmic reticulum stress and tumor development. They found that endoplasmic reticulum stress led oral squamous cell carcinoma (OSCC) to produce EVs loaded with PD-L1 and up-regulate the expression of PD-L1 in macrophages, thus driving the M2 macrophage polarization (97). In addition, ICAM-1 enriched in PDAC-derived EVs binds to CD11c on the surface of macrophages. Besides inducing M2 phenotype differentiation, these EVs also up-regulate the secretion of pro-tumoral molecules like VEGF, MCP-1, IL-6, IL-1β, MMP-9, and TNFα in macrophages exposed (98). Moreover, evidence indicates that prostate cancer cell-derived EVs loading CXCL14 promotes M2 polarization through activating NF-κB signaling, which is a key regulator of macrophage function and tumor progression (99, 100). Prostate cancer cells release two kinds of EVs, including αvβ6 (a surface receptor of the integrin family) positive and negative expression EVs. The αvβ6-positive EVs promote the M2 type differentiation of peripheral blood mononuclear cells, while the negative ones prevent this effect (101).




2.2 TDEVs regulate the pro-inflammatory responses of macrophage

Macrophages can secret pro-inflammatory factors to regulate fibrosis, metabolism, cellular debris, and T cell function directly or indirectly (109). For example, IL-6 released from macrophages dominates in phosphorylating STAT3 and further promotes tumor growth and metastasis (110, 111). The level of pro-inflammatory cytokines can be up-regulated by TDEVs in gastric cancer, breast cancer, lung cancer, CRC, melanoma, and OSCC (112–119), leading to tumorigenesis and metastasis further. Inflammatory cytokines array showed that the expression of IL-6, CCL2, GCSF, and TNF-α was augmented by TDEVs, along with the phosphorylation of transcription factor NF-kB, which indicates that TDEVs stimulate the secretion of pro-inflammatory cytokines via NF-κB signaling pathway in gastric cancer, lung cancer, breast cancer and melanoma (112–115, 120). Various components of EVs exerting regulatory effects are being studied. For example, palmitoylated proteins on the surface of EVs are identified as a key factor in binding with macrophage surface protein Toll-like receptor (TLR) 2 to further phosphorylate NF-κB and activate inflammatory responses (113) (Figure 1). In addition, miRNAs also play an important role in modulating pro-inflammatory cytokines release. Lung cancer-derived EVs transporting miR-16, -21, -29a bind to TLR7/8 on the surface of macrophages to elicit phosphorylated activation of NF-κB, which induces an increase in transcription of pro-inflammatory cytokines including IL-6 (115). Similarly, miR-25-3p in breast cancer-derived EVs binding with TLR7/8 increases the expression of IL-6 and phosphorylated NF-κB (116). Moreover, oncogenic miR-183-5p in breast cancer-derived EVs are engulfed by macrophages and downregulate target gene PPP2CA expression by combining with the binding sequence which leads to a decrease in dephosphorylation of p65, consequently promoting IL-1β, IL-6, and TNF-α secretion (121).




Figure 1 | Schematic model of TDEVs in regulating the functions of macrophage. TDEVs can modulate the cytokine secretion, phagocytosis, and migration of macrophages via various signaling pathways. For cytokine secretion (Blue): Palmitoylated proteins carried by gastric cancer-derived EVs bind with TLR2 on the surface of macrophages to further activate NF-κB signaling, leading to an elevated level of pro-inflammatory cytokines including IL-6, IL-1β, TNF-α and so on. Similarly, miRNAs in EVs secreted by lung cancer and breast cancer bind with TLR7/8 to induce pro-inflammatory cytokines secretion via the NF-κB pathway. However, HNSCC-derived EVs cargo TGF-β isoform inhibits NF-κB signaling to down-regulate the expression of pro-inflammatory cytokines. For phagocytosis (Green): PtdSer in apoptotic tumor-derived EVs binds with receptors such as TIM-4 to promote the phagocytosis of apoptotic cells by macrophages. However, lncRNA TUC399 contained in HCC-derived EVs down-regulates the FcγR-mediated phagocytosis. For migration (Red): TDEVs from myeloma containing serglycin can augment macrophage migration, and SIPA1 in breast cancer-derived EVs induces elevated expression of myosin-9 in macrophages, which contributes to migration.



The STAT3 pathway is engaged in the modulation by TDEVs. EVs released by endoplasmic reticulum-stressed liver cancer cells upregulate IL-6, IL-10, and MCP-1 levels but downregulate TNF-α levels in macrophages with an increase in p-JAK2 and p-STAT3 (119). Gp130 (IL-6 receptor) is carried by TDEVs and interacts with macrophages to induce the phosphorylation and translocation of STAT3 to the nucleus, leading to an elevated expression of IL-6 and a shape of the pro-tumor cancer environment in several human breast cancer cell lines (MDA-MB231, MDA-MB-468, Hs578T, and MCF7) (118).



2.3 TDEVs regulate the anti-inflammatory responses of macrophage

TDEVs present a double-sided sword: they participate in activation of inflammatory responses, but they can downregulate the expression of pro-inflammatory cytokines as well. HREV-positive EVs derived from two CRC cell lines (SK-CO1 and Caco-2) lead to a lower level of pro-inflammatory cytokine IL-1β and a higher level of anti-inflammatory cytokine IL-10 in the zebrafish model with a positive correlation between the concentration of HERV-positive EVs and anti-inflammatory responses (122). HNSCC-derived EVs down-regulate macrophage release of IL-1β, indicating that HNSCC-derived EVs block the activation of inflammatory responses. TGF-β isoforms composition is hypothesized to be the key factor via inhibiting the NF-κB signaling pathway (123) (Figure 1). Previous studies have also indicated that miRNAs play an important role in the modulation of cytokines. Li J. et al. found that EVs treated under hypoxia and released by lung cancer cells down-regulate the expression of pro-inflammatory cytokines IL-6 and IL-1A through cargo containing miR101 while targeting CDK8 and SUB1 (124). Moreover, lncRNAs act as the mediator of cytokines secretion through TDEVs. Li X. et al. found that HCC-derived EVs containing lncRNA TUC339 were engulfed by macrophage (THP-1 cell) and downregulate the secretion of IL-1β and TNF-α (125).



2.4 TDEVs regulate the macrophages phagocytotic function

Macrophages, as phagocytes, engulf apoptotic cells and debris that trigger immune responses to exert an anti-tumor effect (109). Previous studies have indicated that the phagocytotic activity of macrophages can be downregulated by TDEVs. EVs from metastatic osteosarcoma (K7M3 and DLM8) reduce the phagocytic function of alveolar macrophages via promoting TGF-β2 secretion, while there is no significant change in phagocytosis of macrophages taking up non-metastatic osteosarcoma (K7 and Dunn) -derived EVs (126). Along these same lines research conducted by Li X. and colleagues showed that HCC-derived EVs enriched in lncRNA TUC339 led to decreased FcγR-mediated phagocytosis in macrophages were found in (125). Furthermore, Gregory C.D. et al. found that apoptotic TDEVs contained phosphatidylserine (PtdSer) to bind with proteins such as T cell immunoglobulin and mucin domain-4 (TIM-4), which had a positive relation to phagocytosis of apoptotic cells (127) (Figure 1). These studies shed light on the relationship between phagocytosis in macrophages and TDEVs, however, the specific mechanism is still unclear.



2.5 TDEVs modulate the macrophages migration

During cancer development, macrophages migrate out of circulation and into the tumor milieu, triggering inflammation and tumor metastasis (128). EVs released by PDAC elicit migration to the liver of bone marrow-derived cells including macrophages, which follows an elevated level of TGF-β released by Kupffer cells (18). Myeloma-derived EVs with serglycin engulfed by macrophages augment migration as compared with serglycin-null EVs (129). In addition, it is reported that EVs from breast cancer cells (MDA-MB-231) expressing high levels of signal-induced proliferation-associated 1 (SIPA1) promote the migration of macrophages to tumor tissue (130) (Figure 1). SIPA1 binds to the promoter of the target gene MYH9 to upregulate the transcription of MYH9, and the enrichment of myosin-9 in EVs contributes to macrophage migration (Figure 1).




3 Dendritic cells

Dendritic cells (DCs), derived from hematopoietic stem cells, are identified as a vital kind of innate immune cells. As APCs, DCs recognize and swallow pathogens, subsequently presenting to immune cells like T cells to activate immune responses, by corresponding receptors and co-stimulatory molecules on the surface (131). In addition, DCs also secrete cytokines and chemokines capable of modulating the microenvironment and tumor development. Various functions of DCs are regulated by TDEVs, and interestingly they are capable of causing both anti-tumor and pro-tumor effects under certain conditions. DCs are divided into three subsets, classical DC (cDC), plasmacytoid DC (pDC), and monocyte-derived DC (mo-DC) (132). The former two are derived from common dendritic cell progenitors (CDPs), and mo-DC are derived from monocytes. Mature DCs express a higher level of functional molecules including co-stimulatory molecules (CD40, CD80, CD86), MHC II, pro-inflammatory cytokines, and CCR7 comparing to immature DCs, via the stimulus with GM-CSF, IFN-γ, IL-4 and pathogens (133).


3.1 Anti-tumor effect of DCs on responses to TDEVs

TDEVs augment anti-tumor activity by promoting the function of DCs in many cancers like melanoma, HCC, and colon carcinoma (120, 134, 135). It has been found that tumor antigen (TA) carried by EVs are a key factor in this process. HCC cell-derived EVs inhibit tumor growth by transferring HCC antigens and antigenic chaperones to DCs, which induces cytolysis and increases IFN-γ expression but decreases IL-10 and TGF-β expression. Furthermore, DCs treated with HCC cell-derived EVs activate T-cell immunity by presenting antigens (135). Similarly, EVs containing tumor antigen ErbB2 promotes the activation of CD8+T cell by DC (136). Melanoma cell-derived EVs carrying tumor-associated antigens (TAAs) promote DCs to express maturation marker CD86 and raise the anti-tumor activity in mouse models (137). In addition to whole-tumor antigens, MHC-I peptide complexes are also transferred to DCs by TDEVs in melanoma, resulting in the activation of cytotoxic T-lymphocytes (CTL) (138). The specific mechanism for this is still under investigation. The only known study to date is by Squadrito M.L. et al. who found that CRC-derived EVs internalized by DCs promoted the presentation of tumor antigens mediated by MHC-I, and extracellular vesicle-internalizing receptor (EVIR) played an important role in the binding and internalization of TDEVs by DCs (134) (Figure 2).




Figure 2 | Effects of TDEVs in regulating DCs, neutrophils, and NK cell functions. TDEVs can interact with innate immune cells including DCs, neutrophils, and NK cells, exerting a dual effect in regulating their functions. TDEVs to DCs: EVs containing tumor antigen from HCC can transfer it to DCs and further activate T cell immunity, indicating its anti-tumor effect. TDEVs can impair DCs differentiation and maturation to suppress immune responses in some cancers, HLA-G is identified as a key factor in this negative regulation. Some TDEVs contain HSP72 and HSP105 bind with TLR on DCs to increase MMP9 expression, reorganizing ECM and contributing to tumor invasion. TDEVs to neutrophils: circRNA PACRGL in CRC-derived EVs are engulfed by neutrophils and down-regulate TGF-β1 expression, further inducing polarization to the N2 phenotype. TDEVs can also induce NET formation by neutrophils in a dose-dependent way, which further contributes to thrombosis. TDEVs containing HMGB1 can upregulate PD-L1 on neutrophils to suppress T cell immunity, exerting a pro-tumor effect. TDEVs to NK cells: BAG6/BAT3 on the surface of TDEVs can bind with NKp30 to suppress NK cytotoxicity via the nSmase2-dependent pathway. NKG2DLs, TGF-β, and other immunosuppressive proteins from TDEVs bind with NKG2Ds on the surface of NK cells to block NK cytotoxicity.





3.2 Immunosuppress effect of DCs on responses to TDEVs

A decrease in pro-inflammatory cytokine secretion but an increase in anti-inflammatory cytokines can be detected in DCs stimulated with TDEVs. In Lewis lung cancer (LLC) and breast cancer, surface markers including CD80, MHC-II, and CD86 are downregulated by TDEVs, indicating that DCs are immature. In addition, the cytokine expression in DCs is regulated by TDEVs as well. There is a decrease in TNF-α, IL-6, and IL-12, but an increase in Arginase I while the levels of IL-10 and IL-12p40 do not change significantly. In addition, chemokine receptor expression (which is essential for the migration of DCs) is inhibited by LLC cell-derived EVs (139). The expression of IL-6 is increased by TDEVs in breast cancer, lung cancer, and melanoma in various ways (140). HSP72 and HSP105 proteins on melanoma-derived EVs surface bind with TLR2 and TLR4 on DCs, causing the phosphorylation of ERK, JNK, p38, and NF-kB to induce expression of IL-6. IL-6 induces STAT phosphorylation to bind in the MMP9 promoter site and elevates the transcription of MMP9. Due to the function of reorganizing extracellular matrix by MMP9 (141), tumor cells invade other organs. PGE2 carried by prostate cancer-derived EVs binds to receptors EP2/EP4 on DCs to upregulate the CD73 expression, while the adenosine monophosphate (AMP)-depends on expressions of IL-12 and TNF-α decrease subsequently (142). However, the underlying mechanism still needs further investigation.

Notably, microRNAs in TDEVs can interfere with the function of DCs. MiR-212-3p carried by pancreatic cancer cell-derived EVs inhibited the expression of regulatory factor X-associated protein (RFXAP) to decrease MHC II on DCs and induce immune tolerance (143), while miR-203 induced the downregulation of TLR4 and cytokines in DCs such as TNF-α and IL-12 in pancreatic cancer (113). In head and neck cancer, TDEVs disrupt the maturation, viability, and migration of mono-CDs targeted by 133 miRNAs including miR-16, miR-23b, miR-24. CD80 and HLA-DR expression have been shown to exhibit a decrease in DCs after incubating with HNSCC cell-derived EVs (144) (Figure 2).



3.3 TDEVs modulate the differentiation of DCs

Wieckowski E. et al. found that antigen-processing machinery (APM) components including MIB1, IMP7, Tapasin, and Calreticulin were downregulated in monocytes after stimulation with TDEVs, indicating impaired differentiation from monocytes to DCs (145). Surface proteins that demonstrate the maturation of DCs decrease with the stimulation of TDEVs in melanoma, lung cancer, renal cancer, breast cancer, and thymoma (139, 146–149). Expressions of markers such as CD40, α5 integrin, CD80, CD86, and HLA-DR are downregulated in monocyte-derived DCs after co-incubation with renal cancer derived-EVs carrying HLA-G, which can be inhibited by anti-HLA-G-antibody. This confirmed the negative-regulatory role of EVs with HLA-G in DCs differentiation (146) (Figure 2). Hendrik Gassmann and colleagues proposed a model where Ewing sarcoma-derived EVs carrying RNA and protein activate myeloid cell pathology and induce the secretion of pro-inflammatory cytokines such as IL-6, IL-8, and TNF, which modulates the differentiation of myeloid cells into semi-mature DCs and impairs T cell activation (150) (Figure 2). Moreover, the role of modulating differentiation by IL-6 was also examined in the breast cancer (148). Glioma-derived EVs down-regulate the expression of IL-12p70 in immortalized DCs, which orchestrates the maturation and differentiation of DCs (151).




4 Neutrophils

Neutrophils, abundant in circulation, are indispensable for an immune response due to their dual role of both affecting innate immunity and modulating adaptive immunity (152). The complicated function of neutrophils in the innate immune response includes forming neutrophil extracellular traps (NETs), polarization to a different state, phagocytosis, co-regulation with T cells, and so on. Interestingly, NETs are a double-sided sword in the immune response. On the one hand, they neutralize and ensnare microbiotics to against infection. On the other hand, they have adverse such as promoting thrombosis, tumor metastasis, and inflammation that causes organ and vascular damage (Figure 2). In addition, neutrophils also exert a dual effect on tumors by polarization to N1 or N2 phenotypes. In TME, stimulators including TGF-β and IFN-β respectively switch the phenotype of tumor-associated neutrophils (TANs) into N1 and N2 phenotypes (153) (Figure 2). The N1 phenotype shows an anti-tumor effect via enhancing apoptosis and secreting pro-inflammatory cytokines, while the N2 phenotype promotes tumor development and suppresses immune responses (154) (Figure 2).


4.1 TDEVs promote neutrophils NETs formation

TDEVs engulfed by neutrophils target NETs to promote thrombosis. A previous study has shown that tumor microparticles carrying tissue factor (TF) promoted cancer-associated deep vein thrombosis (DVT) initiation by adhering to NETs in a mouse model with pancreatic cancer (155). Ana C. Leal et al. showed that 4T1 murine breast tumor derived-EVs contribute to the prothrombotic state via inducing NETs formation by neutrophils stimulated by G-CSF in the murine breast cancer model (Figure 2). Moreover, there is a dose-dependent procoagulant property of 4T1 derived-EVs and this progress relies on the ability to recruit TDEVs by NETs (156). Exposure to TDEVs which bear gDNA induces TF activation in leukocytes, along with the upregulation of IL-8 (157). However, the function that TDEVs stimulated NETs promoting tumor growth is still under investigation.



4.2 TDEVs modulate neutrophils polarization

In addition to stimulating the formation of NETs, TDEVs play an important role in regulating the polarization of neutrophils. In CRC, TDEVs carrying oncogene circPACRGL promote the differentiation of neutrophils from N1 to N2 by regulating the miR-142-3p/miR-506-30-TGF-β1 axis (158). circRNA PACRGL swallowed by neutrophils binds to miR-142-30/miR-506-3p to inhibit the post-transcriptional control of mature mRNA and therefore TGF-b1 expression is downregulated, which induces neutrophils into the N2 phenotype (Figure 2). In addition, TDEVs induce neutrophil polarization to the N2 phenotype via the NF-κB pathway in gastric cancer and CRC (159, 160). Gastric cancer-cell derived EVs carrying high mobility group box-1 (HMGB1) bind with TLR or receptor for advanced glycation end products (RAGE) to activate NF-κB signaling, which induces the phosphorylation of downstream proteins including p65, STAT, and ERK and upregulates the expression of inflammatory factors such as IL-1β, IL-6, IL-8, OSM, and TNFα (Figure 2). Moreover, these pro-tumor effects of EVs can be blocked by NF-κB inhibitors (159). In HCC, TDEVs regulate the phenotype of neutrophils into N2, but the exact mechanism needs further investigation (161). Taken together, these data suggest that TDEVs induce neutrophils to polarize into the pro-tumor state of the N2 phenotype in various signaling pathways.



4.3 TDEVs regulate neutrophils’ other functions

Other functions of neutrophils can also be regulated by TDEVs. For example, the lifespan of neutrophils was prolonged by EVs from CRC stem cells by modulating the expression of IL-1β via the NF-κB signaling axis. EVs with tri-phosphate RNAs, acting as pathogen-associated molecular pattern (PAMP) molecules, interact with PRRs and activate the NF-κB pathway with elevated expression of nuclear p65 and IL-1β [20]. In addition, PD-L1 on neutrophils is upregulated by gastric cancer cell-derived EVs, activated by HMGB1 via phosphorylating STAT3 and downstream molecules, which suppresses T-cell immunity to have a pro-tumor influence (162) (Figure 2). More changes in neutrophil function by TDEVs need further investigation.




5 NK cells

NK cells are a subset of type 1 ILCs with surface markers CD3- and CD19-, but are CD56+ and CD16+. They originate from common lymphoid progenitor (CLP) cells in the bone marrow and are widely distributed in the blood, peripheral lymphoid tissue, liver, spleen, and other organs, accounting for 5-10% of peripheral blood mononuclear cells (163, 164). Activating and inhibitory receptors are co-expressed on the surface of NK cells, which can bind to MHC I molecules expressed on the surface of one’s cells. NK cells also express NKG2D and natural cytotoxicity receptors (NCR) (NKp30, NKp44, and NKp46) (165). They are activating receptors that do not interact with MHC I. Cancerous cells decrease the expression of MHC I and cause a loss of inhibitory receptor function, referred to as the “missing-self” mode. Meanwhile, tumor cells overexpress ligands of NKG2D and NCR, providing sufficient targets for activating receptors via the “induced-self” mode (166, 167). NK cells are activated through the above two modes and kill tumor cells by releasing perforin, granzyme, TNF-α, or FasL (168). In addition, as a group of type 1 ILCs, NK cells synthesize and secret IFN-γ to play a role in the anti-infection and immune regulation (169, 170).

In most cases, TDEVs exert an influence on NK cells through NKG2D ligands (MICA, MICB, ULBP-1, ULBP-2, or ULBP-3) existing on the surface of EVs. NKG2DLs downregulate NKG2Ds floating on the surface of NK cells and block cell activation, resulting in the damage of NK cytotoxicity (171, 172) (Figure 2). Besides NKG2DLs, TGF-β1 (173, 174) and some other immunosuppressive proteins (PD-L1, CD39, CD73, FasL, LAP-TGFβ, TRAIL, CTLA-4) (175–177) are common cargoes of TDEVs, which act the same way as NKG2DLs do (Figure 2). TGF-β in EVs has another mechanism to inhibit the activation of NK cells: interacting with its receptors on the surface of NK, activating the TGFβ-Smad2/3 pathway, and promoting the phosphorylation of Smad2/3 (178, 179). Furthermore, soluble ligand BAG6/BAT3 was found to exist in chronic lymphocytic leukemia patients’ blood (180). Once BAG6/BAT3 is expressed on the surface of EVs it interacts with the activating receptor NKp30 of NK cells and induces cell stress through the nSmase2-dependent pathway to suppress NK cytotoxicity (180).

Some cytokines in TDEVs have a dual effect on NK cells. For example, genetically modified myeloid leukemia cell line K562 expresses IL-15, IL-18, and 4-1BBL (TNFSF9) on the surface of its EVs. These proteins stimulate NK cells to proliferate and enhance the cytotoxicity of NK cells within 4 hours. However, as time goes by (48 hours), the cytokines reduce NK cytotoxicity via the inhibition of activated receptors (NKG2D、NKp44) and the promotion of inhibitory receptors (NKG2A) (181). Moloudizargari et al. also reported the bifacial effect of myeloma derived-EVs on NK cells (181, 182).

The RNA component in TDEVs is also participating in regulating NK cells’ function. CRC-derived EVs containing lncRNA SNHG10 increase INHBC expression and then suppress the activation of NK (183). MiRNA-378a-3p in EVs is induced in tumors undergoing radiotherapy, leading to the reduction of granzyme-B secretion and loss of activity in NK cells (184). EVs from HCC cells deliver circUHRF and affect NK cells through three different ways to achieve immunosuppression and drug resistance. Firstly, decreasing IFN-γ and TNF-α secretion of NK cells. Secondly, degrading miR-449c-5p to foster the expression of TIM-3. Based on the fact that circRNAs usually work as miRNA sponges, studies indicated that circUHRF and miR-449c-5p may target each other in human NK-92 cells, thus impairing their function. Finally, there is a finding that the high levels of circUHRF1 in EVs can increase the connection with limited NK cell proportion and tumor infiltration (185).



6 Conclusions and perspectives

In recent years, EVs have become a popular topic in cancer and immunity research due to their complicated functions in regulating TME and their important role in mediating cell-to-cell communication (186, 187). Almost all cells including immune cells and cancer cells can generate EVs with common or specific cargoes which interact with recipient cells to further affect their functions and tumorigenesis (188, 189). In this review, we summarize the regulation of innate immune cells including macrophages, DCs, NK cells, and neutrophils by TDEVs (Figures 1, 2). Overall, TDEVs exert a dual effect on immune responses and tumor development. For example, the secretion of pro-inflammation cytokines by macrophages and cytotoxicity of NK cells is either up-regulated or down-regulated by TDEVs. Moreover, TDEVs induce macrophage polarization to different states (functions as pro-tumor or anti-tumor), further influencing tumorigenesis, metastasis, and so on. Previous studies have demonstrated that the specific function of TDEVs mainly depends on their bioactive cargoes and tumor stage. For instance, at the beginning of tumorigenesis, EVs stimulate TAM and up-regulate cytokines that beneficial for angiogenesis and tumor metastasis. However, in the context of metastasis, anti-tumor responses such as cytotoxicity and phagocytosis are promoted by TDEVs. Based on these previous findings, the expression of innate immune cell markers and related molecules can be used as step-change indicators of diagnosis and prognosis in clinical treatment (190).

Various surface proteins and cargo components in TDEVs have been found to play an essential role in the regulation of macrophage polarization. Of the cargo components, most of the studies so far have been on miRNAs (Table 1). Other RNAs, proteins, and cytokines also target recipient cells to modulate their functions via direct binding with receptors or regulating corresponding gene expression. While the specific mechanism is still not completely known, NF-κB pathway and PTEN/PI3K/AKT pathways have been recognized as crucial signaling pathways in regulating immune responses. Therefore, key factor inhibitors can pharmacologically antagonize the effect of TDEVs. Moreover, there are also numerous studies concerning modulation of the formation, circulation, and absorption of TDEVs in anticancer therapies (191).

Although existing studies have provided many insights about the regulation of innate immunity by TDEVs, there are still many limitations. Firstly, the studies investigating TDEVs’ modulation of the function of innate immune cells like mast cells, eosinophils, and basophils remain inadequate. Secondly, more detailed mechanisms of TDEVs functions on innate immunity are still under investigation, and the results of these studies will be vital for identifying new cancer targets. Additionally, the majority of current studies are in vitro experiments, and more in vivo investigations are supposed to be conducted to better demonstrate the effects of TDEVs in cancer progression (192). TDEVs mediating intercellular communication between cancer and innate immune cells is a promising field, which can shed a spotlight on novel cancer therapies. We hope more investigations will be conducted to promote this progression.
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Introduction

Pneumonia-induced sepsis can cause multiple organ dysfunction including acute lung and kidney injury (ALI and AKI). Surfactant protein A (SP-A), a critical innate immune molecule, is expressed in the lung and kidney. Extracellular vesicles like exosomes are involved in the processes of pathophysiology. Here we tested one hypothesis that SP-A regulates pneumonia-induced AKI through the modulation of exosomes and cell death.





Methods

Wild-type (WT), SP-A knockout (KO), and humanized SP-A transgenic (hTG, lung-specific SP-A expression) mice were used in this study.





Results

After intratracheal infection with Pseudomonas aeruginosa, KO mice showed increased mortality, higher injury scores, more severe inflammation in the lung and kidney, and increased serum TNF-α, IL-1β, and IL-6 levels compared to WT and hTG mice. Infected hTG mice exhibited similar lung injury but more severe kidney injury than infected WT mice. Increased renal tubular apoptosis and pyroptosis in the kidney of KO mice were found when compared with WT and hTG mice. We found that serum exosomes from septic mice cause ALI and AKI through mediating apoptosis and proptosis when mice were injected intravenously. Furthermore, primary proximal tubular epithelial cells isolated from KO mice showed more sensitivity than those from WT mice after exposure to septic serum exosomes.





Discussion

Collectively, SP-A attenuates pneumonia-induced ALI and AKI by regulating inflammation, apoptosis and pyroptosis; serum exosomes are important mediators in the pathogenesis of AKI.





Keywords: acute kidney injury (AKI), exosomes, innate immunity, renal tubular epithelial cells, surfactant protein A (SP-A)




1 Introduction

Acute kidney injury (AKI) is the most common complication in septic patients, affecting more than half of the intensive care unit (ICU) patients with high morbidity and mortality rates (1–3). Kidney is one of the most common organs affected by sepsis, causing in sepsis-associated AKI. The annual global incidence of sepsis-induced AKI might be approximately 6 million cases or nearly 1 per 1000 population (4). AKI occurs in 40-50% of septic patients and increases the mortality and morbidity six to eight-fold (5, 6). Sepsis-associated AKI patients have a significantly increased mortality relative to those with AKI of other etiologies (7). Pneumonia is one of the most common reasons inducing sepsis. Our previous studies demonstrated that Pseudomonas aeruginosa can induce sepsis and AKI in pneumonia murine model (8, 9).

Understanding the cellular and molecular mechanisms of septic AKI is important for the development of new therapeutic approaches for patients with septic AKI. Recently, several animal models have shown that inflammation, apoptosis, and pyroptosis play a role in the septic AKI (10, 11). AKI itself can regulate the immune response during inflammation; recent evidence indicates that both innate and adaptive immune responses are involved in renal tubular cell damages in AKI and recovery from it (12, 13). Surfactant protein A (SP-A), a member of the C-type lectin family, is primarily expressed in the lung (14), and also in the urinary tract tissues (including the kidney, urethra, bladder, and urethra) (15). We have previously found that septic SP-A/D KO mice suffered from more severe kidney injury and excessive apoptotic cells compared with septic wild-type mice in sepsis-induced AKI (16).

Extracellular vesicles (EVs) are membranous vesicles that contain active proteins, lipids, and several types of genetic materials such as miRNAs, mRNAs, and DNAs related to the characteristics of the originating cells. Small-size EVs, also called exosomes, are vesicles between 30 to 100 nm (17). EVs play a vital role in both the physiological and pathological states, and the evidence from studies also shows that exosomes play a role in the injury and repair of AKI (17, 18). Exosomes have recently emerged as critical cargos that contain multiple mediators critical for the pathogenesis of sepsis-associated organ dysfunctions (19). Cytokines and chemokines play essential roles in the progression of sepsis (20), and Gao et al. (21) found that cytokines/chemokines from blood existed in both the soluble and insoluble exosomes, exosomes enriched with cytokines/chemokines have a critical role in T cell proliferation, differentiation, and chemotaxis during the sepsis process.

In this study, we used wild-type (WT), SP-A knockout (KO) mice, and humanized SP-A transgenic (hTG) mice with lung-specific SP-A expression to study the mechanistic roles of organ-specific SP-A in the pneumonia-induced Acute Lung Injury (ALI) and AKI. We found that the exosomes in the septic mouse serum are one of the major factors to induce Kidney injury, however, the SP-A is a proactive factor against it. Furthermore, the results from In vivo study are confirmed by In vitro study with primary renal proximal tubular epithelial cells (RTECs) isolated from WT and SP-A KO mice. The results revealed that the pulmonary and renal SP-A have protective roles in sepsis-induced AKI and the exosomes involved in the processes of AKI.




2 Results



2.1 SP-A expression in the lung and kidney of WT, SP-A KO, and hTG SP-A2 (1A0)

Three genotypes of mice (WT, SP-A KO, and hTG SP-A2 (1A0)) were used for the study. The hSP-A and mSP-A genotypes of WT, KO, and hTG mice are represented in Figure 1A. The expression of SP-A protein was analyzed using Western blotting analysis (Figure 1B) against the SP-A antibody. SP-A expression in the lung and kidney of WT mice but only in the lung of hTG mice. No SP-A protein, as expected, was expressed in SP-A KO mice. Quantitative analysis of SP-A expression indicated similar SP-A level in the lungs of WT and hTG mice (Figure 1C).




Figure 1 | SP-A mRNA and protein expression in KO and hTG mouse. (A) Genotyping analysis of WT, KO, hTG mice by PCR. Recombinant plasmid was used as positive control and H2O was used instead of DNA template as negative control. The mice were genotyped with primers for hSP-A and mSP-A, respectively. hSP-A PCR product is 340 bp and mSP-A product is 290 bp. hTG mice carry hSP-A gene (No. 6-8), WT mice have mSP-A (No.1 and 2) and KO mice with neither hSP-A nor mSP-A (No.3-5). (B) SP-A expression in the lung and kidney tissues from sham WT, KO and hTG mice by Western blotting analysis using an anti-SP-A antibody. Human BALF was used as positive control. SP-A (33 kDa) was expressed in both the lung and kidney of WT mice, in neither the lung nor kidney of KO mice and in the lung but not kidney of hTG mice. (C) Quantification of SP-A expression by Western blot analysis in the lung of sham WT, KO, and hTG mice. The data demonstrate similar SP-A level in the lung tissues of sham WT and hTG mice (**P<0.01). t-test (n= 6 mice/group).






2.2 Decreased bacterial clearance and animal survival in infected SP-A KO mice

To examine the role of SP-A in pneumonia-induced sepsis, bacterial dynamic changes were compared in the lungs of WT, KO, and hTG mice at 0, 12, 24, 36, and 48h after intratracheal inoculation of bioluminescent P. aeruginosa by In vivo imaging method (Figure 2A). The results indicated that infected KO mice showed significantly higher levels of bioluminescence than the infected WT and hTG mice at 24 h, 36h and 48h after infection (p<0.05), but no difference was found between infected WT and hTG mice (Figure 2B). Furthermore, a higher rate of mortality in infected KO mice was also detected when compared with infected WT (p<0.05), but no difference was found between infected hTG and WT mice (Figure 2C).




Figure 2 | Mice lacking pulmonary SP-A are more susceptible to bacterial infection. (A) Representative In Vivo bioluminescence imaging of bacteria following intratracheal inoculation of P. aeruginosa in WT, KO and hTG mice. After infection, mice were imaged at each time points as listed below. (B) The bioluminescence signal in three groups of infected mice progressively increased and peaked at 36-48 h after infection. The KO mice showed higher level of bioluminescence than WT and hTG mice at 24 h after infection and beyond, whereas no significant difference between infected WT and hTG mice. *P< 0.05 vs. WT or hTG, t test (n= 6 mice/group). (C) The survival curves showed lower survival rate in infected KO mice compared to infected WT, but no difference between infected hTG and WT mice. *P< 0.05 vs. WT, Log-rank test (n=25 mice/group).






2.3 Decreased SP-A level in the lung and kidney of septic SP-A KO mice

SP-A expression in the lung and kidney of infected WT and hTG mice were examined by immunofluorescence (IF) and Western blotting analyses. The results showed that SP-A level in the lung reduced significantly 48 hours after infection in both WT and hTG mice when compared with their respective sham controls, but no difference was found between infected WT and hTG mice 48 hours post-infection (p<0.01) (Figures 3A–C). In addition, SP-A expression in the kidney of infected WT mice decreased when compared to sham controls (p<0.05) (Figures 3D–F). The IF analysis with the SP-A antibody indicated that the immunoreactivity for SP-A was predominantly present in the proximal tubules of the kidney (Figure 3D).




Figure 3 | The effect of sepsis on the SP-A expression in the lung and kidney. (A) Immunofluorescence staining for SP-A on representative lung sections of WT sham and sepsis mice. SP-A (green color for SP-A, blue color for nuclei) is predominantly expressed in the alveolar epithelial cells. (B, C) Western blot analysis of SP-A expression in the lung tissue of WT and hTG mice from sham and sepsis mice. SP-A expression was significantly reduced at 48 h after infection in both sepsis WT and hTG mice. No difference was observed between WT and hTG mice with or without sepsis. *P < 0.05, **P < 0.01, (n= 6 mice/group). (D) Immunofluorescence staining for SP-A on representative kidney sections of WT sham and sepsis mice. SP-A is predominantly expressed in the renal tubular epithelial cells. (E, F) Western blot analysis of SP-A expression in the kidney tissue of WT mice from sham and sepsis mice. SP-A expression was significantly reduced at 48 h after infection. *P< 0.05, (n=6 mice/group).






2.4 Deteriorated lung injury in septic SP-A KO mice

Alveolar macrophages were observed the predominant cells in the bronchoalveolar lavage fluid (BALF) of all sham groups. No difference in macrophages was observed in three sham groups of mice but in the BALF from three infected mice groups, the neutrophils were the predominant cells (Figure 4A). The numbers of neutrophils (Figure 4B) and macrophages (Figure 4C) were significantly higher in the BALF from infected KO mice compared to infected WT and hTG mice, but no difference was observed between infected WT and hTG mice (Figure 4C). Histological analysis of the lung indicated normal morphology in both sham WT and hTG mice but a slight enlargement of distal airspaces in sham KO mice (Figure 4D). P. aeruginosa infection induced severe lung injury. The pathological changes include diffuse inflammatory cells infiltration in alveoli and interstitial, protein debris accumulation, and interstitial edema in the lung, which were similar changes in infected WT and hTG mice, but more degree of damages in infected KO mice (Figure 4D). The data of lung injury score indicated that infected WT and hTG mice had comparable injury scores, whereas infected SP-A KO mice had higher score of lung injury compared to infected WT and hTG mice (Figure 4E).




Figure 4 | KO mice showed more severe lung injury in bacterial pneumonia compared to WT and hTG mice. (A) Representative BALF cytology of each group from sham and infected mice. The cell pellets of BALF were mounted on a slide by the cytospin centrifugation. The slides were stained using the Hema-3 Stain Kit. Morphologically normal macrophages with no neutrophils in sham WT mice and in hTG mice were observed. P. aeruginosa infection causes predominant neutrophils in the BALF from three groups of infected mice. Scale bars = 200μm. (B, C) Quantification of neutrophils and macrophages in the BALF. Neutrophils and macrophages per slide were counted at ×400 magnification under light microscopy. There was no significant difference between sepsis WT and hTG mice, but the quantification was significantly higher in infected KO mice compared to infected WT and hTG mice (P<0.01). (D) Representative histological sections of lungs from each group. H&E staining indicates normal lung structures in both sham WT and hTG mice, but occasional slight enlargement of distal airspaces in sham KO mice. P. aeruginosa infection induced severe histological lung damage, including diffuse inflammatory cells infiltration in alveoli and interstitial, protein debris accumulation and interstitial edema in infected mice. (E) Semi-quantitative histological lung injury score was assessed. There is no significant difference among sham groups. The lung injury score is significantly increased after infection compared to sham mice. There is similar lung injury score between infected WT and hTG mice, but infected KO mice showed higher injury score compared to infected WT and hTG mice. Scale bars = 200 μm; **P< 0.01 (n= 20 mice/group).






2.5 Increased levels of serum inflammatory cytokines in septic SP-A KO mice

The levels of serum TNF-α, IL-6, and IL-1β were analyzed in both septic and sham mice. The results indicated that the serum TNF-α, IL-6, and IL-1β levels in three septic mice groups were all elevated compared to their respective sham groups (**p<0.01). The levels of TNF-α, IL-6, and IL-1β in septic SP-A KO mice were higher than those of septic WT and hTG mice (**p<0.01) (Figures 5A–C).




Figure 5 | Changes of serum cytokines in pneumonia-induced sepsis. Pro-inflammatory cytokines were determined by ELISA assay for TNF-α (A), IL-6 (B) and IL-β (C) in the serum of infected WT, KO and hTG mice. The results showed significantly elevated levels of IL-6, TNF-α, and IL-β in all infected mice with an order (KO > WT, KO >hTG) at 48 h after infection, suggesting inhibitory effects of SP-A in the systemic inflammation of pneumonia-induced sepsis. **P< 0.01.






2.6 Increased renal injury in septic SP-A KO mice

To assess renal injury in septic mice, serum creatinine level was analyzed, and histological changes of kidney sections stained with H/E staining were examined by two experienced pathologists blind to the experimental design. The results showed that serum creatinine levels in septic groups were all higher than in the Sham groups (p<0.01), while septic KO and hTG mice exhibited higher serum creatinine levels compared to septic WT mice. Septic KO mice had the highest serum creatinine level among the three septic mice groups (Figure 6A). Histological analysis showed normal kidney architecture in all sham controls, suggesting that renal SP-A deficiency did not result in spontaneous renal injury (Figure 6B). However, remarkable pathological changes were observed in the kidney tissues from septic mice (Figure 6B). Infected SP-A KO and hTG mice showed more severe kidney damage, which are characterized by tubular degeneration, loss of brush border, and tubular luminal cast formation as well as cell death when compared to infected WT mice (Figure 6B). We furtherly analyzed renal injury score, the results showed infected KO mice had higher kidney injury score compared to infected WT and hTG mice; of interesting, septic hTG mice had higher renal injury score than infected WT mice (Figure 6C), suggesting lacking pulmonary and/or renal SP-A were more susceptible to sepsis-induced AKI. Furthermore, neutrophil gelatinase-associated lipocalin (NGAL), one positive AKI biomarker, was found to be in higher expression after infection by IF analysis (Figures 6D, E). The order of NGAL level is KO>hTG>WT in infected mice 48 hours post-infection (Figure 6E).




Figure 6 | Effects of pulmonary and/or renal SP-A on sepsis-induced AKI. (A) Quantitative analysis showed that serum creatinine level was significantly higher in infected KO mice compared to infected WT and hTG mice. Furthermore, when compared to infected WT mice, hTG mice had significantly higher renal injury score. *P< 0.05, **P<0.01, t test (n= 6 mice/group). (B) Renal histological analysis by H&E staining showed normal kidney architecture in all sham groups of mice, suggesting that SP-A deficiency in the kidney did not affect kidney development and formation of normal kidney structure. Sepsis induced AKI was characterized by the presence of vacuolar degeneration of tubular cells (arrows), and brush border loss with tubular lumen dilatation (stars). Magnification 400×. Scale bars= 50μm. (C) Semi-quantitative analysis demonstrated that renal injury score was significantly higher in infected KO mice compared to infected WT and hTG mice. Furthermore, when compared to infected WT mice, hTG mice had significantly higher renal injury score. *P< 0.05, **P<0.01, t test (n= 6 mice/group). (D) Renal NGAL immunofluorescence staining showed sepsis induced AKI was characterized by the presence of NGAL. Magnification 200×. Scale bars= 100 μm. (E) Semi-quantitative analysis demonstrated that renal NGAL fluorescence density was significantly higher in infected KO mice compared to infected WT and hTG mice. Furthermore, when compared to infected WT mice, hTG mice had significantly higher renal injury score. *P< 0.05, **P<0.01, t test (n= 6 mice/group). (F, G) Western blot analysis demonstrated increased cleaved caspase-3 protein level in infected KO and hTG mice compared to infected WT mice 48 hours after infection, *P< 0.05. (H, I) Western blot analysis demonstrated increased cleaved caspase-1 protein level in infected KO and hTG mice compared to infected WT mice 48 hours after infection, *P< 0.05, (n=3 mice/group).



We further identified cell death types in the kidney of septic mice by analyzing the activation of two biomarkers of apoptosis and pyroptosis, i.e., cleaved caspase-3 (17 kDa) and cleaved caspase-1 (22 kDa) respectively. The results from Western blotting analysis showed that increased both cleaved caspase-3 (17 kDa) and cleaved caspase-1 (22 kDa) levels in the kidneys of septic mice compared to sham mice (p<0.05) (Figures 6F–I), indicating that both apoptosis and pyroptosis are involved in the kidney injury. Furthermore, the levels of cleaved caspase-3 and cleaved caspase-1 are higher in infected SP-A KO mice compared to infected WT and hTG mice (Figures 6G, I).




2.7 Characteristics of serum exosomes from septic and sham mice

Exosomes from septic and sham mice serum were isolated and identified by several methods. As shown in Figures 7A, B, the particle size ranged between 15 nm and 150 nm, and the principle peak sizes of the particles were 49.4 and 67.0 nm from sham and septic mice, respectively. Exosome particles were further verified by electron microscopy (Figure 7C). The presence of the exosome markers CD81 (tumor susceptibility gene), TSG101and CD63 was confirmed in both the sham and sepsis samples by Western blotting analysis (Figure 7D), indicating the isolated particles were exosomes. We found the protein concentrations of serum exosomes are similar between sham and septic mice (Figure 7E). Moreover, we detected SP-A protein in serum exosomes derived from septic and sham mice, but the SP-A level was lower (p<0.05) in the septic serum exosomes compared to the sham serum exosomes (Figures 7F, G).




Figure 7 | Identification of exosomes and SP-A expression in exosomes in septic and sham mice. (A, B) Characterization of exosomes sizes. (C) Exosomes particles were verified by electron microscope. (D) Western blotting analysis of exosome surface markers (CD81, TSG101, and CD63) expression. (E) Protein concentration of serum-derived exosomes. (F) Western blotting analysis of SP-A protein expression in exosomes in sham and septic mice. (G) Quantitative analysis of SP-A protein expression in exosomes. *P<0.05 (n=3 mice/group).






2.8 Exosomes derived from septic mouse serum induced mouse RTECs apoptosis and pyroptosis in vitro

To explore the mechanistic role of SP-A on the renal tubular injury, RTECs from the kidneys of WT and KO mice were isolated and used for In vitro study. The isolated primary cells from WT and KO mice were confirmed as RTECs by IF staining analysis for Megalin, a proximal tubular-specific biomarker. The results showed that more than 95% of the isolated cells were positive for Megalin (PTEC biomarker) (Figure 8A), suggesting that these primary isolated cells contain more than 95% of RTECs, which are appropriate for the following study. We further identified RTECs from S1 and S2 segments of the proximal tubule with TLR4 and TNFR1 biomarkers, respectively (22, 23). The results showed about 10% positive cells for TLR4 and about 90% positive cells in RTECs for TNFR1 (Figure 8A). The TLR4 and TNFR1 expression was also detected in renal proximal tubular cells (Figure 8B).




Figure 8 | Exosomes from septic mice induced RTECs apoptosis and pyroptosis. (A) IF staining of RTECs from WT and KO by Megalin, TLR4 AND TNFR1. More than 95% of isolated cells from WT mice showed Megalin positive. And about 50% of cells showed TLR4 positive, 90% of cells showed TNFR1 positive. Magnification 200×. Scale bars= 100μm. (B) IF staining of Kidney tissues from WT and KO mice by TLR4 and TNFR1, about 50% of renal proximal tubular cells showed TLR4 positive, and more than 50% of renal proximal tubular cells showed TNFR1 positive. (C) Western blot demonstrated different levels of cleaved caspase-3, cleaved caspase-1, ASC, NLRP3, GSDMD, proteins in sham serum exosomes and sepsis serum exosomes treated WT and SP-A KO RTECs with or without SP-A protein (10 µg/ml) after 24h. (D–H) Western blot semi-quantitative analysis showed increased levels of cleaved caspase-3, cleaved caspase-1, ASC, NLRP3, and GSDMD proteins in sepsis serum exosomes treated group, compared to the sham serum treated group, *P< 0.05, (n=3 mice/group).



Primary RTECs from WT and KO mice were exposed to 50 µg/ml of exosomes from either septic or sham mouse serum in serum-free medium for 24 hours. Several biomarkers of apoptosis and pyroptosis were examined in treated RTECs by Western blotting. The results showed that exosomes derived from septic mouse serum could significantly increase apoptotic (cleaved caspase-3) and pyroptotic (cleaved caspase-1, NLRP3, ASC, GSDMD) markers expression in treated KO RTECs compared to the exosomes derived from sham serum (Figures 8C–H). Furthermore, the RTECs from WT mice exhibited lower levels of apoptotic and pyroptotic biomarkers compared to the RTECs from KO mice after septic exosome treatment (Figures 8C–H). Of interest, RTECs from KO mice exhibited lower levels of the markers of apoptosis and pyroptosis in the presence of SP-A protein (Figures 8C–H). These data indicate that septic serum exosomes induced RTECs death by both apoptotic and pyroptotic mechanisms, but SP-A could inhibit exosome-induced RTECs apoptosis and pyroptosis.




2.9 Exosomes from septic mouse serum could induce kidney injury In vivo

We examined the pathological effect of septic or sham mouse serum exosomes using In vivo mouse model with injecting exosomes intravenously. The septic serum exosomes (2 mg of exosome protein/mouse) could induce mouse AKI 48 hours post-injection, as evidenced by the presence of renal tubular injury, such as vacuolar degeneration of tubular cells, brush border loss, tubular lumen dilatation and cast formation (Figures 9A, B), and by the increase creatinine level (p<0.05) (Figure 9C). Molecular analysis revealed that septic serum exosomes induced increased NGAL (a biomarker of kidney injury), cleaved caspase-3 (apoptosis), cleaved caspase-1, NLRP3, ASC, and GSDMD (pyroptosis) levels in the kidney, compared with sham serum exosomes (p<0.05) (Figures 9D–K). SP-A expression was decreased in the kidneys of mice with septic serum exosome treatment, compared to those sham serum exosomes (p<0.05) (Figure 9J).




Figure 9 | Septic serum exosomes-induced mouse kidney injury. Exosomes from septic mice induced kidney injury (A) Representative histological sections of kidneys from sham and septic exosomes groups. H&E staining indicates normal kidney structures in sham exosomes treated WT mice, but injection of septic exosomes causes obvious renal tubular histological damage, including vacuolar degeneration of tubular cells (arrows), and brush border loss with tubular lumen dilatation (stars). (B) Semi-quantitative renal tubular injury score was assessed. The renal tubular injury score is significantly increased after septic exosomes injection compared to sham exosomes injected mice. **P< 0.01 (n = 5 mice/group). (C) Septic serum exosomes induced mouse serum creatinine changes. It showed that serum creatinine level was significantly higher in septic serum exosomes treated WT mice compared to sham exosomes treated WT mice. **P< 0.01, t test (n= 6 mice/group). (D) Western blot demonstrated different levels of cleaved caspase-3, cleaved caspase-1, ASC, NLRP3, GSDMD, and SP-A protein in sham and septic serum exosomes treated mice after 48h. (E–K) Western blot semi-quantitative analysis showed increased levels of cleaved caspase-3, cleaved caspase-1, ASC, NLRP3, GSDMD protein, and decreased SP-A protein level in septic serum exosomes treated group, compared to the sham serum treated group, *P< 0.05, **P< 0.01, (n=3 mice/group).






2.10 Exosomes from septic mouse serum could induce lung injury in vivo

We also assessed the effect of the exosomes derived from septic mouse serum or sham mouse serum (control) on lung injury In vivo mouse model. As shown in Figure 10A, lung histology was almost normal in the control group (exosomes from sham serum), but obvious histopathological changes were observed in the treated group with septic mouse serum-derived exosomes, including neutrophils in the interstitial space and thicker alveolar septa. Analysis of lung injury score demonstrated that the mice injected with septic mouse serum-derived exosomes had significantly higher lung injury scores compared to the control group with sham mouse serum-derived exosomes (p<0.01) (Figure 10B). The IF results showed that the NLRP3 expression in the lung of the treated group with septic serum exosomes injected groups is significantly increased, compared to the control group (Figure 10C). Molecular analyses revealed that the exosomes derived from septic mouse serum could increase the levels of cell death biomarkers, i.e. cleaved caspase-3 (apoptosis), cleaved caspase-1, and NLRP3, ASC, and GSDMD (pyroptosis) in the lung compared to sham serum exosomes (control) (p<0.01) (Figure 10D–I). SP-A expression was decreased in the lung of treated mice with septic serum exosomes compared to sham serum exosomes (control) (p<0.01) (Figure 10J). These data indicated that exosomes from septic mouse serum could induce mouse lung injury through a mechanism mediating apoptosis and pyroptosis.




Figure 10 | Septic serum exosomes induced mouse lung injury. Exosomes from septic mice induced lung injury (A) Representative histological sections of lungs from sham and septic exosomes groups. H&E staining indicates normal lung structures in sham exosomes-treated WT mice, but injection of septic exosomes causes obvious lung histological damage, including inflammatory cells infiltration in interstitial, and alveolar septal thickening. (B) Semi-quantitative histological lung injury score was assessed. The lung injury score is significantly increased after septic exosomes injection compared to sham exosomes injected mice. **P< 0.01 (n=5 mice/group). (C) The immunofluorescence results showed the NLRP3 expression in septic exosomes injected groups is increased, compared to sham group exosomes injected mice. (D) Western blot demonstrated different levels of cleaved caspase-3, cleaved caspase-1, ASC, NLRP3, GSDMD, and SP-A protein in sham and septic serum exosomes treated mice after 48h. (E–J) Western blot semi-quantitative analysis showed increased levels of cleaved caspase-3, cleaved caspase-1, ASC, NLRP3, and GSDMD protein, and decreased SP-A protein level in sepsis serum exosomes treated group, compared to the sham serum treated group, *P< 0.05, **P< 0.01 (n=3 mice/group).







3 Discussion

To explore the regulating role of SP-A in the sepsis-induced AKI, we used a bacterial pneumonia-induced sepsis model with three types of mice i.e., WT, SP-A KO, and hTG mice with lung-specific SP-A expression. We found that lack of SP-A in the lung and/or kidney promotes severe lung injury, renal injury, tubular cell apoptosis, pyroptosis, and inflammation in response to pneumonia and sepsis In vivo. We also demonstrated that SP-A-deficient RTECs are more susceptible to apoptosis and pyroptosis after treatment with septic serum-derived exosomes compared to treatment with sham serum-derived exosomes.

Severe pneumonia can develop into sepsis (24). P. aeruginosa is one of the most common cause of healthcare-associated infection, and in a head-to-head comparison of bloodstream infections (bacteremia), P. aeruginosa is associated with higher mortality than other bacteria (25). We devised the pneumonia and sepsis model by intratracheal injection of P. aeruginosa (9). With the development of sepsis, the levels of various inflammatory cytokines in the blood are significantly elevated (26, 27). In this study, we detected the increased presence of serum cytokines IL-6, TNF-α, and IL-1β after the infection. This pneumonia model used induce severe bacteremia, significant septic symptoms and around 50% mortality of infected mice and remarkable kidney injury at 48h after infection. Histological and cellular analysis indicated that sepsis-induced AKI manifested as acute tubular lesions such as brush border loss, tubular epithelial cell death, and cast formation. NGAL has been extensively investigated in various AKI phenotypes, which is released by activated neutrophils and various epithelial cells, including RTECs (4). In previous studies, NGAL showed good sensitivity for the indication of AKI (28). In this study, we found that kidney NGAL expression was upregulated, and the serum creatinine levels were increased, which indicated that AKI occurred after sepsis.

SP-A provides first-line host defense, surfactant stability, and lung homeostasis by binding surfactant phospholipids, pathogens, alveolar macrophages, and epithelial cells. Non-primates have one SP-A gene, whereas humans and primates express two functional SP-A1 and SP-A2 peptides with core intra- and inter-species differences in the collagen-like domain (29). The data from this study indicated that despite having decreased pulmonary SP-A level 48 hours after infection with P. aeruginosa, both WT and hTG mice showed increased clearance of bacteria, decreased pulmonary inflammation, and lower lung injury scores compared with infected SP-A KO mice, and sepsis can down-regulated lung SP-A expression. However, hTG mice carrying and expressing human SP-A gene cleared bacteria as efficiently as WT mice in their lungs, where they had similar levels of SP-A expression, thus resulting in decreased levels of lung injury compared to SP-A KO mice. These results indicated that the decreased clearance of P. aeruginosa and increase in lung injury observed in the SP-A KO mice is due to the absence of pulmonary SP-A, suggesting that SP-A plays a critical role in the innate host defense and bacteria clearance (30). The survival rate in SP-A KO mice after the infection was, therefore, significantly decreased when compared with WT mice. Mikerov et al. (31) also reported that SP-A KO mice were more susceptible to pneumonia than wild-type mice. Since interactions between SP-A and TLR4 play critical roles in host defense, SP-A peptide is able to control Pseudomonas aeruginosa lung infection (32); the therapeutic administration of SP-A peptide reduces the bacterial burden, inflammatory cytokines and chemokines production, lung edema, and tissue damage in P. aeruginosa-infected mice (32).

Renal tubules of the kidney play an essential physiological role but are also vulnerable to a variety of injuries like hypoxia, proteinuria, toxins, metabolic disorders, and senescence (33). And renal tubular epithelial damage has long been noted to be the major pathological event in AKI (34). In this study, we observed that sepsis-induced kidney SP-A expression is down-regulated, and infected KO mice showed a significantly severe kidney lesion, especially renal tubules injury, compared to the infected WT and hTG mice. In the previous studies from the mouse unilateral urethra obstruction model, SP-A deficiency aggravated kidney structural damage, macrophage accumulation, and tubulointerstitial fibrosis (35). Renal biopsy in patients with sepsis showed tubular necrosis and epithelial cell apoptosis; the cultured tubular cells, when treated with plasma from sepsis patients, undergo more apoptosis (36). We also found more severe renal tubular cell apoptosis in sepsis groups, and more severe apoptosis in the KO group, compared to the apoptosis in the WT group. Pyroptosis and apoptosis are two types of programmed mechanisms of cell death; but pyroptosis results in cell lysis and release of pro-inflammatory cytokines, including interleukin (IL)-1β and IL-18, into the extracellular space (37, 38). Ye et al. (39) reported that pyroptosis of renal tubular epithelial cells is a key event during septic AKI, and Wang et al. (10) revealed that pyroptosis of renal tubular epithelial cells is a major cause of septic AKI in the zebrafish crispant In vivo analysis model. Miao et al. (40) found that tubule cell pyroptosis plays a significant role in initiating tubular cell damage and renal functional deterioration in acute kidney injury. We also found that caspase-1 induced pyroptosis and inflammation in sepsis-induced AKI in this study. The KO group showed more severe renal tubular cell pyroptosis than the WT group.

Extracellular vesicles (EVs) contain active proteins, lipids, and several types of genetic materials such as miRNAs, mRNAs, and DNAs related to the characteristics of their originating cells and play a vital role in both physiological and pathological conditions. Small-size EVs, also called exosomes, are vesicles between 30 to 100 nm (17), and exosomes play a role in the injury and repair of AKI (17, 18). To study the role of exosomes derived from septic mouse serum in AKI and acute lung injury, and the effect of SP-A with regards to the exosomes’ function, exogenous exosomes were intravenously injected into WT mice. We found that septic mouse serum-derived exosomes can induce mouse AKI and acute lung injury. Park et al. (41) observed that nano sized EVs from feces have the capacity to induce local and systemic inflammation when they are introduced into the peritoneum, and thus they concluded that bacterial EVs in feces might contribute partly to the pathology of sepsis. Of interesting, Gao et al. (21) found that pre-administration of exosomes from septic mice can suppressed cytokine production and alleviated tissue injury and also prolonged the survival of Cecal-ligation puncture (CLP) mice. They use a relatively lower dose of exosomes (100 µg/mouse); in this study, we use exosomes in a higher dose (1 mg/mouse), from nearly 2 ml septic mouse serum. Perhaps, different doses of exosomes from the septic mouse serum can induce a different effect. Sepsis-induced AKI may be partly due to the serum exosomes; the role of exosomes may be the important mechanism between different organ injuries as observed previously in a study, plasma-derived exosomes contributed to pancreatitis-associated lung injury (42). We also found that septic mouse serum-derived exosomes can induce mouse kidney inflammatory molecule NLRP3, apoptosis, and pyroptosis markers up-regulation. Kim et al. (43) also found that hypoxia induced a significant increase of NLRP3 in the kidney, and in response to the unilateral ureteral obstruction (UUO), NLRP3 KO mice showed less fibrosis and apoptosis in renal tubular cells than WT mice. Gambim et al. (44) showed that in sepsis, platelet-derived exosomes induced endothelial cell caspase-3 activation and apoptosis through peroxynitrite generation. The serum-derived exosomes could be released from multiple cells such as platelets, leukocytes, endothelial cells, and other cells under both physiological or pathological conditions (45). Therefore, we speculate that the origin of exosomes in the animals with sepsis in the present study is a mixture of several cells, including neutrophils, macrophages, lymphocytes, endothelial cells. It is interesting to identify the exosome-specific component(s) and their origins that induce cell death and activate relevant cell-death molecular signaling pathways in our future study.

At the same time, we found that septic mouse serum-derived exosomes can induce both mouse kidney and lung SP-A down-regulation, and SP-A was expressed in exosomes, the SP-A expression was different in sham group mouse serum-derived exosomes and septic serum-derived exosomes. So, we can speculate that SP-A may play a protective function in exosomes and exosomes-treated mice. It is unclear how SP-A is involved in the modulations of sepsis-induced cell death and organ injury/dysfunction i.e. AKI. SP-A may play its protective effects through several different levels such as interactions with pathogens, regulating inflammatory cells as well as modulating inflammatory mediators like exosomes. To explore the role of SP-A and exosomes in the sepsis-induced AKI, we used exosomes to treat WT and KO primary renal tubular epithelial cells (RTECs), and we found that the septic serum-derived exosomes can induce the RTECs apoptosis, pyroptosis, and SP-A down-regulation, and the cell damage was more serious in the KO group. When SP-A protein was pre-added to RTECs, SP-A protein can attenuate the RTECs injury by septic serum exosomes treatment.

This study has some limitations. First, we observed the cell apoptosis and pyroptosis, and we didn’t evaluate cell death types by the proportion in the kidney. Thus, further studies are needed to explore which cell damage is principal. Secondly, we observed the exosome function in this experimental sepsis, but we didn’t explore which content in exosomes would play a role in mediating AKI. Therefore, it is necessary to continue to explore the molecular mechanisms of exosomes on the cell death of AKI in experimental sepsis and in vitro RTECs.

In summary, in this study we found that renal tubular death (apoptosis and pyroptosis), and inflammatory responses are important mechanisms in the sepsis-induced AKI, in which both pulmonary and renal SP-A involved in the lung-kidney crosstalk and directly or indirectly modulate lung and kidney inflammatory responses and renal tubular apoptosis, pyroptosis. These findings indicated that both pulmonary and renal SP-A protein are important for regulating cellular and molecular signaling and pathogenesis of bacterial pneumonia-induced AKI. Therefore, based on previous and present discoveries, SP-A protein may be an interesting component in the exogenous surfactant replacement therapy in clinical sepsis and AKI.




4 Materials and methods



4.1 Animals

The original SP-A KO mice (C57BL/6 background) used were obtained courtesy of Dr. Hawgood (University of California, San Francisco), and C57BL/6 WT mice were obtained from Jackson Laboratories (Bar Harbor, ME). The hTG SP-A mice carrying hSP-A2-1A0 allele without mouse SP-A gene background were generated in our previous works (46). The hTG mice expressed SP-A in the lung but not in kidney. There were no significant phenotypic differences among SP-A KO, hTG SP-A, and matched WT mice. The WT, SP-A KO, and hTG SP-A mice were divided into two groups: the pneumonia/sepsis group (infected with P. aeruginosa Xen5 strain) and the control group (the sham group with same surgery and the same volume of the sterile vehicle given). The mice used for this study were bred and kept in the animal core facility at SUNY Upstate Medical University. Mice were housed in specific pathogen-free conditions in a temperature-controlled room at 22°C. The mice used in this study were 8 to 10-week-old male and female mice and experiments were approved by the Institutional Animal Care and Use Committee of the SUNY Upstate Medical University with protocol #380. Additionally, they were performed in line with the National Institute of Health and ARRIVE guidelines on the use of laboratory animals.




4.2 P. aeruginosa-induced pneumonia and sepsis model

In the initial stage of the project, we performed pilot experiments using different doses of P. aeruginosa Xen5 in KO and WT mice to determine appropriate doses of bacteria for use in the experimental sepsis model. We found that A dosage of 1×105 CFU/mouse in 50μl of bioluminescent P. aeruginosa Xen5 (a higher toxic strain) bacterial solution was suitable for generating an optimal bioluminescent signal in the lungs for detection by the in-vivo imaging system as well as showing significant characteristics of septicemia. These include a remarkable mortality (about 40-60%) 48 h after infection, severe bacteremia as well as multiple organ injury e.g. ALI and AKI. Consequently, all experiments in the study were performed at a dosage of 1×105 CFU/50μl/mouse via intratracheal inoculation to induce pneumonial sepsis. In brief, mice were anesthetized with intraperitoneal ketamine/xylazine (90 mg/kg ketamine, 10 mg/kg xylazine) injection, which was followed by a 0.5 cm midline neck incision to expose the trachea. Bacterial solution was intratracheally inoculated into the lungs of mice in pneumonia/sepsis group, while 50μl of sterile saline was used for the sham group as a control. At 48 h post-infection, the mice were anesthetized to obtain blood samples, then sacrificed for BALF, lungs, and kidneys, which were harvested for further analyses.




4.3 In vivo bioluminescence imaging of P. aeruginosa after infection

Three types of infected mice were monitored post-infection for 48 hours. Mice were then anesthetized with 2.0% isoflurane to acquire a whole-body image after an exposure to 3 min via an in vivo Imaging System (IVIS-200, Caliper Life Sciences, Hopkinton, MA). Additionally, the bioluminescence signal from infected mice was measured at various time points like 0, 12 h, 24 h, 36 h, and 48 h after infection. The signal of bioluminescence was quantified using Living Image software, version 4.1 (Caliper Life Sciences). Data are shown as physical units of radiance in photons/sec per cm2 per steradian.




4.4 Cytology analysis in BALF

As previously described, the lungs of each mouse were lavaged with 3×0.5 ml of sterile saline. The BALF was then centrifuged for 10 min at 250×g. The pellet was resuspended with 1 ml of sterile saline, and cells in the 0.2 ml resuspended fluid were mounted onto a slide by cytospin centrifuge (Hettich ROTOFIX32 A) at 1000 rpm for 3 min. After that, slides were air-dried and stained with Hema-3 Stain Kit (Fisher Scientific Company, Kalamazoo, MI). The cells were examined with a Nikon Eclipse TE2000-U research microscope (Nikon, Melville, NY).




4.5 Kidney functional analysis

Blood samples were collected and then centrifuged at 3,000 rpm for 15 min at 4°C to obtain serum. Serum creatinine level was determined by a commercial assay kit (Thermo Scientific, Middletown, VA) as described previously (8).




4.6 Kidney and lung H&E staining

Tracheal injection of 0.5mL of neutral formalin was performed to ensure the inflation fixation of the lungs. The fixed lung and kidney tissues were then embedded in paraffin as previously described (8). Lung and kidney tissues were cut into 5μm and 4μm sections respectively and mounted into the slides, which are then manually stained with Hematoxylin and Eosin (H&E) staining. Histopathology was evaluated by two independent pathologists who did not know the experimental design. Lung injury was evaluated with a 0-2 scale, while kidney injury was semi-quantified by identifying the percent of tubules displaying tubule dilation, cast formation, loss of brush border, and cell necrosis as follows: 0 = none, 1 <10%, 2 = 11-25%, 3 = 26-45%, 4 = 46-75%, and 5 = >76%, as previously stated (8).




4.7 Immunofluorescence

Paraffin-embedded lung and kidney tissue sections were deparaffinized, and then immersed in 0.2% Triton X-100 for 45 min as described previously (8). Following blocking with 10% donkey serum (ab7475, Abcam Inc, Cambridge, MA) in PBS for 1 h, slides were immunostained with rabbit anti-SP-A antibody, anti-TLR-4 (ab13556, Abcam Inc, Cambridge, MA), anti-TNFR1(sc-374186, Santa Cruz Biotechnology, Dallas, Texas). For cell IF analysis, the cells were fixed with 4% paraformaldehyde, and examined with anti-TLR-4(ab13556, Abcam Inc, Cambridge, MA), anti-TNFR1(sc-374186, Santa Cruz Biotechnology, Dallas, Texas) and anti-Megalin antibody (sc-16478, Santa Cruz Biotechnology, Dallas, Texas) to confirm the types of cultured cells and to determine the purity and quantity of proximal tubular epithelial cells. Slides were stained using Alexa 488 (ab150073, Abcam Inc, Cambridge, MA) and/or Alexa 594-conjugated secondary antibodies (A11058, Life Technologies, Eugene, OR) at room temperature for 1 h for fluorescence visualization of primary antibodies.




4.8 Western blotting analysis

Western blot analysis was performed in line with our previous works (8). In brief, lung, kidney tissues, and proximal renal tubular epithelial cells were homogenized in RIPA buffer comprised of a mixture of protease and phosphatase inhibitors (Roche, Indianapolis, IN) in addition to aprotinin (MP Biomedicals, LLC, Illkirch, France). The supernatants were harvested for Western blot analysis following centrifugation at 12000 rpm for 10 min. Total protein concentrations of the lung, kidney samples, proximal renal tubular epithelial cells, and exosomes were determined using a BCA protein assay kit (Thermo Scientific, Rockford, IL). 50μg of total proteins from each sample were resolved through reducing and electrophoresis on 10% or 12% SDS-polyacrylamide gel, followed by transfer onto PVDF membranes (Bio-Rad, Hercules, USA). The blot was blocked using tris-buffered saline containing 5% non-fat milk for 1h and then incubated at 4°C overnight, with a primary antibody against SP-A, or cleaved caspase-3 (#9661, Cell Signaling Technology), or NGAL(sc-515876, Santa Cruz Biotechnology, Dallas, Texas), or cleaved caspase-1(#89332, Cell Signaling Technology), or NLRP3 (# PA5-20838, Thermo Scientific, Rockford, IL), or GSDMD (ab209845, Abcam Inc, Cambridge, MA), or ASC (#67824, Cell Signaling Technology) at 4°C overnight. In this study, β-actin antibody (sc-130657, Santa Cruz Biotech, Dallas, Texas) was used as internal control. The membranes were then incubated using an HRP-conjugated secondary antibody (Bio-Rad, Hercules, CA) and detected with Pierce ECL Western Blotting Substrate (Thermo Scientific, Rockford, IL) and then exposure to X-ray film (Pierce Biochemicals, FL). The expression of the protein was quantified by ImageJ software version 1.48 (Wayne Rasband, NIH, Bethesda, MA). In some experiments, blots were stripped to remove antibodies, through incubation in 2% SDS, 0.06M Tris/HCl (pH 7.0), and 0.72 M 2-mercaptoethanol for 30 min at 25°C, and then reprobed with another primary antibody.




4.9 ELISA assay for cytokines

Serum IL-6, TNF-α, and IL-1β levels were assayed with commercially mouse ELISA kits following manufacturer instructions (KMC0061 and KMC3011, Life Technologies, Frederick, MD) (8).




4.10 Primary proximal tubular epithelial cells isolation and culture

Primary RTECs from WT and KO mice were isolated in sterile conditions according to previously stated methods with slight modifications (8, 47, 48). Renal cortices were dissected in ice-cold HBSS and sliced into small fragments and then digested in PBS buffer with 1 mg/ml type I collagenase (Worthington, Lakewood, NJ) and 125 μg/ml defined trypsin inhibitor (Gibco) at 37°C for 30 min. The resulting supernatant was sieved through two nylon sieves (pore size: 200 um and 70 μm) and tubular fragments caught by the sieve were flushed in the reverse direction with PBS and centrifuged at 200×g for 5 min. The resulting pellet was resuspended and kept in DMEM/F12 medium containing 5% FBS, 100 IU/ml penicillin, and 100 μg/ml streptomycin, 1×insulin-transferrin-selenium, and 1× MEM nonessential amino acids. Incubation of the plate was done in a humidified incubator under 5% CO2 at 37°C and the medium was changed every other day until 90% of cell cultures had been organized as a confluent monolayer.




4.11 Isolation, characterization of exosomes from serum

Exosomes were isolated from mouse serum using the Total Exosome Isolation solution (Invitrogen, USA), according to the manufacturer’s instructions. Each serum sample was briefly centrifuged at 2,000×g for 30 min to remove cells and debris. Then 200 μl of total Exosome Isolation solution was added to the 1ml serum, mixed the serum/reagent mixture well by vortexing, and incubated at 4°C for 30min. After centrifugation at 10,000 ×g for 10 min at room temperature, the supernatant was discarded. The pellets containing the exosomes were resuspended in 120μl PBS and then several exosomal surface markers (CD81, CD63, and TSG101) were analyzed by Western blotting. The protein content of exosomes was determined by the Micro-BCA assay kit (Pierce Biotechnology, Rockford, IL, USA). Exosomes diameter detection was performed using a Zetatrac (Microtrac Inc.) instrument, and the area-based mean particle sizes were presented. Zeta potential measurements were carried out on a Malvern Nano-ZS zeta sizer at room temperature (49). The size of the EVs was characterized by scanning electron microscopy.




4.12 In vivo study of exosomes in WT mice

To evaluate the role of exosomes in the development of AKI, the serum exosomes were used from WT sepsis and sham group mice at 24h after, respectively. In brief, WT mice were injected with exosomes 2 mg/mouse (from about 2ml mouse serum) into the tail vein. The kidney and lung tissues were collected 48 h after the injection. The size of the EVs was characterized by scanning electron microscopy.




4.13 Treatment of exosomes in RTECs

RTECs extracted from WT and KO mice were either treated with 50 μg/ml septic-serum exosomes or sham exosomes in serum-free medium for 24 hours. Cells and medium were subsequently harvested for further analysis. RTECs from SP-A KO mice were treated with 50 μg/ml exosomes with or without exogenous SP-A protein (10 μg/ml) for 24 hours. Thereafter, the conditioned media from cultured cells was harvested for the further analysis.




4.14 Statistical analysis

Statistical analysis of the data was made using GraphPad Prism software (version 5.0) and presented as mean ± SEM. Comparison among groups was completed by One-way ANOVA or t-test. Animal survival was determined through the Kaplan-Meier survival analysis. For the sake of comparison, p< 0.05 was considered statistically significant.
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Background

Cuproptosis, a new cell death mode, is majorly modulated by mitochondrial metabolism and protein lipoylation. Nonetheless, cuproptosis-related genes (CRGs) have not yet been thoroughly studied for their clinical significance and relationship with the immune microenvironment in inflammatory bowel disease (IBD).





Methods

We screened CRGs that had a significant correlation with immune status, which was determined utilizing single-sample GSEA (ssGSEA) and Gene Expression Omnibus datasets (GSE75214). Furthermore, utilizing the R package “CensusClusterPlus”, these CRGs’ expression was used to obtain different patient clusters. Subsequently, gene-set enrichment analysis (GSEA), gene set variation analysis (GSVA), and CIBERSORT assessed the variations in the enrichment of gene function and the abundance of immune cell infiltration and immune functions across these clusters. Additionally, weighted gene co-expression network analysis (WGCNA) and analysis of differentially expressed genes (DEGs) were executed, and for the purpose of identifying hub genes between these clusters, the construction of protein-protein interaction (PPI) network was done. Lastly, we used the GSE36807 and GSE10616 datasets as external validation cohorts to validate the immune profiles linked to the expression of CRG. ScRNA-seq profiling was then carried out using the publicly available dataset to examine the CRGs expression in various cell clusters and under various conditions.





Results

Three CRGs, PDHA1, DLD, and FDX1, had a significant association with different immune profiles in IBD. Patients were subsequently classified into two clusters: low expression levels of DLD and PDHA1, and high expression levels of FDX1 were observed in Cluster 1 compared to Cluster 2. According to GSEA, Cluster 2 had a close association with the RNA processes and protein synthesis whereas Cluster 1 was substantially linked to environmental stress response and metabolism regulations. Furthermore, Cluster 2 had more immune cell types, which were characterized by abundant memory B cells, CD4+ T memory activated cells, and follicular helper T cells, and higher levels of immune-related molecules (CD44, CD276,CTLA4 and ICOS) than Cluster 1. During the analysis, the PPI network was divided into three significant MCODEs using the Molecular Complex Detection (MCODE) algorithm. The three MCODEs containing four genes respectively were linked to mitochondrial metabolism, cell development, ion and amino acid transport. Finally, external validation cohorts validated these findings, and scRNA-seq profiling demonstrated diverse intestinal cellular compositions with a wide variation in CRGs expression in the gut of IBD patients.





Conclusions

Cuproptosis has been implicated in IBD, with PDHA1, DLD, and FDX1 having the potential as immune biomarkers and therapeutic targets. These results offer a better understanding of the development of precise, dependable, and cutting-edge diagnosis and treatment of IBD.
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Introduction

Inflammatory Bowel Disease (IBD) is a chronic, recurrent intestinal condition with unknown mechanism and aetiology. It consists primarily of ulcerative colitis (UC) and Crohn’s disease (CD), which are both characterised by numerous intestinal ulcers. The active period alternates with the remission period, and various complications and extrenteral manifestations may occur. Including intestinal obstruction, intestinal perforation, fistula, abdominal abscess, perianal lesions, skin mucosal lesions, joint damage and liver lesions, high disability rate, most patients need lifelong treatment, seriously affecting the quality of life and survival of patients. IBD has long been considered a threat to public health in Western countries, but the increasing incidence of IBD in developing countries has made the disease a global problem in recent decades (1, 2). Due to the increasing number of patients, prolonged course of disease and high cost of treatment, the clinical and basic research of IBD has attracted more and more attention and gradually become a research hotspot in the field of gastrointestinal diseases. Many studies have found that genetic susceptibility, environmental factors, intestinal microecological changes, intestinal mucosal immune abnormalities and other factors are involved in the onset and progression of IBD (3). The improvement of living environment and sanitary conditions, the popularization of clinical antibiotics and the westernization of dietary habits are important environmental risk factors for the incidence of IBD in developing countries. However, there are still challenges in the diagnosis, prognosis, and tiered therapy of IBD. Moreover, there is a paucity of validated disease-indicative biomarkers (4–6).

Recently, metalloallostery has been used to describe the regulatory role of copper (Cu) in various cellular processes (7, 8). The term ‘metalloallostery’ describes Cu’s capacity to bind to newly undiscovered locations in proteins and regulate their activity. Thus, the current understanding of Cu has changed from that of a static co-factor to a regulatory factor. Increasing evidence suggests that Cu also acts as a dynamic signaling constituent exerting significant effects on varying activities, such as brain activity, cellular proliferation, autophagy, and lipolysis. Thus, regulating the biological availability of Cu both inside and outside of the cell is crucial for homeostasis (9, 10). Cuproptosis is defined as a non-apoptotic cell death process, wherein Cu binds directly to the tricarboxylic acid (TCA) cycle-related lipoylated components (11, 12). The accumulation of these Cu-bound, lipoylated mitochondrial proteins followed by the Fe-S cluster proteins’ loss causes proteotoxic stress and a different type of cell death. Various cell death types, including apoptosis, necroptosis, pyroptosis, and ferroptosis, have been studied in depth; however, Cu-induced cellular toxicity has received less attention. Several hypotheses have been presented to explain the mechanism of Cu-induced cell death, such as apoptosis activation, cell death independent of caspase, the synthesis of ROS, and the suppression of the ubiquitin-proteasome system. Cu metalloallostery is the binding of Cu to the non-catalytic areas of proteins to regulate pathways like proliferation, lipolysis, and autophagy. Nonetheless, non-specific Cu binding has often been reported as a probable process of Cu toxicity and is frequently used to criticize metalloallostery. Wilson disease hepatocytes, which hyper-accumulate Cu due to ATP7B mutations, produce less lipoylated protein and iron-sulfur clusters, indicating the potential role of cuproptosis in disease pathogenesis. To remove damaged mitochondria and presumably reduce cuproptosis, Cu metalloallostery is activated in Wilson disease hepatocytes to elevate autophagy and lysosome biogenesis in a direct manner. Various studies confirmed the existence of numerous extra protein binding sites for exchangeable Cu. Under normal circumstances, Cu binding to mitochondria’s lipoylated proteins is an exciting potential revealed by the discovery of cuproptosis (12, 13). Cu obtainability might constitute a temporary allosteric control process mediated by protein aggregation on smaller scales. Moreover, Cu overload caused by ionophores or illnesses can overwhelm this highly calibrated system, resulting in Cu-mediated aggregation and cell death. The discovery of cuproptosis has paved the way for further research into the unique elements of mitochondrial biology in autoimmune disorders and normal cellular function.

IBD has become a global health concern, and its complexity creates significant obstacles for patients, researchers, and caregivers. Despite the fact that many efforts have been made to overcome these obstacles and produce viable treatments, the progress made thus far is insufficient. Throughout the past few decades, various forms of cell signaling blocking medicines, including biologics, have improved clinical response and clinical remission rates for IBD. In patients with CD or UC, the efficacy of the majority of treatments has a biological upper limit. Hence, there is an urgent need to create new research avenues and breakthrough IBD treatments in order to overcome the efficacy ceiling. Other diseases (such as atherosclerosis) have been thoroughly researched in terms of genomic, transcriptome, epigenome, and proteome alterations, however information from the omics data sets of patients with IBD is limited. Data from all omics research contribute to the analysis of the pathobiological mechanisms of IBD, although the relative value of various omics components may vary. It is possible that distinct pathophysiological variables may predominate in distinct subgroups of IBD patients. Cu is an essential trace element that acts as a co-factor for enzymes in environments where cells are exposed to correct quantities of the metal, which can be poisonous to the cells if present in unsuitable amounts. Interestingly, the metabolic imbalance produced by copper has a high correlation with the development of IBD, and the copper-to-zinc ratio has a substantial correlation with CRP and calprotectin in people who have active IBD (14). A regulator of the Cu transport pathway, COMMD1 has been demonstrated to suppress NF-κB activation (15, 16). Eliminating COMMD1 in myeloid cells has been linked to more severe inflammatory responses, suggesting that sustained COMMD1 inhibition may be unfavorable throughout chronic inflammation. As a novel pattern of cell death, cuproptosis has garnered considerable interest. When the mitochondrial respiration chain is disturbed, excess copper binds directly to the lipoylated components of the TCA cycle. In addition, cell death is intimately linked to gut barrier degradation and anti-inflammatory cell inhibition of IBD, such as in goblet cells and Tregs. Thus, it is plausible to hypothesise that cuproptosis may have an impact on the onset of IBD. However, the mechanism is poorly known, and few studies have employed bioinformatics to investigate the involvement of cuproptosis-related genes (CRGs) and related intestinal cell clusters in IBD, which could lead to a new line of enquiry into the disease. The current study aims to investigate the role of CRGs in the aetiology of IBD and immunological regulation, as well as to identify possible cuproptosis-associated candidate biomarkers and therapeutic targets.





Methods and materials




Data sources and processing

The “GEOquery” R package (version 2.66.0) was used to get three microarray datasets (GSE75214, GSE36807, and GSE10616) linked to IBD from the Gene Expression Omnibus (GEO) database, which is located at https://www.ncbi.nlm.nih.gov/geo/. The GSE75214 dataset including 22 healthy, 75 CD and 97 UC samples were selected as training set. Both the GSE36807 dataset, which had tissues from 7 healthy samples, 13 CD samples, and 15 UC samples, and the GSE10616 dataset, which contained tissues from 16 healthy samples, 32 CD samples, and 10 UC samples, were chosen for an external validation analysis. The gene symbol conversion for each dataset was annotated using the corresponding platform file.





Consensus clustering

We used Spearman’s coefficient for investigating the link between the expression of CRGs and the findings of the ssGSEA analysis to determine the effect of cuproptosis on the immunological profiles of IBD. As FDX1, DLD, and PDHA1 possessed the strongest correlation with immune signature based on the mean value of correlation and the median value of P-value, these three genes were executed consensus clustering on IBD sample data. Utilizing the R package “ConsensusClusterPlus” consensus clustering and visualization of the results were performed (17). Additionally, we employed the R package “FactoMineR” to test the effectiveness of the aforementioned consensus clustering via principal component analysis (PCA).





Gene set enrichment analysis

Utilizing the default defined set of genes, GSEA software (https://www.gsea-msigdb.org/gsea/) was employed for determining the enrichment of distinct pathways in the two clusters (18). As the pre-defined ontology gene set, “c2.cp.kegg.v7.4.symbols.gmt” was chosen from the MSigDB Collection and regarded a pathway as a substantially enriched pathway with the absolute normalized enrichment score that was greater than one (|NES| >1) and adjusted p-value that was less than 0.05.





Establishment and evaluation of the nomogram

Nomograms can include multiple different factors that influence prognosis simultaneously to predict the study cohort’s survival or occurrence (19). Construction of a predictive nomogram based on the aforementioned characteristics (FDX1, DLD, PDHA1) was done utilizing the “rms” R software (version 6.5.0) (20). In order to make a comparison between the expected values and the standard values, calibration curves were utilised. The decision curve analysis (DCA) approach was applied so that the nomogram model’s ability to forecast could be evaluated. For the purpose of visualising the receiver operating characteristic (ROC) curves, the “pROC” R package was utilised.





Evaluating immune cell infiltrations

Using gene expression profiles, the CIBERSORT approach, which excels at reducing noise and recognizing related cell types, was applied for identifying the tissues’ immune cell composition. For each sample, CIBERSORT employs Monte Carlo sampling to calculate the inverse fold product p-value. Only samples with p-values less than 0.05 were deemed accurate immune cell fractions. The sum of the proportions of the 22 immune cells in each sample was one (21). Using ssGSEA, a GSEA extension, separate enrichment scores were generated for each pairing of a gene set and sample (22).





DEGs and WGCNA analysis

We sequentially analyzed DEGs and WGCNA to identify the hub genes that assisted the biological divergences between various subclusters. First, the ‘limma’ R package was used to contrast transcriptome data (FPKM normalization) and identify DEGs. The |log2FoldChange| > 1 and adjusted p-value < 0.05 served as screening thresholds, and a heat map and a volcano plot were utilized to represent the findings. Following that, we used the “WGCNA” R package to run WGCNA (software = 12) on the DEGs, which organises strongly linked genes into modules and assesses the connection between modules and external sample attributes. The relationships between clustering and immune checkpoints, and ssGSEA characteristics were investigated. Lastly, the module of genes closely associated with clustering (greenyellow module) was selected for subsequent analyses.





Analysis of functional enrichment and protein-protein interaction network

The gene list was uploaded to Metascape (http://metascape.org/) in order to undertake pathway and process enrichment analysis as well as PPI enrichment analysis. This was done in order to further investigate the aforementioned module of genes. During the functional enrichment study, ontology sources from GO Biological Processes, Canonical Pathways, KEGG Pathway, Reactome Gene Sets, and WikiPathways were utilised. Additionally, a PPI enrichment analysis was conducted. The Molecular Complex Detection (MCODE) algorithm was utilized to separate proteins and construct interaction networks if the network’s protein number was between 3 and 500 (23, 24).





Gene set variation analysis

It is feasible to discover how the enriched gene sets of the various clusters are distinct from one another by utilising GSVA, which is a method of nonparametric, unsupervised analysis. In order to evaluate the biological roles played by the gene sets, the “GSVA” package version 1.46.0 in R was utilised to assign signalling pathway variation scores to each of the gene sets. Gene sets were collected from the Molecular Signatures Database, which can be found at http://software.broad-institute.org/gsea/msigdb. The definition of a significant change was a |t value of GSVA score| that was more than 1.





ScRNA-seq data processing and identification of cell types

The single cell data set of colon tissue used in this study was come from a previous study, which contained three conditions (healthy, non-inflammation and inflammation) (25). Using the “Seurat” package, the processed data was examined. Scrublet was used to find doublets and get rid of low-quality cells (26). The expression matrix was standardised using the log2 (CPM+1) values as the input matrix for the subsequent analysis. Principal component analysis was carried out after high variable genes were found using the “FindVariableGenes” function. Based on the uniform manifold approximation and projection (UMAP) embedding of the initial work, the dimension reduction of single-cell visualisation was carried out. Then, the “DimPlot” function was used to visualise the single-cell UMAP plot, while the “FeaturePlot” and “Dotplot” functions were used to visualise the hub gene expression plot. On the basis of the expression of known marker genes, cell clusters from each location were manually categorised into three compartments: Epithelial (EPCAM, KRT8, and KRT18), Stromal (CDH5, COL1A1, COL1A2, COL6A2, and VWF), and Immune (CD45/PTPRC, CD3D, CD3G, CD3E, CD79A, CD79B, CD14, CD16, CD68, CD83, CSF1R, FCER1G). Subtype annotation of each main compartment in the original study was used for our study.






Results




Identifying CRGs linked to IBD immune profiles

To investigate if the CRGs’ expression affected IBD immune profiles, we extracted the expression of 10 CRGs from previous study (27) and used ssGSEA to estimate the immune cell infiltration of 194 samples. The clustering was done for the included samples utilizing the average linkage hierarchical clustering approach using relative immune cell abundance, and the normalized enrichment score of immune infiltrates is presented in the heatmap (Supplementary Figures S1A, B). Compared to healthy people, CD patients showed increased levels of aDCs, pDCs, mast cells, neutrophils, T helper cells, Th1 cells, TIL, and Treg, according to the results of a differential study of immune cell infiltration. Also, CD patients had significantly greater levels of immune function subtypes like APC co-inhibition, CCR, Check-point, HLA, Inflammation-promoting, MHC_class_I, Parainflammation, T_cell co-inhibition, T_cell co-stimulation, Type_I_IFN_Reponse, Type_II_IFN_Reponse (Figure 1A). Compared to healthy people, UC patients had reduced levels of aDCs, macrophages, mast cells, neutrophils, T helper cells, Tfh, Th1 cells, TIL, and Treg. Moreover, APC co-inhibition, CCR, Check-point, HLA, Inflammation-promoting, MHC_class_I, Parainflammation, T_cell co-inhibition, T_cell co-stimulation, Type_II_IFN_Reponse were all shown to be significantly lower in UC patients (Figure 1B). Using Spearman correlation analysis to examine the relationship between immune cell subtypes/immune function subtypes and the expression of 10 CRGs, the findings indicated that MTF1 was significantly positively correlated with nearly all immune cell subtypes and immune function subtypes, whereas PDHB, PDHA1, LIAS, FDX1, DLD, and DLAT had a negative correlation (Figure 1C). Additionally, inflammatory response and cuproptosis gene sets, respectively, were used for the GSEA enrichment analysis. The outcomes demonstrated that the enrichment of cuproptosis differed greatly from an inflammatory response. Whereas inflammatory response was primarily enriched in the disease group, cuproptosis was primarily enriched in the normal group (Figures 1D, E). The result suggested that cuproptosis in IBD may be a better indicator than other inflammatory pathways.




Figure 1 | The correlation of CRGs with ssGSEA in the GSE75214 cohort. (A) Boxplots of the differentially infiltrated immune cells between CD and normal groups. (B) Boxplots of the differentially infiltrated immune cells between UC and normal groups. (C) The correlation of CRGs with ssGSEA. (D) The GSEA plot of the cuproptosis-related gene sets. (E) The GSEA plot of the inflammatory response-related gene sets. *p< 0.05, **p< 0.01, ***p< 0.001.







IBD patients’ consensus clustering using PDHA1, DLD, and FDX1

The top 3 genes (PDHA1, DLD, and FDX1) were chosen for further clustering analysis after the correlation mean value and median value of P values of all immune score related to each gene were obtained (Table S1). Then the extraction of expression data of PDHA1, DLD, and FDX1 in the included samples was done, and we also carried out the consensus clustering in GSE75214 to establish two clusters of patients (Figure 2A). The PCA plot showed that the clustering described above had good distinction efficiency compared with clustering using all CRGs (Figures 2B, C). Additionally, we performed a similar clustering analysis using immune checkpoints-related genes and discovered that the outcomes were comparable to those obtained using cuproptosis-related genes, whereas the outcomes of the PCA analysis revealed that the top three cuproptosis-related markers had a much stronger differentiation than immune checkpoints (Supplementary Figures S1C, D). Cluster 1 had a lower expression of DLD and PDHA1 and a higher expression of FDX1 (Figure 2D) than Cluster 2. Additionally, these three regulators’ expression levels were contrasted between IBD and normal tissues, which revealed a lower expression in IBD tissues compared to normal tissues (Figures 2E, F).




Figure 2 | Clustering of IBD patients in the GSE75214 dataset using the expression of PDHA1, DLD, and FDX1. (A) Matrix of consensus clustering for k = 2. (B) The findings of clustering-related PCA using 10 CRGs. (C) The findings of PCA of clustering using top3 CRGs. (D) Contrast of the top3 CRGs’ expression levels between Cluster 1 and 2. (E) Contrast of the top3 CRGs’ expression levels between CD samples and normal samples. (F) Contrast of the top3 CRGs’ expression levels between UC samples and normal samples. *p< 0.05, **p< 0.01, ***p< 0.001, ****p< 0.0001, ns, no significance.







Development of a IBD diagnostic column line graph

As a diagnostic tool for IBD progression, a nomogram was constructed by incorporating the characteristic genes (Figure 3A). Each characteristic gene in the nomogram was assigned a score, and the sum of all the scores for the characteristic genes was used to determine the final score. The total score represented various IBD risks. According to the calibration curves, the results that the model had predicted were almost identical to the results that were actually obtained (Figure 3B). The curve for the “column line graph” is higher than the control line in the DCA, and the curve for the “FDX1, DLD, and PDHA1” suggests that patients may benefit from the column line graph model at a high-risk threshold of 0 to 1. A larger clinical benefit was obtained from the use of the column line graph model as opposed to the “FDX1, DLD, and PDHA1” curve (Figure 3C). The correctness of the model may also be confirmed using the ROC curve analysis, and the results implied that the clinical significance of the model to predict the occurrence probability of IBD was superior to that of a single independent predictive factor (Figures 3D–G). Based on these studies, it appears that the pathogenesis of IBD involves all main CRGs.




Figure 3 | Construction of a nomogram and differences in GSEA between two clusters. (A) Nomogram showing three featured genes used in the diagnosis of patients with IBD. (B) Calibration curve showing predicted performance of the column line graph model. (C) The clinical benefits of the model are evaluated using DCA curves. (D) ROC curves are used to evaluate the clinical value of the model. (E–G) The ROC curves of the training set’s feature genes. (H) The biological pathways’ enrichment tendency between two clusters. (I) The bar plots illustrate the distribution of the t values of the GSVA scores generated for a variety of pathways.



The pathway enrichment between the two clusters was contrasted utilizing GSEA. Biological pathways associated with RNA processes and protein synthesis, including SPLICEOSOME, and RIBOSOME, were enriched in Cluster 2. In Cluster 1, environmental stress response and metabolism-related biological pathways, such as ALANINE_ASPARTATE_AND_GLUTAMATE_METABOLISM, ARACHIDONIC_ACID_METABOLISM, DRUG_METABOLISM_CYTOCHROME_P450, RENIN_ANGIOTENSIN_SYSTEM and METABOLISM_OF_XENOBIOTICS_BY_CYTOCHROME_P450, were enriched (Figure 3H). The findings revealed that Cluster 1 had a close association with metabolism modulation in IBD. Additionally, the GSVA analysis suggested that these two clusters enriched in many different pathways, including Il2_stat5_signaling, Tnfa_signaling_via_nfkb, Tgf_beta_signaling, Interferon_gamma_response, Kras_signaling_up, G2m_checkpoint, Apoptosis, Dna_repair,Unfolded_protein_response, Myc_targets_v1, Mtorc1_signaling, Heme_metabolism, Oxidative_phosphorylation, Fatty_acid_metabolism, Bile_acid_metabolism, and so on, which were involved in immune responses, cell death and energy metabolism (Figure 3I).





Association between clustering and immune cell infiltrations

A CIBERSORT analysis was performed, and a comparison of the abundance of immune-related cell subtypes was made. This was done so that we could examine the degree to which the two Clusters differed in the immune infiltration profiles they displayed. The findings indicated that there was a difference in the immune microenvironment between cuproptosis-related Cluster1 and Cluster2 (Figures 4A, B). CIBERSORT analysis revealed that memory B cells, CD4+ T memory activated cells, and follicular helper T cells had elevated percentages in Cluster 2 while Cluster 1 had a high expression of activated NK cells, and regulatory T cells. Thus, it’s possible that cuproptosis-related Cluster 2 may have a faster immune response capacity (Figure 4C). As immune modifiers and monoclonal antibodies have become more significant in the IBD treatment, we evaluated the critical immune-related biomarkers’ expression levels in the two clusters. Compared to Cluster 2, CD160, CD244 and LAG3 were elevated while CD44, CD276,CTLA4 and ICOS were decreased in Cluster1 (Figure 4D).




Figure 4 | Profiling of immune infiltrations in the two Clusters. (A) Stacked bar chart illustrates the 22 immune cell types’ distribution in Cluster 1. (B) Stacked bar chart illustrates the 22 immune cell types’ distribution in Cluster 2. (C) Differential study of immune cell infiltrations in Cluster 1 and 2. (D) Cluster 1 versus Cluster 2 in terms of molecules associated to the immune. *p< 0.05, **p< 0.01, ***p< 0.001, ****p< 0.0001, ns, no significance.







Identifying key modules genes, functional enrichment and PPI network analysis

The DEGs were identified between Cluster 1 and Cluster 2, revealing 266 DEGs (upregulated, 179; downregulated, 87; Supplementary Figures S2C, D). To improve the accuracy of WGCNA, we extracted the top 4734 genes having the greatest median absolute deviation (MAD) and combined the previous 266 DEGs. Lastly, a total of 5000 genes were used for WGCNA. The power of = 12 (scale-free R2 = 0.9) was chosen as the soft-thresholding value for constructing a scale-free network (Supplementary Figures S2A, B). Fourteen modules in total were discovered utilizing the average linkage hierarchical clustering (Figure 5A). Moreover, the module eigengenes (MEs) of the lightcyan module, and greenyellow module were observed to have a positive relationship (>0.5) with the clustering, and the MEs of the lightcyan, greenyellow, and lightgreen modules had a positive correlation with IBD (>0.5, Figure 5B). For further investigation, these modules were chosen as significant clinical modules. The greenyellow module had the highest overall correlation with the clustering and disease as determined by module connectivity and quantified by the absolute value of Pearson's correlation and clinical trait association (Figure 5C). Furthermore, the greenyellow module was utilized to detect hub genes.




Figure 5 | Screening of hub genes related to clustering and construction of a PPI network. (A) Dendrogram of 5000 genes containing 266 DEGs and 4734 top MAD-ordered genes clustered using a dissimilarity measure. (B) The correlation study between module eigengenes and disease state and clustering is depicted as a heatmap. Each column includes the matching correlation and p-value. (C) Scatter plot of module membership in greenyellow module versus the gene significance for Cluster. (D) Analysis of functional enrichment in different ontology sources. (E) Chosen enriched terms for a network, coloured according to the ID of the cluster group. (F) PPI network analysis for the three specified MCODE components.



For functional enrichment analysis, hub genes discovered by the greenyellow module were imported into Metascape to further investigate them, and the construction of the PPI network was done. In the functional enrichment analysis, the most substantial pathways were associated with metabolic regulation, such as lipid biosynthetic process, membrane lipid biosynthetic process, cellular modified amino acid metabolic process, and regulation of peptide transport (Figures 5D, E). Then, the MCODE algorithm classified the whole PPI network into three primary MCODEs in the PPI network analysis, each comprising four genes (Supplementary Figure S3). MCODE1 (PLCE1, PLCD3, PLCB4, and MTM1) was strongly correlated with metabolic process (Figure 5F). MCODE2 (TFCP2L1, LEFTY1, FOXA2, and KLF4) was strongly correlated with the cell maturation and development. MCODE3 (CFTR, CA2, SLC9A2, and CA4) was strongly correlated with the regulation of peptide and ion transport (Figure 5F).





External validation of immune cell landscape in two clusters

The clustering based on three CRGs (PDHA1, DLD, and FDX1) was externally validated utilizing the GSE36807 and GSE10616 datasets. Consensus clustering was performed in GSE36807, which divided the samples into two clusters (Figure 6A). The PCA plot showed that the clustering described above has a high degree of distinction efficiency (Figure 6B). Cluster 1 comprised 13 samples whereas Cluster 2 comprised 15 samples, and the latter had substantially higher FDX1 expression levels (Figure 6C). Moreover, patients with UC had significantly lower PDHA1 and DLD expression levels compared to normal controls (Figures 6D, E). Furthermore, CIBERSORT revealed that contrasted to Cluster 1, substantially higher CD8 T cells and less CD4 T memory resting cells in Cluster 2 (Figures 6F, G, O). Thus, these findings revealed that the top3 CRGs-based patients clustering exhibited different immune profiles, which were similarly verified in data set GEO10616 (Figures 6H–N, P).




Figure 6 | Validation of clustering using top3 CRGs in GSE36807 and GSE10616. (A) Matrix of consensus clustering for k = 2. (B) The PCA findings using top3 CRGs (FDX1, DLD, and PDHA1). (C) The expression levels of the chosen CRGs between Cluster 1 and 2. (D) The expression levels of the chosen CRGs between CD samples and normal samples. (E) The expression levels of the chosen CRGs between UC samples and normal samples. (F) Stacked bar chart illustrates the 22 immune cell types’ distribution in Cluster 1. (G) Stacked bar chart illustrates the 22 immune cell types’ distribution in Cluster 2. (H) Matrix of consensus clustering for k = 2. (I) The PCA findings using top3 CRGs. (J) The expression levels of the chosen CRGs between Cluster 1 and Cluster 2 (“DLD” was not detected in GSE10616). (K) The expression levels of the chosen CRGs between CD samples and normal samples. (L) The expression levels of the chosen CRGs between UC samples and normal samples. (M) Stacked bar chart illustrates the 22 immune cell types’ distribution in Cluster 1. (N) Stacked bar chart illustrates the 22 immune cell types’ distribution in Cluster 2. (O, P) Immune cell infiltration-related differential analysis in Cluster 1 and 2. *p< 0.05, **p< 0.01, ***p< 0.001, ****p< 0.0001, ns, no significance.







ScRNA-seq analysis for the top CRGs

Follow the method used by Xavier RJ et al., annotation by cell-type markers first broadly classified cells into three major cell-type compartments: 97,345 epithelial cells, 39,424 stromal cells, and 142,045 immune cells. The epithelial cells can be further divided into 13 cell subtypes, including Enterocytes, Enteroendocrine cells, Epithelial Cycling cells, Goblet cells, Paneth cells, Stem cells and Tuft cells. The immune cells can be further divided into 25 cell subtypes, including B cells, DC, ILCs, Immune Cycling cells, Macrophages, Mast cells, Mature DCs, Monocytes, NK, Plasma, CD4+ T cells, CD8+ cells, Naïve T cells, and Treg. The stromal cells can be further divided into 17 cell subtypes, including Activated fibroblasts, Endothelial cells, Fibroblasts, Glial cells, Inflammatory fibroblasts, Lymphatics, Myofibroblasts, Pericytes, and Stromal Cycling cells (25). The percentage of expression of cuproptosis-related hub genes in each compartment was shown in dot plots and UMAP plots (Figures 7A–F). We can find these three hub genes (PDHA1, DLD, FDX1) were highly expressed in Epithelial Cycling cells, Stem cells OLFM4 LGR5, Stem cells OLFM4 PCNA from Epithelial cells, which indicated they may play an important role in the regulation of epithelial cells proliferation. For immune cell subtypes, the FDX1 was highly expressed in the Monocytes (CHI3L1, CYP27A1) compared with other hub genes, which indicated this gene may play a key role in the activation and recruitment of monocytes. For stromal cells, we can find these three genes mainly located in the Inflammatory fibroblasts (IL11, CHI3L1), Myofibroblasts (GREM1, GREM2) and Pericytes cells. Furthermore, we also explored the relative expression differences of these cuproptosis-related hub genes under different conditions. We can find that these genes have specific differences in different cell subtypes and under different conditions, which highlights the heterogeneity of each cell subtype and the specific expression patterns of these genes in different cell subtypes (Figures 7G–I). In addition, we can find that these genes are mainly highly expressed in epithelial and immune cell subtypes, compared with stromal cells which illustrated that these three genes mainly played a potential role in the transcription and regulation of epithelial and immune cell subtypes (Figures 7G–I).




Figure 7 | Cuproptosis-related features in scRNA-seq profiling. Dot plot showing the relative expression of three cuproptosis-related hub genes from epithelial cell subtypes (A), immune cell subtypes (B), and stromal cell subtypes (C). Feature plot showing the normalized gene expression of three hub genes colored by epithelial cell subtypes (D), immune cell subtypes (E), and stromal cell subtypes (F). Dot plot showing the relative expression of three cuproptosis-related hub genes across three conditions (normal, non-inflammation, and inflammation) from epithelial cell subtypes (G), immune cell subtypes (H), and stromal cell subtypes (I). According to the similarity of gene expression in different cell subtypes, hierarchical clustering is conducted to highlight the specific gene expression patterns of genes in different subtypes.








Discussion

Multiple forms of cell death have been identified to date, including cuproptosis, pyroptosis, necroptosis, ferroptosis, autophagy, and apoptosis. Pyroptosis, apoptosis, and necroptosis induce instability of the membrane and rupture of the cell via distinct molecular and cellular processes, including ionic gradients and inflammatory caspases (28). Autophagy results in the disintegration of organelles, which supply metabolites, prevent DNA damage, and resist oxidative stress (29). Ferroptosis is a type of oxidative cell death dependent on iron owing to unrestrained lipid peroxidation (30). Each cell death type signifies a distinct process as well as illustrates an immune response under various settings. The significance of these processes resides in the discovery of new targets with potential effectiveness and implementation feasibility. Cuproptosis is a novel mechanism of cell death caused by an excess of Cu and succeeding disruption to the TCA pathways in the mitochondria (31, 32). Despite the significant breakthroughs in the numerous forms of controlled cell death, the processes and implications of cuproptosis have received more attention. For instance, it is unknown if cuproptosis is necessary to activate particular Cu enzymes, the majority of which are engaged in oxygen activation and reduction. In apoptosis and ferroptosis, mitochondrial stress can result in a significant reduction of mitochondrial membrane potential. The impact of ES-Cu on the membrane potential and the dynamics of the mitochondria must be elucidated further. It is possible that activation of mitochondrial quality regulation mechanisms, including mitochondrion-specific autophagy or mitophagy, restrict cuproptosis. Nevertheless, the protein degradation machinery (such as ubiquitin-proteasome system and autophagy) modulating proteotoxic stress to regulate cuproptosis merits further investigation. Due to the possibility that some modes of cell death cause greater inflammation than others, comprehending how cuproptosis originated, disseminated, and eventually carried out could have significant implications in the development of therapeutic approaches and prospective combination therapies. UC and CD are the most prevalent forms of IBD, which is a chronic, non-specific inflammation-related intestinal disease with an unknown cause. Extreme instances may necessitate hospitalization and surgery, have a low fatality rate, and necessitate lifetime therapy. Currently, the pathogenesis of IBD is unknown. The majority of researchers believe that it may be caused by a number of factors, including genetic susceptibility, persistent intestinal infection, intestinal flora disorder, changes in intestinal mucosal permeability, environmental and dietary habits, which may result in abnormal immune responses in intestinal mucosal tissues and intestinal inflammation. In recent years, an increasing number of studies on the pathophysiological pathogenesis and biomarkers of IBD have been conducted, which have important guiding value for clinical diagnosis and treatment, particularly in the diagnosis of disease, disease typing, drug selection, targeted therapy, efficacy prediction, disease status assessment, prognosis and recurrence prediction, etc. Consequently, basic and clinical translational research of IBD emphasizes its significance, which not only elucidates the disease’s pathophysiology but also advances clinically accurate diagnosis, stratified therapy, prognosis, and prognosis. However, studies on the combined impact of CRGs and their functional traits on IBD are scarce. By examining the association between CRGs and IBD and alterations in the immune microenvironment, this study contributes to a preliminary understanding of the significance of this novel cell death pattern in IBDs and identifies potential therapeutic targets and prognostic indicators.

To investigate if the CRGs’ expression affected IBD immune profiles, we extracted the expression of 10 CRGs from previous study and used ssGSEA to estimate the immune cell infiltration of patients with IBD. MTF1 demonstrated a substantial positive connection with virtually all of the immune cell and function subtypes, whereas PDHB, PDHA1, LIAS, FDX1, DLD, and DLAT had an almost negative link with each of these. The findings suggested that the presence of cuproptosis in cases of IBD would be a more accurate indicator. The top 3 genes (PDHA1, DLD, and FDX1) were chosen for further clustering analysis after the correlation mean value and median value of P values of all immune score related to each gene were obtained. Then the PCA indicated distinct clustering, with Cluster 1 exhibiting low DLD and PDHA1 expression and high FDX1 expression. Notably, IBD tissues had lower levels of these three regulators than normal tissues. The primary idea behind an Alignment diagram, also known as a Nomogram diagram, is to create a multi-factor regression model (such as the widely used Cox regression, Logistic regression, and so on) and calculate the contribution of each influencing component to outcome variables (the size of regression coefficient). Each value level of each influencing component is assigned a value, and the final score is calculated by adding each score. In the final step, the predicted value of the particular outcome event is calculated by making use of the function conversion relationship that exists between the overall score and the likelihood of the result event. Both clinical practise and medical research have significantly increased their interest in this field as well as their use in it. On the basis of the substantial information that we found that differentiates illnesses, we made an effort to develop a nomogram model that can diagnose IBD. The calibration curves suggested that the outcomes that the model had predicted were, to a large extent, consistent with the results that were actually obtained. The clinical utility of the model to predict the incidence likelihood of IBD was more than that of a single independent predictive factor, which can be proven by the ROC and DCA curve analysis of the column line graph model. According to the findings of these research, it would appear that the aetiology of IBD involves all of the key CRGs.

Another cause for concern is the immunological infiltration that occurs in the intestines in IBD. In IBD, excessive cytokine storms and immune cell infiltration are believed to prevent inflammation from resolving and contribute to the recurrence of the disease as well as tissue damage. The immune response that is mediated by type 1 T helper cells (Th1) and Th17 has been linked to CD, which is a chronic inflammatory disease. On the other hand, abnormal Th2 responses have been linked to the development of UC, and the eventual imbalance of interactions with other T-cell groups (such as Treg and Th9) contributes to the complexity of IBD immunopathogenesis (33, 34). Hence, immune-related genes and subtypes were compared between the clusters. Cluster 1 was composed of more abundant activated NK cells, and regulatory T cells. Meanwhile, Cluster 2 comprised more abundant memory B cells, CD4+ T memory activated cells, and follicular helper T cells. Moreover, most critical immune-related molecules (CD44, CD276, CTLA4 and ICOS) were significantly upregulated in Cluster 2 in comparison with Cluster 1. According to the data we gathered, CD44 and T cells immunity are worthy of discussion. The critical function in gastrointestinal inflammation is attributed to CD44, which is expressed in monocytes and lymphocytes (35). Leukocyte CD44 interplays with hyaluronate in the extracellular matrix following its exit from the blood and passage through the endothelial barrier. Hyaluronate is also involved in the extracellular matrix’s organization and is enhanced during inflammation (36, 37). Moreover, signals crucial for T cell activation and suppression are transmitted by the CD80/CD86:CD28/CD152 costimulatory pathways (38). Notably, the key antigen-presenting cells in the gut are macrophages and epithelial cells. Remarkably higher levels of CD80 and CD86 costimulatory molecules are expressed by the macrophages from the IBD colon (39). In colitis murine models, the CD28-CD80 interaction predominantly contributes to overcoming the tolerance and triggering the T cells-mediated immune response. Thus, the blockade of the CD80-costimulatory axis may be a promising approach in IBD therapy (40). Our findings did not find significant differences in these costimulatory molecules between the two clusters, suggesting that this may be a common feature of IBD pathogenesis.

To further elucidate the internal impacting variables between the two clusters, screening was done for DEGs and used WGCNA for identifying the module strongly associated with clustering and IBD. In total 14 modules were determined. The greenyellow and lightcyan MEs were significantly linked (>0.5) with the clusters, whereas the greenyellow, lightcyan, and lightgreen modules had a significant association with IBD. Further analysis demonstrated that the clustering and greenyellow module had a strong relationship. The PPI network was built so that we could have a comprehensive understanding of the hub genes that the greenyellow module uncovered. In addition, the MCODE algorithm divided the network into its three primary MCODEs, which are referred to as MCODE1, MCODE2 and MCODE 3, respectively. The PLCE1, PLCD3, PLCB4, and MTM1 proteins were clustered into MCODE1 and play a role in the lipid and mitochondrial metabolic program. PLCB4 is an amplification- or polysomy-derived copy gain-driven oncogenic lipid-catabolizing enzyme that encodes the ß4 variant of phosphoinositide-specific phospholipase C isoenzymes. It can also be upregulated by increased YAP1 (41). MTM1, the founding member of the myotubularin family of PI 3-phosphatases, plays a crucial role in the endosomal PI (3)P homeostasis. Defects in mitochondrial morphogenesis, endoplasmic reticulum shape, and cellular ATP depletion caused by MTM1 dysfunction can explain myofiber hypotrophy and defective sarcoplasmic reticulum organisation in human patients who frequently appear malnourished (42, 43). MCODE2 comprised TFCP2L1, LEFTY1, FOXA2, and KLF4, which are involved in cell maturation and development. Mammary progenitor cells are responsible for producing LEFTY1, a secreted regulator of NODAL/SMAD2 signaling. At the same time, LEFTY1 suppresses SMAD2 and SMAD5 signaling, which in turn promotes the long-term proliferation of both normal and malignant epithelial cells (44). It has been found that FOXA2 plays a major role in many stages of mammalian development, including the regulation of gene expression throughout the genome in the intestinal epithelium, the formation of the node and notochord, and more. Due to significant defects in gastrulation, neural tube patterning, and gut morphogenesis caused by the lack of FOXA2, embryonic lethality results. FOXA2 is necessary for the regulation of gene expression across the genome in the intestinal epithelium and the formation of the node and notochord (45). And since it is known that differentiated intestinal epithelial cells express KLF4, this indicates that KLF4 may play a role in the transition from proliferative to differentiated states in epithelial cells (46). Additionally, MCODE3 (CFTR, CA2, SLC9A2, and CA4) was strongly correlated with the regulation of peptide and ion transport. CFTR is a crucial ion transporter for Cl− and HCO3− in epithelial cells and is crucial for preserving the body’s interior environment’s homeostasis. High rates of cancer and cystic fibrosis were brought on by its variations (47). Intestinal epithelial cells are where the majority of the expression of the SLC9A2 gene occurs. As was demonstrated for CFTR in intestinal stem cells, it is more probable that the intracellular pH, which is regulated by SLC9A2 in the apical membrane, is the critical factor by which SLC9A2 influences signal transduction (48). The evidence presented above from the scientific literature, along with the findings from our bioinformatics analysis, point to the possibility that the regulation of mitochondrial metabolism is connected to the development and physiopathologic mechanism of IBD. This is an important topic that needs to be investigated further in the future.

In addition, we utilised GSE36807 and GSE10616 so that we could validate the clustering that was based on CRGs. The PCA plot demonstrated that the clustering that was discussed earlier had a high degree of effectiveness in distinguishing across groups. And Cluster 1 and Cluster 2 displayed unique immunological profiles. Immunological infiltration was predicted using public databases, therefore these data should be analysed carefully to avoid misleading conclusions. In order to determine whether or not the difference has any real-world implications, additional experimental verification is required. The use of scRNA-seq profiling affords the opportunity to investigate tissues that contain multicellular components. In our study, the cells were originally extensively categorised by cell-type markers into three major compartments: epithelial cells, stromal cells, and immune cells. The intestinal epithelium is the largest mucosal surface in the human body. It acts as a barrier, both physically and biochemically, between the luminal contents and the immune system that lies beneath it. Intestinal epithelium is responsible for a variety of tasks, including the absorption of nutrients, the maintenance of a physical barrier, and the response to signals from the gut microbiota and the immune system. During the course of the past few decades, there has been tremendous progress made in the immunological mechanisms that underlie IBD. This has made it possible for new IBD treatment options to be developed. On the other hand, the cuproptosis-related mechanisms that are essential to the pathogenesis of IBD are not yet fully understood. The CRGs (PDHA1, DLD, FDX1) were highly expressed in Epithelial Cycling cells, Stem cells OLFM4 LGR5, Stem cells OLFM4 PCNA from Epithelial cells, which indicated they may play an important role in the regulation of epithelial cells regeneration. Compared to other hub genes, FDX1 was strongly expressed in monocytes (CHI3L1, CYP27A1), indicating that this gene may play a crucial role in the activation and recruitment of monocytes. For stromal cells, we can find these three genes mainly located in the Inflammatory fibroblasts (IL11, CHI3L1), Myofibroblasts (GREM1, GREM2) and Pericytes cells. In addition, we investigated the relative expression discrepancies that occurred between these CRGs in a variety of different environments. We are able to find that these genes have specific differences in different cell subtypes and under different conditions. This illustrates the heterogeneity that exists within each cell subtype as well as the specific expression patterns that these genes have in different cell subtypes. Hence, several cell clusters might need to be investigated further in next research on the colon in IBD.

There are several limitations to this study. First, owing to experimental circumstances and institution size, sufficient prospective IBD cohorts, and real-world data were lacking to support the prognostic role and stratification performance of the CRGs. Second, the potential cuproptosis-related biomarkers identified in this study require more support from the literature and laboratory confirmation. Third, the CRGs came from a public database that constantly gets updated. More genes need to be found, and it is impossible to fully evaluate the different subclusters of IBD because there isn’t enough information about important clinical factors like sex, age, disease stage, response to medication, smoking, complications, and previous treatments. Additionally, the mRNA expression values were normalized using various standard methods, which could produce divergent results. Due to the inadequate understanding of cuproptosis, the majority of current evidence is limited to the investigation of changes in gene expression and must be validated by additional functional and mechanistic research.

In conclusion, our research is the first of its kind since it combines scRNA-seq profiles with microarray samples to evaluate the expression of CRGs in IBD while also studying the association between the expression of CRGs and immune infiltration. We were able to show that the classification of IBD into two distinct groups was helped by three CRGs that were screened: PDHA1, DLD, and FDX1. Moreover, there were distinctions between the two subclusters in the immune cell landscape. The CRGs expression patterns in the relevant cell clusters were also clarified by scRNA-seq profiles, which showed that the fraction of the hub CRGs in differentiated intestinal cell clusters varied throughout IBD. As a result, the thorough reflection of IBD’s cuproptosis-related signatures that we uncovered might expand our understanding of molecular mechanisms and assist future IBD researchers with novel diagnostic hints, extra potential biomarkers, or therapeutic options.
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Supplementary Figure 1 | Investigation of soft-thresholding power in WGCNA. (A) Clustering dendrogram of 194 samples in the GSE75214 dataset. (B) Heatmap showing the immune cells’ relative proportion in CD, UC, and normal tissues in the GSE75214 dataset. (C) For k = 2, the consensus clustering matrix. (D) Theoutcomes of PCA of clustering.

Supplementary Figure 2 | Identification of key modules genes in two clusters. (A) The scale-free fit index for multiple soft-thresholding powers b. (B) The mean connectivity for multiple soft-thresholding powers. (C) The volcano plot depicting the DEG expression levels in different consensus clusters. (D) The heatmap showing the DEGs in different consensus clusters.

Supplementary Figure 3 | Construction of a PPI network. Whole Chosen genes for the constructionof the PPI network.
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Introduction

Myeloid cells play a critical role in the pathogenesis of Inflammatory Bowel Diseases (IBDs), including Ulcerative Colitis (UC) and Crohn’s Disease (CD). Dysregulation of the JAK/STAT pathway is associated with many pathological conditions, including IBD. Suppressors Of Cytokine Signaling (SOCS) are a family of proteins that negatively regulate the JAK/STAT pathway. Our previous studies identified that mice lacking Socs3 in myeloid cells developed a hyper-activated phenotype of macrophages and neutrophils in a pre-clinical model of Multiple Sclerosis.





Methods

To better understand the function of myeloid cell Socs3 in the pathogenesis of colitis, mice with Socs3 deletion in myeloid cells (Socs3ΔLysM) were utilized in a DSS-induced colitis model.





Results

Our results indicate that Socs3 deficiency in myeloid cells leads to more severe colitis induced by DSS, which correlates with increased infiltration of monocytes and neutrophils in the colon and increased numbers of monocytes and neutrophils in the spleen. Furthermore, our results demonstrate that the expression of genes related to the pathogenesis and diagnosis of colitis such as Il1β, Lcn2, S100a8 and S100a9 were specifically enhanced in Socs3-deficient neutrophils localized to the colon and spleen. Conversely, there were no observable differences in gene expression in Ly6C+ monocytes. Depletion of neutrophils using a neutralizing antibody to Ly6G significantly improved the disease severity of DSS-induced colitis in Socs3-deficient mice.





Discussion

Thus, our results suggest that deficiency of Socs3 in myeloid cells exacerbates DSS-induced colitis and that Socs3 prevents overt activation of the immune system in IBD. This study may provide novel therapeutic strategies to IBD patients with hyperactivated neutrophils.





Keywords: inflammatory bowel diseases (IBDs), ulcerative colitis (uc), suppressors of cytokine signaling (SOCS), myeloid cells, neutrophils





Introduction

Inflammatory Bowel Diseases (IBDs) are chronic relapsing inflammatory disorders of the gastrointestinal tract, including two major subtypes: Ulcerative Colitis (UC) and Crohn’s Disease (CD) (1, 2). IBD has drawn wide attention with a high rate of prevalence in the Western world and East Asia with connections to the Westernized lifestyle and environmental factors such as smoking, microorganisms, medication, nutrition, and stress (3, 4). Both UC and CD share common symptoms and structural damages, which are associated with multiple pathogenic factors including environmental changes, susceptibility gene variants, and a broadly dysregulated immune response (5, 6). A comprehensive understanding of IBD pathogenesis is still unclear and, consequently, treatment is far from optimal. One of the animal models used to investigate the molecular and cellular mechanisms of IBD is the acute dextran sodium sulfate (DSS) colitis model, which is frequently used to develop and evaluate the efficacy of novel anti-inflammatory drugs (7). The acute inflammatory responses in the DSS colitis model are particularly useful to study the contribution of innate immune mechanisms in intestinal inflammation (8, 9).

The JAK/STAT signaling pathway plays a critical role in activation and regulation of immune responses (10, 11). Dysregulation of the JAK/STAT pathway is associated with many pathological conditions, including Multiple Sclerosis (MS), Rheumatoid Arthritis and IBDs (12, 13). We previously demonstrated that inhibition of the JAK/STAT pathway ameliorates disease severity in a number of pre-clinical models of MS and Parkinson’s disease (14, 15). There is emerging evidence that the JAK/STAT pathway has pathogenic roles in the development of colitis; JAK inhibitors, such as tofacitinib, have been approved for treatment of UC with demonstrated efficacy in early phases of clinical trials (16, 17). As a family of proteins that negatively regulate the JAK/STAT pathway, Suppressors Of Cytokine Signaling 3 (SOCS3) mainly inhibits activation of STAT1 and STAT3 (18, 19). Studies from animal models, including the DSS-induced colitis model, have established that STAT3 activation promotes pathogenesis of UC and carcinogenesis (20–25). However, other results indicate STAT3 deletion in myeloid cells also leads to exacerbation of colitis (26, 27). As such, further study is required to elucidate the role of the STAT3/SOCS3 axis in myeloid cells to understand their role in the pathogenesis of colitis.

The role of myeloid cells in IBD is also inconclusive. Monocytes and macrophages play pivotal roles in the innate immune response to pathogens primarily through phagocytosis and the release of inflammatory mediators such as cytokines and chemokines (28). Previous studies have shown that under inflammatory conditions, monocytes migrate out of the blood utilizing a CCR2-related mechanism and are recruited to the lamina propria, thereby favoring a pro-inflammatory response (29–32). Macrophage- and monocyte-related pro-inflammatory cytokines such as TNF, IL-1β, IL-6 and IL-1 are detected in colonic biopsies from patients with CD and UC and are implicated in the development of IBD in humans (33). Moreover, inhibition of monocyte/macrophage recruitment led to ameliorated murine colitis (34). Neutrophils are the most abundant cell type in human blood and are the first responders of the immune system when the body encounters foreign antigens (35, 36). Neutrophil infiltration into the lamina propria is an important histological activity index in UC (37) and promotes disease progression in animal models of colitis (38). However, other studies demonstrated that bone marrow-derived suppressor cells, which consist of macrophages and neutrophils, suppress overt inflammation, accelerate recovery, and protect the epithelial barrier in the intestine (39–41).

We generated a mouse model, crossing Socs3fl/fl mice with LysMCre mice, to create a conditional knockout mouse possessing Socs3-deficient myeloid cells (Socs3ΔLysM) (42, 43). Previous studies in our lab using Socs3ΔLysM mice demonstrated enhanced basal and stimulus-induced STAT activation, in addition to upregulation of various pro-inflammatory mediators in Socs3-deficient myeloid cells (42, 43). Furthermore, both Socs3-deficient macrophages and neutrophils displayed gene expression patterns reflective of hyper-activated cells with pro-inflammatory properties (43, 44). These pro-inflammatory responses were observed in animal models of MS and LPS-induced sepsis (42, 43). Overall, these studies demonstrate that deletion of Socs3 in myeloid cells contributes to hyper-activation and enhanced inflammation, leading us to postulate that Socs3-deficient myeloid cells may play a potential role in the pathogenesis of DSS-induced colitis.

In this study, we investigated the pathogenic function of myeloid cells in a colitis model induced by DSS in Socs3ΔLysM mice. Our results demonstrate that neutrophils from Socs3ΔLysM mice are critical for disease severity and inflammatory responses in DSS colitis. Furthermore, neutrophil depletion using neutralizing antibody 1A8 significantly reduces inflammation in DSS colitis in Socs3ΔLysM mice. Overall, our findings demonstrate the importance of Socs3 in repressing the hyper-activation of myeloid cells, specifically neutrophils, which contribute to our understanding of the role of neutrophils in IBD/colitis.





Materials and methods




Mice

All animal experiments were reviewed and approved by the Institutional Animal Care and Use Committee of UAB. C57BL/6 mice were bred in an animal facility at the University of Alabama at Birmingham (UAB). Transgenic mice with the Socs3 locus flanked with flox sequences [Socs3fl/fl; (45)] were the generous gift of Dr. Warren Alexander (Walter and Eliza Hall Institute of Medical Research; Victoria, Australia) and were bred at UAB. Socs3 conditional knockout (Socs3ΔLysM) mice were generated by serial breeding of Socs3fl/fl mice with mice expressing Cre-recombinase under the control of the LysM promoter (42, 44). All mice were used at 8-12 weeks of age.





DSS-induced colitis model and disease severity scores

Colitis was induced in female Socs3fl/fl and Socs3ΔLysM mice with 3% DSS (molecular weight=40 kDa, MP Biomedical. Solon, OH), which was supplied in drinking water as described (8). DSS-induced colitis in male mice shows higher severity and faster progression compared to female mice. Combining both sexes significantly increased variability, therefore only female mice were used in this study. Weight loss of mice was monitored daily, and mice were sacrificed at day 5 for immune cell analysis and at day 7 for histology analysis (8, 46, 47). A scoring system was applied to assess diarrhea and the presence of occult or overt bleeding in the stool. Disease severity scores were calculated at day 7 by weight loss, stool bleeding, and stool consistency, with combined scores ranging from 0 to 12 (Table 1). Disease severity scores were determined by two investigators blinded to the treatment groups.


Table 1 | DSS disease severity scoring criteria.







Preparation of lamina propria immune cells

Colon lamina propria cells were prepared using the Lamina Propria Dissociation Kit (Miltenyi Biotec, Auburn, CA) according to the manufacturer’s instructions (48). Lamina propria immune cells were from the intestines as previously described (49). Tissues were rinsed, sliced into small pieces, and incubated at 37°C for 40 min. The tissues were then digested for 50 min at 37°C by continuous stirring with magnetic micro stir bars. The liberated cells were collected by passage through a 100 μm cell strainer (BD Falcon). Mononuclear cells were isolated from the lamina propria using a 40%/75% Percoll (GE Healthcare, 17089101) gradient. The isolated cells were resuspended in R10 medium (RPMI 1640 with 10% FBS, 2 mM L-glutamine, 100 U/ml penicillin, 100 μg/ml streptomycin, 10 mM HEPES, 1 mM sodium pyruvate, and 50 μM β-mercaptoethanol). The cell yield was typically 2-3 x 106 immune cells per mouse with 90% cell viability.





Splenocyte preparation

Single-cell suspensions of spleen were prepared as previously described (50, 51) and resuspended in R10 medium.





Histological analysis

Swiss rolls of colons were prepared as previously described (52). Tissues were fixed in 10% formalin in water overnight prior to paraffin-embedding. Paraffin-embedded samples were cut into 5 μm sections followed by hematoxylin and eosin (H&E) staining, and histopathology was evaluated in a double-blinded manner by a GI pathologist. Epithelium damage and inflammation severity were scored separately, and a total score was given accordingly. These scores were comprised of the following factors: severity of lesion, degree of hyperplasia, degree of ulceration, and percent of area involved. Severity of lesion referred to the overall size, quantity, and spatial dispersion of lesions. Degree of hyperplasia referred to crypt and goblet cell morphology, hyperchromasia, and mitotic index of goblet cells. Degree of ulceration referred to number of ulcers and the number of crypts involved. Epithelial damage was evaluated in all sections by hyperplasia, goblet cell loss, degeneration and necrosis, ulceration, and dysplasia. Inflammation severity was evaluated by crypt exudate, lamina propria and submucosal inflammatory cell accumulation intensity, submucosal edema distribution and transmural inflammation. Severity of lesion was graded as follows: 0 = normal, 1 = mild, 2 = moderate, 3 = severe (7, 48, 53).





Antibodies and flow cytometry

For flow cytometry experiments, antibodies (Abs) directed against murine CD11b (M1/70), CD45 (30-F11), Ly6C (HK1.4), Ly6G (1A8), CD3 (17A2), CD4 (GK1.5), and CD19 (6D5) were from BioLegend. Cell phenotypes were determined based on surface staining patterns analyzed by flow cytometry, as previously described (14, 42, 44, 48). All flow cytometry data were analyzed using FlowJo software (BD), as previously described (44). For neutrophil depletion experiments, Ly6G was detected after by intracellular staining of Ly6G after fixation and permeablization with eBioscience™ Foxp3/Transcription Factor Staining Buffer Set (Invitrogen, 00-5523-00) (44).





RNA isolation and quantitative RT-PCR

Total RNA was purified from FACS-sorted neutrophils and Ly6C+ monocytes isolated by flow cytometry using TRIzol reagent extraction. For qRT-PCR analysis, 500-1000 ng of RNA was used as a template for cDNA synthesis (Promega). qRT-PCR was performed using TaqMan primers purchased from Thermo Fisher Scientific. The resulting data were analyzed using the comparative cycle threshold method to calculate relative RNA quantities (44, 50).

ELISA Analysis. Fecal samples were collected from day 4 post-DSS administration. LCN2 levels were measured by ELISA using the Lipocalin-2 (LCN2) Mouse ELISA Kit (ThermoFisher) (8, 54).





Statistics

Significant differences between two groups were analyzed by the nonparametric Mann-Whitney test. One-way ANOVA was used to compare differences between more than two variables. P-values less than 0.05 were considered statistically significant. All error bars represent standard error of the mean (SEM).






Results




Socs3 deficiency in myeloid cells promotes colitis disease development

To assess the function of Socs3 in myeloid cells in the pathogenesis of colitis, Socs3fl/fl mice crossed with LysM-Cre mice (Socs3ΔLysM), which leads to deletion of Socs3 in myeloid cells, including macrophages, neutrophils and partially in dendritic cells, were used (43, 44). Acute colitis was induced in mice by administering water containing 3% DSS polymers for 7 days (Figure 1A), which induces a colitis characterized by diarrhea, bloody feces, and weight loss as seen in human IBD. Results demonstrate that Socs3ΔLysM mice have more severe colitis compared to Socs3fl/fl mice at days 6 and 7 after DSS feeding. Socs3ΔLysM mice exhibited reduced body weight, increased disease severity scores, and reduced colon lengths compared to Socs3fl/fl mice (Figures 1B–E). Colon length was recorded as a proxy for degree of longitudinal contraction as a result of inflammation, diarrhea, and hypertrophy of the muscularis mucosae (55). Consistent with these findings, histopathological analysis showed more severe inflammation in the colon of Socs3ΔLysM mice compared to Socs3fl/fl mice (Figures 1F, G). Fecal lipocalin 2 (LCN2), measured by ELISA, is a non-invasive and well-characterized biomarker of intestinal inflammation in the DSS colitis model (8, 54). ELISA was performed on fecal samples collected from day 4 post-DSS administration due to difficulties in sample collection on later days. LCN2 levels were significantly higher in the fecal samples from Socs3ΔLysM mice compared to Socs3fl/fl mice at day 4 (Figure 1H). Colon length, colon histology, spleen weight, and distribution of immune cell populations in the colon and spleen from naïve Socs3fl/fl and Socs3ΔLysM mice were comparable (Supplementary Figure 1). These results indicate that Socs3 expression in myeloid cells is required for suppressing the development of DSS-induced colitis.




Figure 1 | Socs3 deficiency in myeloid cells leads to more severe colitis induced by DSS. (A) Female Socs3fl/fl (n = 10) or Socs3ΔLysM (n = 10) mice were fed with 3% DSS for 7 days. Mice were weighed daily, and weight loss was determined by comparing to weight on Day 0. Mice were euthanized on day 7. Colon and spleen were collected for colon length, spleen weight, colon histology and immune cell responses. (B) Mice were weighed daily, and weight loss was determined by comparing to weight on Day 0. (C) Disease severity was calculated on day 7. (D) Representative pictures of the colon. (E) Statistics of colon length (n = 9). (F) Haemotoxylin and Eosin (H&E) staining of the distal colon. Pictures are representation of 4 mice. (G) Total pathological scores of colons are shown using severity of lesion, degree of hyperplasia, degree of ulceration and percent of area involved (n = 4) in Socs3fl/fl or Socs3ΔLysM mice. (H) Fecal samples were collected on day 4 post-DSS administration. LCN2 levels were determined by ELISA (n = 10). *p < 0.05, **p<0.01, ***p < 0.001, ****p < 0.0001.







Socs3 deficiency increases infiltration of innate immune cells in the colon of DSS colitis mice

To elucidate the primary cell type(s) responsible for the inflammation observed in this model, we used multicolor flow cytometry analysis to observe changes in cell populations. We characterized immune cell infiltration when weight loss was apparent and signs of inflammation were macroscopically visible, specifically day 5 post-DSS administration (Figure 2B). Immune cell populations were determined and assessed using the gating strategy represented in Figure 2A. As a percentage of total CD45+ cells, Socs3ΔLysM mice displayed a significant increase in CD45+CD11b+ myeloid cells and a significant decrease in the CD45+CD11b- lymphocyte population (Figure 2C). As a measure of total cell counts, Socs3ΔLysM mice displayed significantly increased CD45+CD11b+Ly6G+ neutrophil (Neu), Ly6G-Ly6C+ monocyte (Mono Ly6C+) and Ly6G-Ly6C- monocyte (Mono Ly6C-) populations (Figure 2D). Lymphocytes were also further characterized into CD4+ and CD4- T-cell subsets and B-cells, with no differences observed in any population in the colon (Supplementary Figure 2A). These results suggest that myeloid cells, specifically neutrophils, Ly6C+ monocytes and Ly6C- monocytes, may have a potential role in the hyper-inflammation observed in DSS-induced colitis in Socs3ΔLysM mice.




Figure 2 | Socs3 deficiency increases colonic myeloid cell infiltration induced by DSS. (A) Singlets were gated for live CD45+ immune cells, CD45+CD11b+ myeloid cells and CD45+CD11b- lymphocytes. Ly6G+ neutrophils and Ly6G- monocytes were gated from the myeloid population; CD19-CD4+ T-cells, CD19-CD4- T-cells and CD3-CD19+ B-cells were gated from lymphocytes. Ly6C+ monocytes and Ly6C- monocytes were gated from the Ly6G- population. (B) Socs3fl/fl (n = 6) or Socs3ΔLysM (n = 6) mice were fed with 3% DSS. Mice were euthanized on day 5 and colonic infiltrating cells were isolated and stained for multicolor flow cytometry analysis. Total number of infiltrating myeloid cells and lymphocytes (C) and neutrophils and different monocyte subsets (D) in the colon from Socs3fl/fl or Socs3ΔLysM mice were calculated and compared. not significant (ns) p ≥ 0.05, *p < 0.05, **p < 0.01 and ***p<0.001.







Socs3 deficiency in myeloid cells increases infiltration of innate immune cells in the spleen of DSS colitis mice

In accordance with our findings of immune cells derived from the colon, we wanted to confirm whether these were mirrored in systemic inflammation as represented by splenic size and weight. In correlation with colon lengths depicted in Figures 1D, E, we first report splenic weight after 7 days of DSS administration and found that regardless of mouse phenotype, both groups of mice developed splenomegaly as compared to spleens taken from healthy controls (Figure 3A). However, mice lacking Socs3 displayed an exacerbated effect, having significantly larger spleens than those with intact Socs3 (Figure 3B). Because the overall increase in size and weight suggested an increase in immune cell infiltration, we further characterized isolated splenocytes at our designated early disease time point, day 5, using multicolor flow cytometry. Using the same gating strategy from Figure 2, we found results comparable to those from isolated colonic cells. Socs3ΔLysM mice not only displayed a significant increase in overall myeloid cells, but this increase was observed in the Neu and Mono Ly6C+ populations but not the Mono Ly6C- population (Figures 3C, D). While there was no difference between the overall lymphocyte population (Figure 3E), a significant increase in the CD4+ T-cell subpopulation in the spleen was observed, but not in the CD4- T-cell subpopulation nor the B-cell population (Supplementary Figure 2B). Overall, these data indicate that Socs3 deficiency leads to increased inflammatory responses in the colon and spleen of these mice.




Figure 3 | Socs3 deficiency increases splenic myeloid cell numbers in DSS-induced colitis. Representative spleen picture (A) and statistics of spleen weight (B) at day 7 (n = 9). Splenocytes were isolated and stained at day 5 as described in Figures 2A, B. Percentage of CD45+CD11b+ myeloid cells (C) and cell numbers of neutrophils and different monocyte subsets (D) from Socs3fl/fl (n = 6) or Socs3ΔLysM (n = 6) mice fed with 3% DSS on day 5. Percentage of CD45+CD11b- lymphocytes (n = 6) (E) in the spleen from Socs3fl/fl or Socs3ΔLysM mice. *p < 0.05, ***p < 0.001.







Proinflammatory mediators are enhanced in Socs3-deficient neutrophils from the colon of DSS colitis mice

Considering that Socs3ΔLysM mice displayed an increase in both monocyte and neutrophil populations, we compared the expression of proinflammatory mediators at the RNA level through qRT-PCR using sorted Ly6C+ monocytes and neutrophils from colonic tissue. Previous studies have suggested that Ly6Chi monocytes are precursors to macrophages during inflammatory conditions while Ly6Clo monocytes are precursors to steady-state tissue macrophages (56–58). Therefore, these experiments were performed using Ly6C+ monocytes instead of Ly6C- monocytes. Our results indicated that colonic neutrophils from Socs3ΔLysM mice exhibited higher expression levels of Il1β compared to those of Socs3fl/fl mice (Figure 4A). Additionally, we examined changes in expression of genes pertinent to the pathogenesis of colitis. We found that neutrophils from Socs3ΔLysM mice displayed higher levels of expression of Lcn2, S100a8, and S100a9 (Figures 4B–D), with the latter two having emerging roles as pre-clinical biomarkers for neutrophilic inflammation such as that observed in IBDs (39, 53, 54). Interestingly, there were no observable differences between Socs3fl/fl and Socs3ΔLysM Ly6C+ monocyte populations for any of these genes (Figures 4A–D). Additional genes reportedly expressed by monocytes/macrophages, including Cd74, Tnfα, Il6, Il12α, Il12β, Ccl2, Cxcl1, Cxcl10 and iNOS, were determined by qRT-PCR (Supplementary Figure 3) (42, 43, 59). Interestingly, the only significant difference we found was that Socs3ΔLysM neutrophils displayed significantly higher levels of Il12β expression compared to Socs3fl/fl neutrophils. These findings suggest that monocytes/macrophages may not be the culprit of the heightened colonic inflammation in Socs3ΔLysM mice. Rather, Socs3-deficient neutrophils are critical for the exacerbation of DSS-induced colitis in Socs3ΔLysM mice.




Figure 4 | Socs3-deficient neutrophils produce increased proinflammatory mediators in DSS-induced colitis. Socs3fl/fl (n = 8) or Socs3ΔLysM (n = 8) mice were fed with 3% DSS. Mice were euthanized on day 5, and immune cells were sorted from colon tissue by flow cytometry. Gene expression in Ly6C+ monocytes and neutrophils from Socs3fl/fl or Socs3ΔLysM mice was examined. Gene expression of Il1β (A), Lcn2 (B), S100a8 (C), and S100a9 (D) were determined by qRT-PCR, using 18s rRNA as an internal control. Two mice were combined for each experiment with 4 experiments in each group. *p < 0.05.







Depletion of neutrophils significantly improves the development of DSS colitis in Socs3ΔLysM mice

Thus far, our results have suggested a strong correlation between Socs3 deletion, augmented neutrophil infiltration, increased expression of pro-inflammatory mediators by neutrophils, and exacerbated colitis. We, therefore, hypothesized that depletion of neutrophils would ameliorate intestinal inflammation and mitigate the effects of DSS colitis in Socs3ΔLysM mice. To determine the role of neutrophils in the exacerbation of DSS-induced colitis in Socs3ΔLysM mice, we developed an acute neutrophil depletion regimen by injection of anti-Ly6G antibody. Our method results in a significantly lower frequency of circulating neutrophils for seven days in the anti-Ly6G group compared to the isotype control Ab group (Supplementary Figure 4), confirming successful and conserved neutrophil depletion. We depleted neutrophils two days prior to DSS administration, followed by one dose on the initial day of DSS administration, and a final dose two days thereafter (Figure 5A). After seven days of DSS administration, mice were euthanized for spleen and colon tissue collection. Importantly, Socs3ΔLysM mice that received the neutrophil depletion antibody exhibited less severe forms of DSS-induced colitis as indicated by reduced body weight loss and lower disease severity scores (Figures 5B, C). To confirm our findings at the histopathological level, we stained the colonic tissue using H&E staining for imaging to assess and quantify the degree of intestinal damage. As shown in the representative images, we found that neutrophil depletion led to partial conservation of tissue structure, which was supported by significantly lower total histological scores (Figures 5D, E). Mice treated with the anti-Ly6G antibody displayed significantly lower severity of lesion scores compared to those that received the isotype control (Figure 5F).




Figure 5 | Neutrophil depletion significantly improves DSS-induced colitis in Socs3ΔLysM mice. (A) Female Socs3ΔLysM mice were injected with either anti-Ly6G (anti-Ly6G; n = 17) or Isotype Control (Con Ab; n = 13) Abs (100 µg/dose) intraperitoneally at days -2, 0 and 2 (shown in red). Mice were fed with 3% DSS for 7 days. (B) Anti-Ly6G (n = 17) and Con Ab (n = 13) mice were weighed daily, and weight loss was determined by comparing to weight daily from day 0 to day 7. (C) Disease severity on day 7. (D) H&E staining of the distal colon. Pictures are representation of 8 mice. (E) Total pathological scores of colons are shown using severity of lesion, degree of hyperplasia, degree of ulceration and percent of area involved (n = 8). (F) Severity of lesion was calculated in Socs3ΔLysM mice administered anti-Ly6G or isotype control abs. *p < 0.05, **p < 0.01 and ***p<0.001.



To determine whether these therapeutic effects could be recapitulated in Socs3fl/fl mice, these mice were subjected to the same neutrophil-depleting treatment as the Socs3ΔLysM mice. Neutrophil depletion had no effect on DSS-induced colitis in Socs3fl/fl mice. As shown in Supplementary Figure 5, weight loss, disease severity scores, and histological analysis at day 7 were comparable between the anti-Ly6G treated mice and the isotype control Ab treated mice. Taken together, these data suggest the detrimental role of hyperactivated neutrophils in the pathogenesis of DSS-induced colitis in Socs3ΔLysM mice.






Discussion

In the present study, we report the detrimental role of myeloid cell Socs3 deletion in DSS-induced colitis. We performed unbiased FACS analysis and discovered that Socs3 deficiency in myeloid cells leads to profound infiltration of macrophages and neutrophils in the lamina propria. Interestingly, only neutrophils from Socs3ΔLysM mice show increased pro-inflammatory properties, compared to Socs3fl/fl controls. Furthermore, depleting Socs3-deficient neutrophils using a monoclonal neutralizing antibody significantly improved the pathology of colitis in mice. Our findings support the critical role of SOCS3, a negative regulator of the JAK/STAT pathway, in neutrophils for mitigating intestinal inflammation in a DSS-induced model of IBD.

To date, there is no evidence indicating that Socs3 is a risk factor for IBD. However, recent studies have shown that Socs3 mRNA expression is increased in the mucosa tissue of UC patients, compared to inactive control tissues (60). The same study also reported reduced Socs3 in IBD patients to be correlated with more frequent remission (60). Another study supported these findings by identifying high levels of SOCS3 protein in UC patients (61). Conversely, other groups found lower Socs3 expression to be associated with IBD-associated dysplasia (62) as well as an increased susceptibility to IBD (63). These findings demonstrate the complex role of Socs3 in IBD, suggesting context-dependent functionality, either beneficial or detrimental.

While the original objective of this study was to focus on myeloid cells, our data unveiled a detrimental role of neutrophils in an animal model of IBD. Although this is in line with some reports (38), other studies suggest that neutrophil depletion exacerbates intestinal inflammation (39, 64, 65). This discrepancy in findings can be explained by the ever-growing importance of neutrophil heterogeneity as well as neutrophil subsets. Historically, neutrophils were thought to be a homogeneous population of terminally differentiated cells. However, recent studies have shown that neutrophils display phenotypic and transcriptional plasticity and diversity in terms of functionality (66, 67). The occurrence of neutrophil heterogeneity has recently been confirmed, and phenotypic clusters have been characterized by scRNA-Seq (68–70). More importantly, these neutrophil subsets play opposite roles during intestinal inflammation. Recent studies using scRNA-Seq revealed complex heterogeneity of neutrophils in homeostasis and inflammation (71, 72) and demonstrated dual roles of neutrophils during inflammation. Future studies will use scRNA-Seq to examine the composition of neutrophils in animal models of IBD and determine whether hyperactive JAK/STAT signaling led by Socs3 deficiency skews neutrophil subsets towards a pro-inflammatory status.

Our current study revealed significant up-regulation of antimicrobial peptides in Socs3-deficient neutrophils during inflammation, namely LCN2, S100A8, and S100A9. The role of antimicrobial peptides is also complex. LCN2 promotes neutrophil-mediated anti-bacterial activity (73), and the serum level of LCN2 is an ideal biomarker of active UC (74). However, Lcn2 deficiency leads to severe intestinal inflammation in Il10-/- mice (75), indicating a complex role for Lcn2 in IBDs. S100A8/S100A9 are also sensitive biomarkers for IBD (76) and work as endogenous activators of Toll-like receptor 4 (TLR4) (77). On the other hand, S100A8/S100A9 are also critical to contain inflammation at the local level, as S100A9-/- mice result in TNF-α-driven fatal inflammation (78). Future studies will determine the role of increased anti-microbial peptides in Socs3-deficient neutrophils in colitis.

In addition to antimicrobial peptides, neutrophils have been shown to increase production of pro-inflammatory cytokines and chemokines during intestinal inflammation (79). Cytokines such as IL-1β, IL-6, IL-8, TNF-α, GM-CSF and G-CSF are critical for secondary neutrophil recruitment and infiltration into the intestinal mucosa, and chemokines such as CXCL-1, -8, and -10 are necessary for recruitment of other immune cells (80). Our study revealed an increase in Il1β expression by Socs3-deficient neutrophils at the RNA level during DSS-induced colitis. This result is congruent with clinical findings of higher IL-1β concentrations present in the intestines of IBD patients (81). The same study described crosstalk between IL-1β and IL-23 to sustain both innate and adaptive inflammatory responses during intestinal inflammation (81). A recent study also demonstrated that a subset of IBD patients, non-responsive to anti-TNF, corticosteroid, and anti-integrin therapy, showed significant IL-1β-driven neutrophil interaction with intestinal stromal cells (82). Future studies will perform comprehensive profiling to observe changes in a broader selection of pro-inflammatory mediators, including cytokines (e.g., IL-1β, G-CSF), chemokines (e.g., CXCL1, CXCL10) and oxidative stress-related free radicals, as a result of Socs3 deletion.

Our data also suggest that inhibiting neutrophil activity attenuates experimental colitis as neutrophil depletion significantly improved disease in the DSS colitis model in Socs3ΔLysM mice. However, because these findings were not observed in Socs3fl/fl mice, further studies on the potential protective mechanisms of Socs3 in human IBD development are needed. Additionally, the exact source of neutrophils’ deleterious effects is unclear. Some studies report impairment of neutrophil recruitment and trafficking significantly improving the pathology of colitis (83, 84), while others have demonstrated efficacy in degrading neutrophil extracellular traps (85). Intestinal oxidative damage is prominent in both forms of IBD (86–88), and we have previously shown that deletion of Socs3 in myeloid cells leads to elevated neutrophil activation and increased production of reactive oxygen species (44). Therefore, further investigation will be conducted to elucidate the mechanisms behind neutrophil-specific inflammatory responses in this model.

In summary, our study using a clinically relevant experimental colitis model provides further insights into the role of neutrophils in IBDs. Not only do these results unveil the potential for exploitation of neutrophil function, but they also demonstrate how targeting neutrophil activity holds potential clinical significance. As such, this may pave the way for therapies aimed at mitigating the effects of pro-inflammatory neutrophils.
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Macrophages are the most important innate immune cells in humans. They are almost ubiquitous in peripheral tissues with a large variety of different mechanical milieus. Therefore, it is not inconceivable that mechanical stimuli have effects on macrophages. Emerging as key molecular detectors of mechanical stress, the function of Piezo channels in macrophages is becoming attractive. In this review, we addressed the architecture, activation mechanisms, biological functions, and pharmacological regulation of the Piezo1 channel and review the research advancements in functions of Piezo1 channels in macrophages and macrophage-mediated inflammatory diseases as well as the potential mechanisms involved.
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Introduction

Macrophages are crucial cells in the innate immune system, contributing to maintenance of tissue development and homeostasis, clearance host defense during pathogen infection, and promotion of tissue repair in response to tissue injury (1). They reside in specific tissues, such as the heart, lungs, liver, intestines, and skin. Studies have revealed that tissue-resident macrophages are adaptable to the local functional needs, mechanical stimulation, and regulation of various mechanical stresses from the extracellular milieu, including substrate rigidity, interstitial flow, stretch, shear force, and elasticity (2). Mechanical stress is converted into electrical, chemical, or biochemical responses that activate intracellular signaling pathways and modulate gene expression to serve cellular function (3). For instance, substrate rigidity could induce macrophages to differentiate into various canonical phenotypes, pro-inflammatory (M1) or anti-inflammatory (4, 5). In addition, substrate rigidity determines the magnitude of frontal-towing force via the RhoA kinase ROCK, myosin II, and PI3 kinase, thus precipitating macrophage motility (6).

With respect to the mechanosensors, recent reviews have documented that numerous cell adhesion molecules, such as integrin, selectin, and cadherin, can mediate the cell–cell or cell–matrix interactions and perceive various mechanical stimuli, thus inciting a series of cell responses (7). Another type of mechanosensors consist of mechanosensitive ion channels (MSCs), such as TRP channels, Ca2+ channels, K+ channels, the hyperosmolality-gated calcium-permeable channels (OSCA) protein family, and the DEG/ENaC superfamily, which allow for the passage of cations including Ca2+, Na+, and K+ along the electrochemical gradient independent of ATP hydrolysis (8). The Piezo channel, which is a novel type of MSC identified in mouse neuroblastoma cell line Neuro2A by Bertrand Coste and colleagues in 2010 (9), contains Piezo1 and Piezo2 proteins with similar structures encoded by Fam38a and Fam38b genes, respectively (10). Piezo1 is highly expressed in the lungs, skin, bladder, kidneys, endothelial cells (ECs), and erythrocytes (9), with a vital role to play in regulation of blood pressure and myoblast fusion during skeletal muscle formation (11, 12). In parallel, Piezo2, which is predominantly expressed in sensory trigeminal ganglia, dorsal root ganglia, Merkel cells, lungs, and bladder (9, 13), serves a critical role in regulation of sensations as mild tactility, proprioception, and bladder distension (14, 15).

Emerging evidence suggests that piezo1 plays an indispensable role in mechanotransduction in macrophages. In this review, we discuss the architecture, activation mechanisms, biological functions, and pharmacological regulation of the Piezo1 channel and summarize the research advances on the Piezo1 channel in macrophages as well as innate immunity and address the potential mechanisms involved.





Architecture, activation mechanisms, and pharmacological regulation of Piezo1 channel




Architecture of Piezo1 channel

Human Piezo1 gene Fam38a is located on chromosome 16, and the mouse Piezo1 gene is highly homologous to humans. Human and mouse Piezo1 protein encompasses 2,521 and 2,547 amino acids, respectively (9, 16). Piezo1 protein is documented as the largest transmembrane molecule with 24–40 transmembrane domains, each being evolutionarily conservative and composed of four groups of repeated transmembrane units (9, 17). Researchers have revealed the structure of the mouse Piezo1 channel by means of protein engineering, X-ray crystallography, single-particle frozen electron microscopy, and live-cell immunostaining (10, 16, 18). From the perspective of three-dimensional architecture, mouse Piezo1 constitutes a trimer in the shape of a three-blade propeller with a central pore domain and three peripheral blade-like propellers (16, 17). The three leafy domains extend outward in the lipid bilayer and constitute a signature nano-bowl structure on the surface of cell membrane (17) (Figure 1A). Each blade-like propeller evenly distributed around the central pore contains unique 38 transmembrane α-helices, consisting of the following structures: N-terminal blade, C-terminal pore region, long intracellular beam, and anchor domain (9) (Figure 1B). The N-terminal (transmembrane α-helices 1-36) comprises nine repetitive fold structures with four α-helices, termed as transmembrane helical units (THUs) or Piezo repeat, acting as the skeleton of each blade (19). The remaining two α-helices (37 and 38) at the C-terminal, termed as the inner helix (IH) and outer helix (OH), respectively, constitute a central ion pore region of piezo1 with the C-terminal intracellular domain (20). On the top of central ion pore, there is a cap with negatively charged residues composed of the C-terminal extracellular domain (16). The deletion of the area where the cap domain contacts the blade-like propeller would preclude the mechanical activation, indicating the governance of central pore channel by the cap (21, 22). In addition, the anchor domain consists of three helices (α1, α2, and α3) and acts as a bridge between THU9 and the OH-IH pair (22). On the intracellular surface, the long beam is organized at a 30° angle relative to the membrane plane (8). Functionally, the long beam not only supports the blade-like propeller but also physically bridges the THU7-8 loop to the central pore, which renders an ideal structure for mechanical transmission (18).




Figure 1 | The mechanogating mechanisms by the extracellular force and the 38-TM structure of the mouse Piezo1 channel. (A) The mechanogating mechanisms of Piezo1 by the extracellular force. (B) Each blade-like propeller is evenly distributed around the central pore and contains unique 38 transmembrane α-helices, as divided into the following structures: N-terminal blade, C-terminal pore region, the long intracellular beam, and anchor domain. The final two α-helices (37 and 38) at the C-terminal, termed as the inner helix and outer helix, respectively, form a central ion pore region of Piezo1 with the C-terminal intracellular domain. The loci of L1342 and L1345 in the long beam structure act as the fulcrum to form an intramolecular lever–like transmission device, thus effectively transmitting and amplifying the subtle mechanical stress or small molecular compounds sensed by transmembrane helical units to the central pore.







The activation mechanisms of Piezo1 channel

There are two models of mechanical perception of the Piezo1 channel including the force-from-lipid (FFL) bilayer model and force-from-filament (FFF) or tether model, which correspond to two mechanical signal transduction directions: inwardly and outwardly, respectively (23, 24). Therefore, factors affecting Piezo1 mechanogating involves cell membrane tension, hardness, cell membrane skeleton protein, and other channels or proteins interacting with Piezo1.

When external mechanical pressure is exerted to the cell membrane, modification of membrane tension could lead to the deformation of the Piezo1 channel structure, changed from curved to flat, thereby resulting in the patency of the central ion pore (18), which could be explicated by the lever-like mechanism hypothesis (25). The blade-like propeller is composed of nine THUs in the Piezo1 channel and serves as the mechanical force sensor, while the loci L1342 and L1345 in its long beam structure act as the fulcrum to form an intramolecular lever–like transmission device, thus effectively transmitting and amplifying the subtle mechanical stress or tiny molecular compounds sensed by THUs to the central pore. Eventually, effective control of the overtness of the Piezo1 channel and selective cation permeability are thus established (25).

However, FFL is applicable to the Piezo1 channel for constant surveillance of variations of local membrane tension and curvature. Due to the restriction of cytoskeleton, membrane tension could only spread locally on the cell membrane (23). The Piezo1 channel could be activated not only by local mechanical stimulation but also by remote mechanical stimulation at the whole cell level (23). As per a recent report, the cap domain of Piezo1 interacts directly with the extracellular domain of E-cadherin while the intracellular gating element of Piezo1 might interact with the E-cadherin cytosolic tail (26). Accordingly, the Piezo1 channel establishes a biochemical and functional connection with the F-actin cytoskeleton via the cadherin-β-catenin mechanical transduction complex, effectively rendering the long-distance mechanical conduction across a cell or between cells via the cytoskeleton (26).





Pharmacological regulation of Piezo1 channel

With the extensive research of the Piezo1 channel, some small-molecule drugs have been developed. Chemical agonists of Piezo1, including Yoda1 and Jedi1/2, could activate the Piezo1 ion channel in the absence of mechanical stimulation. Yodal, which contains two chlorine radicals and one sulfide radical, is essential to unlock Piezo1 (27). At micromolar concentrations, Yoda1 acts as a molecular wedge and is directly bound to Piezo1 in the absence of other proteins, facilitating stress-induced conformational changes, effectively reducing the mechanical threshold of the Piezo1 channel for activation and significantly retarding inactivation (28, 29). These findings validate the presence of natural agonists that can unlock Piezo1 independent of any mechanical stimulation. Dooku1, a synthesized analog of Yoda1, was reported to reversibly antagonize Yoda1-induced activation of Piezo1 via competition for specific channel binding sites (30). In addition, Jedi1/2, two low-affinity water-soluble chemical activators, could specifically activate Piezo1 with quicker explosion and shorter decay than the Yodal-mediated current (25), wherein Jedi1 and Yoda1 synergistically activate different Piezo1 sites (25).

Piezo1 inhibitors have also been identified, such as ruthenium red (RuR), gadolinium (Gd3+), and the GsMTx4 peptide. RuR and Gd3+, broad-spectrum mechanical stress-sensitive ion channel inhibitors, can reportedly block mouse Piezo1 with IC50 5.4 μM in the case of extracellular administration (10). The inhibitory effect of RuR on Piezo1 is related to voltage, indicating its dependence on the direction of ion flow (31). GsMTx4, a peptide toxin extracted from spider venom, can reportedly inhibit Piezo1 at low micromolar concentrations (32). However, GsMTx4 might not directly bind Piezo1 unless the midpoint of activation is shifted to a higher-pressure value via modulation of local membrane tension near the channel (32–34). Unfortunately, these inhibitors are not Piezo-specific, or rather, they are inhibitors of a number of other ion channels, such as transient receptor potential (TRP) channels (35). Therefore, Piezo1-specific inhibitors still await further exploration.






Role of Piezo1 channel in macrophages

A wealth of evidence has shown that Piezo1 mRNA, rather than Piezo2, is highly expressed in bone-marrow derived macrophages (36–38). After stimulation by IFN-γ and LPS or “stiff,” macrophages exhibit increased Piezo1 expression (38), suggesting that Piezo1 acts as an important regulator of macrophage function and polarization.

Piezo1 has been shown to regulate macrophage function. According to a study, LPS or the Piezo1 agonist Yodal can incite the interaction between Pizeo1 and TLR4. Moreover, LPS can stimulate TLR4 to induce Ca2+ influx requiring Piezo1, thus shedding light on the role of Piezo1 in TLR4 signaling (36, 38). In addition, mice with a Lyz2-Cre-mediated knockout of Piezo1 exhibit no abnormality in the frequency of neutrophils and macrophages in the bone marrow, spleen, and blood. However, Piezo1 deficiency impaired phagocytosis, mitochondrion–phagosomal ROS production, and efficient bacterial clearance of bacteria (36). It can be inferred that Piezo1 is a key regulator of macrophage phagocytic activity (39). Mechanically, Piezo1 regulates the bactericidal activity of macrophages through Ca2+ signal–induced activation of the CaMK II-Mst1/2-Rac1-cytoskeleton rearrangement axis (36). To the contrary, CD11b+ myeloid cells lacking Piezo1 present decreased proinflammatory cytokines, enhanced peritoneal bacterial clearance, and increased survival in a mouse model of polymicrobial sepsis via cecal ligation and puncture (40). Some sporadic studies have demonstrated Piezo1 as a sensor of cyclical hydrostatic pressure (CHP) (37) or “stiffer” (38) in myeloid cells. After stimulation by CHP, macrophage Piezo1 mediates Ca2+ influx, resulting in activation of activator protein-1 (AP-1) that drives transcription of endothelin-1 (Edn1). EDN1 signaling, in turn, stabilizes hypoxia-inducible factor 1α (HIF1α) to facilitate the prolonged proinflammatory expression profile, such as Interleukin 1b (IL-1b), Tumor Necrosis Factor alpha (TNF-α), C-X-C motif chemokine ligand 10 (CXCL10), and prostaglandin E2 (37), eventually exacerbating a model of pulmonary inflammation. In summary, Piezo1-mediated-Ca2+ influx and the subsequent Ca2+ signaling contribute to macrophage function.

Piezo1 has been shown to affect macrophage polarization. Macrophages lacking Piezo1 present with the downregulation of “M1-like” inflammatory marker iNOS with secreting significantly less TNF-α and IL-6 by decreasing NF-κB in response to IFN-γ/LPS stimulation and the upregulation of “M2-like” pro-healing markers Arg1 by enhancing STAT6 activation after IL-4/IL13 treatment (38). The above effect is driven by Piezo1-mediated Ca2+ influx and is enhanced by increased substrate rigidity or “stiffness” (38). Ca2+ is known to regulate the activation of transcription factors, where increased intracellular Ca2+ has been shown to enhance NF-κB and repress STAT6 activation (41, 42). In addition to soluble inflammatory stimuli, stiffness-mediated macrophage activation is dependent on Piezo1 (38). Both static and cyclic stretch can upregulate the integrin CD11b (αM integrin) expression and downregulate Piezo1 expression (43), with a crosstalk in between, since CD11b knockdown upregulates Piezo1 expression; conversely, Piezo1 knockdown upregulates CD11b expression (43). Moreover, knockdown of either CD11b or Piezo1 via siRNA-abrogated stretch-mediated changes in inflammatory responses (43). There is a study that three-dimensionally printed Ti2448 with low stiffness enhances angiogenesis and osteogenesis by promoting Piezo1/YAP signaling axis–mediated polarization of macrophages toward the M2 phenotype and related cytokine secretion (44).Therefore, subcutaneous implantation of some biomaterials by surgery is a powerful clinical strategy, with deletion of Piezo1 in macrophages decreasing inflammatory activation and increasing wound healing response.





The role of Piezo1 channel in inflammatory diseases

Inflammation is an immune defensive mechanism in response to pathogen infection or tissue injury to eliminate pathogens or promote damaged tissue restoration [45]. Inflammation is accompanied by leukocytosis, pain, heat, redness, swelling, and organ dysfunction (45). Macrophages are known as phagocytic innate immune cells that stem from the myeloid lineage and differentiated from monocytes in tissues. Macrophages are present in most tissues such as microglia in the central nervous system, alveolar macrophages in the lungs, Kupffer cells in the liver, and osteoclasts in the bone (46). Macrophages play a critical role in the initiation, maintenance, and resolution of inflammation. This section focuses on the in-depth investigation of the role of Piezo1 in macrophage-mediated inflammatory diseases, such as Alzheimer’s disease (AD), pulmonary inflammation, atherosclerosis, and osteoarthritis (OA) (Figure 2).




Figure 2 | The role of Piezo1 in macrophage-mediated inflammatory diseases. Piezo1 regulates the inflammatory responses, such as Alzheimer’s disease, pulmonary inflammation, atherosclerosis, and osteoarthritis. iMGLs, human-induced pluripotent stem cell–derived microglia-like cells; ARDS, acute respiratory distress syndrome; ox-LDL, oxidized low-density lipoprotein; ECs, endothelial cells.






Alzheimer’s disease

AD is a progressive neurodegenerative disease characterized by proliferation and activation of microglia, accumulated around amyloid-β (Aβ) plaques (47). There is mounting evidence pointed to a crucial role for microglia in the pathogenesis of AD, the mechanism of which is the inability of microglia to clear accumulating Aβ plaques and their proinflammatory functions (48). Under normal conditions, microglia could migrate to the pathological sites, with clearance of damaged tissue and Aβ plaques via phagocytosis (49). In the brain, deposited Aβ plaques are rather brittle and hard and their stiffness is approximately 3 × 109 Pa (50). Thus, microglia are attracted to stiff regions in vitro and activated by implantation of stiff foreign bodies in vivo, implying the presence of specific mechanosensors in microglia (51, 52).

Recently, a study has reported the high expression of Piezo1 on the cellular membrane and nucleus both in mouse microglia and human-induced pluripotent stem cell–derived microglia-like cells (53). When Piezo1 is activated by the agonist Yodal, the functional phenotype of human microglia is shaped, such as enhanced migration, phagocytosis, and lysosomal activity, thus orchestrating Aβ clearance in vivo (53). Intriguingly, Aβ suppressed Piezo1 activity via an unknown mechanism in microglia that might be attributed to an Aβ self-protection mechanism (53). However, another report has revealed that the activation of Piezo1 decreases the microglial proliferation and cell viability as well as inhibits the migration ability of microglia in an acute high-glucose stress (54). In addition to the ability of microglia to clear Aβ plaques, Piezo1 is involved in the inflammatory activation of microglia. Lipopolysaccharide (LPS) upregulates the expression of Piezo1 in microglia, and Piezo1 upregulation significantly attenuates LPS-induced expression of proinflammatory cytokines TNFα, IL-1β, and IL-6 via the JNK1 and mTOR signaling pathways (54).

In conclusion, the studies have demonstrated the abundance and functional expression of Piezo1 channels in microglia. Whether Piezo1 may become a new drug target for AD will be the focus of future research.





Pulmonary inflammation

Pulmonary inflammation is a common disease caused by infection, physical and chemical factors, immune injury, allergy, and drugs. Lung tissue is a highly mechanized organ and is exposed to complex pulmonary hemodynamics and respiratory mechanics. Cells in the lungs, such as macrophages, bear mechanical stress (55). There is plenty of evidence that mechanical stress plays a critical role in pulmonary inflammation (56).

It is well acknowledged that Piezo1 is abundantly expressed in alveolar epithelial cells (57), ECs (58), smooth muscle cells of the pulmonary artery (59), and macrophages (37). Piezo1 responds to lung mechanical stress and is involved in the development of lung inflammation by multiple mechanisms. Mechanical stress induces the activation of Piezo1 in alveolar epithelial cells, resulting in the increase of intracellular Ca2+ and inducing cell apoptosis and abnormal secretion of alveolar surfactants (60), thereby aggravating lung damage and inflammation in patients with acute respiratory distress syndrome (61). Additionally, there are also reports unveiling that CHP in the lungs triggers the activation of Piezo1 in macrophages and monocytes and initiates an inflammatory response (37). Piezo1 enhances the secretion of CXCL2 in monocytes, thus allowing neutrophils to migrate from the blood to the lungs and evoking neutrophils to clear bacteria (62). Mice with Piezo1 deficiency in myeloid cells reportedly present ablated pulmonary inflammation by decreasing numbers of lung-infiltrating neutrophils and levels of inflammatory mediators in Pseudomonas aeruginosa infection or fibrotic autoinflammation (37).

Based on the important roles Piezo1 plays in lung inflammation, Piezo1 is expected to be a potential therapeutic target for pulmonary inflammation.





Atherosclerosis

Atherosclerosis (AS) is a chronic inflammation disease resulting from various risk factors, such as obesity, hypertension, diabetes, stroke, inflammatory mediators, and high plasma levels of LDL cholesterol and triglycerides (63). AS is initiated by injury of vascular ECs, which is caused by a number of factors, including mechanical forces such as shear stress and stretching of blood flow (64). Subsequently, monocytes in the blood are recruited into the endothelium and differentiate into macrophages by the deposited cholesterol and lipids; afterward, macrophages phagocytize lipids to transform into foam cells, which accumulate to form lipid stripes and lipid plaques as well as secrete proinflammatory factors (65). Studies show that the expression of Piezo1 was significantly increased in the carotid plaque tissue of atherosclerotic mice (66). Accumulating evidence suggests various functions of Piezo1 involvement in AS.

Piezo1 regulates ECs and macrophages of different cellular processes in AS. A study found that Piezo1 was abundantly expressed in ECs (67). Oxidized low-density lipoprotein (ox-LDL) can increase the Piezo1 expression and inflammation-related mediators (JNK, TNF-α, and NF-κB) via regulation of YAP/TAZ activation and nuclear localization in ECs (66). Furthermore, turbulent shear of blood flow triggers the activation of Piezo1, inducing inflammatory signaling via integrin-associated PECAM-1/VE-calmodulin/VEGFR2 and PI3-kinase-dependent activation, further leading to FAK-dependent NF-kB activation (68, 69). Laminar flow induces Piezo1-mediated release of ATP and then activates the P2Y2 receptor and Gq/G11-mediated signaling, which further leads to the phosphorylation of AKT and the release of eNOS in antiatherosclerosis involvement (11, 68). As expected, pharmacologic inhibition or genetic depletion of Piezo1 decreases plaque formation and attenuates endothelial atherogenic inflammatory responses (66–68). Furthermore, Piezo1 is also evidenced to be expressed in both THP-1 and RAW264.7 cells (70). Atherosclerotic plaque–induced blood flow shear stress can promote the monocyte activation via Piezo1, enhancing phagocytic activity and LDL uptake and cytokine expression (71). Yoda1, a Piezo1 channel agonist, enhanced the formation of foam cells, which is inhibited by AS treatment drug salvianolic acid B (SalB) (67). Transcatheter aortic valve implantation (TAVI) has been known as an effective treatment for aortic valve stenosis. Studies reveal that TAVI represents an anti-inflammatory regimen by reduction of Piezo1-mediated monocyte activation (71).

In brief, Piezo1 is a promising candidate in AS research. Therefore, innovative strategies by Piezo1 pharmacological approaches will benefit clinical therapy in AS.





Osteoarthritis

OA is an age-related, chronic and degenerative joint disease characterized by cartilage degradation, bone sclerosis, and persistent inflammation responses in the joints (72). Current knowledge has established that the major cause of OA is the degeneration and degradation of articular cartilage, which is closely related to osteoblasts and osteoclasts (72). To date, several lines of evidence have clearly uncovered the involvement of Piezo1 in cellular processes of osteoblasts and osteoclasts, thus regulating the occurrence and development of OA.

Recently, a study has confirmed the high expression of Piezo1 in bone and skeletal cells (73). More specifically, Piezo1 is expressed in osteocytes, bone marrow mesenchymal stem cells, chondrocytes, osteoblasts, and osteoclasts (74). In osteoblasts, Piezo1 can sense the weight-bearing-induced mechanical stress (73). Knockout of Piezo1 in osteoblast lineage cells disrupts the osteogenesis of osteoblasts and severely impairs bone structure and strength (75). Furthermore, Piezo1 deficiency results in loss of bone mass and spontaneous fractures (73, 75, 76) with enhanced bone resorption by regulating the YAP-dependent expression of type II and IX collagens to increase both the number and activity of osteoclasts (73). There are similar results that loss of Piezo1 leads to multiple spontaneous bone fractures in newborn mice due to inhibition of osteoblast differentiation and increases bone resorption by reducing the formation and activation of NFAT-YAP1-β-catenin (77). Importantly, administration of Yoda1, a Piezo1 agonist, increased bone mass in vivo (78). However, with the mechanical loading deleted, Piezo1-deficient mice are resistant to further bone loss and bone resorption (73, 75, 77). As for osteoclasts, Piezo1 is involved in low stimulus amplitude-induced osteoclast differentiation by inducing the release of osteoclast-stimulating factors by hematopoietic progenitor cells (79). Surprisingly, deletion of Piezo1 cannot affect bone resorption and bone mass in mice in vivo (73).

The above findings revealed the important role of Piezo1 in bone homeostasis. Nevertheless, the panorama of Piezo1 function in OA remains to be revealed, which is worthy of further exploration.






Conclusive remarks and perspectives

Mechanotransduction is a process in which mechanical cues are converted into biological signals and has been shown to affect the innate immune cells and multiple disease states. Piezo1 protein has been intensively studied since its discovery as a mechanosensor. In this review, we introduce the structure, activation mechanisms, and pharmacological regulation of the Piezo1 channel. Furthermore, we summarize recent studies on the procession and functions of Piezo1 in macrophages and macrophage-mediated inflammatory diseases. The studies demonstrate that Piezo1 is a vital regulator of macrophage function and polarization in response to various stimuli, such as mechanical stress and inflammatory mediators. However, data on the exact mechanisms underlying the observed phenotypic characteristics are lacking. In addition, many other membrane molecules serve as mechanoreceptors, including integrin, selectin, and cadherin. Whether Piezo1 can interact with these membrane molecules to regulate macrophage function remains to be further studied.

We have also unraveled that Piezo1 is involved in macrophage-mediated inflammatory diseases, such as AD, pulmonary inflammation, atherosclerosis, and OA. The discovery of Piezo1 provides a new insight for the occurrence and development of inflammatory events in the stage after mechanical damage. In addition, the treatment of some clinical diseases requires the implantation of materials, which will produce mechanical force and lead to inflammation and affect the prognosis of the disease. Hence, inflammation and Piezo1 drugs for clinical application will become the focus of future research.
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Chorioamnionitis, commonly referred to as intrauterine infection or inflammation, is pathologically defined by neutrophil infiltration and inflammation at the maternal-fetal interface. Chorioamnionitis is the common complication during late pregnancy, which lead to a series of serious consequences, such as preterm labor, preterm premature rupture of the fetal membranes, and fetal inflammatory response syndrome. During infection, a large number of neutrophils migrate to the chorio-decidua in response to chemokines. Although neutrophils, a crucial part of innate immune cells, have strong anti-inflammatory properties, over-activating them can harm the body while also eliminating pathogens. This review concentrated on the latest studies on chorioamnionitis-related consequences as well as the function and malfunction of neutrophils. The release of neutrophil extracellular traps, production of reactive oxygen species, and degranulation from neutrophils during intrauterine infection, as well as their pathological roles in complications related to chorioamnionitis, were discussed in detail, offering fresh perspectives on the treatment of chorioamnionitis.
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Introduction

The key successful pregnancy is based on the exquisite modulation of the maternal immune system to allogeneic fetal tolerance (1). Depending on the stage of gestation, pregnancy alternates between pro- and anti-inflammatory process (2). During the first trimester of pregnancy, mildly pro-inflammatory milieu and the development of immunological tolerance are crucial for embryo implantation. The high concentration of cytokines (IL-6, IL-8/CXCL8, TNF-α) generated by endometrial cells and immune cells in the site of implantation in the first trimester attracts natural killer (NK) cells (65-70%), macrophages (10-20%), and dendritic cells (DC) (2-4%) to decidua (3, 4). To promote trophoblast invasion, NK cells generate the chemokines IL-8/CXCL8 and interferon-inducible protein-10. Additionally, decidual NK cells contribute significantly to the development of blood vessels by secreting angiogenic factors (5, 6). Early in pregnancy, T cells make up 10–20% of the decidual leukocytes (7) and the number of helper T(Th)1 cells and regulatory T cells (Tregs) also increase (8). Cytokines produced by Th1 cells, such as IL-6, IL-1, IL-15, IFN‐γ, and IL-8/CXCL8, have a role in minor inflammation, embryo implantation, trophoblast invasion, and the recruitment of immune cells (9–11). Human placental explants secrete G-CSF, IL-10, and TGF-β, which cause circulating monocytes and T cells to convert into M2 macrophage and Tregs in order to build maternal tolerance (12). Human leukocyte antigen (HLA) G, which is expressed on the surface of extravillous trophoblast, interacts with receptors on maternal immune cells like T cells, NK cells, and DC cells to modify maternal-fetal immunological tolerance (13). An amount of Myeloid-derived suppressor cells (MDSCs) are seen in the maternal-fetal interface during healthy pregnancy. In order to exert an immunosuppressive impact and participate in maternal-fetal immunological tolerance, studies have shown that MDSCs interact with NK cells, DC, and Tregs through enzymes and cytokines (14). Recent study discovered innate lymphoid cells (ILCs) in the uterus have the capacity to sustain maternal immunological tolerance (15).

Neutrophils, the most common type of white blood cell, are crucial in a number of pregnancy issues. Periodontitis is a dysbiotic inflammatory disease that is caused by gram-negative microaerophilic and anaerobic bacteria, which has been linked to preterm birth, fetal growth restriction, preeclampsia, and gestational diabetes mellitus (GDM) (16–18). During periodontitis, numerous neutrophils are consistently drawn to the subgingival crevice (19). Studies have shown that the number of neutrophils is positively correlated with the severity of periodontitis (20, 21). In preeclampsia patients, neutrophils are activated with oxidized lipids generated by the placenta which inducing ROS, TNF-α, and myeloperoxidase (MPO), harming the vascular endothelium (22–24). Neutrophils that are persistently recruited and defective induce tissue injury and continuous inflammation (19, 25). In GDM cases, a significant quantity of neutrophil infiltration was found in placentae and overt neutrophils produced increased NETs and NE, pointing to the association between neutrophils and GDM (26).

Intrauterine infection or inflammation can prematurely trigger the pro-inflammatory signaling, which is clearly linked to the disturbance of immune tolerance in maternal-fetal interface and a series of pregnancy-associated complications (27–29). Clinical signs of chorioamnionitis (both acute and chronic) include maternal fever, leukocytosis, uterine discomfort, and fetal tachycardia (30). The histological definition of chorioamnionitis is the infiltration of neutrophils in the chorion and/or amnion (31). In the third trimester, NK cells (20%), macrophage (20–30%), T cells (20–30%) and neutrophil (10–20%) make up the majority of the white cells in the maternal–fetal contact. During chorioamnionitis, more than 60% of the leukocytes present are neutrophils, while the percentages of macrophages, NK cells, and T cells are 10%, 10%, and 15%, respectively (32). Neutrophils are vital component of the innate immune system, performing a key role in eradicating microorganisms that translocate across the epithelium and infiltrate the mucosa. Neutrophils employ NETs, reactive oxygen species (ROS), and antimicrobial enzymes, such as defensins, neutrophil elastase (NE), and myeloperoxidase (MPO) to modify the inflammatory response and fight microorganisms (33).

Chorioamnionitis is a complex inflammatory process that can produce a variety of pro-inflammatory factors, leading to various complications. Over-recruitment and response of neutrophils during chorioamnionitis can potentially damage the FMs, leading to a number of problems. Neutrophil-derived inflammatory cytokines (TNF-α, IL-8/CXCL8, and CCL4/MIP-1β) are involved in preterm labor. Matrix metalloproteinases (MMPs) released from neutrophils can make contribution to premature rupture of fetal membranes (PROMs) through weakening collagen scaffolds. Moreover, intrauterine infections or inflammatory irritation may also lead to damage to the fetus, referring to the fetal inflammatory response syndrome (FIRS). The research is currently concentrated on the protective role of neutrophils in chorioamnionitis. However, excessive neutrophil activation might seriously harm the organism, which could be worse than the illness itself. This review aims to investigate neutrophil dysfunction in chorioamnionitis progression further. The function of neutrophils can be regulated by appropriate mechanisms to ensure their bactericidal clearance function without malicious effects on fetal membrane cells. It is possible to lessen or even completely prevent issues linked to chorioamnionitis by fine-tuning the neutrophil response.





The causes and outcome of chorioamnionitis

The word “chorioamnionitis” denotes the possibility of an inflammatory or infectious condition during pregnancy affecting either the chorion or the amnion, or both (34). Inflammation at the chorionic and amniotic membranes, along with maternal symptoms, can be used to identify chorioamnionitis histologically and clinically (35). There are several hypothesized methods by which bacteria spread to produce chorioamnionitis. The upward transmission of microorganisms from the lower to upper reproductive tract is the most common route. Only rarely do bacteria enter by invasive procedures or hematogenous transmission (36). Microorganisms invade the supracervical decidua and subsequently colonize the chorionic amnion, leading to infection in amniotic cavity and even the fetus. Increased amounts of pro-inflammatory cytokines are generated at the location of the infection, attracting plenty of neutrophils to the placenta and FMs (36). A healthy amount of Lactobacillus can be found in the vagina (37). Dysbiosis develops as the amount of Lactobacillus declines, and the variety of vaginal bacteria significantly increases (38), which can result in a number of pregnancy issues. In a prospective cohort study, researchers discovered that microbial diversity was associated with the occurrence of clinical chorioamnionitis and that the presence of Lactobacillus spp. could shield pregnant women against the condition (39). In another study, chorioamnionitis was likewise linked to the variety of the vaginal flora. The severity of chorioamnionitis increases with the diversity of vaginal microorganisms (40). Previously, it was thought that the cervix and placenta were sterile, but as research advanced, it was shown that the upper vaginal tract contained normal flora (41, 42). Intriguingly, oral cavity bacterial species colonized on the placenta have been linked to chorioamnionitis (43–46). A recent investigation found that the oral and urogenital commensals that have been linked to chorioamnionitis were present in the placenta (47). The microbiota in the upper vaginal tract of term healthy pregnancies, histological chorioamnionitis (HCA), and clinical chorioamnionitis (CCA) patients were examined using 16S rRNA sequencing. Microorganisms in the intrauterine environment significantly decreased in the CCA group (48). Chorioamnionitis has a significant association with preterm premature rupture of fetal membrane (PPROM), preterm delivery, and FIRS resulting in increased morbidity and mortality of neonatal (49, 50). Chorioamnionitis also remarkably threatens the mother, including postpartum hemorrhage, lack of uterine contractions, the increased risk of cesarean delivery, and rare complications (e.g., infectious shock, adult respiratory distress syndrome, and coagulation disorders) (35).





Brief introduction of neutrophils

The majority of white blood cells in peripheral blood are neutrophils, which have a lobulated nucleus, an abundance of granules, and secretory vesicles in the cytoplasm (51). Neutrophils are terminally differentiated cells of bone marrow origin. Although some researches suggested that neutrophils may live longer (52), the lifespan of neutrophils circulating in the bloodstream is12-18h (53). Healthy human bone marrow can generate 1-2 x 1011 neutrophils each day (51). Neutrophils are the first leukocytes to migrate to the site of inflammation and remove pathogenic microorganisms in several ways. Neutrophils are crucial for the removal of pathogens, and their lack in humans can result in severe immunodeficiency, according to clinical and experimental research (54).

The initial immune cells to protect against invasive harmful microorganisms are neutrophils and macrophages. Numerous membrane receptors expressed by neutrophils are capable of detecting microbial infections and inflammatory signals. A large number of inflammatory stimulus signals produced from infection sites, including LPS from bacteria, chemokines produced by infected cells, and fragments of complement activation (54) interactive with receptors. Following activation, circulating neutrophils begin to slowly roll, crawl, and cross the membrane at the junction to reach the infection site. Then, neutrophils control invading pathogenic microorganisms through phagocytosis, degranulation, respiratory bursts, and formation of NETs (55).

The primary feature of chorioamnionitis is neutrophil accumulation at the maternal-fetal contact. The source of neutrophil in the chorio-decidua is controversial, some researches found that neutrophils may be predominantly of maternal origin (56, 57). While bacteria invades the amniotic cavity, neutrophils from fetus may play the major role (58). Another study revealed that neutrophils in the amniotic fluid may have fetal and maternal origins (59). The origin of neutrophils in FMs and amniotic fluid requires further study. An increasing amount of research has shown that the maternal-fetal interface is home to a variety of neutrophil phenotypes. Early in gestation, low-density neutrophils, or polymorphonuclear myeloid-derived suppressor cells (PMN-MDSCs), are seen in human decidua and are crucial for healthy pregnancy. A decreased number of PMN-MDSCs was noted to be associated with unexplained recurrent miscarriages (60). Lipid accumulation is important for the maintenance of immunosuppressive function in PMN-MDSCs. An important factor in determining the phenotype of neutrophil and PMN-MDSCs could be intracellular lipids. Decidua neutrophils in the second trimester showed high levels of vascular endothelial growth factor-A (VEGF-A), arginase-1 (ARG-1), and CCL2/MCP-1, all of which could promote angiogenesis (61). The anti-inflammatory polarized and resting states of neutrophils are crucial for pregnancy. The ability of neutrophils to exhibit an anti-inflammatory phenotype was discovered to be promoted by estrogen and progesterone (62, 63). In the decidua, neutrophils with anti-inflammatory phenotype can enhance circulating vascular proliferation using pro-angiogenic vascular endothelial growth factor (64, 65). Recently, a research team used Mass Cytometry to detect neutrophils in FMs at different gestational weeks. They discovered that there were two major populations of neutrophils, one of which displayed a higher degree of CD16 expression (66). The CD16 gene is highly expressed in mature neutrophils in healthy human blood (67). In head and neck squamous cell carcinoma patients, CD16highCD62Ldim neutrophil subsets were detected which had anti-tumor function (68). The diversity of neutrophils and functional variations in FMs require more study.





Neutrophils infiltrate into fetal membranes during chorioamnionitis

At the maternal-fetal interface, neutrophils are first identified in the first trimesters of pregnancy (69), and the number of neutrophils increases in second trimester. According to a study, uterine epithelial cells secreted GM-CSF that drew neutrophils to the maternal-fetal interface (70). During term delivery, with the pro-inflammatory response prepared for delivery, a small amount of chemoattractant IL-8/CXCL8 was released from trophoblast cells, and a modest amount of neutrophils was infused into the FMs (71). Additionally, it was discovered that IL-8/CXCL8 was linked to neutrophil infiltration in the myometrium (72).

Few neutrophils are seen during a healthy pregnancy, but chorioamnionitis causes a significant infiltration of neutrophils (Figure 1). The mechanism associated with massive neutrophil recruitment have not yet been fully clarified. Chemoattractants produced by the amnion may play a predominant role. Chemokines released from amniotic fluid establish a chemotactic gradient that attracts neutrophils to migrate to the chorion and amnion (73). Women experiencing infectious preterm labor had higher levels of IL-8/CXCL8 in their amniotic fluid (74). LPS was used in animal models to mimic infection in human pregnancy. For instance, in the rhesus macaque model, LPS was injected within the amniotic cavity. Similar to the phenomena seen in human chorioamnionitis, neutrophil-predominant immunological response was reported (75). The amnion secretes IL-1 during chorioamnionitis, which causes neutrophil accumulation via up-regulating the production of IL-8/CXCL8 and GCSF/CSF3. The recruitment of neutrophils in the chorio-decidua was decreased by using an IL-1 receptor blocker (32). Chemokines can also be secreted by trophoblast cells in addition to amniotic cells. For neutrophil migration to FMs, the higher expression levels of adhesion factors may be significant. In a macaque model with prolonged catheterization, the uterus was inoculated with GBS to mimic upstream infection. Rapid neutrophil accumulation in the chorionic membrane is accompanied by increased chemokine and neutrophil adhesion factor levels in FMs (such as L-selectin and ICAM-1) (76). FM immune cells interact with neutrophils in a cross-talk fashion. Neutrophils specifically respond to the cytokine IL-8/CXCL8, which was found in decidua during chorioamnionitis. Trophoblasts and macrophage-like cells were shown to generate IL-8/CXCL8 by immunohistochemistry analysis (77). During chorioamnionitis, pro-M2 convert was observed, and M2 macrophages have immunosuppressive qualities which means to minimization detrimental inflammation (78). Neutrophil activation can be modified by TNF‐α, IFN‐γ, IL-8/CXCL8, and GM-CSF generated by Th17 (79).




Figure 1 | The neutrophils in fetal membranes during chorioamnionitis. When bacteria invade the maternal-fetal interface or even the amniotic fluid, neutrophils migrate from the decidua vasculature to the site of infection in response to the gradient of chemokines and pathogen-associated pattern molecules. Activated neutrophils clear pathogens in multiple ways.







The function of neutrophils in chorioamnionitis

Neutrophils, a crucial cell in the battle against pathogenic bacteria, have multiple strategies to get rid of pathogens. In response to bacterial stimulation, neutrophils produce large amounts of ROS during respiratory bursts. NETs are also a way to remove bacteria. Activated neutrophils can release antimicrobial substances by degranulation. Bioinformatics analysis of proteomics data was applied to the amniotic fluid during intra-amniotic cavity infection and histological chorioamnionitis. The amniotic fluid contains a variety of proteins, including histones H3, H4 (which are related to NETs), MPO (which are related to respiratory bursts), neutrophil gelatinase-associated lipocalin, and neutrophil defensin 1 (which is related to degranulation) (80).





NETs formation in chorioamnionitis

NETs, consisting with decondensed chromatin and antimicrobial proteins (81), can be used to eliminate extracellular microorganisms. The bactericidal mechanism of NETs is mainly associated with the adhesion of pathogens to the reticulum and the killing of pathogens by higher local concentrations of antimicrobial peptides. Abundant NETs were found in FMs of women who suffered from chorioamnionitis (31). In the amniotic cavity, NETs are used by neutrophils to limit extracellular bacterial. Some scholars collected amniotic fluid samples from women with chorioamnionitis caused by bacteria infection to evaluate cell composition. They discovered an increase in neutrophils, the development of NETs, and the release of IL-1 (82). Studies found that bacteria activated neutrophils in FMs released NETs. GBS is associated with infection during pregnancy, which may cause chorioamnionitis. GBS vaginal infection in mice was applied to reveal the interaction of neutrophils and bacteria. To remove GBS, murine neutrophils induced NETs to restrict bacteria and antimicrobial molecules such as lactoferrin to inhibit bacterial growth (83). Polymicrobial stimulation such as LPS and poly (I:C) in FMs is common during chorioamnionitis. Multiple pathogenic infections in FMs were reported to increase the quantities and kinetics of NETs produced from neutrophils (84). In addition to bacteria, chemokines secreted from FMs modulate the formation of NETs. In another study, TNF-α secreted from LPS-stimulated FMs activated p38 MAPK pathway in neutrophil which enhanced the release of NETs (85). The release of NETs in FMs is crucial for the clearance of pathogens during chorioamnionitis.

Although the release of NETs is an effective method to remove extracellular pathogens, aggregation of NETs may also be deleterious. NETs can exert pro-inflammatory effects to damage different organs by promoting cytokine secretion and NLRP3 inflammasome activation (86–88). According to research, NETs activated the ROS-dependent mitochondrial pathway by using ERK1/2 signaling, which induced the apoptosis of trophoblast (89). The processes of cell death and fibrosis may be induced by substances containing NETs, such as extracellular DNA and histone exposure (90). NETs formation was observed in methicillin-resistant Staphylococcus aureus-caused bloodstream infection. DNase therapy reduced NET-related tissue damage to some extent (91). Poor outcomes were linked to the cell-free DNA from NETs that increased inflammation in septic patients by causing TNF-α release (92, 93). High levels of histones activated the TLR4 signaling pathway, promoting cellular injury and inflammation, which could aggravate multiple organ failure and fatal outcomes (94, 95). In chorioamnionitis, the formation of large amounts of NETs was observed, exerting the protective effect on the organism. However, excessive NETs have been found to cause severe damage to the organism in other disease studies, leading us to hypothesize that NETs may be detrimental to the management and prognosis of chorioamnionitis. It is essential to modulate the production of NETs in the appropriate range.





ROS production in chorioamnionitis

Neutrophils produce large amounts of ROS during respiratory bursts. Nicotinamide adenine dinucleotide phosphate (NADPH) oxidase (NOX) complexes are assembled on phagosomal and cellular membranes with the stimulation of bacterial components or phagocytosis activity (96, 97). Using NADPH electrons, the oxygen molecule was changed into superoxide. Rapidly decomposing superoxide produces hydroxyl radicals and hydrogen peroxide, both of which are harmful to bacteria (98). During chorioamnionitis, large amounts of neutrophils are involved in FMs, which are one of the most important cells that produce ROS. LPS exposure in FMs not only promotes neutrophil recruitment but also increases ROS production. In vitro, LPS-stimulated FMs released some factors that significantly increased the production of ROS compared with unstimulated FMs. TNF-α is a pro-inflammatory cytokine that may affect the function of neutrophils. According to a publication, intra-amniotic injection of TNF-α alone in rhesus macaques has been reported to induce neutrophil recruitment in FM and preterm delivery (99). Some scholars found that TNF-α was associated with ROS production. The inhibition of TNF-α efficiently reduced LPS-induced ROS production in chorio-decidua neutrophils (75). Undoubtedly, the placenta may need to experience mild degrees of oxidative stress during development in order to control trophoblast invasion, differentiation, and proliferation as well as to promote placental angiogenesis. However, an excessive amount of oxidative stress may cause a variety of complications.

Oxidative stress may lead to oxidative damage, including peroxidation of membrane lipids, integrin, cytoplasmic proteins, and DNA. Increased ROS levels harm DNA in cancer cells, activating p53 and resulting in apoptosis (100). The irreversible end of the cell cycle is known as cellular senescence. Using ROS, neutrophil contact with human primary fibroblasts can speed up telomere dysfunction and early replicative senescence. The telomere shortening rate in hepatocytes during liver aging may be accelerated by ROS produced by neutrophils, leading to premature senescence (101). Circulating neutrophils produce more ROS during pregnancy compared to non-pregnancy. However, the effect of ROS on FMs has hardly ever been investigated. The senescence of FMs may be accelerated by intrauterine infection and inflammation, which can cause oxidative stress, DNA damage, and telomere shortening. It was reported that ROS could promote the apoptosis of trophoblast cells (49). ROS-induced cellular senescence was the p38 MAPK pathway depended (102) (103). Senescence of embryonic amniotic cells induced by oxidative stress was observed to be accompanied with activation of the p38 MAPK pathway (104).

At the FMs, trophoblast cells are crucial for coordinating immunological homeostasis. Vasoactive intestinal peptide (VIP), which is produced by trophoblast cells, has immunosuppressive and anti-inflammatory properties. According to a study, VIP produced by trophoblast cells prevented neutrophils from producing NETs and ROS (105). Trophoblasts are fetal epithelial cells having anti-inflammatory properties. A highly sensitive single-cell assay was used to analyze the interaction between neutrophils and trophoblasts. Trophoblasts used cellar contact to deactivate neutrophils, affecting glucose transport and metabolism while reducing ROS production in neutrophils and limiting oxidative DNA damage to nearby cells (106). ROS is a double-edged sword, meaning that the host benefits from its proper control.





Granules release in chorioamnionitis

During phagocytosis, the fusion of phagosome in neutrophils promotes the release of antimicrobial substances and proteases stored in the granules which refers to degranulation. Four types of granules are observed in neutrophils (107–109), which are summarized as follows: 1) Primary granules consist of MPO, NE, proteinase 3, histone G, and defensins. These primary granules release antimicrobial proteins and proteases to kill pathogens. 2) Secondary granules are highly concentrated in antimicrobial compounds such antimicrobial peptide, lactoferrin, and lysozyme. 3) Gelatinase proteins make up tertiary granules. 4) Serum albumin and cytokines are found in secretory granules (109). The gradual release causes pathogenic damage, while limiting the exposure of host cells to cytotoxic molecules to reduce damage. The degranulation of neutrophils in FMs is a major method to protect the host. It was reported that degranulation was substantially promoted by LPS-stimulated FMs (85). CD63, a marker of primary granules release was enhanced by LPS. TNF-α inhibitors could reverse the increased level of CD63 on neutrophils, suggesting that TNF-α could regulate degranulation of neutrophils during chorioamnionitis (75). NE, a multifunctional serine protease stored in primary granules of neutrophils, has the ability to degrade proteins during phagocytosis. The NE concentration in the amniotic fluid significantly increased during amniotic cavity infection (110). Neutrophil MPO, which produces hypochlorous acid to kill pathogens during infection, is the most hazardous enzyme in neutrophils (111). Human FMs treated to modest concentrations of LPS increased neutrophil MPO degranulation in vitro (84). TNF-α has been implicated in degranulation as TNF-α antibody could reduce the expression levels of P-p38MAPK and P-ERK, influencing degranulation of MPO (85). Antimicrobial substances in granules are vital for neutrophils to fight against microbes, however, degranulation may also be fatal to the body.

Human neutrophils can either negatively or positively regulate cytokines using serine proteases (112). Combining chemokines with neutrophil granule proteins may improve binding affinity to receptors. Neutrophil-derived gelatinase B (MMP-9) may transform IL-8/CXCL8 into a more potent biological structure, promoting MMP-9 release. The inflammatory response may be amplified by this process (113–115). Notably, NE is the granule protein that may breakdown the extracellular matrix proteins which trigger chronic inflammatory disorders such rheumatoid arthritis and pulmonary emphysema (116, 117). Although few studies have concentrated on damage caused by neutrophil degranulation in FMs, the mechanism of chorioamnionitis warrants additional investigation.





Dysfunction of neutrophils in chorioamnionitis-mediated complications

Preterm birth, which affects 5–18% of pregnancies worldwide, is defined as the delivery of the fetus before 37 weeks of gestation (118). It has been reported that preterm birth is the major reason for perinatal mortality and morbidity (119). More importantly, women who have preterm births run a high chance of having more preterm babies (120). Approximately 30% of preterm births are clinically diagnosed, indicating abnormal fetal or maternal conditions. The others are classified as spontaneous preterm births. Chorioamnionitis caused by intrauterine infection may explain approximately 40% of spontaneous preterm births (36). The process of preterm and full-term delivery has some similarities including sustained uterine contractions, cervical dilatation, and rupture of membranes during delivery (121). The shift of the uterus is associated with inflammatory mediators, such as cytokines (e.g., IL-8/CXCL8, IL-1, and IL-6), and contraction-associated proteins. Cervical dilatation is mediated by the increased expression levels of extracellular matrix proteins. Fetal membrane rupture is associated with the increased levels of cytokines, chemokines, and MMPs (29, 121).

Substantial evidence supports delivery as a pro-inflammatory process. However, it is essential to further clarify how the signaling leads to this inflammatory cascade. Histological studies have demonstrated that macrophages and neutrophils infiltrated into FMs during labor but the exact role of these cells has not been fully investigated. Increased levels of cytokines IL-1β, IL-6, IL-8/CXCL8, prostaglandins 2 (PTGS2), and TNF-α, which may be implicated in labor signaling, are linked to immune cell accumulation (122, 123).

Neutrophils are vital cells at the maternal–fetal interface, even though the precise role of neutrophils still need more investigate. In first trimester of pregnancy, neutrophils produce MMP9, ROS and hepatocyte growth factor (HGF) all of which involve in placentation and aid embryo implantation (124, 125). In addition, VEGF‐A, ARG‐1 and CCL2/MCP-1 produced by neutrophils are key player in remodeling and placental vascularization (11, 61). During term birth, abundant neutrophils have been seen to migrate to the myometrium (72), take part in cervical ripening, a crucial stage of labor (126–128), and produce pro-inflammatory cytokines and MMPs to aid in delivery (129)

RNA sequencing was used to reveal the immune response in FMs of women who have preterm labor with chorioamnionitis. Gene Ontology analysis indicated that biological pathways, including neutrophil activation, phagosome, leukocyte degranulation, and positive regulation of cytokine production, were enriched (130). Human neutrophil peptides 1-3 (HNP1-3) are α-defensins stored in primary granules of neutrophils (131, 132). Increased HNP1-3 was detected in amniotic fluid during chorioamnionitis-mediated preterm birth (133). The more severe chorioamnionitis is histologically associated with the higher levels of HNP1-3 (134). Neutrophils infiltrated in FMs mainly express pro-inflammatory cytokines, such as TNF-α, CCL4/MIP-1β, and IL-8/CXCL8 which make contribution to term and preterm parturition (74, 135–137). LPS-stimulated fetal membrane explants can release some inflammatory mediators that induce neutrophils to release abundance of cytokines, such as IL-17, IFN-γ, G-CSF, CXCL1/GRO-α, IL-10, CCL2/MCP-1, CCL3/MIP-1α, CCL4/MIP-1β, and RANTES/CCL5. This process is a positive feedback loop that may promote the migration of more neutrophils to the maternal-fetal interface (85). Rhesus macaque models of intrauterine infection were made with live E. coli. Neutrophil infiltration in the amnion expressed higher levels of IL6 and PTGS2 in E. coli-infected animals (138). IL-1β is recognized as a key cytokine in human and other animal models which is involved in chorioamnionitis related preterm birth (32, 99, 139). The increased IL-1β level is correlated with preterm birth and delivery in humans (31, 140). Neutrophil depletion reduced IL-1β level (141) suggesting that neutrophils may lead to preterm delivery in IL-1β-mediated way.

PPROMs occur in 30-40% of preterm birth cases (142, 143). PPROMs can be caused by various of factors, ultimately leading to the accelerated weakening of membranes. A large body of evidence, including results from clinical and basic studies, suggest that infection and inflammation are the major causes of PPROMs (144–146). Notably, PPROMs that occur at early gestational weeks are more likely to be caused by chorioamnionitis (147). Increased local cytokines, MMPs, collagenase, and protease activities may also cause PPROMs.

Neutrophil-derived MMPs can weaken the collagen scaffold, leading to PPROMs (148, 149). The primary source of tensile strength in FMs is collagen type I, which is degraded by MMPs or neutrophil collagenase (150). NETs in activated neutrophils contributed to the release of MMP-9 and prostaglandin E2 which mediated by TLR-9 recognized with DNA (151). Oxidative stress induced by various PPROMs-associated risk factors leads to premature aging of FMs, causing their dysfunction and structural weakening and rupture (80, 104, 152). It was reported that ROS could cause damage to collagens of the chorio-amnion in PPROMs. When subjected to ROS in vitro, FMs showed the same tissue modifications as PPROMs. Meanwhile, antioxidants inhibited the damage caused by ROS in chorio-amnion (153). Bioinformatics analysis of proteomics data in amniotic fluid revealed that oxidative stress-associated DNA damage and ROS generation were responsible for inflammation and proteolysis in PPROMs complicated with chorioamnionitis (80). Neutrophils use the sophisticated defense mechanism of degranulation to produce proteases and defensins to combat microorganisms. MPO levels in amniotic fluid were markedly increased when the amniotic cavity was infected. According to a study, MPO contributed to the pathophysiology of PPROMs (154). Furthermore, high concentrations of HNP1-3 in amniotic fluid were associated with PPROMs (133). Neutrophils are the main cells that can induce NETs, ROS, and degranulation during chorioamnionitis. As a result, the over-activation of neutrophils may contribute to PPROMs.

FIRS is the inflammatory response of fetus in answer to microbes or other stimuli which may lead to a series of complications in neonates (155). Vertical transmission indicates pathogen infected fetus derived from mother which is a major threat to the developing fetus. The fetus could suffer terrible effects from bacterial, viral, and parasite illnesses that are transmitted at the maternal-fetal interface (156). The placenta has strong defenses against infection in the case of vertical infection. However, microorganisms can cross the placental barrier in several ways, leading to fetal damage. In addition, bacteria infecting the amniotic fluid can rise through the perineum, vagina, cervix, abdomen, or fallopian tubes (157). A part of pathogen may be low virulent, such as normal flora, and others may be high virulent. During intra-amniotic infection, microbe invades fetus with fetal breathing, swallowing, skin, or ear which exert local or systemic inflammatory response. Fetal cytokine storm may result in various organ failure and even death once the systemic fetal inflammatory response is out of control. Chorioamnionitis can induce fetal inflammatory responses that are derived by neutrophils. In preterm infants born with FIRS, the levels of neutrophil-associated inflammatory proteins in the cord blood were elevated (158). Organs, such as the lung and brain, are affected by neutrophils during prenatal inflammation (159, 160).

The absence of infection was noted in certain FIRS cases, indicating that sterile inflammation in the amniotic cavity may possibly be a contributing factor to the disease (161–163). Chronic inflammatory conditions with a high level of CXCL10/IP10 expression, such as chronic chorioamnionitis, villitis of unknown etiology, and chronic deciduitis were found to be associated with FIRS (155). FIRS may develop in fetuses exposed to high cytokines. A crucial point is that cytokines can come from conditions other than infections, like tissue damage, cell death, etc. As for chorioamnionitis without microbial invasion of amniotic fluid, FIRS may be caused by the accumulation of neutrophils at FMs, cytokines released from neutrophils, and tissue damage from the excessive inflammatory response.





The regulation of neutrophil function

Neutrophils, the most abundant innate cells in human blood, are one of most vital responders to the invading pathogen. Neutrophils use phagocytosis, ROS, NETs, and degranulation to destroy infectious threats. However, excessive infiltration and hyper-activated neutrophils can induce tissue damage in FMs during chorioamnionitis. Cytokines, proteases, ROS, and NETs released from neutrophils can also be culprits of tissue damage. It is essential to properly control the activation and function of neutrophils. ROS can be crucial for pathogen elimination and essential signaling molecules for neutrophil responses, including priming, degranulation, apoptosis, and the release of NETs. However, during chorioamnionitis, overwhelming infiltration and hyper-activated neutrophils might cause tissue injury in FMs. Excessive ROS production at FMs can cause cellular senescence and lead to PROMs or even preterm delivery. It is suggested to take appropriate measures to reduce or inhibit damage caused by ROS. In patients with COVID-19, the marker of oxidative stress could be used to identify the severity of the disease. Antioxidants are new avenues to target on excessive ROS production and N-acetyl-l-cysteine and vitamin C or combination with elastase inhibitors (e.g., sivelestat) are the candidates (164, 165). Excessive ROS produced by NOX2 via the pentose phosphate pathway during acute respiratory distress syndrome may exacerbate inflammation leading to host damage. Using the small molecules LDC7559 and NA-11, the pentose phosphate pathway can be inhibited to reduce NOX2-dependent ROS (166). As previously indicated, blocking TNF- α may also be a suitable tactic for inhibiting ROS production (75, 167). These drugs can be used to reduce the production of ROS to avoid host damage and also to ensure the clearance of pathogens.

The vital stage in the formation of NETs is the citrullination of histones, which Peptidyl Arginine Deiminase 4 (PAD4) is involved in (168, 169). Targeting PAD4 activity is a desirable approach to control NET formation. Several PAD4 inhibitors have been created and evaluated in preclinical and clinical investigations, showing promising results in reducing NETs formation and alleviating disease symptoms. BB-Cl-amidine, the inhibitor of PAD4 was used in mouse models to suppress NETs formation which relieved the injury in vascular and endothelial (170). The inhibition of PAD4 activity in murine neutrophils by GSK484 can suppress the formation of thrombosis caused by NETs (171). Inhibition of NETs formation may reduce inflammatory damage under endotoxic stress. During healthy pregnancy, NETs are barely detectable at the maternal-fetal interface. During chorioamnionitis, neutrophils produce large amounts of NETs, but there are rare studies on treatment with PAD4 inhibitors. The effect of PAD4 inhibitors on disease progression and prognosis of chorioamnionitis can be explored in a mouse model.

Degranulation can release the most toxic protein stored in primary granules which is depended on the interaction between Rab27a and synaptotagmin-like protein 1 (JFC1) (116, 172, 173). Rab27a belongs to the Rab family of small GTPase proteins localizing on azurophilic granules (174). JFC1, contains an amino-terminal Rab-binding domain which is used to bind Rab27a. JFC1 and Rab27a co-localize at the azurophilic granule membrane, which is dominant in neutrophils (175). Targeting the Rab27a-JFC1 interaction refers the promising direction to modulate degranulation (116). Nexinhibs, small-molecule inhibitors, disturb interaction of JFC1-Rab27a reducing azurophilic granule release without affecting neutrophils viability and other function such as phagocytosis, NETs production (173). Granule protein‐mediated tissue damage indicates that suppression of the function of granule proteins is another promising therapeutic approach. Recombinant α1‐proteinase inhibitor, the endogenous elastase inhibitors is available, and the part of inhibitors are evaluated in clinical trials (176, 177). Degranulation occurs following activation of neutrophils in chorioamnionitis, and the effects of degranulation on the mother and fetus have been little studied. The peculiarities of pregnancy lead to more caution in the use of drugs, and studies regulating neutrophil degranulation have not been seen. Based on studies in other diseases, we hypothesize that neutrophil degranulation may cause damage to the mother and fetus while protecting the organism. Chorioamnionitis caused by neutrophils may be rescued using inhibitors to control the degree of neutrophil activation.

The current study found that when chorioamnionitis occurs, neutrophils protect the organism by forming NETs, producing ROS, and degranulation. However, damage to the maternal-fetal interface by over-activated neutrophils has been little studied. Neutrophil activation products can cause damage to the organism, and these have been demonstrated in other tissues and organs, so the role of neutrophils in chorioamnionitis may be twofold, with appropriate activation being protective for the organism and excessive activation producing a poor prognosis which suggests a novel area of research. Targeting the different functions of neutrophils may also be one of the directions for the treatment of chorioamnionitis, but more studies are needed to provide evidence due to the specificity of medication during pregnancy.





Conclusions

Chorioamnionitis, as a common obstetric disease, may induce a series of complication on mother and fetus. Clinical symptoms or histological findings are the main evidence to diagnose chorioamnionitis. However, the disease has already progressed to a more severe stage, by the time pregnant women present with clinical symptoms. After its diagnosis, the main treatment options include the use of broad-spectrum antibiotics, antipyretics, supportive therapy, and accelerated delivery. Antibiotics are one of the mainstays of current treatment, while they are highly ineffective in preventing the disease, partly because residual inflammation can lead to fetal and maternal damage. The role of neutrophils in the pathogenesis of chorioamnionitis is undeniable. Chorioamnionitis caused by neutrophils and the effects of neutrophil-secreted cytokines on preterm birth and PPROMs represent areas of active investigation. The findings may enable scholars to better understand the pathogenesis of chorioamnionitis and develop new therapeutics, thus promotion the treatment and prevention of the disease.

Excessive production of proteases, ROS, and inflammatory cytokines by neutrophils during pathogenic clearance may cause damage to FMs and fetus. It may cause preterm labor, accelerated aging of fetal membranes, rupture, fetal inflammation, etc. Various functions of neutrophils can be regulated to reduce the production of these substances and weaken damage to the host. To date, some drugs that target the function of neutrophils have been described in clinical trials, indicating one of the directions of treatment of chorioamnionitis. In addition, cells in FMs, such as trophoblast cells, can protect the maternal-fetal interface from damage by inhibiting neutrophil overreaction in several ways. However, not all pregnant women who develop chorioamnionitis have poor outcomes, suggesting that abnormal function of FMs may lead to the diminished regulation of neutrophils. The interaction between FMs and neutrophils is also a key component in the study of chorioamnionitis.
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Interferon regulatory factor (IRF) 7 was originally identified as master transcriptional factor that produced IFN-I and regulated innate immune response, subsequent studies have revealed that IRF7 performs a multifaceted and versatile functions in multiple biological processes. In this review, we provide a comprehensive overview on the current knowledge of the role of IRF7 in immunity and autoimmunity. We focus on the latest regulatory mechanisms of IRF7 in IFN-I, including signaling pathways, transcription, translation, and post-translational levels, the dimerization and nuclear translocation, and the role of IRF7 in IFN-III and COVID-19. In addition to antiviral immunity, we also discuss the role and mechanism of IRF7 in autoimmunity, and the further research will expand our understanding of IRF7.
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1 Introduction

Interferon regulatory factors (IRFs) are a family of master transcription factors, and although IRFs are recognized as transcriptional regulators of type I IFNs (IFN-I) and IFN-inducible genes, this family is now characterized as key factors in the regulation of many different processes, such as immunity, oncogenesis, metabolism, cell differentiation and apoptosis (1).

The IRF family consists of nine members, IRF1–9, previously reported in mammals. In addition, IRF10 has been identified in birds, dogs and teleost fish, and IRF11 is only found in teleost fish (2–4).

The IRF family has a conserved N-terminal region, and all members possess a helix-turn-helix DNA-binding domain (DBD), which contains five tryptophan repeats and recognizes the core DNA sequence of the 5’-GAAA-3’ tetranucleotide contained within the IFN-stimulated response elements (ISREs). The C-terminal regions of IRFs are diverse and related to distinct functions and contain two types of IRF-associated domains (IADs). The IAD mediates homo and heteromeric interactions with other IRF members, transcription factors, or cofactors to recognize DNA sequences and regulate gene transcription (5, 6).

IRF7 is a lymphoid-specific factor that is predominantly expressed in the cytoplasm of the spleen, thymus, and peripheral blood lymphocytes, such as B cells, plasmacytoid dendritic cells (pDCs) and monocytes. Although IRF7 was originally identified in Epstein-Barr virus (EBV) infection and characterized as a transcriptional regulator of IFN-I and IFN-stimulated gene (ISG), recent studies have revealed that IRF7 exerts a broad range of activities in different biological processes (7). In this review, as documented elsewhere, the structure of IRF7 is briefly summarized, however, we focus on the current knowledge about the regulation and function of IRF7.




2 The structure of IRF7

The IRF7 gene is located on chromosome 11p15.5 in humans and 7 F5 in mice, and four splicing variants of IRF7A, IRF7B, IRF7C, and IRF7H have been identified. IRF7A is the major splicing variant. Human IRF7A cDNA encodes a protein of 503 amino acid (aa) residues and mouse IRF7 consists of 457 aa residues. The nucleic acid homology of human and mouse IRF7 reaches 72.86% (8–10).

IRF7 (IRF7A) has a distinctive multiple domain structure in its C-terminal region, except for the DBD in the N-terminal region, present in all IRF members. With the deletion mutations of IRF7, a constitutive activation domain (CAD) is located between 151–246 aa adjacent to the conserved DBD (1-150 aa), which maintains the activity of IRF7, and a nuclear localization sequence may be present in the region between 1 and 246 aa. The region located between 278 and 305 aa contributed to the virus activated domain (VAD), which is indispensable for the activation of IRF7, and the sequence collaborates with the C-terminal signal response domain for maximal response to virus infection, and nuclear translocation may be controlled by the region. The inhibitory domain (ID) located between 341 and 467 aa interferes with the transactivation function of IRF7, but primarily within the region of 416–467 aa, and this sequence contains an efficient nuclear export signal (NES), deletion of the region of 417 and 440 aa, IRF7 failed to nuclear translocation. The second inhibitory domain is located between 341-415 aa, which may affect the DNA binding and/or transactivation activity of IRF7. The signal response domain (SRD) or accessory inducibility region located at the C-terminal end between 468 and 503 aa mediates IRF7 dimerization and contains a serine-rich domain, and the phosphorylation of Ser 477 and Ser 479 is vital for IRF7 because the substitution of S477 and S479 completely abrogated cytoplasmic to nuclear translocation. Nuclear export of IRF7 requires sequences within VAD, ID and phosphorylation of S477 and S479 (11, 12) (Figure 1). IRF7 is rich in the PEST (proline (P), glutamic acid (E), serine (S), and threonine (T)) sequence due to its very short half-life, and its stability is controlled by the ubiquitin–proteasome system (9, 13).




Figure 1 | Diagrams of the IRF7 isoform domains. DBD, DNA binding domain; CAD, Constitutive activation domain; VAD, Virus activated domain; ID, Inhibitory domain; NES, Nuclear export signal; SRD, Signal response domain; TAD, Transactivation domain; RD, Regulatory domain. “˄” represents deleted regions. AC, Acetylation; Ub, Ubiquitination; SUMO, SUMOylation; P, Phosphorylation; K92, lysine 92; K375, lysine 375; K406, lysine 406; S477, Serine 477; S479, Serine 479.



IRF7B lacks 29 aa (from G227 to T255) in the middle of the CAD difference from IRF7A. IRF7C consists of 164 amino acid residues and unique 13 aa sequence at the C-terminus difference from IRF 7A; it is not only a dominant negative regulator that blocks the activation of IFN for IRF7A and IRF7B but is also associated with EBV transformation of human primary B cells as well as EBV type III latency and plays a role in the development of lymphoma (10, 12, 14). The spliced variant IRF7H encodes 514 aa and differs from IRF7A by 18 aa at the N-terminal region, displays functional similarity to IRF3, plays an important role in regulating the expression of the IFNA gene (8) (Figure 1).




3 The function of IRF7

IRF7 has a wide range of functions. Herein, we present a review regarding its function and regulation in immunity. We also discuss the latest relevant research in autoimmunity and oncogenesis toward understanding IRF7 beyond its role in immunity.



3.1 IRF7 in immunity

IRF7 is involved in the regulation of mouse and human IFN-I/III, especially IFN-I.



3.1.1 IRF7 and IFN-I



3.1.1.1 IRF7-mediated IFN-I signaling pathway

IFN-I, mainly IFN-α and IFN-β, is a critical pleiotropic cytokine for immunity against the viral response and has been characterized as triggering antiviral states in cells and potentiating adaptive immune responses. IRF7 is the master regulator of IFN-I immune responses, not only regulating further expression of IFN-β but also triggering IFN-α production (15). The specific knockout of IRF7 in mouse pDCs almost loses the ability to produce IFN-α (16, 17), and the deficiency of IRF7 in humans also significantly inhibits the production of IFN-α (18).

The production of IFN-I has been widely reported. Briefly, after viral infection and others, IRF7 in the cytosol is activated by distinct types of innate pattern recognition receptors (PRRs), and the PRRs associated with IRF7 can be classified as cytosolic and transmembrane signaling. The phosphorylation of IRF7 and IRF3 occurs mainly by innate immune cells contacting virus-specific antigenic substances (DNA, RNA) through PRRs and then by intracellular signaling molecules (MAVS, STING, TBK, IKKϵ, etc.). Dimerized IRF7 or IRF3/IRF7 can translocate into the nucleus to initiate expression of the IFN-I gene (Figure 2). Honda and Taniguchi reported that the homodimer of IRF7 or the heterodimer of IRF7/IRF3, rather than the homodimer of IRF3, is more important for the production of IFN-I under viral infection (19).




Figure 2 | Regulation of IRF7 signaling pathway in the production of IFN- I. The stability of IRF7 can be regulated at the levels of transcription, translation, posttranslation, epigenetics, the dimerization and nuclear translocation. The regulatory levels are highlighted in boxes, words in red of the boxes indicate positive regulators, and words in black show negative regulators.



For cytoplasmic signals, RIG-I or MDA5 recognize viral RNA, DNA sensors also known as DAI (DNA-dependent activator of IRFs) or ZBP1 (Z-DNA-binding protein 1), including DDX (dead-box polypeptide) 41, MRE11 (meiotic recombinant 11 homolog A), IFI (IFN-γ induction) 16 and cGAS (loop CMP-AMP synthase), to detect cytosolic DNA. The induction of IFN-α in cytosolic DNA is required for both IRF3 and IRF7.

Transmembrane Toll-like receptor (TLR) signaling can be divided into MyD88-dependent and TRIF-dependent (MyD88-independent) pathways. TLR7/8/9 is expressed in the membrane of endosomes and phagosomes and employs a MyD88-dependent pathway to induce IFN-I. IRF7 is activated and translocated to the nucleus via the signaling cascade of MyD88-IRAK4-IRAK1-TRAF6, leading to the production of large amounts of IFN-I in pDCs.

TLR3 is mainly localized to endosomes and uses the adaptor protein TRIF to recruit TANK-binding kinase (TBK)1 to endosomes and phagosomes, activating IRF3 and IRF7 to induce the expression of IFN-I. Additionally, the adaptor molecule adaptor molecule RIP associated ICH-1/CED-3-homologous protein with a death domain (RAIDD) interacts with IKKϵ and IRF7 but not TBK1, mediates IRF7 phosphorylation and triggers IFN-I production (20).

TLR4 is located on the cell surface and is the only member in the TLR family that transduces signals by two pathways. The MyD88-dependent pathway requires IRF3 rather than IRF7. Endocytosed TLR4 activates the adaptor protein TRAM-TRIF, recruits TRAF3, NAP1 and TBK1/IKKϵ, and activates IRF7 to induce IFN-β and IFN-α4 but not other IFN-α genes.

IRF7 is required for IFN priming at an early stage, which restricts not only the acute infection of herpesvirus families but also chronic gamma herpesvirus infection. IRF7 suppresses the establishment of latency and viral reactivation in the peritoneal cavity and attenuates viral reactivation in the spleen, promoting the expression of select MHV68-restircting ISGs in peritoneal cells (21).

IRF7 is also required for IFN-I amplification at later stages, and the secondary, larger wave of IFN-I expression depends on the positive regulatory loop between IRF7 and IFN-I. This pathway regulates the transcription of IRF7 (Figure 2).




3.1.1.2 The regulation of IRF7 in IFN-I

For the key role of IRF7 in IFN-I production, the balance between its activation and repression needs to be delicately maintained. The regulation of IRF7 is complex and involves many positive and negative feedback mechanisms. The stability of IRF7 can be regulated by various mechanisms at the transcriptional, translational, posttranslational, epigenetic levels, such as phosphorylation, ubiquitination, SUMOylation, acetylation, et al., and the dimerization and nuclear translocation of IRF7 (Figure 2).



3.1.1.2.1 Transcriptional level

The transcription of IRF7 has two distinct pathways: IFN-triggered and IFN-independent signaling pathways. IFN signals through its receptor to induce the phosphorylation of STAT1 and STAT2, which results in the formation of ISGF3 and then promotes the transcription of IRF7 by binding directly to the IRF7 interferon (IFN)-stimulated response element (ISRE) and IRF-binding element (IRFE), which is IFN-triggered signaling (22, 23). Virus-induced formation of a virus-activated factor complex (formed by IRF7, IRF3 and p300/CREB-binding protein) directly binds to the IRF7 ISRE and IRFE and stimulates the intrinsic transcriptional activity of IRF7, and this induction is independent of the IFN-triggered pathway (24, 25). Some factors can regulate IRF7 transcription positively or negatively.

Phosphorylated RelA and bromodomain containing (BRD)4 induced by respiratory syncytial virus (RSV) can bind to the IRF7 promoter, triggering the IRF7-RIG-1 amplification loop for IFN-I/III expression (26, 27). Transcription factor nuclear factor of activated T cells (NFATC) 3 selectively binds to the autoinhibitory domain (373-443 aa) of IRF7, promotes transcription and nuclear translocation, and enhances CpG DNA–induced IFN-α production in pDCs (28).

FOXO3 is a negative regulator of IRF7 transcription, and the ternary complex consisting of FOXO3, nuclear corepressor 2 (NCOR2) and histone deacetylase 3 (HDAC3) on the Irf7 promoter enhances the closed chromatin structure and represses Irf7 expression and Ifnb1 production (29). B-cell lymphoma (Bcl)6, interacting with NCOR2 and HDAC3, binds to IRF7 loci and restrains its transcription (30). Myc forms a repressor complex together with NOCR2 and HDAC3 to reduce the expression of IRF7 through histone deacetylation (31). Activating transcription factor (ATF) 4 inhibits the transcription of IRF7 by regulating its promoter. However, IRF7 increases the expression and function of ATF4 directly, and cross-regulation between IFN and integrated stress responses is mediated by the reverse correlation between ATF4 and IRF7 (16).

Viral derived proteins also inhibit the transcription of IRF7, such as Epstein-Barr virus immediate early protein BRLF1 (Rta) and LF2, Kaposi´s sarcoma-associated herpesvirus (KSHV) viral homologs of IRF3 (vIRF3), duck hepatitis A virus type 1 (DHAV-1) 3C and 3CD protein, and duck enteritis virus tegument protein UL41 (17, 32–35).

Elevated expression of the decapping enzyme Dcp2 induced by viral infection and double-stranded RNA treatment inhibited IRF7 mRNA stability and protein accumulation (36).

MicroRNAs regulate IRF7 expression by modulating mRNA stability. miR-223 and miR-155-5p enhance IRF7 expression by targeting FOXO3 (37, 38), miR-127 promotes IRF7 expression by inhibiting the signal-dependent turnover of the Bcl6 coregulator (30), miR-144 negatively regulates IRF7 activity by suppressing the TRAF6-IRF7 signaling axis (39), and miR29a inhibits the expression of IRF7 and TRAF6 (40). miR-541-3p promotes the replication of porcine reproductive and respiratory syndrome virus (PRRSV) 2 by negatively regulating the transcription of IFN-I by targeting IRF7 (41).




3.1.1.2.2 Methylation

As a major epigenetic modification, CpG hypermethylation in the promoter region can lead to the inactivation of specific gene expression and function. Zhang Y et al. checked the 5-methylcytosine level of the CpG island infected by infectious bursal disease virus (IBDV) and found that CpG island methylation in the IRF7 promoter regions was substantially decreased (42). Rezaei R analyzed the methylation status of CpG sites of the IRF7 promoter in peripheral blood mononuclear cells (PBMCs) of systemic sclerosis (SSc) patients and found that hypomethylated CpG2 was associated with increased disease risk (43). The zinc finger CXXC family epigenetic regulator CXXC5 maintains the hypomethylation states of the CpG-containing island (CGI) within the Irf7 gene by recruiting the DNA demethylase Tet2 (44). Cigarette smoke condensate decreases the expression of IRF7 mRNA with increased CpG methylation of its promoter region in PBMCs (45).




3.1.1.2.3 Translational level

Although the regulation of transcription levels can control gene expression from the source, the slower nuclear pathways for mRNA synthesis and transport affect the effect. Translation control of gene expression enables cells to respond quickly to external and internal triggers or clues, and translational control of IRF7 is vital to the induction of IFN-I production.

By binding to the 5’ untranslated region (UTR) of IRF7, 2ʹ-5ʹ-oligoadenylate synthase-like protein 1 (OASL1) prevents the loaded 43S preinitiation complex from passing the UTR and inhibits the translation of Irf7 mRNA. The translational repressors 4E-BP1 and 4E-BP2 also suppress the translation of Irf7 mRNA by recognizing the 5’UTR, negatively regulating the production of IFN-I (46, 47).

The 3C protein of enterovirus 71 mediates the cleavage of IRF7 at the Q189-S190 site in the CAD domain and inhibits IRF7 function (48).

Npro of classical swine fever virus (CSFV) interacts with IRF7 through its Zn-binding domain and negatively regulates IRF7 protein expression but not mRNA expression in pDCs (49).




3.1.1.2.4 Posttranslational modification of IRF7

Posttranslational modifications (PTMs) are important epigenetic mechanisms regulating various biological processes, with the key advantages being that PTMs regulate faster and require less energy than protein regulation. These modifications include phosphorylation, acetylation, ubiquitylation, SUMOylation, and neddylation.




3.1.1.2.4.1 Phosphorylation

After pathogenic infection, IRF7 changes from an inactive to activated state by phosphorylation, and the activation of IRF7 requires two phosphorylation events. IRF7 needs at least one phosphorylation event at S477, S479, S483 and S487 in addition to phosphorylation of both S471 and S472 (50).

The phosphorylation of IRF7 is linked to PRR pathways. TLR7/8 antagonists reduce Helicobacter pylori infection-mediated IRF7 phosphorylation (51). Kinases such as IKKϵ, TBK1, IRAK1 and IKKα are responsible for the phosphorylation of IRF7 in a cell type-specific manner (52, 53).

In addition to the direct signaling kinases that regulate the phosphorylation of IRF7, other molecules may act by regulating these signaling molecules.

The phosphatase protein phosphatase (PPP)1 can target four key phosphorylation sites (Ser471, -472, -477 and -479) of IRF7, attenuate the phosphorylation level and DNA-binding activity stimulated by IKKϵ, and inhibit IRF7-mediated IFN-I immune responses (54). HSP70 interferes with IKKϵ-mediated IRF7 phosphorylation via simple competition for IRF7 binding (55), and the anti-inflammatory factor TNF-a–stimulated gene 6 (TSG-6) downregulates IRF7 activity by suppressing its phosphorylation mediated by CD44 (56). TARBP2 promotes the K48-linked polyubiquitination and proteasome-dependent degradation of TRAF6 and weakens the interaction between TRAF6 and IRF7, thus inhibiting the phosphorylation of IRF7 (57).

Viral proteins can interact with IRF7 and suppress its phosphorylation, dimerization and nuclear translocation. For example, Seneca Valley Virus (SVV) protein 3Cpro (58), the 1-55 region of porcine epidemic diarrhea virus (PEDV) membrane protein (59), Kaposi´s sarcoma-associated herpesvirus (KSHV) immediate-early proteins ORF45 (60), the negative single stranded RNA rabies virus (RABV) phosphoprotein P (61–63), and Marek´s disease virus VP23 protein (64), enterovirus D68 VP3 (65) et al. Unique-short kinase (Us)3 of Marek´s disease virus or duck enteritis virus can induce IRF7 phosphorylation by interacting with its activation domain but suppress dimerization and nuclear translocation (66, 67).




3.1.1.2.4.2 Acetylation

The acetylation of transcription factors can affect DNA binding affinity, stability, degradation and protein-protein interactions (68). IRF7 is subject to acetylation by the histone acetyltransferase (HAT) of the PCAF (p300/CBP Associated Factor)/GCN5 family. The unique lysine residue target for acetylation is located in the DNA binding domain at lysine 92 (K92), and acetylation inhibits IRF7 DNA binding and decreases transcriptional activity (69) (Figure 1).

The acetyltransferase KAT8 in grass carp (CiKAT8) directly interacts with IRF3/7 via the acetyltransferase domain (CiKAT8-∆264-487), blocks the interaction between IRF3/7 and ISRE, and inhibits IFN-1 expression (70).

Liquid–liquid phase separation (LLPS) is a key mechanism for transcriptional regulation. NAD-dependent protein deacetylase sirtuin-1 (SIRT1) directly deacetylates K39 and K77 on IRF3, and K45 and K92 on IRF7 are located in the DBD, promoting LLPS of IRF3/7 and enhancing IFN-1 transcription (71).




3.1.1.2.4.3 Ubiquitination

Ubiquitination can either activate or inactivate/degrade IRF7. Nondegradative ubiquitination is involved in the activation of IRF7 and is a prerequisite for its phosphorylation. Epstein-Barr virus latent membrane protein (LMP) 1 promotes the phosphorylation and nuclear translocation of IRF7 through ubiquitination (72, 73). IRF7 binds to the ISRE of the LMP1 promoter and forms a positive regulatory loop between IRF7 and LMP1 (74). The linear ubiquitin assembly complex (LUBAC) of the LMP1 downstream target, antiapoptotic factor deubiquitinase A20 induced by LMP1, and EB virus BZLF-1 negatively regulate the transcriptional activity of IRF7 via LMP1-stimulated IRF7 ubiquitination (75–77). The E3 ubiquitin ligase NEURL3 ubiquitinates the K63-linked polyubiquitin chain on IRF7 lysine 375 (K375) (Figure 1), impairs the association of IRF7 with histone deacetylase (HDAC)1, and enhances the transcription of IFN-I and ISGs (78).

In addition to activating IRF7, ubiquitin-mediated degradation of IRF7 is an effective mechanism to regulate its activity. Suppressor of cytokine signaling (SOCS) 1/3 mediates the degradation of IRF7 by lysine 48-linked polyubiquitination through the SH2 domain and suppresses IFN-I production (79). Ring finger protein (RNF)123 promotes TLR-3- and IRF7-mediated IFN-I expression by ubiquitination and proteasomal degradation of SOCS1 (80). TRIM21 (Ro52) cooperates with the Fas-associated death domain (FADD) to enhance TRIM21 ubiquitin ligase activity, promote the ubiquitination and degradation of IRF7, and repress its phosphorylation and transcriptional activities. FADD and TRIM21 constitute a negative feedback loop of the IFN-α pathway (81). RAUL (RTA-associated ubiquitin ligase) directly catalyzes lysine 48-linked polyubiquitination of IRF7, promotes ubiquitin-proteasome dependent proteolysis (82). and the XAF1-XIAP-KLHL22 axis inhibits IFN-I induction through CUL3-KLHL22, which directly ubiquitinates IRF7 (83).

In addition to inhibiting the phosphorylation and nuclear translocation of IRF7, enterovirus D68 VP3 disturbs the TRAF6-triggered K63-ubiquitination of IRF7 and blocks its activation (65). KSHV BRLF1 (Rta) promotes polyubiquitination and proteosome-mediated degradation of IRF7 (84), Rotavirus nonstructural protein NSP1, acting as a putative E3 ubiquitin ligase, induces proteasome-mediated degradation of IRF7 and suppresses the expression of IFN-β (85).Grass carp reovirus (GCRV) VP56 promotes the K48-linked ubiquitination of phosphorylated IRF7, inhibits IFN expression (86).




3.1.1.2.4.4 SUMOylation

Small ubiquitin-like modifier (SUMO) is a ubiquitin-like small protein that can be conjugated onto target proteins to increase the functional repertoire of the eukaryotic proteome (87). TLR and RIG-I/MDA-5 signaling mediate the SUMOylation of IRF7 but not the IFN-activated JAK/STAT pathway in response to vesicular stomatitis virus (VSV) or encephalomyocarditis virus (EMCV) infection. SUMOylation is independent of phosphorylation, and lysine 406 (K406) of IRF7 is the SUMO conjugation site (88) (Figure 1). The encoded protein VP35 by filoviruses, such as Ebola virus and Marburg virus, not only interacts with IKK-ϵ and TBK-1 to block the activation of IRF7 but also promotes PIAS1-mediated SUMOylation of IRF7 to inhibit the transcription of the IFN gene (89, 90). The LMP1-mediated SUMO conjugating enzyme UBC9 not only promotes SUMOylation but also negatively regulates the chromatin binding of IRF7. TRIM28, the IRF7-specific SUMO E3 ligase, increased the SUMOylation of IRF7 during viral infections, inhibiting its transcriptional activity (91). Bentz G et al. showed that LMP1 C-terminal activating region (CTAR)3, in cooperation with CTAR2, induces the SUMOylation of IRF7 and decreases its turnover rate and transcriptional activity (88, 92).




3.1.1.2.4.5 Neddylation

Neddylation is a ubiquitin-like posttranslational protein modification that is indispensable for the production of RNA virus-induced IFN-α. IRF7 was identified as the neddylation substrate, and neddylation was first detected in zebrafish (93). Neddylation cannot promote RNA virus-induced IRF7 expression but enhances the transcriptional activity and nuclear translocation of IRF7 (94).




3.1.1.2.5 Dimerization and nuclear translocation of IRF7

After phosphorylation, dimerized IRF7 in the nucleus can bind to the promoter regions of target genes to activate transcription with the help of other coactivators, and the regulation of dimerization and translocation of IRF7 is a critical step in the production of IFN-I.

In addition to NFATC3, PEDV membrane protein, ORF45, VP23 and LMP1 promote the dimerization and nuclear translocation of IRF7, and other viral proteins, such as Us3, nonstructural protein(NSP) 2 of H1N1 influenza A virus, avian reovirus σA protein and the structural protein VP1 of chicken anemia virus, decrease the dimerization and nuclear translocation of IRF7 (95–97).

Viral infection affects the nuclear transport of IRF7. Infection with Ectromelia virus (ECTV) decreases the nuclear translocation of NF-κB, IRF3 and IRF7 in murine GM-CSF-derived bone marrow cells (98). HIV suppresses AKT phosphorylation to inhibit the translocation of IRF7 into the pDC nucleus (99). In HCV-positive hepatoma cells, stimulation with the TLR7 ligand increases IRF7 nuclear translocation (100). In contrast, in hepatocytes, HCV infection disturbs the phosphorylation of STAT1, blocks the nuclear translocation of IRF7 through the NS5A protein and inhibits the expression of IFN-α (101, 102). LPS, the major component of the outer membrane of gram-negative bacteria, suppresses virus-mediated phosphorylation and nuclear translocation of IRF3/IRF7 (103).

The components of the signal transduction pathway can regulate the nuclear translocation of IRF7. Intracellular osteopontin (OPN) and PI3K selectively promote IRF7 nuclear translocation and subsequent type I IFN production (104, 105). Tartrate-resistant acid phosphatase (TRAP) decreases the phosphorylation of OPN and then blocks the nuclear translocation of IRF7 and p65 (106). Mycophenolic acid, the metabolic product of mycophenolate mofetil, inhibits IRF7 nuclear translocation and IFN-α production by suppressing PI3K-AKT activity (107). An inhibitor of the IKK complex, BAY11, (E)-3-(4-methylphenylsulfonyl)-2-propenenitrile (BAY11-7082), has the ability to repress the nuclear translocation of IRF7 and IFN-α production (108). IL-1R-associated kinase (IRAK) 2 decreases the nuclear translocation of IRF7 in response to stimulation with TLR9 ligands (109). The transcriptional repressor growth factor independence 1 (Gfi1) prevents spontaneous SLE by negatively regulating TLR7 signaling and nuclear translocation of IRF7 in DCs (110). B-cell scaffold with ankyrin repeats (BANK)1 can increase the expression and nuclear translocation of IRF7 upon TLR7 stimulation in B cells and promote IgG production in autoimmune disease (111). Scavenger receptor class B member 2 (SCARB2) deficiency in pDCs impairs nuclear translocation of IRF7 and decreases endosomal translocation of TLR9 (112). Some small molecules affect the nuclear translocation of IRF7 in pDCs. 1T1t, the small molecule CXCR4 ligand, inhibits TLR-7 mediated IFN-α production through blocking the phosphorylation and nuclear translocation of IRF7 (113). Chloroquine, an endosomal inhibitor, blocks TLR signaling, decreases the expression and nuclear translocation of IRF7 and production of IFN-α (114, 115). TGF-β and TNF- α synergistically impaired IFN- α production of TLR-activated pDC through blocking the expression and nuclear translocation of IRF7 (116).

Additionally, cord blood pDCs do not function as their adult counterparts, especially in terms of the defect in IFN production, due to the deficiency in IRF7 nuclear translocation (117). Toxoplasma gondii inhibits virus-induced nuclear translocation of IRF7 via the tyrosine kinase ROP16 in pDCs (118). Ctenopharyngodon Idella (Ci) GAPTCH3 directly interacts with CiSTING and enhances the phosphorylation and nuclear translocation of CiIRF7 (119), and the DHAV-1 3C protein inhibits the nuclear translocation of IRF7 (35).

In the nucleus, TRIM8 stabilizes phosphorylated IRF7 and protects it from peptidyl-prolyl isomerase Pin1-induced degradation in primary pDCs (120).






3.1.2 IRF7 and IFN-IIIs

IFN-IIIs are also called lambda IFNs (IFNλs), produced by cells of hematopoietic origin or epithelia at barrier surfaces, and include four members in humans (IFNλ1 or IL-29, IFNλ2 or IL-28A, IFNλ3 or IL-28B, IFNλ4) and two in mice (IFNλ2 or IL-28A, IFNλ3 or IL-28B). IFN-III genes are located on chromosome 19 in humans and chromosome 7 in mice, though IFN-IIIs share homology, expression patterns, antiviral functions and signaling cascades with IFN-Is, some features distinguish the two IFNs: (i) the initiation time, IFN-IIIs are the earliest and predominant IFNs during virus infection, mediate front-line antiviral defense without activating inflammation, while IFN-Is come up later to enhance viral resistance and proinflammatory responses (121, 122). (ii) the distinct heterodimeric receptors, the IFNAR receptor complex (IFNAR1 and IFNAR2) is ubiquitously expressed, and is bound to IFN-Is, while the IFNLR receptor complex (IFNLR1 and IL10Rβ) is confined expressed on epithelial cells and a subset of myeloid lineage leukocytes, and is bound to IFN-IIIs (122). (iii) the signaling pathway, in addition to activating the same JAK1 as IFN-Is, IFN-IIIs also activate JAK2, and MAPKs are required for the antiviral activity of IFN-IIIs but not IFN-Is (123); contrary to mitochondrial MAVS for activate IFN-Is, peroxisome MAVS induces IFN-IIIs expression only.(iv) the signaling kinetics of ISG induction, IFN-Is mediate rapid and short-lived expression of ISGs with higher magnitude, while IFN-IIIs induce persistent expression of ISGs with lower magnitude (124).

In addition to IFN-I, IRF7 is also involved in IFN-III, IFNλ1 gene is regulated by virus-activated IRF3 and IRF7 like IFN-β gene is, while IFNλ2/3 gene is controlled by IRF7 like IFN-α gene is (125), and IRF7-mediated IFN-III plays a major role in antiviral protection of epithelial barriers due to restricted expression of the receptors (126, 127).

IRF7 mediates the induction of IFN-III caused by viral infection. Senecavirus A (SVA) is recognized by RIG-1/MDA-5 receptors in porcine kidney PK-15 cells and then activates downstream IRF7- but not IRF3-mediated signaling pathways, causing the upregulation of IFN-λ1, IFN-λ3 and related ISGs (126). 5-aza-2-deoxycytidine (5-AZA-CdR), a DNA-demethylating agent, induces IFN-III but not IFN-I production by the MDA5/MAVS/IRF7-dependent or JAK-dependent “viral mimicry” pathway (128). Rotavirus UK-like UKtc NSP1 reduces IRF7-dependent transcription at high IRF7 concentrations and inhibits IFN-III induction in intestinal epithelial cells (129).

With a synergistic interaction between IRF7 and p65 at the TA-repeat polymorphism (rs72258881) of the IFN-λ3 promoter, IRF7 is sensitive to changes in DNA phasing and mediates the transcription of IFN-λ3 (130).

Clinically, the upstream gene of IRF7 is reduced in patients with atopic dermatitis with a history of eczema herpeticum (ADEH+) compared with healthy subjects and patients with ADEH- after HSV-1 exposure, thus affecting the expression of IFN-IIIs (131). Med23, a subunit of the Mediator multiprotein complex, is specific to HSV-1 and regulates the induction of IFN-λ by interacting with and enhancing the activity of IRF7 (132).




3.1.3 IRF7 and COVID-19

The role of IRF7 in COVID-19 is conflicting. On the one hand, IRF7 is protective against viral infection. Campbell TM et al. reported that IRF7-deficient patients are prone to severe respiratory viral infections, with influenza and COVID-19, due to impaired type I and III IFN expression in both pDCs and respiratory epithelial cells (133–135). Patients with severe COVID-19 at early time points show decreased levels of type I and III IFN (136). TLR3- and TLR7-dependent production of IFN-I by pDCs and respiratory epithelial cells is essential for host defense against SARS-CoV-2 (137). Zhang et al. sequenced the genome or exome of 659 patients with COVID-19 to test 118 rare nonsynonymous variants of 13 human loci that underlie life-threatening influenza pneumonia. Autosomal-recessive and autosomal-dominant deficiencies of IRF7 are involved in the TLR3- and IRF7-dependent induction and amplification of IFN-I (138), and TLR7 together with IRF7 combat COVID-19 by the large amounts of IFN-I produced by pDCs (139). However, Povysil G et al. declared that they did not observe the enrichment of predicted loss-of-function (pLOF) variants in severe cases relative to population controls or mild COVID-19 cases postulated by Zhang et al. (140). The high expression of SCV2-miR-ORF1ab-2-5p, one of the four unique microRNA-like small RNAs encoded by SARS-CoV-2, inhibits the host IFN response by targeting IRF7 and IRF9 (141).

However, IRF7 may exacerbate the progression of COVID-19. IFN-I, IRF7 and ISGs are highly expressed in the oropharyngeal cells of SARS-CoV-2-positive patients (142), and strong IFN- I responses in patients with severe COVID-19 (143), for IFN- I may aggravate TNF- and IL-1-driven inflammation. With the analysis of the most frequent comorbidities in COVID-19, the authors found that the hub protein IRF7 is upregulated in COVID-19 patients, which is associated with the pathogenesis of diabetes mellitus and lung cancer (144). IRF7 is strongly hypomethylated in SARS-CoV-2 individuals, and IRF7 DNA methylation signatures may differentiate patients with SARS-CoV-2 infection from uninfected individuals and predict COVID-19 disease severity (145). The role of IFN-1 in COVID-19 may depend on mild versus severe and early versus late disease.





3.2 IRF7 and autoimmune diseases

Autoimmune diseases refer to diseases caused by the body’s immune response to its own antigen and damage to its particular tissue or system, which can be classified as systemic autoimmune disease (SAD) and organ-specific autoimmune disease. Upregulation of IFN-I is a hallmark of SAD, and the continuous increase in IFN-I/III may be accompanied by clinical manifestations and disease activity (146, 147). As the master regulator of IFN-I/III, IRF7 has a dual role as a protector and cause of autoimmune diseases. In published articles, decreased expression was observed in multiple sclerosis (MS)/experimental autoimmune encephalomyelitis (EAE) and rheumatoid arthritis (RA), while increased expression of IRF7 was observed in patients with systemic lupus erythematosus (SLE), systemic sclerosis (SSc), autoimmune pancreatitis (AIP), autoimmune thyroid diseases (AITD) and diabetes compared to healthy controls (Table 1).


Table 1 | IRF7-related autoimmune diseases.





3.2.1 IRF7 and MS/EAE

MS is a myelin-specific chronic inflammatory autoimmune disease. IRF7 is reduced in pDCs from patients with relapsing-remitting MS compared with healthy controls (148). In EAE, an animal model for MS, IRF7 deficiency resulted in more severe EAE, more infiltrating macrophages and T cells, and elevated levels of CCL2, CXCL10, IL-1β and IL17. The decreased expression of IRF7 represents a destructive function in MS/EAE (149).





3.2.2 IRF7 and RA

RA is characterized by persistent synovitis, systemic inflammation, and autoantibodies. In an arthritis model, IRF7 deficiency exacerbates the clinical severity, proinflammatory cytokines are increased, anti-inflammatory cytokine IFN-β is decreased, and IRF7 regulates the expression of IFN-β in murine macrophages but not in stromal fibroblast-like synoviocytes (150).



3.2.3 IRF7 and SLE

SLE is characterized by the production of a variety of autoantibodies, complement activation and immune complex deposition, resulting in tissue and organ damage. Accumulating evidence implies that IRF7 is a susceptibility locus for SLE. IRF7 mRNA expression is significantly increased in SLE patients, and genetic polymorphisms near/in IRF7 have been substantiated to be related to the onset of SLE. Single nucleotide polymorphisms (SNPs) (rs191491376, rs1131665, rs1061501, rs4963128, rs702966, rs2246614) were found to be associated with SLE susceptibility, although some conflicting results were reported for the genetic heterogeneity between these populations (151–158). SLE patients treated with autologous stem cell transplantation show that high expression of IRF7 is correlated with recurrent lupus disease activity (159). For epigenetic modification, significant hypomethylation is observed in the IRF7 methylated site (160, 161). As mentioned above, TRAP and Gfi1 prevent susceptibility to SLE by regulating the nuclear transport of IRF7 (106, 110).




3.2.4 IRF7 and SSc

SSc is a complex multisystem autoimmune disease that is characterized by widespread skin and internal organ fibrosis, immune system dysregulation, and vasculopathy. GWAS confirmed IRFs are genetic susceptibility loci in SSc (162). IRF5 SNP rs2004640 and rs2280714 are identified as a risk factor for SSc in whites and Asians., however rs4728142 is associated with lower IRF5 gene expression, longer survival and milder interstitial lung disease of SSc patients. The expression of IRF8 is decreased in SSc patients (163), IRF8 SNP rs11642873, rs2280381 and rs11117432 exhibit the strongest association with SSc risk (164–166). IRF4 SNP rs9328192 shows protective effect for SSc.

In addition to IRF5/IRF8/IRF4, IRF7 is regarded as a top predicted transcription factor of patients with SSc because increased expression is observed in peripheral blood cells (167, 168). The functional SNP rs1131665 leads to the activation of IRF7, and is associated with SSc risk for the presence of anticentromere autoantibodies (169). The methylation of IRF7 is associated with SSc, among the methylation status of 16 CpG sites at the promoter region of the IRF7 gene, CpG2 is significantly hypomethylated in SSc PBMCs and associated with increased disease risk, a significant difference in IRF7 mRNA expression between CpG8 methylated and unmethylated SSc patients, with four times higher in those who had a methylated CpG8 site than an unmethylated site (43). The mechanism may be that the overexpression of IRF7 in SSc fibrotic skin forms complexes with Smad3, the key component of TGF-β signaling for collagen production and fibrosis, and these complexes mediate fibrosis in dermal fibroblasts (170).




3.2.5 IRF7 and AIP

IRF7 mediates AIP and human type 1 AIP (171). The authors previously reported that IFN-α and IL-33 produced by pDCs drive experimental AIP and human type 1 AIP (172–174). Now they disclosed that IRF7 activation and nuclear translocation is detected in AIP and human type 1 AIP, blockade of IRF7 signaling pathways decreased chronic fibroinflammatory responses via the suppression of pDC-mediated IFN-I and IL-33, the IRF7-IFN-I-IL-33 axis mediates the development of AIP.




3.2.6 IRF7 and AITD

AITD is an organ-specific autoimmune disorder with immune attack on the thyroid and includes Graves’ disease (GD) and Hashimoto’s thyroiditis (HT), clinical hyperthyroidism and hypothyroidism (175, 176). IRF7 is a susceptibility gene for AITD, especially for GD and Graves’ ophthalmopathy. In a Chinese Han cohort, the IRF7 SNPs rs1131665 and rs1061502 were associated with increased susceptibility to GD, while rs1061501 was correlated with ophthalmopathy in GD patients (177). The function and mechanism of IRF7 in AITDs have not been clarified.




3.2.7 IRF7 and diabetes

Type 1 diabetes (T1D) is characterized by autoimmune destruction of pancreatic β-islet cells, and fulminant type 1 diabetes (FT1D) is a subtype of idiopathic diabetes characterized by the absence of both insulitis and diabetes-related antibodies due to the destruction of pancreatic beta cells (178). IRF7 activated by TLR9 can bind to the Foxp3 core promoter and promote its transcriptional activity. The hypermethylated Foxp3 promoter blocks IRF7 binding to Foxp3, impairing the development and function of Tregs in FT1D patients, and deficient Tregs are prone to the development of FT1D (179). Using an IRF7-/- bone marrow chimera model, Lang PA et al. found that the reduced expression of CD8+ T cells in pancreatic β-islet cells decreased the induction of T1D after LCMV infection (180).

In β cells, IFN-α promotes the nuclear translocation of STAT1 and IRF7, and the STAT1-IRF7-MHC I complex axis creates positive feedback through IRF7-STAT2 cascade amplifying signals and promotes the proliferation of CD8+ T cells, accelerating the process of T1D (181).

The IRF7-driven inflammatory network (IDIN) is enriched for viral response genes, and the human chromosome 13q32 locus controlling the IDIN was associated with the risk of T1D at the single nucleotide polymorphism rs9585056. Combined analyses of gene networks and DNA sequence variation implicated IRF7 network genes and their regulatory locus in the pathogenesis of T1D (182).

IRF7 deficiency prevents diet-induced obesity and insulin resistance (183). IRF7 transactivates MCP-1 by binding to its promoter in adipocytes, promoting the development of type 2 diabetes (184).






4 Conclusion and prospects

IFN signaling plays a causal role in host defense against infectious pathogenic organisms, the dysregulation is widely associated with autoimmune diseases, interferonopathy, infection, cancer and others, therefore, selective regulation of the IFN signaling may provide a therapeutic strategy. pDCs are the major producers of IFN- I, making them an appealing target for the treatment of autoimmune diseases. Litifilimab, a selected antibody against Blood dendritic cell antigen (BDCA) 2, a receptor is exclusively expressed on pDCs, shows efficacy in the treatment of SLE and cutaneous lupus erythematosus by decreasing the expression of IFN- I and ISGs (185, 186). IFN- I antagonists, such as anti-IFNα (sifalimumab, rontalizumab), anti- IFNαR(anifrolumab) appear effective in autoimmune disease, and can reduce ISG expression, the expression and nuclear translocation of IRF7 can be suppressed by the IFNα/β-Ab treatment (187–190). JAK inhibitors are approved for autoimmune, allergic diseases and most recently COVID-19 due to their potent efficacy in reducing IFN- I -driven inflammation. Tofacitinib, a pan-JAK inhibitor, used in the treatment of rheumatoid arthritis, ulcerative colitis et al, inhibits IFN- I production by suppressing transcription and nuclear translocation of IRF7, and affects DCs activities. Fedratinib, a JAK2 inhibitor, on one hand, can block new HIV-1 replication in acute HIV- I infection, on the other hand, can upregulate IRF7 transcription and phosphorylation, induce HIV-1 reactivation by an IFN-independent manner (191–193). As mentioned above, IRF7 is the main regulatory factor of IFN-I/III, small molecules can affect the transcription, translation, post translational regulation and nuclear transport of IRF7, thereby regulating the production of IFN. Therefore, IRF7 is expected to become an attractive therapeutic target for IFN-associated diseases.

IRF7 has multiple functions, as the vital step of the signaling pathway in IFN-I/III induction, the function and regulatory mechanism of IRF7 is important, which may help in understanding how to protect the host to reduce viral infection and maintain body balance. On the other hand, due to its tissue- and cell-specific and important role in autoimmune diseases, the relationship between IFN-I antagonists and IRF7, as well as the regulation of IRF7, is crucial for understanding the development of autoimmune diseases.

Although the role of IRF7 as a regulator of immune cell function has been extensively investigated, many questions remain unanswered and require explanation, such as the duality of IRF7’s role in conferring protection or exacerbation in different diseases, and the sophisticated signaling pathways require further elucidation. On the other hand, the role and mechanisms of IRF7 in IFN-III and autoimmunity remain to be explored. In addition, the expression, function and regulation of IRF7 in nonimmune cells remain unexplored, and more functions and mechanisms of IRF7 will be discovered with more in-depth studies in nonimmune cells. A deeper understanding of the precise functions and molecular mechanisms of IRF7 will be important for disease treatment.
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Complement is an ancient and complex network of the immune system and, as such, it plays vital physiological roles, but it is also involved in numerous pathological processes. The proper regulation of the complement system is important to allow its sufficient and targeted activity without deleterious side-effects. Factor H is a major complement regulator, and together with its splice variant factor H-like protein 1 and the five human factor H-related (FHR) proteins, they have been linked to various diseases. The role of factor H in inhibiting complement activation is well studied, but the function of the FHRs is less characterized. Current evidence supports the main role of the FHRs as enhancers of complement activation and opsonization, i.e., counter-balancing the inhibitory effect of factor H. FHRs emerge as soluble pattern recognition molecules and positive regulators of the complement system. In addition, factor H and some of the FHR proteins were shown to modulate the activity of immune cells, a non-canonical function outside the complement cascade. Recent efforts have intensified to study factor H and the FHRs and develop new tools for the distinction, quantification and functional characterization of members of this protein family. Here, we provide an update and overview on the versatile roles of factor H family proteins, what we know about their biological functions in healthy conditions and in diseases.
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Introduction

Complement is an ancient and complex network of the immune system and is interconnected with other protein networks, such as the coagulation system and the kinin system. In addition to its role in protection against infections, the complement system plays pivotal roles in regulating waste disposal, such as the removal of immune complexes, cell debris, dying cells, and amyloids, as well as the elimination of synapses in the central nervous system. Complement is important in the regulation of inflammation, and of the function and activity of various immune and non-immune cells. Disturbance in these physiological functions may lead or contribute to diseases, therefore the system is tightly regulated and controlled (reviewed in 1–3).

Factor H (FH) is one of the complement regulatory proteins and is involved in most of the above-mentioned complement functions. Its major role is the downregulation and inhibition of the alternative complement pathway and the amplification loop (4). FH, its splice variant FHL-1 and five factor H-related (FHR) proteins that are transcribed from five separate genes in direct vicinity of the CFH gene, constitute the FH protein family (reviewed in (5) (Figure 1). These soluble proteins are all exclusively composed of complement control protein (CCP) domains. FH is built up of 20 CCPs, of which the N-terminal domains mediate the complement inhibiting functions of FH, whereas CCPs 6-7 and 19-20 are involved in binding to various ligands in fluid phase or on surfaces (Figure 1). FHL-1 is a shorter form containing essentially the N-terminal 7 CCPs, whereas the FHRs lack CCPs homologous to the complement regulatory domains (CCPs 1-4) but retained domains that are homologs of the ligand-binding domains of FH (5, 8).




Figure 1 | Schematic representation of the human FH protein family. Members of the human FH protein family are exclusively composed of 4 to 20 CCP domains, represented as circles. The numbers indicate the individual domains, and coloring indicates domains responsible for binding to ligands and/or mediating functions. Domains of the FHR proteins display varying degree of amino acid sequence identity to the corresponding FH domains and are vertically aligned accordingly (5). Please note that the existence of FHR-4B is controversial (6). Figure modified after 7.



All FH family proteins interact with the C3b fragment of the central complement component, C3. FH and FHL-1 have cofactor activity, as they support C3b cleavage by factor I; they also compete with factor B for C3b binding, thus preventing the formation of the C3bBb convertase, and have decay accelerating activity by facilitating the disassembly of the alternative pathway C3 convertase and the C5 convertases. The FHR proteins have negligible such activities, as explained by the lack of the FH CCP1-4 homolog domains. Instead, some of the FHRs were shown to recruit C3b to surfaces where they are bound and support C3 convertase formation and thus complement activation. In addition, they can compete with FH for binding to C3b, as well as to certain other ligands (5). Nevertheless, while several studies attest to the role of both FH and FHRs in disease, the functions of the latter are still poorly understood. This review summarizes what we know and what we do not know about these proteins and puts these information and controversies into perspective.





Ligands and functions of FH family proteins

FH was discovered more than 50 years ago (9), and its structure and function have been extensively studied since then (10). Numerous FH ligands have been identified and several of these ligands were also studied for their potential interaction with FHRs. The detailed description of these is beyond the scope of this manuscript, and we refer the readers to other excellent reviews on this topic (7, 11). Instead, here we focus on major ligands only, also in the light of new data, and attempt to synthesize this knowledge, reconcile controversies and interpret them considering proposed and possible functions (Figures 2, 3).




Figure 2 | Overview of ligands and functions of the FH family proteins. The figure shows major ligands (in purple background) and cells/surfaces (in green background) to which binding of individual FH family members was shown. The interactions are represented by colored dots; the different colors code for the various FH family proteins as indicated in the middle of the figure. Note that non-canonical roles include effects also on non-immune cells, as discussed in the text.






Figure 3 | Roles of FH family proteins in the regulation of complement activation. The schematic drawing indicates the main funtions of FH and FHL-1 in inhibiting complement activation in body fluids and also when bound to certain surfaces, such as endothelial cells (ECs) and extracellular matrices (ECM; e.g. the glomerular basement membrane and the Bruch’s membrane). FHR proteins in turn may compete with the binding of FH (and FHL-1) to ligands and surfaces, thereby indirectly enhancing complement activation, but may also directly activate complement when bound to surfaces and – by binding C3, C3(H2O) or C3b – recruiting a functional C3 convertase. In addition, some FHRs were reported to inhibit C5 conversion and the terminal pathway.



The main role of FH and FHL-1 is the downregulation of complement activation, which requires their interaction with C3b via their N-terminal CCPs 1-4. In addition, FH binds to surface deposited C3b and C3d through CCPs 19-20. Because of the sequence similarities of FHRs to FH, they all bind the main FH ligand C3b, and/or its cleavage products iC3b and C3d. FHRs were reported to bind C3b via their C-terminal domains (12–15), and FHR-5 has an additional C3b binding site in its middle region (16). FHR-3 and FHR-4 have no detectable cofactor activity at physiological concentrations, rather they somewhat enhanced the cofactor activity of FH, an activity detected at supraphysiological concentrations only (17). Inhibition of fluid-phase alternative pathway C3 convertase was reported for FHR-2 (14) and FHR-5 (18); and cofactor activity for FHR-3 (19) and FHR-5 (18) was reported, although these are likely not relevant under physiological conditions as they were detected using high FHR concentrations.

In contrast to FH, C3b binding by FHRs enhances the activation of the alternative pathway by allowing formation of the alternative pathway C3 convertase. Surface-bound FHR-1, FHR-4 and FHR-5 increased the deposition of C3-fragments, the factor B fragment Bb, and properdin from serum and an active C3 convertase could also be assembled on them using purified proteins (13, 20, 21). In addition, FHR-1 was recently reported to bind native C3 directly, thus promoting local complement activation (22, 23). Moreover, FHR-5 was shown to bind native C3 and C3(H2O) (16). Since native C3 and C3 with hydrolized thioester bond, C3(H2O), are constantly available, while C3b generation requires prior complement activation, the direct C3 and/or C3(H2O) binding may represent the major mechanism by which FHR-1 and FHR-5 enhance alternative pathway activation. Thus, similar to properdin, FHRs emerge as soluble pattern recognition molecules that bind to certain surfaces/surface ligands and there they locally promote alternative pathway activation and opsonization. FHR-1 and FHR-5 enhanced alternative pathway activation on different surfaces, such as pentraxins, extracellular matrix (ECM), apoptotic and necrotic cell-surfaces, and genomic DNA as well (15, 16, 20, 21, 24, 25).

The observed complement activation enhancing effect of FHRs may be the combined outcome of direct activation of the alternative pathway and the competitive inhibition of FH binding to these ligands and surfaces. FHR proteins can compete with FH for binding to surface bound C3b, thus decreasing the inhibitory activity of FH, a process termed FH deregulation (23, 26, 27). Additionally, FHRs compete with FH for binding to other ligands, including pentraxins and ECM, as it was shown previously in the case of FHR-5, which dose-dependently inhibited the binding of FH to monomeric C-reactive protein (mCRP), pentraxin 3 (PTX3), and MaxGel, the latter used as an in vitro model for ECM, resulting in reduced cofactor activity of FH (20, 21). FHR-5 binds to mCRP, PTX3 and ECM proteins such as laminin, fibromodulin, osteoadherin and proline/arginine-rich end leucine-rich repeat protein via CCPs 3-7 (15, 16, 18, 25). Pentraxins, like CRP and PTX3 are soluble pattern recognition molecules which bind to pathogens, apoptotic cells, and ECM components and at the same time interact with different complement proteins, including cascade activators such as C1q and MBL, as well as FHR-1 and FHR-5, and inhibitors like FH and C4BP. These interactions on host ligands allow opsonization of target surfaces without initiating excessive complement activation and terminal pathway activation (28). Surface-bound pentraxins recruit FH to apoptotic cells which reduces complement activation and inhibits inflammatory processes. FH binds to apoptotic cells via Annexin-II, DNA, histones (29), and malondialdehyde epitopes as well (30). Next to FH, FHR-5 binds to malondialdehyde epitopes and malondialdehyde-acetaldehyde adducts via CCPs5-7 and activates complement (15). FHR-1 and FHR-3 were also shown to compete with FH for binding to MDA epitopes, and FHR-1 was suggested to inhibit FH activity on MDA epitopes (31). FHR-1 and FHR-5 were reported to bind to dead cells (necrotic and apoptotic) presumably through DNA, based on binding assays and colocalization data (25). FH interacts with DNA via CCPs 6-9 and CCPs 19-20, while FHR-5 binds to DNA through its CCPs 3-7 and competes with FH, therefore reduces the cofactor activity of FH (25).

Furthermore, FH binds to sialic acid via CCP20, and glycosaminoglycans (GAGs) and heparin via CCP7 and CCP20 (32–35), thereby differentiates self and non-self surfaces to prevent complement-mediated injury of the host (36–39). FHR-3 has a heparin-binding site in CCP2 (17), while FHR-5 binds to heparin via CCPs 5-7 (18). The interaction of FHR-5 with sulfated GAGs was recently studied in detail and it was found that in the presence of sulfated GAG on the surface, FHR-5 can more strongly reduce FH binding to surface-bound C3b than without GAG present (40). FHR-1 was also reported to bind to heparin and cellular surfaces and deregulates FH (12, 41). The aHUS-associated FHR-1 variant with amino acid substitutions L290S and A296V (42) gains sialic acid binding, which results in an increased capacity of this mutant FHR-1 to deregulate complement (43).

FH, FHL-1, and FHRs can also interact with non-cellular surfaces, like the ECM. Components of the ECM may be exposed to body fluids due to e.g., tissue injury, cell activation or damage. Moreover, unique layers due to their specialized anatomy are more exposed to components of the blood, such as the Bruch’s membrane in the eye and the glomerular basement membrane in the kidney. On these layers FH and/or FHL-1 represent the main complement inhibitors, due to the lack of membrane-bound regulators. FH binds to non-cellular surfaces via CCPs 19-20 and FHL-1 binds through CCP7 in the Bruch’s membrane (44, 45). Interaction of FH and FHRs, as it was shown for FHR-1 and FHR-5, with the ECM is important especially in complement-mediated eye and renal diseases, discussed in detail later. All these recent data suggest that FHR proteins are positive regulators of the complement system and support complement activation mainly via the alternative pathway.

In view of the above-mentioned results, it may appear counterintuitive that FHR-1, FHR-2, and FHR-5 were reported to inhibit the terminal pathway, thus they are (also) complement inhibitors (12, 14, 46). However, these proteins may have a dual effect on complement, enhancing the early steps of activation and thus promoting opsonization, but at the same time inhibiting the inflammatory and the lytic terminal pathway. This may ensure a targeted but restricted complement activation optimized for the safe handling of altered self-cells and ligands (28, 47). Inhibition of C5 conversion could be due to the binding of the FHRs to densely deposited C3b, generated by the C3 convertases, thereby preventing the priming of C5 (46, 48).

It is important to note that the plasma concentrations of the FHRs are much lower than that of FH. There is considerable discrepancy in the literature regarding the absolute values (discussed in detail in 49). In general, for FH plasma concentrations between 1-2 µM (ca. 150-300 µg/ml) are reported, whereas recently reported concentrations for the FHRs, using well-characterized monoclonal antibodies, are well below 1 µM. For FHR-1 0.35 µM (10-15 µg/ml) was measured, and even less for the other FHRs; their combined concentration is ~0.5 µM (reviewed in 49). Since their action appears to be relevant on various surfaces, the affinities of the FHRs (and their disease-associated variants) towards the different ligands need to be measured, which relative to those of FH will determine the degree of complement deregulation locally. Also, the concentrations of the FH family proteins in other body fluids and in tissues, as well as under various pathological conditions, may markedly differ from those reported for blood plasma of healthy donors and need to be determined in future studies. Concentration determination as well as functional studies are further complicated by the homo- and heterodimerization of FHR-1, FHR-2 and FHR-5.

FH family proteins interact with altered self also in form of tumor cells and with invading microbes that hijack complement regulators to protect themselves from complement mediated damage and killing; FHRs may bind as countermeasures deployed by the host to defuse this complement evasion strategy (50–52), as discussed later in the present review.

In addition to their role in complement regulation, FH family proteins can bind to receptors on cell surfaces, thereby modulating cell activation and cellular functions, such as inflammatory responses, phagocytosis, cytokine production, and cell migration (53), discussed later in this review in more detail.





What we learned from diseases/disease associations

As discussed above, there are some controversies regarding the physiological roles of the FHRs. While their functions are not clearly defined yet, genetic studies and FHR protein quantitative measurements revealed correlations between FHRs and diseases, including complement mediated inflammatory diseases (particularly age-related macular degeneration (AMD) and several kidney diseases) and infections, lending support to their proposed complement modulatory role (49, 54). Here, we highlight the role of FH family proteins in selected diseases.




FH family proteins in eye and kidney diseases

Genetic and molecular studies underline the role of the complement system in the pathogenesis of inflammatory eye and kidney diseases. Complement activation is strictly regulated in body fluids and on host surfaces by secreted and/or membrane-bound molecules (1, 55). Complement dysregulation due to mutations in complement proteins or complement targeting autoantibodies results in a variety of pathologies (2, 7, 56, 57). The chromosomal region containing the CFH and CFHR genes is prone to mutations and rearrangements. In the past two decades, numerous variations have been detected in various patient groups and connections with pathological conditions were revealed (Supplementary Table 1). Beside polymorphisms showing association with diseases and loss of function mutations of FH, rearrangements have also been reported that lead to missing or hybrid FHR proteins that result in altered plasma FH : FHR ratio or functional aberrations; in addition, function blocking pathogenic autoantibodies against FH were described (7, 50, 57–59).

AMD is the leading cause of vision loss over 60 years of age in economically developed countries, affecting 8.7% of the whole world population (60). It is a chronic autoinflammatory disease, with several risk factors: predisposing genetic variations in complement genes, ageing, lifestyle, and environmental triggers and, despite intensive efforts, there is still no appropriate therapy curing the disease (61, 62). C3 glomerulopathy (C3G) describes diseases with glomerular C3 deposition without the presence of Ig, the two main forms being dense deposit disease (DDD) and C3 glomerulonephritis (63–65). The Bruch’s membrane in the eye and the glomerular basement membrane in the kidney lack membrane-bound complement regulators, therefore they are vulnerable to complement activation and complement mediated damage due to dysfunction or deregulation of the soluble regulators FHL-1 and FH (66). Lipid-rich deposits in the retina (called drusen) and in the glomeruli, and oxidative stress causing inflammation are common factors (66–68).

Alterations in CCPs 1-7 affect both FH and its splice variant FHL-1. The common FH variant (Y402H) affecting CCP7 of both FH and FHL-1 is a susceptibility factor to AMD and influences the binding of FH/FHL-1 to CRP and heparin, and prevents FH from targeting cellular debris for clearance, thereby causing inflammation (69–75). This variant was also detected in a patient with AMD and DDD showing that the mutation affects complement regulation at anatomically distinct sites of the body (76). Loss of function mutations in the CFH gene lead to dysfunctional FH and FHL-1 proteins, thereby increasing non-regulated C3 convertase levels and consequently, overwhelming complement activation in AMD (45, 77, 78) and C3G patients (7, 58, 79, 80).

In AMD, the deletion of the CFHR1 and CFHR3 genes confer protection (81); the protective effect of the deficiency of FHR-1 and FHR-3 is explained by their lack of competition with FH (31). This concept is further supported by recent results showing that higher levels of FHR-1, FHR-2, FHR-3, and FHR-4 proteins are associated with advanced AMD (82–84). In contrast, C3G is associated with mutations and rearrangements in the CFHR genes that generate FHR-1, FHR-2 and FHR-5 molecules with duplicated dimerization domains or hybrid FHR proteins essentially containing duplicated dimerization domains, that form larger multimers. These gain-of-function mutant FHRs have increased avidity to ligands and surfaces and are thus more effective competitors of FH than their native counterparts, leading to increased complement activation and C3G (27, 85–87).

Alternative pathway dysregulation is also involved in the pathology of IgA nephropathy, a common kidney disease. In most patients (~ 90%) C3 deposition was found next to IgA in the mesangium. The disease is associated with alterations in the CFH, CFHR1 and CFHR3 genes and with some rare variants in the CFHR5 gene (88–90). The deletion of the CFHR3 and CFHR1 genes is protective in IgA nephropathy presumably via the lack of FH competitors (FHR-1, FHR-3) on the surfaces, leading to more effective inhibition of complement activation by FH.

aHUS is a thrombotic microangiopathy characterized by acute renal failure and is associated with alterations in complement genes (91). FH mutations may cause partial deficiency and in aHUS cluster in the C-terminus of the protein which is responsible for surface recognition (reviewed in 7). Two CFHR gene variants, the CFHR1*B and CFHR3*B variants also associate with aHUS (92, 93). In addition, gene conversion between CFH and CFHR1 can result in mutant FH and FHR-1 proteins, and gene rearrangements give rise to FH::FHR-3, FH::FHR-1, FHR-1::FH hybrid proteins; all of which compete with the binding of wild type FH to cell surfaces and thus disturb complement regulation in aHUS (22, 42, 43, 59, 94, 95).

Despite the large number of variants, not all of them affect the function of FH (96). While several N-terminal FH mutations unfavorably affect FH functions (97, 98), a large cohort study of aHUS patients concluded that most FH mutations located in the N terminus or the middle region of the protein are not pathogenic (99). Recently, six rare genetic variants were described in aHUS, C3G and AMD patients altering the CCP1-4 of FH, but only one of them (Q81P) influenced the complement regulatory functions of the molecule significantly, and two other variants had minor effects (100). In contrast to this, in aHUS the proportion of pathogenic variants affecting the C terminus of FH was higher, pointing to the importance of the C-terminal domains (which is mainly responsible for surface binding) in complement regulation on surfaces in aHUS (101, 102). A special case is the C-terminal FH mutation R1210C that results in the covalent binding of FH to albumin, which prevents the interaction of FH with its natural ligands, and is associated with aHUS, C3G and AMD as well (102–105).

In aHUS and C3G not only CFH and CFHR variations, but autoantibodies against FH can also be present. FH autoantibodies in aHUS are often associated with deletion of the CFHR3 and CFHR1 or the CFHR1 and CFHR4 genes; it is in fact the lack of the FHR-1 protein which predisposes to the development of aHUS-associated FH autoantibodies (106–113). In aHUS, autoantibodies mainly bind to the C-terminus of FH; CCPs 19-20 of FH are important in self-surface recognition and ligand binding (e.g., C3b), thus autoantibodies can impair these C-terminal functions of the protein (108, 114, 115). In contrast to these, most FH autoantibodies in C3G bind to the N-terminal part of FH, reflecting the underlying differences between the pathomechanisms of aHUS and C3G (113, 116, 117). Altogether, autoantibodies can alter FH binding to ligands, impairing its complement regulatory activity in fluid phase and/or on surfaces, thus contributing to complement mediated pathologies. However, not all anti-FH antibodies are pathogenic or neutral, even in diseases affecting the kidney. In systemic lupus erythematosus, autoantibodies against FH were described that contributed to the lower prevalence of acute kidney injury, enhanced FH binding to C3b and improved its cofactor activity (118), thereby played a protective role.





Factor H family proteins in neurological disorders

Alzheimer’s Disease (AD) is the most common cause of dementia affecting the elderly. Although it is subject of intensive research, the pathomechanism and the processes leading to AD are still unclear and biomarkers to predict the disease and its course are still not available. Several studies implicated the complement system and identified altered complement component levels in connection with AD. Here, we focus on the FH family proteins; for more detailed review on complement and AD, see 119–121.

Physiologically, complement components are synthesized in various cells of the brain but they can also get there from the plasma due to damage of the blood brain barrier. Increased FH and FHL-1 levels were detected in lysates from the brain tissue of AD patients by Western blot (122) and complement deposits including FH were detected histologically (123). By contrast, decreased level of FH was measured in stem-cell derived neurons from sporadic AD patients (124). Serum/plasma or cerebrospinal fluid are more easily accessible materials and several groups investigated FH levels in these body fluids. Data of these studies are controversial, elevated (125, 126), unchanged (127) and decreased (128, 129) FH levels were described. More consensus can be found on the use of FH plasma level alone or in combination with levels of other proteins to differentiate among neurodegenerative diseases or AD stages (126, 128–130). Polymorphisms of FH (and other complement genes) were analyzed in AD and an association of the 1277C allele (coding for the H402 polymorphic FH variant) with AD was found; however, the genetic model was different from that observed in AMD (131, 132).

Whether complement regulatory or non-canonical functions of FH are relevant in this setting is not clear. For example, FH can colocalize with heparan sulfate proteoglycans (agrin) in amyloid-β plaques and with complement receptor type 3 (CR3) in the AD brain. Thus, it was proposed that FH may promote the recognition of amyloid-β plaques by microglia through CR3 (122). CR3 is an opsonophagocytic receptor for complement-coated antigens on macrophages and several other cell types; in addition to iC3b it binds numerous ligands, including FH, and has versatile functions (133).

Elevated serum/plasma FH levels were measured in patients with two neurodegenerative, demyelinating inflammatory diseases, neuromyelitis optica spectrum disorder (NMOSD) and multiple sclerosis (134–136). In addition, autoantibodies against FH were described and shown to interfere with the FH-C3b interaction, thus possibly influencing complement regulation in some NMOSD patients (137).

Elevated FH and FHR-1,-2,-5 (measured together with a non-specific Ab recognizing all three FHRs) levels were detected in cerebrospinal fluid in NMOSD, clinically isolated syndrome and multiple sclerosis versus controls (138). It is not clear if these reflect the pathology of these diseases and/or represent a protective response of the body to these neuroinflammatory diseases. Since FH prevents excessive complement activation but FHRs may support opsonization, they may participate in the removal of debris and pathological molecules and damaged cells. Moreover, FHR-1 as terminal pathway inhibitor was proposed to have a beneficial effect, since FHR-1-expressing neural stem cells ameliorated brain injury in a mouse model of NMOSD (139). In addition, these FH family proteins may exert non-canonical roles outside complement regulation and help e.g., phagocytic activity of cells (53).

Further studies reported significantly increased FH and terminal complement complex in epilepsy (140), and increased plasma complement FH was found associated with geriatric depression (141). While these and the previously mentioned data strongly implicate complement and FH family proteins in neurological disorders, further studies are required to better understand the pathomechanisms of these diseases and the role of FH family proteins in them.





FH and FHRs in oncological disorders

Increased expression of FH and FHL-1 by tumor cells as a protective measure against complement-mediated damage and killing – in addition to the upregulation of cell membrane-anchored complement inhibitory proteins – is known for long (142–145). The role of complement in tumors is complex and context-dependent (146, 147). An increasing body of evidence implicates FH family proteins in oncological diseases as briefly summarized here.

FH is expressed at higher levels in CNS lymphoma, and elevated FH levels were found in bronchoalveolar lavage and sputum of lung cancer patients (148–150); moreover, non-small cell lung cancer cells (NSCLC) and cell lines were shown to express and secrete FH and FHL-1 (151–153). Daugan et al. investigated the effects of membranous and intracellular FH in clear cell renal cell carcinoma and lung cancer (154). While membranous FH in its canonical role inhibited complement activation, it had no effect on tumor cell phenotype or patient survival. However, a non-canonical protumoral effect of intracellular FH by influencing cell proliferation and migration was found at both the gene and protein levels in clear cell renal cell carcinoma and in lung adenocarcinoma. Intracellular FH conferred poor prognosis in patient cohorts with clear cell renal cell carcinoma and lung adenocarcinoma, but not in patients with lung squamous cell carcinoma (154). Autoantibodies against FH were found in the sera from patients with early stage, non-metastatic NSCLC (155). These FH autoantibodies interfered with the C3b binding site of the molecule, thereby enhanced complement activation on tumor cells in vitro (156). The potential use of FH-based treatments in cancer therapy is an emerging and important practical topic. Monoclonal anti-FH antibody treatments have been used successfully in vitro and in a lung cancer mouse model in vivo (156, 157), and the FH monoclonal antibody is currently in a Phase Ib clinical trial for advanced lung cancer. In the case of B cell chronic lymphocytic leukemia cells ex vivo complement dependent cytotoxicity was enhanced by anti-FH when added together with rituximab (158). Beside monoclonal antibodies a recombinant FH derived protein composed of CCPs 18-20 (hSCR18-20) was successfully used to inhibit the binding of FH to chronic lymphocytic leukemia cells and an FHR-4—anti-HER2 immunoconjugate was able to induce complement dependent cytotoxicity on HER2 expressing tumor cells that are known to be resistant to complement mediated lysis (159–161).

Increased FH and FHL-1 expression of glioma patients was associated with poorer survival (162). It was also demonstrated that low levels of FHR-1 are specifically found in lung adenocarcinoma samples and downregulation of FHR-1 correlated with lower overall survival and post progression survival times (163). Gasque et al. described that neuroblastoma cell lines express FH as well, while primary tumor cells from glioblastoma multiforme patients were found to secrete FHR-5, but not FH (142, 164). This tumor cell derived FHR-5 inhibited complement mediated lysis, possessed co factor activity for factor I mediated cleavage and accelerated decay of C3 convertase (164). In other studies, FHR-5 expression was associated with the risk of metastasis in colorectal cancer and soft tissue sarcomas (165, 166). On the contrary, Koshiol et al. examined HBV- and HCV-related hepatocellular carcinoma (HCC) and found that FHR-5 was negatively associated with the development of HCC compared to non-cirrhotic controls (167). Also, FHR-4 expression was lower in HCC tumor tissue compared to normal tissue, and the lower expression of FHR-4 was associated with HCC progression and a poor prognosis (168). Liu et al. demonstrated that liver cancer tissue had lower FHR-3 mRNA and protein levels compared with normal tissue and overexpression of FHR-3 suppressed proliferation and promoted apoptosis (169). These findings are strengthened by the observation that elevated levels of FHR-3 was correlated with a good prognosis for HCC patients (170–172). Lack of complement regulation can also lead to tumor formation, since FH-/- mice were shown to develop spontaneous hepatic tumors and HCC patients with increased FH mRNA had better prognosis, while mutations of FH associated with worse survival (173). However, mutations in the CFH gene were associated with better response to immune checkpoint inhibitors, although only in men (174).

Tumor-derived extracellular vesicles (EVs) can also contain complement proteins and FH was found to be highly expressed in EVs released by metastatic HCC cell lines. These EVs promoted HCC cell growth, migration, invasiveness, and enhanced liver tumor formation in mice; these effects were abrogated when treated with an anti-FH antibody (175). EVs of metastatic NSCLC was found to be FH positive as well, while FHR-4 was downregulated in small-cell lung cancer samples’ EVs (176, 177).

Recently, a CFH-derived circular RNA (circRNA), a type of non-coding RNA, termed circ-CFH was reported and investigated in connection with glioma. Circ-CFH expression was significantly upregulated in glioma tissue and was correlated with tumor progression (178). Table 1 summarizes the reports on FH and FHRs as potential biomarkers.


Table 1 | Potential FH family biomarkers in different cancers.



Expression of FH can lead to the downmodulation of complement activation in the tumor microenvironment, moreover, by binding to immune cells FH may also modulate the anti-tumor response (non-canonical role of FH). FH expression by breast cancer cells promotes tumor growth via immunosuppression and positively correlates with the presence of immunosuppressive macrophages, since FH directly promotes the differentiation of blood-derived monocytes into immunosuppressive macrophages (185). The complex role of the complement system in pro- and antitumor effects is reviewed by Roumenina et al. and the effect of (locally) elevated/downregulated FH and FHR proteins has to be integrated into this (146). FHRs as positive regulators of complement may help enhance complement attack on tumor cells but may also increase local inflammation which could promote tumorigenesis. In addition, in their noncanonical roles they may influence the activation of immune cells, potentially also that of tumor-associated neutrophils and macrophages. Therefore, further research is needed to reveal their exact role in oncological disorders, which in turn may be tumor- and context-dependent.





Interaction of FH family proteins with microbes

Antimicrobial effects of complement include opsonization, the generation of anaphylatoxins and chemoattractants, and particularly in the case of gram-negative bacteria lysis through the formation of pores by the membrane attack complexes (186, 187). Microbes evolved to resist complement attack by different mechanisms including capsule production, the production of proteases cleaving the complement components, and recruitment of complement regulators to the microbial surface (188–191).

Several microbes bind FH and FHL-1 on their surface, such as Borrelia burgdorferi, Staphylococcus aureus, Neisseria meningitidis, Haemophilus influenzae, Candida albicans and others (51, 192–197). By recruiting the host regulators FH and FHL-1, they can downmodulate complement activation on their surface. Most pathogens recruit FH through CCP domains 6–7 and/or 18–20 that on host cells bind to glycosaminoglycans and to C3b and glycosaminoglycans, respectively, thereby permitting FH (and FHL-1) domains 1–4 to inhibit complement at the same time (198, 199). Identifying the molecular basis of FH binding by microbial proteins is important to understand how this immune evasion strategy of microbes works. Recently, the crystal structure of the FhbA protein of Borrelia hermsii in complex with FH domains 19-20 was determined. Based on the identified structural elements that are responsible for FH binding, new putative FH binding proteins were identified (200).

The protective role of FH was proved in some cases by knocking out or knocking in microbial genes that encode proteins responsible for FH binding. The Aspergillus fumigatus protein Aspf2 binds FH, FHL-1 and FHR-1. Conidia in which aspf2 was knocked out had less FH and FHL-1 and, consequently, more deposited C3 fragments on their surface, compared to the wild-type conidia (201). Leptospiral Lig proteins that bind FH, FHL-1 and FHR-1 were introduced into the saprophytic L. biflexa which does not express these complement evading proteins by itself. This genetic modification allowed the bacteria to bind FH and C4BP and thereby prevented complement deposition on their surface (202). Similar observation was made by Marshall and colleagues when introducing the pspc gene of Streptococcus pneumoniae into the non-pathogenic, thereby serum-sensitive Streptococcus mitis, which then gained the ability to bind FH and reduce complement activation on its surface (203). There are, however, also contradictions within the literature regarding the relevance of FH binding. Studies on N. meningitidis showed that the recruitment of FH helped the bacteria to escape from complement attack (204–206), but a recent study showed that during acute meningococcal disease the serum levels of all FH family proteins are decreased and no specific FH depletion by N. meningitidis was observed (207). In the case of Streptococcus pyogenes FH binding did not show any benefit on the microbial survival in vivo (208). Moreover, FH when bound on C. albicans increased the cellular antifungal response (195).

Several microbes do not only bind FH, but different FHR proteins, as well. B. burgdorferi was shown to bind FHR-1, FHR-2, and FHR-5. These FHRs had no effect on complement evasion that suggested a cooperation with FH to escape complement attack (209–211); whether they in fact compete with FH and enhance complement activation was not investigated. Similarly, a construct generated from Staphylococcal Sbi protein domains III and IV enhanced the binding of FH, FHR-1, FHR-2, and FHR-5 to C3b fragments. At physiological concentrations FHR-1 was able to dissociate FH from C3b in the presence of Sbi-III-IV and this was associated with more pronounced complement activation (212). Competition between FH and FHR-1 for binding to E. coli shiga toxin 2 was shown, and FHR-1 inhibited FH binding in a dose-dependent manner (213). Plasmodium falciparum is a parasite that binds both FH and FHR-1, and competition between FHR-1 and FH for binding to the parasite occurs in this case, too (214).

N. meningitidis recruits FHR-3 that competes with FH for binding to the microbial surface and therefore, the survival of the microbe depends on the serum levels and ratio of FH and FHR-3 (215). Reduced level of FH was found to be a protective factor from meningococcal disease and the lower FH concentration was associated with a single nucleotide polymorphism in the CFHR3 gene. Deletion of the corresponding gene segment in an engineered cell line elevated the FH level, thereby a direct regulatory role of this polymorphism was proved, although the exact mechanism is unclear (216). N. meningitidis and N. gonorrhoeae both bind FHR-5 by the same outer membrane protein PorB in the presence of sialylated lipopolysaccharide, and the addition of FHR-5 to sialylated N. gonorrhoeae caused enhanced complement-mediated lysis of the bacteria (217). The exact role of FHR-5 in host defense is yet elusive, however, low levels of FHR-5 were detected in two patients who had infection-associated aHUS and membranoproliferative glomerulonephritis (218).

Altogether, these results point to a protective role of several FHR proteins in infectious diseases by counteracting the host FH-sequestering complement evasion strategies; thus FHRs may developed as a response of the host to the FH mediated complement evasion of microbes (50, 51).

Viruses such as the Human Immunodeficiency Virus and West Nile Virus were shown to bind FH as well to evade complement (219, 220). FH polymorphisms and haplotypes that result in altered FH expression were found protective against severe dengue (221). Recently, the role of complement in the thromboinflammation caused by SARS-CoV-2 got significant attention. FH was found to be upregulated among many other complement- and coagulation related genes under high viral load (222); in addition, FH expression was upregulated in lung epithelial cells of COVID-19 patients (223). The spike protein of SARS-CoV-2 was shown to compete with FH for binding to heparan sulfate, causing complement dysregulation on the cell surface (224, 225). Serum proteomic analyses also detected increased FH and FHR-5 levels in patients infected with SARS-CoV-2 compared to healthy controls (226–228). FHR-2 elevation in serum was also described (229). In a recent study, serum levels of all FH family proteins in COVID-19 patients and controls were quantified using a targeted mass spectrometry approach; while no elevation in FH level was found, the serum levels of all other FH protein family members were increased, with FHR-2 and FHR-5 showing the highest elevation in severe COVID cases compared to controls (230). The authors raised the hypothesis that the elevated circulating FHR levels could predict disease severity of COVID-19 patients (230). These studies suggest that complement dysregulation associated with SARS-CoV-2 infection involves the disbalance among FH family proteins.

Binding of FH family proteins may not only influence complement activation but also direct interaction with immune cells. For example, the yeast C. albicans recruits FH, FHL-1, FHR-1, and FHR-4, where FH, FHL-1 and FHR-1 were shown to be major ligands for CR3 (CD11b/CD18) on neutrophils. Yeast-bound FH and FHR-1 were able to enhance the antimicrobial activity of neutrophils while the role of FHR-4 remained ambiguous (195). This direct action on immune cells relates to the non-canonical roles of members of the FH protein family that is discussed later.






Development of FH-based therapeutics

Many microbes evade complement through the recruitment of complement regulators such as FH. Therefore, blocking FH binding to microbes could be a way to restore their sensitivity to human complement. It was shown in the case of Streptococcus pyogenes that addition of a recombinant FH construct containing CCP5-7 strongly reduced bacterial survival in human blood (231). In the case of Neisseria sp., a fusion protein was designed that is composed of FH domains CCP6-7 and/or CCP18-20 fused with the constant region of IgG1 (IgG1 Fc) to engage C1q, thereby inducing classical pathway activation by the formed FH6,7/Fc and FH18-20/Fc. The chimeric proteins caused complement dependent killing in vitro and showed high efficacy in in vivo studies on animal models of gonorrhea and meningococcal infections (232). The chimeric protein FH6,7/Fc against N. meningitidis was able to block FH binding to the bacteria, and enhanced C3 and C4 deposition that facilitated classical complement pathway mediated killing of meningococci; the same construct when applied in in vivo experiments on infant rats infected with serogroup C strain resulted in 100-fold reduction in infection compared to the control animals (233). In addition to Neisseria species, more work have been done on H. influenzae where it was shown that FH18-20/Fc was less effective in the promotion of complement mediated killing of the different strains than FH6,7/Fc; moreover, intranasal delivery of the chimeric protein in the lung infection model resulted in sufficient clearance of H. influenzae (234). The chimeric protein FH6,7/Fc was tested on Group A streptococcus as well. Sepsis was induced by the bacteria in a transgenic mouse model that expresses human FH, and FH6,7/Fc was able to enhance alternative pathway activation and reduce bacterial presence ex vivo through enhancement of opsonophagocytosis in a C3 dependent manner (235).

Currently, there are several therapeutic agents, including antibodies, recombinant proteins, peptides, and small molecules, in various clinical phases against complement-mediated diseases (236–238). FH based engineered inhibitors could have a great potential in the treatment of complement associated diseases to restore or enhance regulation of the cascade. Recombinant full-length FH was produced in various systems to replace the missing or functionally defective FH and/or enhance complement inhibition (239–242). In addition, constructs using parts of FH have been developed and characterized.

One of the most well-known FH derivates is MiniFH (243–246). MiniFH is >10-fold potent inhibitor of the complement alternative pathway than full length FH (244). This engineered inhibitor contains the two main functional segments of the native protein. At the N terminus there are the CCP1-4 (or CCP1-5) domains which are responsible for the complement regulatory functions of FH, the decay acceleration activity and the cofactor activity (247, 248). At the C terminus, domains CCP19-20 (or CCP18-20) provide C3b and GAG binding, which occur simultaneously (38, 39). When FH is in solution the C3b binding site could be masked by the CCPs between the two functional sites, which may be the reason why MiniFH (in which CCP5-CCP18 or CCP6-17 are deleted) is a stronger inhibitor than FH (244, 249). CCP19-20 contains the sialic acid binding site, allowing FH and MiniFH to discriminate host surfaces from other surfaces through the binding of GAGs (39). To enhance the MiniFH C3b binding capacity, a double MiniFH was generated, called MidiFH in which two MiniFHs are linked together with a linker region (249). The inhibitory potency of MidiFH in the alternative pathway is stronger than MiniFH, probably because the MidiFH contains doubled C3b binding sites (249). Both MiniFH and MidiFH can effectively inhibit alternative pathway on erythrocytes derived from patients with paroxysmal nocturnal hemoglobinuria (PNH), thereby these inhibitors can protect them from complement mediated lysis (246, 249). The effectiveness of inhibition by MiniFH could also be further increased by introducing dimerization domains of FHRs, e.g. FHR-1. These domains lead to formation of homodimers, which have a prolonged half-life; furthermore, this homodimeric MiniFH has an improved alternative pathway regulatory capacity. This chimeric MiniFH which contains the dimerization domains of FHR-1 had been tested in vivo in FH deficient mice in which the inhibitor restricted the accumulation of C3 in the glomeruli (250, 251). Taken together, different MiniFH constructs show promising results both in vitro and in vivo, thus giving hope for a future therapeutic agent. To date, MiniFH called AMY-201 (manufactured by Amyndas) with polyglicine linker between the two functional sites is in preclinical development (252, 253). Beyond this, MiniFH could modulate the complement-dependent release of IL-6 and IL-10 in a peripheral blood mononuclear cell model, and thus it may modulate the cytokine storm (254).

A different approach for complement regulators engineered from FH derivates is to create fusion proteins to optimize their complement regulatory potency or to increase their half-life. The construct CRIg/FH contains the CRIg extracellular domain, which can bind to C3 degradation products (C3b, iC3b, C3c) linked with the alternative pathway regulatory CCP1-5 domains of FH. CRIg/FH binds to sites in the body where complement activation is ongoing and shows complement inhibitory effects. This was demonstrated on PNH erythrocytes and in complement-mediated membranoproliferative glomerulonephritis in experimental rat models (255). In a recent study, CRIg/FH ameliorated lupus nephritis in a mouse model (256).

A single chain (scFv) B4 antibody -which is a mouse autoreactive IgM antibody- was linked to the alternative pathway regulatory segment of FH in the construct B4-scFv-fH. Antibody B4 targets an annexin IV neoepitope which is exposed upon oxidative stress and/or smoke exposure in animal AMD models; B4-scFv-fH effectively reduced complement activation in two mouse models of retinal degeneration, suggesting that it may be a promising candidate for a future therapeutic agent (257). Similarly, a mouse study was performed with IgG-FH1-5, where a non-targeting mouse IgG was coupled to the FH alternative pathway regulatory region (CCP1-5). In FH deficient mice, the IgG-FH1-5 was able to reduce C3 deposition in the kidney glomeruli, thus this inhibitor may serve as potential therapeutics in C3G. Moreover, due to the IgG part, the half-life of the molecule increased up to 11 days (258).

TT30 is a complement receptor 2 (CR2) and FH fusion protein, which contains the CCP1-2 domains of CR2 that bind to the C3 breakdown fragments iC3b, C3dg, and C3d generated at sites of complement activation. The functional site is fused with the FH regulatory segment CCP1-5 via CR2 CCP3-4 (259). TT30 appeared a promising therapeutic agent in several alternative pathway mediated complement disease models, such as AMD and PNH (260–262). However, complement inhibition by MiniFH was more effective than TT30 on PNH erythrocytes (246). In addition, TT30 is an effective inhibitor of both C3 and C5 convertases. Furthermore, in cynomolgus monkeys, TT30 was able to achieve an almost full alternative pathway inhibition for up to 24h (263). However, while TT30 was in clinical phase I for PNH, it did not progress beyond that (253).

A further engineered FH derivative is a dual inhibitor of the alternative and lectin pathways, called sMAP-FH. sMAP (small MBL-associated protein) is an alternatively spliced variant of MASP-2, composed of CUB and EGF-like domains, but lacking the serine protease domain of MASP-2. It can form complexes with the pattern recognition molecules of the lectin pathway (MBL, ficolins), thus it has a regulatory role in the lectin pathway activation via competing with MASP-1 and MASP-2 for ligand binding. In sMAP-FH the sMAP domains are linked to FH CCP1-5 and the construct showed strong inhibitory effect on both alternative and lectin pathway activation in vitro in mouse and human serum; moreover, it also reduced complement activation in mice in vivo (264).

Altogether, these FH-derived and hybrid recombinant proteins have shown promising results both in vitro and in vivo in regulating complement activation. Further preclinical studies and clinical trials will show if any of these can become a marketed drug.





Animal models to study FH and FHR functions and their therapeutic applications

Although the scientific community has already raised concerns about the use of animals in research because of their welfare and the accuracy of outcomes, animal models of different human diseases are still used to obtain invaluable information about disease prevention, diagnosis, and possible therapeutic interventions. Using mice as model animals to investigate the involvement of complement components in human diseases generated important insights, even though there are differences between the human and the mouse complement systems (265). Although mouse FH (mFH) is very similar in structure and function to human FH, clear differences exist as well (49, 265). For example, in contrast to the human CFH gene, the mCfh gene does not have an alternative splicing variant and thus no murine equivalent of FHL-1 has been identified (49). Contrary to the situation in humans, murine FH was proposed to serve as immune adherence receptor on platelets (266). Furthermore, the CFHR genes have emerged during evolution through partial duplications of the CFH gene, and these events occurred after the separation of rodent and primate lineages and, therefore, no human FHR orthologs exist in mice (49, 59, 267). Thus, these members of the FH protein family have barely been examined in animal models. Inspiringly, new opportunities arise by which the elucidation of disease mechanisms and improved drug development become possible for instance by the establishment of genetically engineered humanized mice (49, 268).

To study the role of FH in the process of membranoproliferative glomerulonephritis which occurs in FH-deficient humans and pigs, Pickering and his colleagues generated the FH-deficient mice (fh-/- mice) by targeted disruption of the gene encoding murine factor H (269–272). Mice homozygous for the disrupted allele were viable and fertile and were analyzed on a hybrid, 129/Sv × C57BL/6 genetic background. The results clearly showed that without the expression of FH, Cfh-/- mice developed membranoproliferative glomerulonephritis spontaneously and were hypersensitive to developing renal injury caused by immune complexes; moreover, these animals developed spontaneous hepatic tumors as mentioned earlier (173, 272). The same knockout mice were backcrossed onto C57BL/6 mice and used in a recent study to analyze the role of FH in the physical performance of the animals. The study demonstrated for the first time the important role of FH and the alternative pathway of the complement system in physical performance and skeletal muscle health (273).

The contribution of FH to AMD pathogenesis was analyzed using different existing complement models including the already mentioned genetically modified mice (272). In their study, Coffey et al. analyzed aged, FH-deficient mice, which exhibited significantly reduced visual acuity and rod response amplitudes on electroretinography compared with age-matched controls (274). They also examined tissue sections from the neural retina and found an accumulation of complement C3, thinning of Bruch’s membrane, and disorganization of rod photoreceptor outer segments. Together with a subsequent study, which similarly showed that C3 and C3b are progressively deposited on retinal vessels leading to a reduction of retinal blood supply, these experiments demonstrated the importance of FH in the long-term functional health of the retina (274, 275). Although the reported ocular phenotype in this mouse model does not replicate a key AMD feature, sub-RPE (retinal pigment epithelium) deposits, these aging FH knockout animals developed retinal abnormalities and visual dysfunction, resembling AMD (276).

Animal models also proved to be helpful to decipher the functions of specific domains within FH. Loss of the CCP16-20 region of the protein impairs the ability of FH to control complement activation on surfaces, causing spontaneous complement-mediated thrombotic microangiopathy (49, 277).

Murine equivalents of FHR proteins are predicted based on sequence analysis and are termed FHR-A to FHR-E (278). The in vivo expression and function of these proteins is largely unknown as well as their relevance to their human counterparts. They show some similarities to the human FHRs, although murine FHRs show higher sequence identity to mFH than do the human proteins to human FH, which suggests that results with mouse FHRs cannot be directly translated to the human system. Despite these challenges, some data are available regarding mouse FHR proteins. Recombinant murine FHR-B was shown to act similarly to human FHR-1 and FHR-5, namely, to enhance complement activation on PTX3, CRP, the ECM model Matrigel and necrotic cells (279). Parallel to the human system, FHR-A and FHR-B were shown to increase complement activation by competing with mouse FH for ligand binding, while FHR-C did not have such effect. Exact KD values for C3d binding were determined for each member of the murine FH family that correlated well with the deregulating effect of FHR-A and FHR-B (280). FHR-E deficient mice showed elevated complement activation of the alternative pathway induced by LPS and had acute kidney injury, and the authors suggested that this mouse may be a model to study human FHR-1 deficiency related alternative pathway overactivation (281). A recent study investigated the role of recombinant FHR-A, FHR-B, FHR-C and FHR-E and demonstrated differential interactions of these murine FHRs with FH ligands such as heparin and C3d; however, all four FHRs caused complement dysregulation in vitro on the surface of renal cells. In vivo, only FHR-E caused complement dysregulation on glomerular cells in a mouse ischemic acute kidney injury model (282).

A specific model for CFHR5 nephropathy was also developed, in which mice lacking mFH and murine FHRs but coexpressing human FH and mutant FHR-5 (with duplicated CCP1-2) developed glomerular deposition of C3 fragments, while those coexpressing human FH and wild type FHR-5 did not (283). In addition, administering mutant FHR-5 to the latter mice also caused C3 deposition in the glomeruli. Thus, the results recapitulate the human situation and may allow for the evaluation of potential therapeutic interventions for this specific disease (283).

These results give hope that with better characterization of murine FH family members and the generation of transgenic mice, the use of mouse disease models will be available to study the pathologic role of both FH and FHRs in detail. Moreover, FH-based and other therapeutic agents could be tested in vivo in such models. These models may also result in the discovery of novel roles and mechanisms of these proteins, including non-canonical roles.





Non-canonical roles of FH family proteins

Beyond its role in modulating complement activation, FH has been reported to bind to various immune cells and regulate their functions known as the non-canonical role of the molecule. This binding is mediated by the complement receptors CR3 (CD11b/CD18) and CR4 (CD11c/CD18) (195, 197, 284–287), although other potential receptors for FH cannot be ruled out, as in a study FH was shown to directly bind to Siglec-9 (288). In addition, we must consider that the interaction of FH with the cell surface is also influenced by GAGs, sialic acid and other ligands deposited due to complement activation, such as complement C3 fragments, thus CR3/CR4 cis-ligation may also occur on cell surfaces. Nevertheless, cells can bind FH in the absence of deposited C3b (289–291), but the receptor bound C3 fragment may potentially modify the interaction of FH with cells. In the absence of C3b, FH binding to CR3 expressing monocytes can be inhibited by apolipoprotein E (apoE), which indicates a common binding site for apoE and CR3 on FH, although complement receptor CR1 (CD35) and CD89 were also suggested to be involved in FH binding (290, 292). Interestingly the receptor-bound FH retains its cofactor activity for C3b inactivation (287). The exact binding site of FH on CR3 is unknown, however, published data suggest that FH and iC3b bind at different sites to the receptor (287, 293, 294); thus, the effects they induce may be combined rather than competing. In contrast to FH, cell surface receptors for FHR proteins are more elusive. FHR-1 was identified as a ligand of CR3 (195), also that of EMR2, and at high concentration, FHR-1 but not FHR-5 was shown to significantly decrease binding of FH to immune cells, indicating that FH and FHR-1 have partially overlapping binding sites (291, 295).

FH family members act as circulating molecular sentinels that continuously monitor for altered structures or invading pathogens to which they can attach and then modulate complement activation and cellular functions. They exert their cellular modulatory role mainly when they are deposited to a surface (287, 291, 296), thus the in vivo relevance of the non-canonical FH/FHR functions is presumably local immune regulation. FH is produced not only in the liver, but its extrahepatic sources are known as well, which may underline its local importance. Myeloid dendritic cells in tissues and endothelial cells can produce FH upon inflammatory stimuli; monocytes and B cell lines were also described to produce FH or FH-related protein (297–304). Local production of FHR-3 by retina microglia/macrophages was observed, while primary tumor cells can be a source of FHR-5 (164, 305). The concept that local „niches” where the production and (canonical or non-canonical) function of complement proteins are unique and important is nicely exemplified by the finding that FHR-3 that is produced locally in the eye is internalized by the RPE cells (while FH is not). FHR-3 deregulated FH from oxidative stress-associated epitopes and induced the secretion of proinflammatory mediators in RPE cells through the activation of the NLRP3 inflammasome (306). Production of C3 and FB was also upregulated upon FHR-3 treatment and their cleavage products appeared inside and on the surface of the RPE cells; moreover, the expression of the complement receptors C3aR and CR3 was enhanced (306). Interestingly, in hepatocellular carcinoma the endogenous FHR-3 expression promoted apoptosis in the tumor cells and was associated with a good prognosis (169, 171). These findings underline that the effect of FH family members can largely depend on the local microenvironment and may be cell specific. Intracellular expression of complement proteins is a novel but emerging field giving new perspective to the understanding of the non-canonical roles of complement.

The role of intracellular FH in mouse (C57BL/6J) renal endothelial cells was studied using FH deficient and sufficient cells. In the absence of FH, NF-kB translocated to the nucleus showing that endogenous FH expression has an anti-inflammatory role, although increased angiogenesis also occurred in FH deficient kidney endothelial cell cultures. The FH-/- kidney endothelial cells had altered actin cytoskeleton organization and lost their barrier function as well. This latter important observation was strengthened in human endothelial cells as well where siRNA of FH reduced the barrier function (307). The role of intracellular FH expression was extensively studied in RPE cells with similar results. Silencing FH in RPE cells caused elevated C3, FB and FI production, inflammation, mitochondrial impairment and enhanced the sensitivity of the cells to oxidative stress. The activation of NF-kB p65 and the mTOR pathway was found to mediate these effects (308–310). In addition, silencing of FH in human RPE cells induced direct metabolic change and degeneration of retinal rod cells when cocultured with porcine retinal explant (311). These findings reveal unexpected roles and emphasize the complex operation of the complement system.

Daugan et al. (154) found that FH is present in human renal cell carcinoma tumor cells, moreover, its elevated level correlates with bigger tumor size and worse disease prognosis. The serum level of FH was the same in tumor patients and in controls, which clearly implicates that local, intracellular expression of FH has a profound role in shaping the phenotype of tumor cells. This was proved using clear cell renal cell carcinoma cell lines in which FH expression was reduced by RNA silencing. These FH silenced cells had downmodulated expression of genes linked to cell proliferation, which was confirmed in cell survival studies; moreover, extracellularly added FH could not reverse the effect (154). On the contrary, FH silencing had no effect in primary renal proximal tubule cells and in human umbilical vein endothelial cells that have FH expression normally, demonstrating that the observed effects are tumor specific and not universal. Interestingly, in the same study, B and T lymphocytes were found negative for FH, which suggests that FH plays a role mainly in the regulation of innate immune functions. Intracellular FH was localized in lysosomes (154), where C3 was also present, already shown to be a prosurvival signal (312). A putative mechanism of this protumor effect of elevated FH may be the initiation of anti-inflammatory conditions via binding to complement receptor CR3 (CD11b/CD18) on/inside innate immune cells, especially tumor associated macrophages. Similar anti-inflammatory action of FH was found in the case of apoptotic cells. The cells undergoing apoptosis internalized FH that contributed to their silent removal, probably by binding to nucleosomes and facilitating the generation of C3b fragments by cathepsin L and promoting the uptake of apoptotic cells via CR3 (288).

Although there is growing literature about the non-canonical role of FH, only a few data are available about the function of other FH family members. Since FHRs show different degree of sequence similarity and overlapping ligand specificity with FH, they are expected to have immunomodulatory effects as well. Monocytes and neutrophil granulocytes are the most extensively studied cell types regarding the non-canonical role of FH family proteins since both express the FH binding CR3 in high amounts. These circulating sentinel cells search for potentially dangerous structures in the blood and regulate inflammatory processes. FH affects almost every important cellular function of monocytes and neutrophils, and FHRs may fine-tune or modulate these effects depending on the available binding partners and the actual FH : FHR ratio. FH family proteins can serve as an adhesion ligand for neutrophils and monocytes and influence their spreading, an indispensable process of their extravasation and cell polarization (195, 287, 291, 313). Human neutrophils showed increased spreading over immobilized FH, FHR-1 and FHL-1, while in the case of monocytes only FH and FHR-1 elicited the same effect (291). FH can play a role in the recruitment of leukocytes to the site of damage/inflammation by having a chemotactic effect on monocytes and neutrophils on its own or when bound to Candida albicans or endothelial cells (195, 287, 293, 314–316). In addition, surface-bound but not soluble FH was shown to enhance the release of extracellular vesicles from neutrophils (317). The combination of FH with other stimuli may have different effect, since upon LPS mediated activation of monocyte-derived DCs (MoDCs), the FH treatment induced downregulation of CCR7 and reduced MoDC migration toward the chemokine CCL21, pointing to a tolerogenic, anti-inflammatory role of FH (318). Moreover, MoDCs exposed to FH had lower CD83 and CD86 expression and failed to stimulate allogeneic T cells, and produced decreased amounts of TNF-α, INF-γ, IL-8, and IL-6 and increased amount of IL-10, thus promoted adaptive Treg cell generation (318). These findings were confirmed in an other study where inhibition of FH production by DCs resulted in greater ability to induce the proliferation of allogeneic CD4+ T-cells (301). Similarly, FH-treated macrophages displayed immunosuppressive characteristics, including expression of CD163 and CD206, release of IL-10, low level expression of HLA-DR but high levels of the co-inhibitory molecule programmed death-ligand 1 (PD-L1) and, accordingly, showed a reduced capacity for T-cell activation (185). All these data point to a regulatory role for FH in the activation of antigen presenting cells by shifting their differentiation toward a tolerogenic phenotype; however, experimental results (pro- or anti-inflammatory effect) can depend on the context of FH treatment. Cells may respond differently depending on whether FH family proteins are in a soluble form or deposited on a surface.

FH was described to stimulate respiratory burst in monocytes and increase hydrogen peroxide generation by neutrophils upon C5a or TNF-α stimulation (284, 319). In contrast to this, FH was shown to inhibit anti-neutrophil cytoplasmic autoantibody (ANCA) mediated respiratory burst, as well as PMA or fibronectin plus β-glucan induced reactive oxygen species generation by neutrophils (287, 293). As mentioned earlier, silent removal of apoptotic cells is a vital process in which FH plays an important role (Figures 4B, C). Early apoptotic cells were found to bind and actively internalize FH to generate iC3b from endogenously expressed C3 by cathepsin L that supports safe and fast clearance of cell debris. In addition, internalized FH binds to nucleosomes and induces the production of IL-10 in monocytes (288). Mihlan et al. found that mCRP recruits FH to the apoptotic cell surface and in this combination, FH enhanced the uptake of these particles by macrophages and reduced TNF-α release, while Kang et al. did not observe the same effect (286, 320). FH has a significant contribution to the safe removal of apoptotic debris not only by preventing excess complement activation and generating iC3b, the main ligand of the phagocytic receptor CR3, but through its non-canonical, anti-inflammatory action on the main phagocytes, macrophages and neutrophils. Further investigations are needed whether this tolerogenic effect can be exploited by different therapeutic FH constructs in the treatment of chronic inflammatory diseases.




Figure 4 | FH family proteins can balance between pro-inflammatory and anti-inflammatory conditions. (A) Immobilized FH and FHR-1 downregulate DNA / extracellular trap release from neutrophil granulocytes, contributing to reduced host damage caused by an inflammatory environment and the presence of autoantigens. (B) FH can bind directly to DNA or apoptotic and necrotic cells; together they induce an anti-inflammatory cytokine profile in monocytes and macrophages, while FHR-1 under the same conditions shifts processes into an inflammatory direction. (C) FH family proteins can influence complement activation and, therefore, the opsonisation pattern on dead cell surfaces. The actively internalized FH can promote C3 cleavage intracellularly in early apoptotic cells, resulting in cell surface accumulation of iC3b. Recruitment of FH by mCRP and PTX3 limits complement activation and facilitates removal of apoptotic cells in an anti-inflammatory manner. FHR-1 and FHR-5 can recruit both mCRP and PTX3 to necrotic cell surface and vice versa, and rather enhance complement activation (25).



DNA can be exposed to the extracellular milieu not only during apoptosis, but through the formation of extracellular traps by neutrophils (NET) and monocytes (MoET) as well (321–324). It was shown that FH and FHR-1 could significantly decrease the amount of released extracellular DNA, as well as ROS production associated with NET release (287, 291). FH could bind to NET and MoET directly and the bound FH decreased the secretion of IL-1β in monocytes (293, 324). Based on these results, FH can reduce host damage caused by an inflammatory environment through the limitation of NET and proinflammatory cytokine production, which fits with the concept of its anti-inflammatory role (Figure 4A) (195, 287, 291, 296, 318).

In the case of monocytes, FH and FHR-1 rather enhanced IL-1β secretion, and FH also increased TNF-α release (291). However, the direct immunomodulatory effect of FH family proteins seems to be context dependent since they exert most significant effects when applied together with other stimuli, like TLR triggering. FH was shown to enhance proinflammatory cytokine production upon LPS treatment, while other studies found the opposite (291, 318). Both FHR-1 and FHR-3 were suggested to enhance inflammation, although FHR-1 and FHR-5 were shown to reduce proinflammatory cytokine production, too (291, 295, 296, 306, 325) (Table 2).


Table 2 | FH family proteins alter the cytokine production.



Regarding the adaptive immune system, only B cells are reported to bind FH, but the receptor has not been identified yet (327–329). FH was shown to induce the release of complement factor I from B cells and support their proliferation, but block differentiation and inhibit immunoglobulin secretion (330–332). FH deficiency results in enhanced BCR signalling, which results in abnormal splenic B cell development in mice and lead to B cell-dependent autoimmunity with increased levels of dsDNA autoantibodies (333). These data provide evidence for a role for FH in directly calibrating B cell responsiveness and limiting autoimmunity. In addition, the C3d-mediated coactivation of human B cells was inhibited by FHR-3 by blocking the interaction between C3d and CD21 (334).

Altogether, these older and recent data suggest that the non-canonical roles of FH and other FH family proteins are as relevant as their systemic complement regulatory and modulatory function. The published results summarized in this section, however, also highlight that much work must be done to clarify how FH family proteins are involved in the regulation of cellular functions and reconcile in part contradictory data, likely explained by their context-dependent roles.





Summary and outlook

As summarized here, the FH family proteins have a wide range of functions, in complement regulation and beyond. The roles identified thus far are consistent with a collaboration between FH and the FHRs in fine-tuning complement activation and facilitating optimal opsonization of target particles and surfaces (such as microbes, dying cells etc.). This model could accommodate the terminal pathway inhibiting effects of FHRs described in some reports. Shifting this balance towards too much activation due to altered FH : FHR ratios or function-affecting mutations and autoantibodies may result in pathological processes (Figure 5). The quantification of each member of this protein family in body fluids and the detection of them in tissues will be needed to understand their local roles more precisely. Measuring levels and performing genetic analyses will be particularly interesting in infectious diseases, neurological disorders, and cancer. Determining the concentration ranges and concentration changes for each FH family protein under physiological and inflammatory, pathological conditions will help the interpretation of the relevance of their competition and function in vivo, as well as the published in vitro results.




Figure 5 | Role of FH family proteins in complement regulation. The state of balance between the inhibitor (FH) – and possibly that of FHL-1 – and the activator FHRs determines susceptibility to complement-mediated diseases. When inhibiton and activation are in an optimal balance (left panel), opsonization supported by the FHRs can proceed without the deleterious inflammatory and potential lytic activity of the terminal pathway. When levels or function of the proteins are altered in such a way that the balance is shifted towards overactivation (right panel), e.g. due to mutations or autoantibodies, the deleterious effects are enhanced and increase susceptibility to certain diseases.



It would also be important to investigate which immune and non-immune cell types are able to produce FH family proteins in vivo and under which conditions, and to clarify the role of intracellular FH (and FHRs) in more detail under physiological and pathological conditions. Also, the cell surface receptors are to be studied, since CR3 alone cannot be responsible for all the non-canonical roles of FH, and the receptors of FHR proteins need to be identified.

Future research should focus in addition on structure-function studies, to identify relevant ligands and activities of these proteins; particularly the role of dimerization of some of the FHRs needs to be addressed. Understanding the formation and composition of FHR homo- and heterodimers and how they may change under various conditions has implications for their quantification as well as for their relevance in diseases.

With this information we can better understand physiological and pathological processes and hope to successfully translate this knowledge into therapeutic tools in order to restore the balance of FH and the FHR proteins and to ameliorate or prevent diseases.
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The coronavirus disease 2019 (COVID-19) pandemic triggered an unprecedented concentration of economic and research efforts to generate knowledge at unequalled speed on deregulated interferon type I signalling and nuclear factor kappa light chain enhancer in B-cells (NF-κB)-driven interleukin (IL)-1β, IL-6, IL-18 secretion causing cytokine storms. The translation of the knowledge on how the resulting systemic inflammation can lead to life-threatening complications into novel treatments and vaccine technologies is underway. Nevertheless, previously existing knowledge on the role of cytoplasmatic or circulating self-DNA as a pro-inflammatory damage-associated molecular pattern (DAMP) was largely ignored. Pathologies reported ‘de novo’ for patients infected with Severe Acute Respiratory Syndrome Coronavirus (SARS-CoV)-2 to be outcomes of self-DNA-driven inflammation in fact had been linked earlier to self-DNA in different contexts, e.g., the infection with Human Immunodeficiency Virus (HIV)-1, sterile inflammation, and autoimmune diseases. I highlight particularly how synergies with other DAMPs can render immunogenic properties to normally non-immunogenic extracellular self-DNA, and I discuss the shared features of the gp41 unit of the HIV-1 envelope protein and the SARS-CoV 2 Spike protein that enable HIV-1 and SARS-CoV-2 to interact with cell or nuclear membranes, trigger syncytia formation, inflict damage to their host’s DNA, and trigger inflammation – likely for their own benefit. These similarities motivate speculations that similar mechanisms to those driven by gp41 can explain how inflammatory self-DNA contributes to some of most frequent adverse events after vaccination with the BNT162b2 mRNA (Pfizer/BioNTech) or the mRNA-1273 (Moderna) vaccine, i.e., myocarditis, herpes zoster, rheumatoid arthritis, autoimmune nephritis or hepatitis, new-onset systemic lupus erythematosus, and flare-ups of psoriasis or lupus. The hope is to motivate a wider application of the lessons learned from the experiences with COVID-19 and the new mRNA vaccines to combat future non-COVID-19 diseases.
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1 Introduction

“Nucleic acids are one of the few molecular patterns that can be used to detect viruses”. Jacques Deguine, 2017 (1)

Coronavirus disease 2019 (COVID-19) caused by infection with Severe Acute Respiratory Syndrome Coronavirus (SARS-CoV)-2 was initially considered as an infectious inflammatory lung disease. Yet, it became clear quite quickly that severe cases of COVID-19 comprise systemic endothelial dysfunction and inflammation in respiratory and non-respiratory organs that result from deregulated type I interferon (IFN I) signalling (2–7). During the initial stage of infection, a rapid production of IFN I and of IFN-stimulated genes, including several inflammatory cytokines and chemokines (the so-called IFN I response), can protect surrounding cells from infection and thus, usually is sufficient to halt viral replication (8, 9). However, during later stages of the infection cycle, SARS-CoV-2 triggers an ongoing expression and/or activation of the transcription factor nuclear factor kappa light chain enhancer in B-cells (NF-κB) and downstream, of tumour necrosis factor (TNF)-α, interleukin (IL)-1β, IL-6, IL-18 (hereinafter termed ‘pro-inflammatory cytokines’) and IFN-γ (the only type II IFN), with little contribution of antiviral IFN I/III (3, 10). The resulting cytokine storm (11) sustains detrimental inflammation and drives massive bystander cell death, thereby generating endothelial damage in multiple organs and – most likely – causing the progress to severe forms of COVID-19, with potentially fatal outcomes (3, 7, 10, 12–16).

Several studies identified DNA-sensing pattern recognition receptors (PRRs) as drivers of IFN I-driven inflammation and massive cell death in severe COVID-19: cyclic GMP–AMP synthase (cGAS), absent in melanoma (AIM)2, nucleotide-binding oligomerization domain (NOD)-like leucine-rich repeat (LRR) and PYRIN domain containing (NLRP)3, receptor for advanced glycation end products (RAGE), and Toll-like receptor (TLR)9 (9, 13, 14, 17–23): Upon detecting double stranded (ds)DNA, these PRRs activate the production of antiviral and pro-inflammatory cytokines and chemokines and eventually, cell death, via two principal pathways (reviewed in (24, 25)). While cGAS signals via stimulator of interferon genes (STING) to induce predominantly IFN I, TLRs signal via the adaptor protein myeloid differentiation primary response (MyD)88 and the transcription factor NF-κB to activate the expression of IL-1β, IL-6 and IL-18 and of AIM2, NLRP3 and other elements of the inflammasome. Inflammasomes are multiprotein complexes that control the massive release of pro-inflammatory cytokines via pyroptosis, a pro-inflammatory cell death (Figure 1, see refs (38–40) for reviews).




Figure 1 |Sensors of dsDNA and downstream signalling pathways. (A) Double-stranded (ds)DNA sensors and signalling cascades reported in the context of COVID-19. [1] Upon dsDNA binding, cyclic GMP-AMP synthase (cGAS) produces cyclic GMP-AMP (cGAMP) to activate stimulator of interferon genes (STING): an adaptor protein that in homeostasis resides as monomer in the endoplasmic reticulum. [2] Upon activation by cGAMP, STING oligomerises and [3] translocates to the Gologi Apparatus to recruit [4] TANK binding kinase 1 (TBK1). [5–7] Subsequently TBK1 phosphorylates itself, STING, and interferon regulatory factor 3 (IRF3) (26), thereby [8] activating IRF3. [9] Activated IRF3 moves into the nucleus to [10] trigger the transcription of type I and type III interferon (IFN I). In patients with COVID-19, cGAS/STING have been described to trigger a distinct response and activate nuclear factor kappa light chain enhancer in B-cells (NF-κB), either [11] directly via the IκB kinase (IKK) complex (27), [13] which then activates NF-κB, or [13] indirectly via a TBK1-dependent activation and [14] a mutual inhibition between TBK1 and IKK (27) along with a block of IRF3 nuclear translocation (15). More common activators of NF-κB are Toll-like receptors (TLRs), including the endosome-expressed TLR9, which is the only known sequence-specific DNA sensor. [15] Upon activation by endosomal CpG-rich dsDNA, TLR9 – like most TLRs – associates with the adaptor protein myeloid differentiation primary response (MyD)88 to [16] facilitate the formation of a complex with Interferon receptor-associated kinases (IRAKs) and TNF receptor-associated factor (TRAF)6. [17, 12] Downstream, TAK1 and IKKs activate NF-κB. [18] A further receptor that signals via NF-κB is the receptor for advanced glycation end products (RAGE), the only dsDNA sensor in the cell membrane. [19] Furthermore, RAGE can internalize with its ligand and [20] deliver it to the endosome to facilitate sensing by TLR9, which ultimately activates NF-κB and – likely – amplifies the inflammatory response. [21] Activated NF-κB translocates to the nucleus to [22] facilitate the expression of pro-IL-1b, IL-6, pro-IL-18, and of the different elements of the inflammasome: AIM2, NLRP3, apoptosis-associated speck containing a caspase recruitment domain (CARD) (ASC)-like protein, pro-caspase and pro-gasdermin D. Thereby, agonists of TLRs prime the cell for inflammasome formation. Activation of the inflammasome requires a second signal. [23] RAGE can provide this signal by activating NADPH oxidase. [24] Alternatively, NADPH oxidase can be activated by the P2X7 receptor in response to sending extracellular ATP (eATP). [25] The reactive oxygen species (ROS) formed by NADPH oxidase can function as signal II [26] and activate the inflammasome. [27] Alternatively, cytoplasmatic DNA that is sensed by AIM2 or NLRP3 can act as signal II. (B) Upon sensing signal II, AIM2 or NLRP3 associate with ASC and pro-caspase 1 to form the active inflammasome that liberates active caspase-1, thereby facilitating the maturation of IL-1β and IL-18. Since these ILs don´t possess a secretion signal, active gasdermin D is also produced to form a plasma membrane pore, which enables the release of these cytokines together with cellular content. See Figure 2 for graphical legend.



At first glance, the identification of dsDNA-sensors as players in coronavirus disease seems difficult to understand. SARS-CoV-2 is a single stranded (ss)RNA virus and, unlike retroviruses such as HIV-1, coronaviruses do not reverse-transcribe their RNA genome to DNA. So, if no viral cDNA is synthesized, which DNA activates innate immunity in COVID-19? It turns out that fragments of the host’s ‘self-DNA’ activate the before mentioned dsDNA sensors to trigger - eventually detrimental - inflammation and cell death (Figure 2). Several groups reported that SARS-CoV-2 infection generates oxidative stress, damages the mitochondrial genome, destabilizes the mitochondrial membrane and subsequently, triggers a release of mitochondrial (mt)DNA to the cytosol (9, 13, 18, 41, 42). Thereby, mtDNA becomes accessible to cGAS, AIM2 or NLRP3 (9, 18, 22). Second, SARS-CoV-2-infected cells can undergo syncytia formation, a cell-to-cell fusion that generates multi-nucleated cells and therefore, is associated with DNA damage, nuclear membrane blebbing and a release of chromatin – including nuclear (genomic) DNA (nDNA) - to the cytosol, where it is sensed by cGAS (9, 13, 17, 23, 36). Moreover, the DNA of dying infected cells can trigger inflammation and pyroptotic cell death in immune bystanders, either because the DNA of engulfed cells becomes exposed to TLR9, or because DNA that these cells release to the extracellular space serves as an inflammasome-activating signal (9, 13).




Figure 2 | Different forms of cell death associated with SARS-CoV-2 infection are driven by DNA. (A) Autonomous cell death of infected endothelial cells and epithelial driven by cGAS or TLR9 (9, 15, 18). Infection with SARS-CoV-2 damages mitochondria and leads to the release of mtDNA to the cytosol. [1-4] This mtDNA activates cGAS/STING signalling, which [5-6] activates NF-κB via TBK1 or [7-8] IKKs. A dominance of NF-κB over IRF3-dependent signalling is favoured by [9] the mutual inhibition of TBK1 and IKKs and [10] SARS-CoV-2 blocking the translocation of IRF3 to the nucleus. [11] In consequence, NF-κB moves into the nucleus to [12] trigger expression of NF-κB-dependent genes; an effect which - if sustained during the late phase of the infection - leads to aberrant inflammation and poor clinical outcome (9). [13-16] Others reported mtDNA to become - via an unknown mechanism – accessible to TLR9 and thereby trigger IRAK1/4 and TRAF6-dependent activation of IKKs. (B) Inflammasome-driven cell death of infected monocytes and macrophages (22, 31, 32) typically requires a first, priming stage in which [1] a TLR ligand such as, e.g., endosomal dsDNA, triggers the association of a TLR with the adapter protein MyD88 to [2-3] activate IKK via IRAK/14, TRAF6 and other downstream protein complexes. [4] Subsequently activated NF-κB and [5] NF-κB-driven expression of the inflammasome components absent in melanoma2 (AIM2), (NOD)-like leucine-rich repeat (LRR) and PYRIN domain containing3 (NLRP3),  ASC-like protein, and the precursors of caspase 1, Gasdermin D, Il-1β and IL-18 allow the cell to enter the primed stage. The subsequent activation of the inflammasome can be initiated by diverse cytoplasmatic DAMPs, but also, e.g., by extracellular ATP (eATP). [6] eATP is sensed by P2X7, [7] which subsequently activates membrane-bound NADPH oxidase to [8] generate intracellular reactive oxygen species (ROS).  Alternatively, [9] mitochondrion-derived cytoplasmatic ROS or [10] mtDNA have been suggested to act as signal II (18) that [11] triggers the assembly of the inflammasome (as illustrated here for the AIM2 inflammasome). [12] Inflammasome-liberated Il-1β and IL-18 [13] and IL-6 [14] are released via the membrane pore formed by Gasdermin D together with other cellular content, a process culminating in pyroptosis. (C) Bystander cell death of macrophages. Self-DNA from dying infected endothelial cells that have been engulfed by macrophages can activate TLR9 in these cells to trigger NF-κB-controlled inflammatory signalling. This pathway can be amplified when extracellular DAMPs like mtDNA or nDNA are sensed by RAGE, which then directly activates NF-κB, or by a receptor-assisted transport of DNA or DNA-protein complexes to the endosome, where these can be detected by TLR9 (33). It is likely that this mechanism explains the association of plasma levels of RAGE in the blood of COVID-19 patients with poor clinical outcome (34,35). (D) Graphical legend of Figures 1-3.



Elevated concentrations of cell-free (cf) self-DNA in blood or plasma of COVID-19 patients have been reported repeatedly and in most cases, cfDNA levels correlated with disease severity (13, 18–21, 42–56). This finding should not come as a surprise, because during pyroptosis, pro-inflammatory cytokines are released together with cellular content, including self-DNA and other damage-associated molecular patterns (DAMPs) (6, 13, 14, 46, 54, 57, 58). DAMPs (or alarmins) are endogenous molecules that adopt the additional function of signalling danger when their fragmentation or translocation to the ‘wrong space’ indicates damage to self (59–61). Sensing self-DNA as a DAMP allows the detection of harmful agents directly based on the harm they do (62). For example, the rapid pyroptotic cell death of SARS-CoV-2-infected blood monocytes or lung-resident macrophages prevents the virus from completing its reproductive cycle (22, 28).

However, DAMPs-mediated signalling can also generate detrimental effects, particularly when a massive release of pro-inflammatory DAMPs from dying cells causes more cells to die: a situation that strongly contributes to the CD4+ T cell depletion in patients infected with HIV-1 (63, 64), reviewed in (65). Extracellular self-DNA has been associated with multiorgan failure after severe trauma (66–70), including sepsis-like systemic inflammation (71), sepsis (72), can lead to myocarditis (73–76) or lung inflammation (77), facilitates the reactivation of latent virus infections, including Herpes Simplex Virus, Varicella Zoster Virus, or HIV-1, and favours the development of autoimmune diseases such as systemic lupus erythematosus (SLE) and psoriasis (67, 76, 78–86). Elevated plasma levels of cf nDNA or mtDNA are common in HIV-1-infected patients (87–91) and might explain the chronic inflammatory and autoimmune-related pathologies that frequently develop in this group (65, 92–94): examples include thrombocytopenia (95–98), diverse forms of vasculitis (99, 100), myocarditis (101), psoriasis (102–104), rheumatoid arthritis (105, 106), SLE (102, 105, 106) and herpes zoster (107).

Considering the role of circulating DNA in these pathologies and the similarity of some of the resulting symptoms, a role for circulating self-DNA in severe COVID-19 appears highly likely. Nevertheless, it seems that the potential importance of pro-inflammatory self-DNA had to be discovered ‘de novo’ for COVID-19. The first studies that associated increased serum levels of certain DAMPs with severe COVID-19 appeared in 2020 (108–111). Correspondingly, a role of immunogenic self-DNA in severe COVID-19 was hypothesised in the same year (112) and indeed, a team from the University of Missouri with first-author Alex Earhart were the first to publish on 30th of April 2020 empirical evidence for a role of extracellular DNA in severe COVID-19: the authors used a DNase (Dornase α) to dissolve DNA-containing neutrophil extracellular NETs - large, extracellular webs formed by cytosolic proteins and decondensed chromatin including histone and n/mtDNA that trap bacteria or viruses (113–115) - in the lung of a COVID-19 patient (116), Subsequently, others followed the rationale that the degradation of extracellular DNA by Dornase α should reduce mucus rigidity and accumulation and thereby lead to respiratory improvement (117–122). Importantly, a group from S. Korea with first author Hee Ho Park (119) reported on Oct 20th cfDNA concentrations of 0.41 mg mL-1 in the blood of healthy individuals and of 0.85 and 2.83 mg mL-1 in the blood of patients with light and severe COVID-19, respectively (119).

With exception of the before mentioned studies, however, there is little evidence that existing knowledge on inflammatory self-DNA guided the research towards mechanisms that lead to severe COVID-19 or the trials aimed at repurposing pre-existing drugs during the first phase of the COVID-19 pandemic. Even less evidence indicates that knowledge on how and why certain viruses trigger DNA damage had any influence on vaccine development. Although one can only speculate about the reasons, it seems possible that papers published in 2003 or 2004 were rated outdated, at least by the younger generation of scientists, while HIV-1 was possibly deemed ‘too distant’. In addition, it appears that the immunogenic properties of self-DNA and its potential roles in multiple pathologies has not yet been fully assimilated by the immunological community, perhaps because self-DNA as a paramount DAMP contradicts the immunological paradigm of self-tolerance. As pointed out by the legendary immunologist Andrea Ablasser, “such a ‘universal’ sensing mechanism violates one of the most fundamental rules of the classical pattern recognition dogma, which is based on pathogen-specific structural patterns instructing self- versus nonself discrimination” (123).

Therefore, the aim of the present work is to motivate a wider application of the lessons learned from the experiences with COVID-19 and the new mRNA vaccines to combat future non-COVID-19 diseases, providing preliminary and associational evidence for the hypothesis: "Self-DNA-driven inflammation is one of the factors that contribute to severe COVID-19 and to certain adverse events subsequent to COVID-19 mRNA vaccination.

This hypothesis has mainly been formulated considering that:

	Immunogenic self-DNA has been proposed as a driver of inflammatory and autoimmune-related processes in HIV-1-infected patients.

	Similar, if not identical, symptoms have been observed among HIV-1-infected and SARS-CoV-2-infected patients as well as in vaccinated individuals who suffer from severe adverse effects (12).

	Elevated levels of cf nDNA or mtDNA have been detected in plasma of HIV-1-infected patients (87–91) and of SARS-CoV-2-infected patients (19, 20, 42–44, 47, 49, 52–56, 119), as well as in the supernatant of SARS-CoV—infected human airway epithelial cells (13, 18).

	Elevated levels of autoantibodies, in particular anti-dsDNA and antinuclear antibodies, have been reported from patients with severe COVID-19 in various case reports, but also in a study that compared 217 COVID-19 patients in the ICU with 117 age- and sex-matched controls (124) (for a review see (125)).

	Multiple reports on elevated levels of anti-dsDNA antibodies in the plasma of vaccinees (126–132) indicate that increased cfDNA levels might be common in this group, although direct evidence for elevated levels of cfDNA in plasma of vaccinated individuals is scarce (but see (127)).

	A mouse model demonstrated that CoV-2 S expression caused enhanced levels of autoantibodies and inflammatory cytokines, which ultimately led to tissue destruction (133), and

	a long-lasting persistence of full-length CoV-2 S protein has been reported from plasma of several individuals who presented post-vaccination myocarditis, but not from vaccinated individuals who did not suffer from adverse effects (134).



To support this hypothesis, rather than providing a balanced review, I discuss mechanisms by which self-DNA has been reported – or suggested – to drive inflammation with potentially detrimental effects in non-COVID-19 pathologies and which are highly likely to apply also in COVID-19. I focus particularly on HIV-1, because SARS-CoV-2 and HIV-1 share multiple features, among others in the functions of CoV-2 S and the gp41 unit of the envelope glycoprotein of HIV-1 (135). For parallels with inflammaging see (136–139) and those with autoimmune diseases see (86).




2 Evidence from other pathologies

The role of various DAMPs in COVID-19 has been reviewed by Søren Paludan and Trine Mogensen (140). Self-DNA, in particular, has received less attention, although existing knowledge from several non-COVID pathologies provides a solid basis to hypothesize a similar role in COVID-19. Over decades, self-DNA was considered as immunologically inert, although the cytokine-activity of DNA was known many years before its identification as the carrier of the genetic information (141). During homeostasis, diverse cytosolic and extracellular DNases eliminate self-DNA that appears outside the nucleus and in addition, the cytoplasmatic expression of dsDNA sensors was believed sufficient to avoid erroneous immune responses to self-DNA: dying cells will usually release their DNA into the extracellular space, and DNA – being a heavily negatively charged molecule – does not normally pass through membranes. However, in complexes with positively charged molecules, including certain DAMPs, DNA can become immunogenic (61, 142).

As mentioned in the introduction, self-DNA has been associated with multiorgan failure after severe trauma, myocarditis, the reactivation of latent virus infections, including Herpes Simplex Virus, Varicella Zoster Virus, or HIV-1, thrombocytopenia, psoriasis (102–104), rheumatoid arthritis and SLE. Intriguingly, these pathologies were also common among COVID-19 patients (39, 137, 143), and the transcriptome of skin lesions from patients with severe COVID-19 exhibited strong similarities with cutaneous LE (9). Similar symptoms emerged among the most frequent severe adverse events subsequent to COVID-19 vaccination, at least for some of the platforms (144). For example, thrombocytopenia was mainly observed among vaccinees who received the ChAdOx1 adenoviral-vector-DNA (AstraZeneca) vaccine (145, 146) and cutaneous vasculitis was observed mainly in those receiving ChAdOx1 (147) or the BNT162b2 mRNA (Pfizer-BioNTech) vaccine (148, 149) (reviewed in (150)). Most of the other disorders identified as severe adverse effects were reported predominantly from individuals who received the BNT162b2 vaccine, followed by mRNA-1273 (Moderna): examples include myocarditis (151–157), herpes zoster (154, 158–160), rheumatoid arthritis (161, 162), autoimmune nephritis or hepatitis (132, 163), new-onset SLE (126, 128, 130) or neurological autoimmunity (164), and flare-ups of psoriasis (154, 165–168), or SLE (129, 152, 161, 162, 169).

All these pathologies could theoretically be driven – partly or completely – by immunogenic self-DNA and in fact, all of them have been related to self-DNA in the context of non-COVID-19 pathologies. Using trauma as an example, several prospective observational studies reported elevated concentrations of free cfDNA (66–68, 70), or of histone-complexed cfDNA (170), in the blood of severely injured trauma patients. In all these studies, the cfDNA concentrations correlated with poor clinical outcome (66–68, 70, 170). The causal role cfDNA in the inflammatory response to trauma was shown by the group of Carl Hauser at Harvard (67, 69). Back in 2010, the group observed increased plasma levels of mtDNA and nDNA in rats exposed to traumatic injury combined with haemorrhagic shock and found that hepatocyte-derived mtDNA, but not nDNA, activated polymorphonuclear neutrophils in vitro (69). The group compared the activation of various mitogen-associated protein kinases (MAPKs) and used endosome acidification assays to identify TLR9 as the most likely receptor of this mtDNA. In vivo, mtDNA delivered via tail-vein injection triggered liver inflammation at 1hr that was associated with enhanced levels of IL-6 and TNF-α in whole liber homogenate (69). More recently, the group demonstrated that treatment with a nucleic acid scavenger (polymerous hexadimethrine bromide) can rescue the rodents from severe multiple organ dysfunction (67).




3 Self-DNA as a DAMP in COVID-19

“Coming across extracellular DNA and RNA swimming around when you are a cell is usually bad news”. Sophia Häfner, 2013 (171)



3.1 Signalling pathways triggered by dsDNA

As mentioned in the introduction, several PRRs sense DNA (see Figure 1) and, with exception of TLR9, they do so in a sequence-independent manner. This means that in principle, these PRRs do not distinguish self- from nonself-DNA. This lack of a specificity for any sequence motifs explains why cGAS is now considered one of the elements that connect DNA damage to several autoimmune diseases and cancer, but also the counterintuitive observation of cGAS-controlled immunity against RNA viruses, including HIV-1, human T cell-leukaemia virus type I and Dengue virus (172–174). Active cGAS produces cyclic GMP-AMP to activate STING, which dimerises and activates TNF receptor associated factor (TRAF) associated NF-κB activator (TANK) binding kinase 1 (TBK1) and downstream, interferon regulatory factor 3 (IRF3), which moves into the nucleus and triggers the transcription of type I and type III interferon (IFN). In the particular case of SARS-CoV-2, the cell-autonomous activation of cGAS/STING signalling also contributes to NF-κB-dependent cytokine production, at least in human epithelial cells (15).

Besides cytosolic cGAS, endosomal TLR9 has been reported to be activated by SARS-CoV-2 (18, 175). TLRs are membrane-bound PRRs that sense a diverse array of extracellular or endosomal DAMPs and PAMPs and form part of one of the most studied examples of a DAMP-mediated immune priming: the activation of inflammasomes in two steps (59, 176, 177). Upon binding by one of these ligands, most TLRs signal via myeloid differentiation primary response (MyD)88, Interferon Receptor-Associated Kinases (IRAKs), TNF receptor-associated factor (TRAF)6, TBK1, and the IKK complex (69, 178). Downstream, activated NF-κB translocates to the nucleus to facilitate the expression of pro-IL-1β, IL-6 and pro-IL-18 and of the different elements of the inflammasome: AIM2, NLRP3, apoptosis-associated speck containing a caspase recruitment domain (CARD) (ASC)-like protein, pro-caspase, and pro-Gasdermin D (Figure 1A) (40, 58, 179). Thereby, TLR ligands serve as signal 1 that primes the cell for fast responses to future, more challenging threats, which are indicated by a second, intracellular signal 2. Both AIM2 and NLRP3 are dsDNA sensors that bind to cytoplasmatic DNA, including phagocytosed DNA that is released from lysosomes. AIM2 seems to exclusively sense DNA, but NLRP3 senses multiple endogenous and exogenous molecules that indicate threats, including reactive oxygen species (ROS), and it is also activated when extracellular ATP (eATP) binds to a purinergic receptor, e.g. P2X7 (38, 59, 180). In response to this ‘activation’ signal, AIM2 or NLRP3 associate with ASC and pro-caspase 1 to form the active inflammasome, a multiprotein complex that liberates active caspase-1 to facilitate the maturation of IL-1β and IL-18. Since these ILs don´t possess a secretion signal, active gasdermin D is also produced to form a plasma membrane pore, which enables the release of these cytokines together with cellular content (13, 181) (Figure 1B).




3.2 Pathways to DNA-driven inflammatory cell death in COVID-19

In the context of COVID-19, the dsDNA sensors participate in inflammatory processes that usually culminate in cell death, via mechanisms that can be roughly grouped into three major pathways: Cell-autonomous cell death, bystander cell death and dying syncytia. Cell-autonomous cell death leading to aberrant inflammation in COVID-19 (Figure 2A) has been described, e.g., by Andrea Ablasser’s team in Lausanne (9) and Ralf Bartenschlager’s team in Heidelberg (15) as an outcome of mtDNA release from damaged mitochondria that results in an ‘aberrant’ cGAS/STING-pathway causing a specific activation of NF-κB and a block of IRF3 nuclear translocation in SARS-CoV-2 infected endothelial cells and lung epithelial cells, and by a Brazilian team with first author Tiago Costa (18) as the outcome of a mitochondrial dysfunction that leads to a TLR9-dependent NF-κB activation in human umbilical vein endothelial cells (Figure 2A). Furthermore, a team at NIH in Bethesda and Georgetown University in Washington (29) described autonomous cell death to be caused NLRP3-inflammasomes activation by high levels of oxidative stress that are associated with mitochondrial dysfunction in human monocytes (29), and also Judy Lieberman’s and Richard Flavell’s teams at Harvard Medical School and Yale (22, 28) inflammasome-dependent pyroptosis of SARS-CoV-2 infected macrophages and monocytes (Figure 2B). Doubts remain, and several differences among these papers will have to be resolved by future work. For example, Junqueira et al. observed ca.10 % infected cells among the blood monocytes in COVID-19 patients (22), while Lage et al. “were unable to detect productive infection of primary human HC monocytes by SARS-CoV-2 in vitro” (29). Di Domizio et al. (9) define endothelial cell death as STING-dependent but do not offer a concrete mechanism that connects aberrant IFN I-signalling to the death of infected cells and – curiously enough – I could not find a single study that considered both cGAS/STING signalling and inflammasomes together. Doubts also remain concerning the signals I and II that are generated by SARS-CoV-2 replication to activate inflammasomes in the same cell and whether activation of TLR9 was caused by mtDNA or a direct effect of the virus. Both mitochondrial ROS (29) and DNA from other dying cells (Lieberman, personal communication) were suggested to activate inflammasomes as signal II, which in the latter case would classify the cell death as bystander cell death.

Evidently, infected cells eventually die. Before or after doing so, they can trigger inflammation and eventually, cell death, in neighbouring immune ‘bystander’ cells. The team headed by Andrea Ablasser (9) observed that activated, IFN I-producing macrophages frequently surrounded those vessels that exhibited strongest signals of endotheliopathy and concluded that “signals derived from dying (endothelial) cells promote type I IFN production by macrophages”. Similarly, a particularly nice and detailed study performed in Jenny Ting’s Lab in Chapel Hill and published by Katherine Barnett as first author (13) started from immunohistochemical analyses of COVID-19 autopsy lungs, which showed active inflammasomes and cell death in alveolar macrophages directly adjacent to infected alveolar epithelial cells. Subsequently, they used a co-culture system of human airway epithelial cells and peripheral blood mononuclear cells to confirm that inflammasome activation and cell death was limited to co-cultured cells but absent in isolated cells. Both studies suggested self-DNA (both mitochondrial and genomic) from the dying infected cells as the signal that activated inflammation in the immune cells, although Di’Domizio et al. favoured engulfed endothelial cells (Figure 2C) while Barnett et al. suggest lytic cell death as the mechanism allowing bystander cells to access DNA from infected cells (9, 13).

Third, SARS-CoV-2-infected cells can fuse with non-infected ACE2-expressing cells to form syncytia: multinucleated cell complexes that facilitate viral spread without exposure to host antibodies (23, 182, 183) (Figure 3). Various groups observed syncytia as a common cytological feature of post-mortem lung samples obtained from individuals who died of COVID-19 (23, 182, 184–186). A team from Beijing and Harvard with first author Zhou Zhuo (17) focused on the switch from a suppression of type I IFN signalling during the initial phase of infection to the (over-) induced cytokine signalling at later stages and discovered that this shift is associated with syncytia formation, which in turn is accompanied by the release of chromatin – including nDNA to the cytosol (13, 17). Thereby, SARS-CoV 2 enhances the visibility of its’ hosts self-DNA to the immune system (187).




Figure 3 | Spike – the multipurpose locksmith. Common knowledge holds that the spike protein serves to recognize specific receptors on the surface of host cells, but in fact, CoV-2 S has several roles: Binding to a cell membrane receptor, mediating membrane fusion between the viral and host membranes, which results in the release of viral content, syncytia formation, and – likely – the destabilisation of the nuclear envelope (33–35). [1] Viral entry can occur via endocytosis or membrane fusion. Both processes depend on CoV-2 S, [2] independently of whether entry occurs via the endosomal pathway (left) or membrane fusion (right). After entry [3], viral RNA is released into the cytoplasm and [4] used for the replication of the RNA genome and protein synthesis. This process is associated with DNA damage, a destabilization of the nuclear envelope, and nuclear membrane blebbing (→): processes that likely benefit the virus because they liberate the nucleic acids that SARS-CoV-2 requires for its replication. [5-6] Subsequently, Spike protein expressed on the cell surface (→) also controls syncytia formation: a process that usually serves to facilitate viral spread without exposure to the host immune system (34, 36). The first virus for which nuclear membrane blebbing has been reported is HIV-1 (37). In the case of HIV-I, the bipartite envelope glycoprotein (Ev)fusion performs the two essential functions of binding to receptors on the surface of target cells and fusioning the host-cell and viral membranes, including the formation of a fusion pore to deliver the viral core into the cell cytoplasm.






3.3 Self-DNA as a DAMP in COVID-19: preliminary evidence

Pharmacological attempts to support a causal role of DNA in COVID-19 used DNA-scavenging nanomaterials or recombinant DNase-I (Dornase α). Bruce Sullenger’s lab at Duke University discovered that the plasma and endotracheal aspirate of COVID-19 ICU patients activated various TLRs, including TLR9. Aiming at identifying DNA-containing DAMPs as these agonists, they treated serum and ETA with DNA-scavenging MnO nanoparticles and observed strong reductions of the content of DNA, RNA and HMGB-1 and consequently, the activating effect on TLRs (14). Unfortunately, the hypothesised ‘DNA-containing DAMPs’ were not identified and serum, rather than individual DAMPs, was used in all TLR-induction tests. Although DNA/HMGB1 or DNA/histone complexes were likely contributing to the fraction of DNA-containing DAMPs, this study clearly shows that much more research will be required until certain inflammatory effects can be clearly related to specific DAMPs.

Several groups treated COVID-19 patients with recombinant human DNase I, administered as DNase I-coated nanospheres or as nebulized Dornase α, which is approved for the treatment of cystic fibrosis (117, 119, 122). I already mentioned the team from the University of Missouri (116). Subsequently, Hacer Kuzu Okur and colleagues at Acibadem Altunizade Hospital in Istambul (117) reported on 7th of September 2020 that treatment of patients with Dornase α lead to significant clinical improvement in the radiological analysis, oxygen saturation and respiratory rate. These changes were associated with significantly decreased viral loads when comparing nasopharyngeal and oropharyngeal samples taken on the day before the treatment and after 7 days. In the same study, Dornase α decreased viral load and the negative effects of SARS-CoV-2 infection on cell proliferation in a realtime Vero cell culture system as well as in vitro NETosis by thawed adult human mononuclear cells (117). Three weeks later, Andrew G. Weber and coauthors from New York (118) reported on significant reductions in the production of proinflammatory cytokines by PBMCs and in the fraction of inspired oxygen in five mechanically ventilated COVID-19-patients who were treated with nebulized Dornase α and who were successfully extubated, discharged from hospital and remained alive (118). A further month later (on 20th of October 2020), a multicentre team from S. Korea with first author Hee Ho Park (119) reported that treating plasma of COVID-19 patients with DNase-I significantly reduced the eDNA levels and NET formation. Moreover, DNase-I-coated nanospheres decreased eDNA concentrations in the blood, neutrophil activity, lung damage and mortality in a septic mouse model (119).

A team from Sweden with first author Jane Fisher (120) treated five severely ill COVID-19 patients with Dornase α and all of them became independent of mechanical ventilation and could be dismissed from the intensive care unit within 4 to 15 days of treatment. Immunofluorescence microscopy of sputum produced by these patients confirmed the infiltration by neutrophils and high abundances of NET-forming neutrophils in COVID-19 sputum, and ex-vivo treatment of the sputum from one patient demonstrated the rapid (within 10 min) degradation of NETs. In the same study, proteomic analyses of sputum allowed to identify both subtypes of immunoglobulin A and mucins, blood plasma proteins such as albumin, leukocyte proteins, and inflammatory/antiviral response proteins such as interferon-induced proteins as the most abundant proteins in COVID-19 and to reveal that the recovery due to Dornase α treatment was associated with a reduction in complement proteins, haemoglobin, lipopolysaccharide protein, and C-reactive protein, that is, proteins indicative of elevated innate immunity, cell damage and ongoing infection (120). In a study conducted by Andrew Toma and co-authors from Palm Beach Gardens Medical Centre (121), of 39 patients included in the study, 24 had reduced respiratory support requirements and out of 8 patients initially requiring mechanical ventilation, 7 were successfully extubated by the end of the study period.

A Greek team with first author Efstratios Gavriilidis (122) combined inhaled DNase with drugs aimed at controlling cytokine-mediated hyperinflammation: an inhibitor of the IL-6-receptor and a Janus Kinase (JAK)1/2 inhibitor. They report that the combined treatment was associated with significantly lower in-hospital mortality and intubation rate, shorter duration of hospitalization, and prolonged overall survival. As a notion of caution, in a clinical trial performed by the team at University of Missouri with 10 COVID-patients treated with Dornase α and 20 case controls and published 2021 with first author Zachary Holliday (188), the differences between treatment and control groups in static lung compliance and NET abundance in BALF were not maintained after terminating the treatment. The same study could detect on effect on NETs in the blood (188). In summary, a positive effect of Dornase α has so far only been shown for NETs on the surface, but not in the blood vessels of human COVID-19 patients.

Additional, although indirect support for the detrimental effects of DNA-driven inflammation is provided by the fascinating explanation as to why coronavirus infection does not cause disease symptoms in bats (189–193). The energy-demanding flight of bats unavoidably damages their mtDNA (191, 192). As an adaptation, bats have lost the inflammasome-forming PRRs AIM2 and IFI 16 and other IFN I-related genes, and they exhibit dampened transcriptional priming of several components of the NLRP3-inflammasome (192). Consequently, bats show almost no inflammatory immune response to cytoplasmatic or circulating self-DNA (191–193).





4 DAMPs and inflammasomes – a smart but dangerous liaison

“DAMPs and TLRs have not received much attention in COVID-19” Luis A. Silva-Lagos et al., 2021 (194)



4.1 DAMPs in COVID-19

Apoptosis represents a form of cell death of somatic cells long since known to be associated with abundant translocation of nuclear contents to cell surface blebs and ultimately, to the blood stream (195–197). Even more DAMPs are released when immune cells undergo inflammatory forms of cell death such as pyroptosis (22, 58, 181, 198, 199). The DAMP most frequently reported for COVID-19 is lactate dehydrogenase, a central enzyme of anaerobic glycolysis that is present in virtually all cells and that, therefore, reliably indicates cell death when occurring at high concentrations in the extracellular space (200–202). Other DAMPs which have been observed at elevated levels in the blood or plasma of patients with severe COVID-19 comprise high-mobility group box protein (HMGB)1 (51, 110, 111, 202–206), S100 proteins (108, 110, 202, 207–209), plasma hyaluronan (210), extracellular (e)ATP (211, 212), the antimicrobial peptide LL-37 (213, 214), histones (e.g (215–217), reviewed in (218, 219) and circulating self-DNA, including nDNA (13, 20, 21, 42, 46, 47), mtDNA (13, 18, 21, 42, 43, 48, 49), NET-associated cfDNA (201, 215, 220–222), histone-DNA complexes (219), and cfDNA of non-specified subcellular origin (45, 48, 50–54). As recently reviewed for sepsis (72), most of these studies reported a positive correlation of the plasma levels of at least some of the beforementioned DAMPs with the degree of disease severity (e.g., mild versus severe cases, COVID-19 patients at ICU admission versus healthy controls, ICU-admitted cases with fatal outcomes versus surviving patients, poor oxygenation status, patients with acute respiratory distress syndrome or with multisystem inflammatory syndrome in children, etc.).

As predicted by Polly Matzinger (62, 223), DAMPs trigger the activation of antigen-presenting cells, act as chemokines that recruit dendritic cells, macrophages, or T cells to the site of injury, or prime immune cells, i.e., they contribute to ‘trained immunity’ (58–60, 62, 224–226). The signalling function of lactate dehydrogenase remains a matter of discussion (227), but DAMPS sensu strictu such as HMGB1, eATP and cytoplasmatic and extracellular dsDNA prime the immune system for stronger responses to current and upcoming threats. One of the best studied examples of a DAMP-mediated immune priming is the activation of inflammasomes in two steps (59, 176, 177). Multiple lines of evidence support a critical role of inflammasomes in COVID-19 and – likely - its autoimmune complications (12, 13, 22, 29, 39, 181, 228–232) (for a review, see (39)). The lung and spleen tissue obtained from patients who died from COVID-19 exhibited higher densities of cells expressing NLRP3, IL-18, NF-κB and gasdermin D, and even HMGB-1, than age-matched controls who had died unexpectedly, but free of SARS-CoV-2-infection (13, 233). This observation indicates that the cells were already in the primed stage. Moreover, exosomes from patients with severe COVID-19 (but not light COVID-19 or healthy donors) induced the expression of NLRP3, pro-caspase-1 and pro-IL-1β in human endothelial cells, microvascular endothelial cells and liver endothelial cells (232). This last study appears to be the first empirical proof of concept showing that cell content released locally from infected cells can trigger systemic inflammatory effects in COVID-19. In addition, enhanced plasma levels of pyroptosis markers were detected in COVID-19 patients, and the levels of caspase -1 and IL-18 in serum correlated with the degree of COVID-19 severity (12, 22, 29, 220, 221), particularly in elderly patients (234). Neutrophils, macrophages and PBMCs from SARS-CoV-2-infected patients also exhibited active AIM2 or NLRP3 inflammasomes and enhanced expression of ASC-speck protein, caspase 1 or gasdermin-D (12, 13, 22, 29, 199, 221, 233). Correspondingly, specific inhibition of the NLRP3 inflammasome suppressed immune overactivation and alleviated COVID-19-like pathology in mice (235). Intriguingly, the SARS-CoV-2 N protein interacts directly with NLRP3 and promotes its binding to ASC, thereby facilitating the assembly of the NLRP3 inflammasome (236). Moreover, the E protein can form cation channels that allow for pyroptosis in the absence of active gasdermin-D (237).




4.2 Positive DAMPs/DNA-sensing feedback

“Unless cell death is explicitly assayed in an experiment, the contribution of dying cells to the generation of DAMPs and alarmins may be missed”. Melinda Magna and David S. Pisetsky, 2016 (61)

For many years, self-DNA was considered as immunologically inert, because self-DNA released from dying cells into the extracellular space was believed to be inaccessible to the intracellular DNA sensors. However, when bound to peptides or proteins, extracellular DNA can translocate into specialized compartments, including the endosome of pDCs, and then gain immunogenic properties (61, 72), e.g. via recognition by TLR9 (238–241). As pointed out earlier for the HIV-1-context (65) or sepsis (72), pyroptosis releases self-DNA together with cellular content, including HMGB and histones, i.e., two types of DAMPs which intrinsically possess DNA-binding properties. In fact, the nuclei of cells that die via pyroptosis usually remain intact and only show chromatin condensation, meaning that rather than as ‘naked’ DNA, genomic DNA is released as chromatin, hence, in an immunogenic form (177). Intratracheal instillation of mouse alveolar epithelia with the SARS-CoV-2 Spike protein and poly (I:C), a synthetic RNA mimic, triggered lung tissue injury and enhanced levels of circulating TNF-α and HMGB1 (203). The crucial role of HMGB1 in this effect is underlined by the observation that a treatment with anti-HMGB-1 antibody reduced these detrimental effects (203). Thus, a DAMP can increase the detrimental effects of virus-derived PAMPs, for which reason it seems likely that the positive association of diverse DAMPs with COVID-19 severity reflects a causal role, rather than being merely correlative. Also in NETs, self-DNA is bound to HMGB1 or histones, which prevents its degradation and facilitates its passage through membranes or its active uptake via endocytosis and/or receptor binding. In consequence, NETs are known to cause sterile inflammation or small vessel vasculitis, thereby generating microvascular damage that contributes to injury in the brain and lung tissues or favours certain autoimmune pathologies, including SLE (83, 242–244).

In addition, several host defence peptides (also termed ‘small secreted antimicrobial peptides’) possess DNA-binding properties (reviewed in (238)), and among these, LL-37 has been reported at increased levels in plasma of COVID-19 patients (213, 214). LL-­37 enhances the IL-­1β-­induced production of cytokines such as IL-6 in monocytes, likely via a DNA-independent mechanism (238), while extracellular histones induce the secretion of IL-1β, IL-6 and TNF-α from circulating monocytes (245). These cytokines, in turn, trigger a pro-inflammatory senescence-associated secretory phenotype in human umbilical vein endothelial cells, at least when they act in synergy (246). Thereby, cytokines that are released via pyroptosis can trigger the pyroptosis-independent release of cellular content from certain immune cells. Synergistic effects can also occur via the inflammasome-mediated axis: complexes formed by HMGB1 and dsDNA induce caspase-1 activation and IL-1β–release from monocytes at 25 times lower concentrations than each molecule alone, because they activate the AIM2 inflammasome (247).

A further, universal DAMP that is well known to act in synergy with other DAMPs or otherwise facilitates their perception is eATP. Extracellular ATP was found at elevated concentrations in the blood of patients with severe COVID-19 (211, 248). The increase in eATP concentrations could be related to two mechanisms: reduced activities of ectonucleotidases (211, 248) and opened pannexin channels (249). The eATP-mediated activation of P2X7 and the resulting production of intracellular reactive oxygen species (ROS) (250) can activate the NLRP3 inflammasome and the release of IL-1β, IL-12 and IFNγ from macrophages (251).




4.3 Anti-dsDNA autoantibodies in COVID-19

Anti-dsDNA autoantibodies represent a further class of proteins that enhance the accessibility of extracellular DNA to innate immune sensors. The release of cellular content during pyroptosis arguably means a massive liberation of potential autoantigens within an already pro-inflammatory environment. Therefore, multiple lines of evidence link inflammasome-mediated pyroptosis to the generation of anti-nuclear and/or anti-dsDNA antibodies. The detailed mechanisms that lead to the formation of these types of autoantibodies remain under discussion, although it seems reasonable to argue that the formation of antinuclear antibodies – a crucial pathogenic feature of SLE that has also been reported for patients following vaccination with BNT162b2 or mRNA-1273 (126) – is evidently facilitated by the fact that the nuclei of cells undergoing pyroptosis usually remain intact. More importantly in the context of the present considerations, DNA-containing immune complexes - like other DNA/protein complexes - present another means of facilitated uptake of cfDNA into immune cells, e.g., into monocytes (252), i.e., they allow for the sensing of self-DNA by TLR9 and thereby stimulate cytokine production (241, 252–254). In other words, pyroptosis releases self-DNA under conditions that are likely to render immunogenic properties to extracellular DNA, generating circulating self-DNA that is particularly prone to promote inflammation and autoimmunity (83, 244).

An enhanced prevalence of autoantibodies against nuclear self-antigens – including dsDNA - has been reported for patients with severe COVID-19 (86, 125, 255–258), in particular those patients who developed an autoimmune disease as a consequence of COVID-19 (259, 260). In addition, these autoantibodies were detected in the blood of patients who presented some of the adverse effects of the mRNA vaccines (261). For example, elevated levels of anti-nuclear and anti-dsDNA antibodies and, in one case, even anti-histone antibodies, occurred in various patients who developed autoimmune hepatitis after the first dose (132) or new onset SLE after the second or third dose of the BNT162b2 mRNA vaccine (129, 131, 132) or the mRNA-1273 vaccine (126).




4.4 RAGE shuttles extracellular DNA

At least one PRR is capable of sensing dsDNA outside of the cell: Although RAGE had been discovered as a receptor of advanced glycation end products, it functions as a multi-ligand PRR that senses diverse DAMPs, including HMGB1, S100 proteins and dsDNA, to activate NF-κB. RAGE is a transmembrane protein expressed in endothelial cells, pneumocytes, T and B cells, alveolar macrophages, monocytes and dendritic cells (262). In addition, proteolytic cleavage of the extracellular portion of membrane-bound RAGE can release soluble forms of RAGE, a process which is upregulated by inflammatory signals. Increased soluble RAGE in serum is also a predictor of mortality among COVID−19 patients (31, 32). The expression of RAGE was significantly increased in patients with severe COVID-19, along with its ligands, including S100 and HMGB-1 (263, 264), and a system-wide transcriptomic analysis identified RAGE among the strongly upregulated genes in the liver, and among the slightly, but significantly upregulated genes in the heart and lymph nodes of COVID-19 patients (Supplementary Table S2 to (265)). The causal involvement of RAGE in vascular injury and severe disease in COVID-19 patients was underlined by the reduced systemic inflammation and damage to blood vessels and increased survival of mice treated with pharmacological inhibitors of RAGE (262). Of particular interest in the context of the present work, RAGE can trigger inflammation by activating NF-κB, and it can sequester extracellular DNA to facilitate its transport to the endosome and thus, its exposure to TLR9 (30). Moreover, RAGE can trigger a prolonged activation of NF-κB that apparently overcomes several endogenous negative feedback control mechanisms (reviewed in (24)). Since RAGE itself is a NF-κB controlled gene, RAGE is particularly prone to contribute to potentially fatal feedforward scenarios, and NF-κB has been suggested to ‘universally enhance STING-mediated immune responses’ (266).





5 Spike and dsDNA sensors in the adverse events after COVID-19 vaccination

Will scientists once again pursue “quick and easy solutions” in the hopes of stimulating a protective antibody response despite existing evidence that coronavirus vaccines (for animals) based on the S or Spike surface protein have largely been ineffective?” Anne S. De Groot, 2003 (93)



5.1 Spike is expressed in vaccinees

The SARS-CoV-2 Spike protein, CoV-2 S, is the target encoded by the mRNA vaccines (267, 268). Although mRNA is normally assumed to have a short persistence time, it is highly likely that CoV-2 S is expressed on the cell surfaces of vaccinees over a considerable timespan (2, 17, 36, 182, 186, 269, 270). Vaccine mRNA has been detected at least 15 days after the first or second dose of BNT162b2 (271). Since only one (negative) sample covered a later time point (27 days) in this study, it seems likely that the persistence time of vaccine mRNA is longer than 15 days. In fact, another group detected vaccine mRNA in blood samples from 10 of 108 Hepatitis C Virus-infected patients at 28 days after vaccination (272), and in the germinal centres of axillary lymph nodes, vaccine mRNA was even detected at significant abundances at 37 days post vaccination and remained detectable at 60 days post vaccination (273). Similarly, spike itself was detected in the endothelial cells within inflamed areas of the brain and heart of a man who died three weeks after receiving his third vaccine dose with BNT162b2 mRNA (274), and in the plasma of individuals who exhibited postvaccination myocarditis, most of them within a week after vaccination with the BNT162b2 or the mRNA-1273 vaccine (134). In another study, circulating S1 was detected in the plasma of eleven out of 13 participants and, although it peaked on average 5 days after receiving the first dose of mRNA-1273, Spike was detected still after 15 days (275). Plasma S protein levels of 10 ng ml-1 were observed 10 days after vaccination in a woman with mRNA-1273-induced thrombocytopenia, while S1 concentrations reported for plasma of COVID-19 patients oscillate around 50 pg ml-1 and can reach maximum levels about 1 ng ml-1 (reviewed in (276)). Considering in addition that Spike expression in vaccinees is likely to occur in tissues and organs that in SARS-CoV-2-infected individuals are unlikely to be reached by circulating CoV-2 S, potential effects of Spike on host immunity and other vital functions must be taken seriously.




5.2 Syncytia formation and DNA damage have beneficial effects (for the virus)

In 2020, Jiang Hui and Mei Ya-Fang presented the hypothesis that CoV–2 S impairs DNA damage repair and thereby reduces the efficiency of an essential step in antibody production: the adaptive production of diverse antigen receptors via regulated dsDNA breaks and their subsequent repair (277). This work has been heavily criticised and finally was retracted. One of the critical voices was Derek Lowe (278) who, among other points, highlights that Jiang & Mei transfected DNA into specific and cultured cell lines, which do not necessarily respond like cells in vivo. Lowe reassures that - although “a lot of people are worried about Spike protein circulating around through the body”, “there is no evidence (and no particular reason to believe) that circulating Spike protein after vaccination, such as it is, gets taken up into other cell types and then taken into their nuclei” (278). Indeed, I am not aware of a report on CoV-2 S entering the nucleus, and cytosolic S protein does likely not trigger inflammation in epithelial cells (279). Still, I think that there is enough evidence that (and how) CoV-2 S can damage cells and – in particular – their DNA without entering the nucleus.

Evidence for a DNA-damaging effect of SARS-CoV-2 - and perhaps CoV-2 S - is accumulating (23, 36, 280–283). Comet assays and γ-H2AX immunostaining revealed elevated levels of DNA damage in SARS-CoV-2-infected Huh7 or Vero-6 (African green monkey kidney) cells (66, 190, 284, 285), but also in lymphocytes and cardiac tissue of deceased COVID-19 patients (286–288). In the human studies, DNA damage levels correlated with Il-6 expression in infected cells (285) and serum levels of IL-6 (287) and of other inflammatory ILs (286). Post-mortem transcriptomic analyses of cardiac tissues of COVID-19 patients revealed an enrichment of DNA damage and repair, heat shock, and cell cycle control among the predominant upregulated genes (288). An increase in oxidative stress and in the number of DSBs has been observed in PBMCs from older individuals at 24 h after vaccination with BNT162B2 (280), and several p53-controlled genes, including those related to apoptosis and DNA-repair, were overexpressed in PBMCs from a patient who developed myocarditis after BNT162b2 vaccination (hence, likely as a consequence of CoV-2 S expression in the absence of infection) (289). The consequences of these alterations comprise cell cycle arrest in the S1-phase, the activation of a pro-inflammatory senescence-associated secretory phenotype that exhibits elevated resistance to programmed cell death (190, 246), and enhanced expression of NF-κB and of the ACE2 promoter (290, 291).

In fact – as described earlier for HIV-1 (15, 292–294) - SARS-CoV-2 induces NF-κB, which inhibits the DNA damage-activated transcription factor p53. P53 is involved in cell-cycle control as part of the DDR, including the decision ‘DNA repair versus elimination of cells’ (295, 296). Correspondingly, p53-controlled genes were overexpressed in leukocytes from patients with severe COVID-19 (297). Moreover, SARS-CoV-2 degrades checkpoint kinase (CHK)1 (190), an effector downstream to Ataxia telangiectasia and Rad3 related protein (ATR) that earlier had been demonstrated to be induced in SARS-CoV-2-infected Vero-6 cells (284). Consequently, an inhibitor of ATR blocks the replication of SARS-CoV-2 after entering cells and thus, was identified as a potential anti-COVID drug that exhibits antiviral activity against SARS-CoV-2 in diverse cell types (298).

Zhou et al. (17) were among the first who discovered that the switch from a suppression to an (over-)induction of cytokine signalling associates with syncytia formation. Intriguingly, they also reported that CoV-2 S expression is sufficient to fuse cells. Several independent studies confirmed syncytia-formation by virus-free, Spike-expressing cells (23, 186, 269, 299–302). Syncytia formation, in turn, is inevitably associated with micronuclei formation, nuclear membrane blebbing and therefore, DNA damage, which ultimately leads to cell death (17, 23, 36). Later work confirmed that syncytia formation triggers IFN I signalling (23).

If we swich from the human perspective to the perspective of the virus, CoV-2 S-mediated detrimental effects of SARS-CoV-2 on host DNA become something that one simply would expect. Common knowledge holds that coronavirus Spike proteins control binding to the ACE2 receptor and subsequent fusion of the viral and the plasma - or endosomal membrane - of host cells, to facilitate viral entry (2, 186, 270) (Figure 3). However, viruses that replicate in the cytosol are short of raw material, i.e., nucleic acids, viruses gain a fitness advantage from supressing or escaping from the host immune system, and all viruses are under selective pressure to make the most efficient use of their small set of genes. Therefore, being a protein evolved to facilitate membrane fusion and the formation of pores, the Spike protein of SARS-CoV-2 has at least two additional jobs: it is employed to destabilise the nuclear envelope, and for syncytia formation (33, 34): a process associated with DNA damage, including the exposure of chromatin to cytoplasmatic DNA sensors (34, 36). For the latter, CoV-2 S possesses a signal that facilitates trafficking to the cell surface (269) and therefore is also expressed on the membrane of infected cells (182, 186, 269). Both effects benefit the virus: while nuclear membrane blebbing facilitates the liberation of the required ‘raw material’ from the nucleus, syncytia allow for viral spread without exposure to host antibodies, NETs or macrophages (Figure 3).

Evidently, more research will be required in this context. Most of the studies that reported syncytia-formation in virus-free systems that employed widely used model cell lines like HEK293T (human kidney cells), HeLa (human cancer cells), Calu-3 (human lung cells) or Huh-7 (human liver cells), which are overexpressing ACE2, and the used plasmid-based transfection systems further contribute to generate artificial conditions that limit a direct translation of the obtained results to realistic in vivo situations. On the other hand, the Spike protein encoded by the mRNA vaccines is stabilised in the prefusion-conformation to facilitate ACE2-binding and cell entry (303). It would be interesting to investigate to which degree syncytia formation is affected by this change versus ACE2 expression level (17, 23, 36, 269). In short, the virus uses CoV-2 S to damage it´s host´s DNA, and thereby enhances the lifetime of the infected cells and at the same time, upregulates ACE2 expression to decorate more cells with its entry receptor. By doing so, CoV-2 S activates certain elements of innate immunity which are also induced downstream to dsDNA sensing. Since CoV-2 S decorates more cells with the SARS-CoV-2-entry receptor, expression of this protein alone can be sufficient to trigger cell-to-cell fusion and subsequent nucleus-to cytosol shuttling of chromatin (17, 23).

Therefore, a scenario in which vaccination leads to an overstimulation of the innate immune responses downstream to dsDNA-sensors that generate the mentioned adverse effects appears definitively possible. In the following, I compile information on how CoV-2 S and SARS-CoV-2 infection affect elements of the dsDNA-sensing machinery and then develop a worse-case scenario describing hypothetical effects of Spike expression in an innate immune-environment that has already been primed by a prior SARS-CoV-2 infection. To base this scenario on – admittedly indirect – empirical evidence, I first highlight similarities between SARS-CoV-2 and HIV-1 that are related to HIV-1’s effects on DNA damage, dsDNA-sensing, inflammation, and autoimmunity.




5.3 Shared features: learning from HIV-1

“Although there is much to learn about SARS, many lessons can already be drawn from our experience with HIV”. Anne S. De Groot, 2003 (93)

Interfering with the DDR or directly damaging their host’s DNA, syncytia formation, and the induction of bystander cell death, as drivers of inflammatory responses that harm the host and benefit the virus: all these particularly important features are shared among HIV-1 and SARS-CoV-2 (304–306). Several inflammatory and autoimmune-related pathologies coincide among HIV-1-infected individuals, COVID-19 patients and vaccinated individuals who suffer from severe adverse effects. Based on the knowledge available to far, it seems very likely that these similarities result from the same mechanisms acting in all three contexts. Likewise, an enhanced prevalence of autoantibodies against nuclear self-antigens had already been reported for patients with HIV-1, particularly for HIV-1-infected patients presenting thrombocytopenia (91, 98, 307, 308). The present work is far from being the first one to highlight HIV-1 as an example from which a lot can (or could have been) learned for faster and more efficient response to the COVID-19 pandemic (93, 94, 309), and even the global phosphorylation landscape of SARS-CoV-2 infection revealed extensive similarities with the patterns in protein activation early during HIV-1 infection (310).

Since the early nineties of the last century, HIV-1 is known to damage the DNA of its host and activate genes involved in the DNA damage response (DDR) (294, 311–314), and HIV-1 is also well known for its ability to fuse its host cells and thereby reach 4-5 times higher reproduction rates (304, 315). In the case of HIV-I, the bipartite envelope glycoprotein (Env) performs the two essential functions of binding to receptors on the surface of target cells and fusion among host-cell and viral membranes, including the formation of a fusion pore to deliver the viral core into the cell cytoplasm (306). Apparently, the virus employs the same protein to destabilize the nuclear envelope. In this context, it seems important to recall that SARS-CoV and SARS-CoV-2 are closely related and that consequently, the S2 domain of the SARS-CoV spike protein and of CoV-2 S are highly similar (2, 34, 270). Importantly, SARS-CoV spike, in turn, shares multiple structural similarities with the gp41 unit of the envelope glycoprotein of HIV-1 (135, 316). Based on these similarities, which are underlined by the cross-reaction of CoV-2 S-directed non-neutralizing polyclonal antibodies with gp41 (317), these proteins can be expected to interact with cell membranes via the same mechanism.

Furthermore, while there should be no need to repeat that HIV-1 infects mobile immune cells (in particular CD4+ T helper cells), it seems worth to mention that evidence for SARS-CoV-2 doing the same is accumulating. SARS-CoV-2 has been shown to infect monocytes, macrophages and B-cells (22, 28, 318), and at least Pontelli et al (318) present evidence supporting a successful reproduction of the virus in these cells, although at low rates. Since excessive infiltration of mobile pro-inflammatory cells such as macrophages and T-helper 17 cells has been found in lung tissues of patients with COVID-19 (11), it appears at least possible that SARS-CoV-2 can apply a strategy that was considered unique to HIV-1: triggering local inflammation to attract mobile immune cells and infect these cells to achieve systemic distribution throughout the host.

A further shared element is the importance of eATP as a DAMP: HIV-1-infected target cells release ATP, which then acts on purinergic receptors to stimulate fusion between Env-expressing and CD4+ expressing membranes (319). eATP also favoured the infection of microglia with HIV-1, an effect that was associated with elevated levels of IL-6 and IL-18 and with changes in p53 activity (320). The relevance of this is underlined by the observation that an inhibitor of P2X receptors effectively inhibited cell-to-cell transfer of HIV-1 from productively infected CD4+ lymphocytes (321). Therefore, therapeutic applications of P2X7R antagonists seem promising tools to control infection with HIV-1 (322), but also SARS-CoV-2, but also SARS-CoV-2 (Table 1).


Table 1 | Shared features of HIV-1, SARS-Co-2 and their envelope proteins.






5.4 Effects of COVID-19 and CoV-2 S on innate immunity

Although viruses usually supress or avoid host immunity, CoV-2 S has been suggested to induce inflammation via a TLR2 (or TLR4) – and MyD88-dependent dependent activation of the NF-κB pathway in human and mouse macrophages (279), and also to trigger lung cancer progression, again via TLR2 (331). Likewise, intravenous administration of Spike or a stimulation of cultured cells with CoV-2 S induced the expression and release of TNF-α, IL-1β, IL-6 and IL-18 in PBMCs, macrophages, monocytes, lung epithelial cells, human umbilical vein cells as well as in lung, liver, kidney, and eye tissues (279, 332, 333). In fact, the S1 subunit alone was observed to induce an increased production of IL-6 and activation of NF-κB and in consequence, inflammation in endothelial cells (334), and circulating S1 induced the expression of TLR2, TLR4, NLRP3, IL-1β, TNFα and HMGB1 in rats at 24 h after treatment, and TLR2, TLR4, NLRP3 and IL-1β remained overexpressed even after seven days (335). Spike also has been reported to activate caspase 1 and the NLRP3 inflammasome in hematopoietic stem/progenitor cells and endothelial progenitor cells (336). Intriguingly, exposure to CoV-2 S of human umbilical vein cells activated NF-κB and ACE2 (333), while vice-versa, administration of an ACE2 inhibitor blocked the activation of inflammasome components by Spike (336). Quantification of lactate dehydrogenase (LDH) enzymatic activity in the culture medium confirmed pyroptotic cell death of these cells (336). Most of the beforementioned studies used commercially available, recombinant spike proteins produced in human cells (279, 333, 335), hamster cells (332), or E. coli (334), which opens the possibility of contaminations with immunogenic molecules that originate from the expression system. For example, bacterial lipopolysaccharides at very low concentrations as they have been detected as contaminations in commercial proteins activated human immune cells (337), and these endotoxins also signal via TLR4 (338). However, at least Sung et al. (339) used a pseudotyped lentivirus carrying the SARS-CoV-2 Spike protein, hence, a situation that resembles the vaccines. Assuming the reported in vitro-effects of CoV-2 resemble the situation in vivo, we can expect them to apply also to an infection with SARS-CoV-2. Indeed, nasopharyngeal epithelial cells of COVID-19 patients exhibited significantly higher expression of TLR2 and TLR4 as compared to controls (340), and TLR4 and its downstream elements (including Myd88, IRAK1 and TRAF6, and NF-κB - dependent genes) were significantly upregulated in PBMCs from 20 human COVID-19 patients (341).




5.5 Spike acting post-COVID-19: sketching the worse-case-scenario

The studies cited in 5.4. demonstrate that infection with SARS-CoV-2 S can prime the innate immune system for faster and stronger responses to any subsequent infection or other cell-damaging event. Indeed, plasma from COVID-19 patients exhibited increased in P2X7 expression (342). eATP can act as a second signal that activates inflammasomes, as shown by the observation that exposure to CoV-2 S followed by eATP triggered a stronger expression of pro-IL-1β, ASC, NLRP3 and gasdermin D in macrophages derived from COVID-19 patients than in SARS-CoV-2 naïve cells, and only patient-derived macrophages exhibited active ASC specks and increased secretion of TNF-α and IL-1β (229). Importantly, altered inflammasome and stress responses persisted after short-term patient recovery (29) and the differential responsiveness was maintained even by macrophages from fully convalescent COVID-19 patients after more than 50 days (i.e., after several cycles of monocyte renewal) (229). Likewise, TLR4 and its downstream elements (including Myd88, IRAK1 and TRAF6, and NF-κB - dependent genes) were significantly upregulated in PBMCs from 20 human COVID-19 patients (341).

These studies confirm that infection with SARS-CoV-2 causes a long-term reprogramming of the immune system, particularly in macrophages. Thus, it seems plausible that in vaccinees who had an infection before being vaccinated, the effects of SARS-CoV-2 expression (including DNA damage) occurred in the context of a primed DNA-sensing machinery: a situation that can strongly enhance its immunogenic potential. Others discovered that S1 and S2 proteins administered intraperitoneally triggered enhanced concentrations of IL-6, IL-1β, and TNFα (16 hr post treatment) in WT mice but not in mice lacking TLR2, which indicates a role of TLR2, rather than TLR4 (279). In addition, CoV-2 S induced an enhanced release of ATP and IL-1β from human lung epithelial cells (249) and cultured microglial cells (BV2 line) and in the latter, it also induced the expression of the purinergic eATP receptor P2X7 (343).

I conclude that SARS-CoV-2-mediated immune priming can enhance the DNA-damaging and pro-inflammatory effects of CoV-2 S and cause certain responses to pass a threshold or point of no return, reaching those dimensions that we see in the severe adverse effects of the Spike-based mRNA vaccines. Even phase III vaccine trials usually exclude individuals who show preexisting immunity due to previous infection, but the vaccination campaigns included significant proportions of the entire population at a time point at which many people had already passed through an infection with SARS-CoV-2, and pre-existing immunity was seldom checked in these mass vaccination events. In summary, immune priming represents an example of a mechanism that could generate different outcomes of vaccination depending on an earlier – perhaps non-symptomatic and not detected – infection with SARS-CoV-2.





6 Lessons and recommendations

Altogether, these findings motivate several recommendations.



6.1 Consider the ‘old’ literature and knowledge from other pathologies

Most of the published work on the SARS-CoV S protein and the similarities of SARS-CoV-2 with HIV-1 was ignored in the searches for new or pre-existing drugs to treat COVID-19 patients, and in the scientific activities involved in vaccine development. Perhaps as a consequence, on the one hand, patients were treated with IFN and indeed, slightly (although not significantly) more people died in the treatment group (344). On the other hand, DNases or DNA scavengers were hardly considered: to the best of my knowledge, all studies in which patients were treated with Dornase α are cited in chapter 3.5 (116–119, 121, 188, 222), and the obtained results – in particular the survival of all involved patients - clearly demonstrate the beneficial effects of anti-DNA treatments. As suggested by Anne de Groot and an international group with lead author Nevan Krogan (93, 310), existing knowledge should be considered even when it must be found in 20 years ‘old’ papers. Moreover, searches for similar pathogens should define ‘similarity’ with a focus on shared strategies or functions of the pathogen that generate similar effects on the interactions with the host, rather than on ‘taxonomic similarity’ defined at the level of sequences.




6.2 Don’t forget about the self-DNA!

“We did not expect an RNA virus like SARS-CoV-2 to be sensed by the DNA sensor AIM2”. Caroline Junqueira et al., 2021 (345)

In addition to the beforementioned issues, it seems that the dominance of the Janeway paradigm (346, 347) has significantly hindered a full appreciation of the immunogenic and pro-inflammatory effects of self-DNA. In fact, the author is aware of a few concrete cases in which the publication of results supporting the immunogenic effects of self-DNA or the danger model in general was significantly slowed down (personal communications by Polly Matzinger and Verena Kopfnagel, and own observations (348)). As a consequence, it seems that cfDNA, and nDNA in particular, remains strongly under-investigated. Even among those studies that originally linked the inflammation-related complications in COVID-19 to dsDNA sensors, only a single one has directly quantified mtDNA and nDNA and none has treated cells with natural DNA, as done, for example, in some of the studies that investigated the role of cfDNA in trauma (69). Nevertheless, even among the classical studies on trauma, three studies focused on mtDNA (66, 67, 170), although the fourth study found that serum IL-6 levels, inflammation and critical illness correlated with the levels of nDNA, not mtDNA (68). Likewise, most of the clinical studies that quantified plasma DNA concentrations as a possible marker of severe COVID-19 have quantified only mtDNA, without citing any empirical evidence for the assumed non-activity of nDNA.

Evidently, future work will have to provide definitive evidence for a causal role of cfDNA in severe COVID-19 or the vaccine-triggered adverse events. Still, beyond doubt, cfDNA levels in the blood or plasma are a useful biomarker of disease severity in COVID-19 patients and likely, a predictor of certain adverse effects of the vaccines. Although it would be difficult to follow the advice of The European Academy of Allergy and Clinical Immunology (EAACI) that “all clinical and laboratory information should be collected and reported…to understand the specific nature of the reported severe allergic reactions” (349), it seems mandatory to include cfDNA of both mitochondrial and nuclear origin and anti-dsDNA antibodies in the list of standard laboratory information that should be obtained for patients that suffer from autoimmune-related or chronic inflammatory pathologies and for all participants in future vaccination trials.




6.3 Consider synergies and other mechanisms that create context dependency

“…studies … are often performed using a single well-defined ligand. However, …cells usually receive multiple inputs or experience many environmental alterations simultaneously.” Andrea Ablasser, 2019 (123)

Multiple reports on stronger responses to a certain trigger shown by cells from COVID-19 patients or in response to DNA bound to other DAMPs provide examples of clinically important synergistic effects. In particular, extracellular self-DNA gains immunogenic properties when bound to other DAMPs or extracellular vesicles, independently of the concrete pathosystem. Therefore, the suggested effects can occur in basically all situations that comprise tissue damage, particularly when this damage occurs in the context of pre-activated innate immune signalling. The antibody-assisted infection of cells and the priming of certain immune responses by viral proteins represent further examples of synergies that can create a significant level of context dependency in the obtained results. As outlined by Andrea Ablasser, such effects are likely to be overlooked in experiments that expose naïve cell lines under controlled conditions to a single ligand (123). If we, e.g., study human defensin 5 (HD5) and the human cathelicidin known as LL-37 each in an isolated manner, we will observe that LL-37 binds to the carboxypeptidase domain of human ACE2 even stronger than HD5. From this observation, we could conclude that LL-37  bears a great potential to be tested as an anti-SARS-CoV-2 peptide, because it blocks the entry receptor of the virus (350). However, in vivo, the release of LL-37 and human β-defensin 3 might take place in the presence of pyroptotic cells or other sources of cfDNA. In case that – as shown earlier – these proteins facilitate the uptake of self cfDNA into pDCs and monocytes (239) and thereby potentiate its immunogenic potential to trigger pro-inflammatory effects through the TLR9 pathway (351), the net outcome of treating severe COVID-19 patients at the later stages of the disease with LL-37  might be fatal, as SARS-CoV-2 infection has significantly declined, while the inflammatory response escalates dramatically, becoming predominant (67).





7 Drawbacks and limitations of the present work

8.1 First, and most importantly, the author of this contribution has no medical degree but rather, is a plant ecologist who discovered the immunogenic effects of self-DNA in plants. I can only hope that the readers appreciate the non-specialist’s perspective to an important medical topic and forgive me all the technical errors.

8.2 Second, although it seems a hackneyed wisdom, correlations do not necessarily mean causality, and similar or even identical symptoms do not necessarily result from the same mechanism.

8.3. Final evidence for a causal role of elevated levels of cytosolic or extracellular self-DNA as a driver of systemic inflammation in severe COVID-19 remains to be provided, and it will be difficult to separate the TLR-mediated pro-inflammatory effects of CoV-2 S from pro-inflammatory effects that are – as suggested by the present work – caused by self-DNA release due to CoV-2 S-mediated damage to genomic DNA and the nuclear envelope. However, the results obtained by Park & col with their mouse model (119) and Oku & col (117) and Weber & col (118) with human COVID-19 patients provide very strong evidence in favour of this role.

8.4 Third, most of the discussed adverse effects are not exclusive for the mRNA-based COVID-19 vaccines but have also been observed in patients that received adenovirus-based COVID-19 or non-COVID-19 vaccines, although at much lower frequency. In addition, all these effects were also present in COVID-19 patients, and most were more frequent among COVID-19 patients as compared to vaccinees. Even autoantibodies are also being reported from COVID-19 patients (143, 256, 258). The other way round, several of the studies that tested for plasma concentrations of nDNA or mtDNA failed to detect a statistically significant difference between light and severe cases or between deceased and discharged patients (21). Likewise, I am only aware of a single report that connects adverse effects of the COVID-19 mRNA vaccine to inflammasome-activation (352).

8.5 If all the above was true, how do we explain that the vast majority of vaccinees did not present adverse events, at least no severe ones? And how can we explain contradictory reports, e.g. that “chronic stimulation with SARS-CoV-2 Spike protein does not trigger autoimmunity” (353).

8.6 As this paper focuses on DAMP/DNA-dependent mechanisms shared by HIV-1 and SARS-CoV-2, various further, alternative (but non-exclusive) explanations, including effects of the longer activity of the mRNA or direct effects of blocking the ACE2 receptor, have not been ruled out. In addition, I have focused on the mechanisms in order to discuss all interpretations of pro-inflammatory and immunogenic effects of DNA, because detrimental innate immune activation and inflammation represent the shared element between HIV-1, COVID-19 and adverse vaccine effects. For example alternative interpretations leading to different conclusions exist even for the observation of elevated levels of cfDNA in vaccinee plasma, which has been interpreted as a favourable indicator of the formation of memory B cells after vaccination (127). In general, we must not forget that DNA-induced inflammation and pyroptotic cell death usually represent adaptive immune responses which benefit the host.




8 Conclusions and outlook

Several lines of - mainly correlative - evidence suggest that extracellular self-DNA acting as a pro-inflammatory DAMP represents a shared element that contributes to diverse life-threatening complications in patients infected with HIV-1 and with SARS-CoV 2, and that a contribution to some of the severe adverse events after vaccination with the mRNA vaccines represents a possibility that merits further investigation. Evidently, any attempt to explain the outcomes of complex, systemic processes with a single factor is determined to fail, and the present work by no means tries to claim that immunogenic DNA is the only important factor. However, self-DNA and other DAMPs have the specific features to prime numerous elements of the innate immune response and to engage in positive feedforward mechanisms and synergistic effects, including the formation of closed loops that lead to self-induction phenomena. For example, extracellular DNA at normally non-immunogenic concentrations can gain immunogenic properties when binding to HMGB1, then activate TLR9 which ultimately leads to pyroptosis and the release of more DNA and HMGB1. Context-dependent processes that eventually enter feed-forward dynamics are notoriously difficult to monitor, and more so in unbiased screenings. Therefore, immunogenic self-DNA represents a prime candidate of a frequently overlooked important factor whose true role hardly becomes evident in the classical one-treatment experimental designs. In the light of this possibility, the general tendency to tone down the adverse effects of SARS-CoV-2 vaccines as “often troubling but may merely reflect transient production of type I interferons, a normal physiological response to contact with invading microorganisms” (354) appears in a different light.

Under certain conditions, usually transient effects might pass a certain threshold and then become subject to very different dynamics. Therefore, all those of the above-described mechanisms that can form positive feedback loops can potentially lead fatal outcomes under certain circumstances. Whether SARS-CoV-2 Spike causes DNA damage or inhibits the DDR remains to be shown. However, the consequences of DNA damage- even at low levels - on IFN I signalling and inflammation could be potentiated if concurrent damage to the nuclear envelope facilitates DNA release from the nucleus and subsequent sensing by of cytosolic DNA or when damage to the cell membrane facilitates the release of DNA together with other DAMPs and thus, the formation of immune complexes.

At the very least, our question from 2019 “To what degree can … the use of DNA scavengers developed as specific treatments for cancer or diverse autoimmune diseases be adapted to treat individuals with chronic HIV-1 infection?” (65) has now been answered for SARS-CoV-2-infected patients, although only few patients received this kind of treatment and its transferability to intravascular NETs or other DNA-dependent inflammatory pathologies remains to be investigated (117, 118). It would be encouraging if future research and vaccine development efforts would reflect an increased awareness of the potential detrimental effects of immunogenic self-DNA and of the existence of treatment options which – as stated by Okur & col (117) for Dornase α – “are being administered to human patents since decades”, although in a different pathological context.
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Alzheimer’s disease (AD):
(@ Piezol is highly expressed in mouse microglia and iMGLs.
@ Piezol agonist Yodal shapes the functional phenotype of human microglia.
@ Piezol is involved in the inflammatory activation of microglia.

Atherosclerosis (AS):
(@ The expression of Piezol is significantly increased in the carotid plaque
ue of atherosclerotic mice.
@ ox-LDL increases the Piezo! and inflammation related mediators levels via
regulating YAP/TAZ activation and nuclear localization in ECs.
5 Laminar flow induces Piezol-mediated the release of ATP, then activates

tis

P2Y2 receptor and Gq/G11-mediated signaling.
@ Pharmacologic inhibition or genetic depletion of Piezol decreases plaque
formation and attenuates endothelial atherogenic inflammatory responses,
® Yodal, a Piezo! agonist, enhances the formation of foam cells

Pulmonary inflammation:
@ Piezol is abundantly expressed in alveolar epithelial cells, endothelial cells,
pulmonary artery smooth muscle cell and macrophages.
@ Mechanical force induces the activation of Piezol in alveolar epithelial cells,
thus resulting in the lung damage and inflammation in patients with ARDS.
@ Cyclical hydrostatic pressure triggers the activation of Piezol in macrophages
and monocytes, initiating an inflammatory response.
@ Mice with piezol-deficient in myeloid cells ablates pulmonary inflammation.

Osteoarthritis (OA):

(@ Piezol is expressed in osteocyte, chondrocyte, osteoblast and osteoclast.

@ Knockout of Piezol in osteoblast lineage cells disrupts the osteogenesis of
osteablasts and severely impairs bone structure and strength.

@ Piezol inhibits osteoblast differentiation and increases bone resorption by
reducing the formation and activation of NFAT-YAP1-f-catenin.

(@ Administration of Piezo] agonist Yodal increases bone mass in vivo.

@ Piezol i involved in low stimulus amplitudes-induced osteoclast
differentiation by hematopoietic progenitor cells-mediated the release of
osteoclast-stimulating factors.
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Cancer type

Function

Mechanism

Refs

Breast Cancer

Lung
adenocarcinoma
Lung cancer
Gastric cancer

promote cancer growth,
proliferation and migration;
promote DNA damage repair
promotation growth and inhibition
the apoptosis of cancer cell
inhibition cancer cell growth
promotation cancer cell growth

interaction with ATM, YH2AX and Rad51; inhibition the phosphorylation and activation of AMPKo:1;
promotation ubiquitination and degradation of p21; reduction lysosomal degradation of EGFR and
increase EGFR phosphorylation

catalyzation the ubiquitination of p53; catalyzation the ubiquitination of APC to modulate the Wnt/B-
catenin activation

induction ubiquitination and degradation of cMyc

interaction and stablization SNX7 to promote autophagosome maturation

(14, 23,
36, 40,
50, 51)
(41, 42)






OPS/images/fimmu.2023.1198831/crossmark.jpg
©

2

i

|





OPS/images/fimmu.2022.936579/fimmu-13-936579-g001.jpg
AKT phosphorylation sites
I
Human 126 RYRSRGSSRPDRSPA140

Mouse 127 RYRSRGSTRPDRSPA141

Human 20 FFCHFCKGEVSPKLPEYICPRCESGFI 46 226 LECPVCKEDYTVEEEVRQLPCNHFFHSSCIVPWLELHDTCPVC 268
Mouse 20 FFCHFCKGEVNPKLPEYICPRCDSGFI 46 227 LECPVCKEDYTVEEKVRQLPCNHFFHSSCIVPWLELHDTCPVC 269

Phosphorylation: p-S132/133
Ubiquitination: Ub-K26/32
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Weight Loss Stool Blood Stool Consistency
0 0% - 1% Negative Normal
1 1%-5%
2 6% - 10% Positive Loose Stools
3 11% - 15%
4 >15% Gross Bleeding Diarrhea

Disease severity was scored daily, 0 - 4, using severities of weight loss, stool blood and stool

consistency.
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AMP adenosine monophosphate

ADCC antibody-dependent cell-mediated cytotoxicity
APC antigen-presenting cells

APM antigen-processing machinery

CRC colorectal cancer

CDPs common dendritic cell progenitors

CLP cells common lymphoid progenitor cells

cDCs conventional DCs

CTL cytotoxic T lymphocyte

DVT deep vein thrombosis

DCs dendritic cells

ESCRT endosomal sorting complex required for transport
EGFR epidermal growing factor receptor

EMT epithelial-mesenchymal transition

ECM extracellular matrix

EVIR extracellular vesicle-internalizing receptor
EVs extracellular vesicles

FGF fibroblast growth factor

HCC hepatocellular carcinoma

HMGB1 high mobility group box-1

HNSCC head and neck squamous cell carcinoma
ILCs innate lymphoid cells

ILLs innate-like lymphocytes

ISEV International Society for Extracellular Vesicles
IEVs large EVs

KDM6B lysine demethylase 6B

LLC Lewis lung cancer

MIF macrophage migration inhibitory factor
MMP matrix metalloproteinase

mEVs medium EVs

MCP-1 monocyte chemoattractant protein 1

moDCs monocyte-derived inflammatory DCs

MVBs multi-vesicular bodies

NCR natural cytotoxicityreceptor

NK natural killer

NE neutrophil elastase

NETs neutrophil extracellular traps

NSCLC non-small cell lung cancer

0OSCC oral squamous cell carcinoma

PDAC pancreatic ductal adenocarcinoma

PAMP pathogen-associated molecular pattern

PRRs pattern recognition receptors

pDCs plasmacytoid DCs

PDGF platelet-derived growth factor

PGE2 prostaglandin E2

PTPRO protein tyrosine phosphatase receptor type O
ROS/RNS reactive oxygen/nitrogen species

RAGE receptor for advanced glycation end products
RFXAP regulatory factor X-associated protein

SIPAL signal-induced proliferation-associated 1
sEVs small EVs

TIM-3 T cell immunoglobulin and mucin domain 3
TIM-4 T cell immunoglobulin and mucin domain-4
TLR Toll - like receptor

TA tumor antigen

TME tumor microenvironment

TAM tumor-associated macrophages

TANs tumorassociated neutrophils

TDEVs tumor-derived EVs

TIDC tumorinfiltrating dendritic cells

VEGF vascular endothelial growth factor
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miRNAs

IncRNAs

circRNAs

protein

miR-21

miR-25-3p, miR-130b-3p,
miR-425-5p

miR-301a-3p

miR-222

miR-19b-3p

miR-423-3p

miR-21

miR-138-5p
miR-770
miR-130

miR-9

PCAT6
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HMMR-AS1
TP73-AS1
FGD5-AS1
ELFN1-AS1
HCG18
hsa-circ-0048117
hsa_circ_0017252
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circSAFB2
circNEIL3

CSF-1, MCP-1/CCL2, EMAP2/
AIMP1 and LTA4H

gp130
leptin
PTPRO
RNF126
ANLN
TIM-3

PD-L1

ICAM-1
CXCL14
avB6

avP6 negative

Cancer type

Bladder cancer

CRC

Esophageal squamous cancer
Adriamycin-resistant breast cancer
Lung adenocarcinoma

Cervical cancer

Hypoxic tumor cells, HNSCC,
bladder cancer

Breast cancer

NCSLC

Breast cancer

HPV + HNSCC

NSCLC

Renal cell carcinoma

HCC

Nasopharyngeal carcinoma
Pancreatic cancer
Osteosarcoma

Gastric cancer

Esophageal squamous cancer
Gastric cancer

NSCLC

Breast cancer

Lung cancer

Renal cell carcinoma
Glioma

Melanoma, skin squamous cell
carcinoma and lung cancer

Diffuse large B-cell lymphoma
Gallbladder cancer

Breast cancer

Nasopharyngeal carcinoma
HNSCC

Osteosarcoma

Melanoma

Oral squamous
carcinoma cells

PDAC
Prostate cancer
Prostate cancer

Prostate cancer

Mechanism

PI3K/AKT pathway
PTEN/PI3K/AKT pathway

PTEN/PI3K/AKT pathway
PTEN/PI3K/AKT pathway

Hippo pathway

Blocking the expression of CDK4 mRNA

Inhibiting KDM6B expression
Targeting MAP3K1

M2 macrophages reprogramming

STST3 pathway

MiR-147a/ARID3A axis

Binding with miR-342-3p
STAT3/NF-kB pathway

Sponging miR-138-5p and miR-1291
Sponging miR-875-3p

Sponging miR-140

Sponging miR-17-5p
PTEN/PI3K/AKT pathway
Circ_0001142/miR-361-3p/PIK3CB pathway
MiR-124-3p/EZH2 axis
MiR-620/JAK1/STAT3 axis
Stabilizing IGF2BP3

STAT3 pathway
STAT3 pathway
STAT3 pathway
PTEN/PI3K/AKT pathway
PTEN/PI3K/AKT pathway

Increases the expression of N-cadherin and
Vimentin, decreases E-cadherin expression

Up-regulate the expression of PD-L1

NF-xB pathway

Polarization References

M2 (63)
M2 (64)
M2 (65)
M2 (66)
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Populations Relative frequency from total Correlation between Difference in population frequency MNB|%]

leukocytes Fortessa X20 (%) instruments between instruments
[median (min-max)] [R*] [p-value]
Eosinophils 3.3(0.9-6.2) 0.987 N.S. 3.1
Neutrophils 49.3 (49.0-60.7) 0.997 NS. -2.6
Mature neutrophils 49.3 (49.0-60.6) 0.997 NS. -2.6
Immature neutrophils 0.01 (0.01-0.07) 0.997 N.S. 35
CD62L+ immature neutrophils 0.009 (0.005-0.07) 0.996 N.S. 7:3
CD62L- immature neutrophils 0.004 (0.003-0.009) 0.995 N.S. -3.3
Basophils 1.1 (0.5-1.3) 0.998 N.S. 3
Monocytes 5.9 (5.3-12.4) 0.998 N.S. 3.9
cMo 5.1 (4.2-10.2) 0.996 N.S. 4.6
CD62L+ FceRI- cMo 4.7 (3.6-6.5) 0.951 N.S. 1.4
CD62L+ FceRI+ cMo 0.3 (0.07-2.2) 0.995 N.S. 17.5
CD62L- FceRI- cMo 0.3 (0.20-1.2) 0.823 N.S. -4.6
CD62L- FceRI+ cMo 0.03 (0.007-0.4) 1.000 N.S. -0.5
iMo 0.2 (0.2-0.4) 0.966 NS. 2.6
ncMo 0.6 (0.4-1.8) 1.000 NS. 229
CD36+ Slan- ncMo 0.3 (0.2-0.7) 0.995 NS. -1.3
CD36- Slan- ncMo 0.2 (0.1-0.9) 0.998 NS. -5.6
CD36+ Slan+ ncMo 0.03 (0.02-0.04) 0.600 N.S. -32.0
CD36- Slan+ ncMo 0.1 (0.07-0.2) 0.989 NS. 33
CDl1c+ myDCs 0.3 (0.2-0.5) 0.974 N.S. -1.8
CDlc+ CD14- myDC 0.2 (0.2-0.4) 0.944 N.S. -5.2
CDlc+ CD14lo myDC 0.07 (0.03-0.1) 0.978 N.S. 9.1
CD141+ myDC 0.02 (0.009-0.02) 0.953 N.S. -0.3
pDC 0.2 (0.1-0.2) 0.951 N.S. 4.5
Axl* DC 0.009 (0.003-0.01) 0.974 NS. -0.3
% of populations with R* 2 0.9 and p < 0.05 92% 0% 92%
or -15% < MNB < + 15% (23/25) (0/25) (23/25)

For determination of the comparability between samples measured using different types of instruments (conventional vs. spectral cytometers) regarding the relative distribution of the
populations, a linear regression was performed to evaluate the direction and strength of the relationship between the two conditions, a Wilcoxon test was performed to compare the
differences observed between the two conditions and a Bland-Altman analysis was done in order to determine the potential bias.

MNB, mean normalized bias (calculated as % of difference between the relative frequencies obtained with the Aurora compared to the results obtained with the Fortessa X20); N.S., not
significant (p<0.05); cMo, classical monocytes; iMo, intermediate monocytes; ncMo, non-classical monocytes; myDC, myeloid dendritic cells; pDC, plasmacytoid dendritic cells.
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Populations Relative frequency from nucleated cells* E1 (1* round) vs. E1 (1* round) vs. El (1* round) vs.
(%) [median (min-max)] E2 (1** round) E1 (2" round) DB (1* round)

R> MNB (%) R> MNB (%) R> MNB (%)

Debris/doublets NA 1.000 -1.8 0.998 -0.8 0.998 2.9
Nucleated cells 100 0.999 0.4 0.999 0.1 0.994 -0.8
Unidentified cells 33.9 (31.2 - 43.1) 0.999 0.4 1.000 0.2 0.994 -0.7
Eosinophils 3.0 (1.8 -11.3) 1.000 -24 1.000 -0.07 0.996 -9.1
Neutrophils 51.8 (35.5 - 59.0) 1.000 0.7 1.000 0.1 0.998 -0.01
Mature neutrophils 51.8 (35.5 - 59.0) 1.000 0.7 1.000 0.1 0.998 -0.03
Immature neutrophils 0.06 (0.02 - 0.21) 0.998 -5.0 0.998 0.2 0.996 -0.8
CD62L+ immature neutrophils 0.01 (0.004 - 0.04) 0.993 5.1 0.949 -9.1 0.985 -53.6
CD62L- immature neutrophils 0.04 (0.01 - 0.17) 0.999 -4.7 0.999 37 0.999 24
Basophils 0.7 (0.4 - 1.5) 0.995 2.1 0.997 -14 0.973 -5.3
Monocytes 9.2(6.2 - 124) 0.998 0.8 0.999 0.2 0.979 -1.5
cMo 8.0 (55 -9.9) 0.984 23 0.999 0.6 0.967 -2.8
CD62L+ FceRI- cMo 54 (3.7 - 85) 0.742 -2.0 0.968 4.9 0.875 -04
CD62L+ FceRI+ cMo 0.8 (0.08 - 1.9) 0.816 -316 0.882 -7.2 0.979 -17.2
CD62L- FceRI- cMo 0.9 (0.4 - 1.0) 0.605 40.6 0.129 -28.6 0.108 -432
CD62L- FceRI+ cMo 0.2 (0.02 - 0.5) 0.660 -47.6 0.871 -30.0 0.817 37
iMo 04 (0.2 - 1.0) 0.968 -30.2 0.983 12 0.962 135
ncMo 0.8 (0.5 -2.1) 0.996 32 0.994 -4.7 0.978 -7.5
CD36+ Slan- ncMo 0.2 (0.10 - 0.4) 0.619 -0.9 0.710 15.6 0.749 -4.4
CD36- Slan- ncMo 0.2 (0.07 - 0.4) 0.930 46.1 0.968 -49.0 0.900 17.6
CD36+ Slan+ ncMo 0.01 (0.006 - 0.14) 0.951 56.3 0.916 6.0 0.988 -19.1
CD36- Slan+ ncMo 0.2 (0.1 - 1.3) 0.989 -259 0.990 4.3 0.994 -14.1
CDIc+ myDCs 0.3 (0.2 -0.5) 0.780 -8.6 0.952 1.0 0.988 49
CDIc+ CD14- myDCs 0.2 (0.1 - 0.4) 0.975 33 0.998 -1.7 0.995 8.4
CDIc+ CD14lo myDCs 0.09 (0.05 - 0.2) 0.085 -31.8 0.671 -0.3 0.935 0.2
CD141+ myDCs 0.01 (0.004 - 0.03) 0.960 -11.7 0.995 24 0.999 23
pDCs 0.2 (0.03 - 0.5) 0.998 -8.1 0.997 3.6 1.000 20
Axl* DCs 0.01 (0.004 - 0.03) 0.792 =13 0.614 -39.8 0.960 -23.75
% of populations with R*209 71.4% 71.4% (20/28)  78.6% 82.1% 85.7% 82.1%
and p < 0.05 or -15% < MNB < +15% (20/28) (22/28) (23/28) (24/28) (23/28)

For determination of the comparability between analysis performed by two distinct experts (E1 vs. E2), at two distinct timepoints (2 months apart; 1% round vs. 2™ round) and between
conventional manual and automated database-guided analysis, a linear regression was performed to evaluate the direction and strength of the relationship between the two conditions (high
agreement defined by R?>0.9 and p<0.05). Additionally, a Bland-Altman analysis was done in order to determine the potential bias (high agreement defined as -15% > mean normalized bias
(MNB) < +15%). *Median % of cells as identified by expert 1 (E1) (1* round).

E1, experienced cytometrist 1; E2, novice cytometrist 2; DB, database-guided automated analysis; MNB, mean normalized bias (calculated as % of difference between conditions compared
to the results of expert 1 - E1 - in the first round of analysis); cMo, classical monocytes; iMo, intermediate monocytes; ncMo, non-classical monocytes; DCs, dendritic cells; myDCs, myeloid
DCs; pDCs, plasmacytoid DCs; NA, not applicable.
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