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Glioblastoma (GBM) is the most common and malignant primary brain tumor in adults. Currently, the standard treatment of glioblastoma includes surgery, radiotherapy, and chemotherapy. Despite aggressive treatment, the median survival is only 15 months. GBM progression and therapeutic resistance are the results of the complex interactions between tumor cells and tumor microenvironment (TME). TME consists of several different cell types, such as stromal cells, endothelial cells and immune cells. Although GBM has the immunologically “cold” characteristic with very little lymphocyte infiltration, the TME of GBM can contain more than 30% of tumor-associated microglia and macrophages (TAMs). TAMs can release cytokines and growth factors to promote tumor proliferation, survival and metastasis progression as well as inhibit the function of immune cells. Thus, TAMs are logical therapeutic targets for GBM. In this review, we discussed the characteristics and functions of the TAMs and evaluated the state of the art of TAMs-targeting strategies in GBM. This review helps to understand how TAMs promote GBM progression and summarizes the present therapeutic interventions to target TAMs. It will possibly pave the way for new immune therapeutic avenues for GBM patients.
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Introduction

Glioblastoma (GBM) is the most common and aggressive primary malignant brain tumor in adults with a dismal prognosis and poor quality of life (1). Despite aggressive treatment including surgical resection, targeted radiotherapy and high-dose chemotherapy, GBM patients still only have a median overall survival of 15 months and a 5-year survival rate of less than 3% (2). Some ongoing studies are evaluating the effects of immunotherapy for GBM, despite dramatic responses in some cases, the prognosis of GBM patients remains unfavorable (3). The immunologically “cold” tumor microenvironment (TME) has recently emerged as one of the crucial roles in GBM progression and therapeutic resistance (4). Thus, it may be an optimal strategy to disrupt the barrier of immunosuppression by targeting the genetically stable tumor stroma within the GBM TME rather than the constantly mutating tumor cells (4).

GBM is characterized by a lack of T cell infiltration but robust tumor-associated microglia and macrophages (TAMs) infiltration, which constitute more than 30% of infiltration cells in GBM (5). In addition, TAMs infiltration is associated with GBM progression. Compared with Foxp3+ regulatory T (Treg) cells, TAMs are a strong predictor of survival for patients with GBM (6). Mechanistically, TAMs could secret growth factors, cytokines and chemokines to build up and remodel the GBM TME, which enables the tumor cells to proliferate, survive and metastasize (7–9). Accordingly, targeting these tumor-supportive TAMs represents a novel promising treatment strategy to improve the prognosis of GBM patients (10).

In this review, we will discuss the current understanding of the origin, characteristics and functions of the TAMs and evaluate the state of the art of TAM-targeting strategies in GBM. This can help us understand how TAMs affect tumor progression and pave the way to enhance the efficacy of current therapies by targeting or harnessing TAMs for GBM patients.



Tumor-associated microglia and macrophages in glioblastoma


Origin of microglia and macrophages

In GBM, TAMs consist of resident microglia and peripheral macrophages recruiting to the tumor tissue (11). Both cell populations have the similar functions in the TME, so they are recognized as one cell cluster (12, 13). However, some studies have found that microglia and macrophages are different with various functions and different origins in GBM (Figure 1) (14, 15).




Figure 1 | Distinct origins of Glioblastoma-associated Microglia and macrophages. Microglia derive from progenitors of the embryonic yolk sac, while peripheral macrophages are the monocytes deriving from the hematopoietic stem cells in bone marrow. Both cell populations enter the CNS and could be recruited by GBM cells, then referred to as tumor-associated microglia and macrophages (TAMs).



Brain-resident microglia are located in the brain parenchyma of the central nervous system and are derived from the primitive myeloid progenitors (15, 16). It is demonstrated that microglia derive from progenitors of the yolk sac and enter the CNS before embryonic day 8 in mice (15, 17). They are a long-living cell population and maintain the self-renewal capability without contribution from bone marrow-derived progenitors. Thus, microglia are identified as an ontogenically distinct population from the peripheral macrophage (18–21).

In healthy states, brain-resident microglia continuously scan their surroundings in order to maintain brain tissue homeostasis and immune defenses. However, microglia also have a pro-tumor activity in GBM patients (22).

In addition, TAMs also contain peripheral macrophages driven by inflammatory factors from GBM (23). Under the pathological stimulus of GBM, circulating bone marrow monocytes derived from hematopoietic stem cells can migrate to tumor tissue, where they differentiate into monocyte-derived macrophages and promote tumor progression (24, 25).



Polarization of TAMs

In a simplified model, TAMs are classified as M1 or M2 polarized cells that are relative with pro-inflammatory/anti-tumor or anti-inflammatory/pro-tumor property respectively. Interestingly, these two polarized states can convert from each other (26). Despite being oversimplified, this classification helps us to understand the polarization of TAMs.

This classification is based on some in vitro studies which observed the response to inflammations (27–31). However, the situation in vivo is more complex and intermediate phenotypes have been identified that do not belong to M1 or M2 polarized cells, suggesting that the transcriptional program of TAMs can be recognized as a dynamic spectrum. For example, different forms such as M2a, M2b and M2c have been proposed to describe the continuous phenotype of M2 polarized cells (32).

In terms of great diversity and plasticity of TAMs, they can acquire various phenotypes in different TME. It is reported that TAMs behave the M1 phenotype and exert anti-tumor activities in the early stage of tumor development (9, 33). The polarization of TAMs from M1 to M2 phenotype is associated with the tumor progression. Generally, TAMs mainly play a role in the initiation, malignant progression, angiogenesis and resistance to treatment in GBM. Thus, in this review, we focus on the pro-tumor effects of TAMs in GBM (5, 34–41).




Tumor-promoting function of tumor-associated microglia and macrophages in glioblastoma


TAMs promote glioma cells proliferation and invasion

TAMs constitute up to 30–40% of the bulk tumor mass and predominate the lymphocyte infiltration in GBM, making them an important consideration for their role in GBM initiation and progression. Several factors released by glioma cells can attract TAMs to the tumor sites (Figure 2). Then, TAMs could exert multiple pro-tumorigenic activities (Figure 3). To date, accumulating studies have demonstrated that factors released by TAMs play an important role in proliferation and invasion of GBM (42).




Figure 2 | Glioblastoma-derived factors attracting TAMs. TAMs are recruited to the tumor sites by several glioblastoma-derived factors (CCL2, CSF-1, CX3CL1, MCP-1/3, GM-CSF, OPN, SDF-1, EGF).






Figure 3 | Contribution of glioblastoma-associated microglia and macrophages to tumor progression. TAMs have bimodal, yin and yang effects on immune responses. The yin and yang microglia/macrophage subtypes refer to M2- and M1-like respectively. M1-like TAMs are relative with the pro-inflammatory property while M2-like TAMs are relative with the anti-inflammatory property. The polarization of TAMs from M1 to M2 phenotype is associated with the tumor progression. TAMs are believed to promote GBM progression by several pro-tumorigenic activities including: 1) promoting GBM cells proliferation; 2) promoting GBM cells migration and invasion; 3) promoting angiogenesis in GBM; 4) facilitating extracellular matrix (ECM) degradation; 5) facilitating the immunosuppressive TME.



Microglia and microglia-conditioned medium promote the invasion of glioma in vitro, suggesting that substances released by TAMs mediated this effect. In contrast, oligodendroglia and endothelial cells only weakly stimulated glioma cell motility (43). However, this motility-promoting activity was decreased in glioma cells when the transforming growth factor (TGF)-β was knocked down, indicating the invasion of glioma cells is dependent on microglia-derived TGF-β (44). GBM invasion promoted by TGF-β is involved with the upregulation of integrin. TGF-β induces matrix metalloprotein (MMP)-2 expression and suppresses tissue inhibitor of metalloproteinases (TIMP)-2 expression, both of which accelerate the extracellular matrix (ECM) breakdown (45). MMP can not only mediate the degradation of ECM to facilitate the invasion of GBM into the brain parenchyma, but also facilitate the proliferation of GBM. In response to GBM released factors, membrane type 1 metalloprotease (MT1-MMP) is upregulated in TAMs, but not in tumor cells. Interestingly, microglia release TGF-β, which triggers the release of pro-MMP2 from GBM. Pro-MMP2 is then transformed into active MMP2 by TAMs-expressed MT1-MMP. After deletion of MyD88 or p38, the toll-like receptor (TLR) adapter protein, MT1-MMP expression and GBM proliferation is inhibited. Thus, the high expression of MT1-MMP and subsequently increased proliferation capacity is mediated by TAMs’ TLR and the p38 MAPK pathway (46, 47). Canonical NF-κB signaling has an anti-inflammatory role and is required for GBM proliferation (48).

Pleiotrophin (PTN)-PTPRZ1 paracrine signaling can support GBM malignant proliferation. TAMs secrete abundant PTN which binds to its receptor PTPRZ1 to stimulate GBM proliferation (49). In response to GBM secreted factors, TAMs can express high levels of ATX and LPA1 to support GBM proliferation and invasion (50). Co-chaperone stress-inducible protein 1 (STI1) secreted by TAMs promotes proliferation and invasion of GBM in vitro. In vivo, the STI1 expression is also measured in a GBM model. Interestingly, high expression of STI1 was observed in TAMs but not in peripheral blood monocytes and lymphocytes, suggesting that TAMs-derived STI1 is also modulated by the TME of GBM (51).

The CCL2/CCR2/IL-6 loop also has a role in promoting GBM invasion. Glioma-derived CCL2 acts on microglia and then triggers the production of IL-6 from microglia, which in turn promotes GBM invasion (52). TAMs highly express CCL8 which promotes the pseudopodia formation of GBM cells. CCL8 in the TME can bind to CCR1 and CCR5 on GBM cells and activate ERK1/2 phosphorylation, finally increasing the invasion of GBM (53). In addition, colony-stimulating factor-1 (CSF-1) secreted by GBM is a chemoattractant for TAMs and facilitates its M2-like activation in autochthonous models, while also demonstrating that CSF-1 overexpression induces GBM proliferation (54, 55). Furthermore, CSF-1 and epidermal growth factor (EGF) released by microglia also stimulate GBM invasion (56). Since both microglia and GBM express EGFR, EGF may serve as a paracrine factor to recruit TAMs to the tumor sites, and at the same time, it binds to EGFR of GBM to stimulate GBM invasion (57, 58).



TAMs promote angiogenesis

Several studies have shown that GBM is characterized by abnormal angiogenesis (59–61). GBM resistance to anti-VEGF therapy is associated with the infiltration of macrophages (62). In GBM, there is an “inflammation-driven angiogenesis” mechanism. M2-like immunosuppressive macrophages promote angiogenesis, while M1-like pro-inflammatory macrophages suppress angiogenesis (63).

Depleting the TAMs in vivo reduces the GBM vessel density, suggesting that TAMs are of importance in tumor angiogenesis (64). Interestingly, selective depletion of resident microglia reduced tumoral vessels compared to ablation of the whole TAMs, indicating that resident microglia rather than peripheral macrophages are the crucial modulator to promote the angiogenesis of GBM (64).

TAMs isolated from GL261 glioma overexpress proangiogenic factors such as VEGF and CXCL2. VEGF is a well-known regulator of angiogenesis while CXCL2, a poorly described chemokine, displayed stronger angiogenic activity than VEGF in vitro (64). Interaction of the receptor for advanced glycation end products (RAGE) with its ligands can promote tumor angiogenesis. In GBM, the RAGE signaling in TAMs drives angiogenesis (65), during which the activation of RAGE can upregulate the IL-6 expression (66). Bevacizumab, a VEGF-targeting antibody, failed in a clinical trial evaluating the effect of the combination of bevacizumab to radiotherapy-temozolomide (TMZ) for the treatment of newly diagnosed GBM. Besides, the rate of adverse events was higher with bevacizumab than with placebo (67, 68). GBM-derived macrophage colony-stimulating factor (M-CSF) increases the IGFBP1 expression of microglial cells, which is an important effector to promote angiogenesis. Thus, IGFBP1 could be a potential alternate candidate for developing a targeted therapy for GBM (69).



TAMs promote the immunosuppressive TME

GBM is characterized by the strong immunosuppressive TME. TAMs are important drivers of the local immunosuppressive TME and are relative to GBM progression and resistance to immunomodulating therapeutic strategies (70). M2-like TAMs contribute to the immunosuppressive TME by secreting immunosuppressive factors such as IL-6, TGF-β, IL-10 in GBM, while only low levels of M1-like pro-inflammatory cytokines such as IL-2, IL-12, TNF-α and IFN-γ are detected (52, 71, 72). This TAMs phenotype is modulated by GBM cells or their soluble factors in vitro, which in turn promotes the suppressive TME and contributes to immunoevasion of GBM (73).

The immune functions of TAMs isolated from GBM patients were analyzed. The results indicated that the expression of surface major histocompatibility complex class II (MHC class II) and costimulatory molecules CD40, CD80, and CD86 were reduced in TAMs, thus inhibiting antigen cross-presentation and T cells activation (74, 75). Similarly, in a rodent glioma model, the MHC II and B7 costimulatory molecules were significantly reduced when compared with the normal brain (76). mTOR-dependent regulation of STAT3 and NF-κB activity mediated the immunosuppressive function of TAMs. It plays a role in GBM immune evasion by suppressing the effector T cells infiltration, proliferation and immune function (77). In both in vitro and in vivo GBM mouse models, the activation of mTOR signaling was observed in the microglia but not in bone marrow-derived macrophages. The activation of mTOR signaling increased phosphorylation of STAT3 and inhibited the NF-κB pathway in microglia, thereby upregulating the expression of IL6 and IL10 (the anti-inflammatory M2-like cytokines) with a concomitant reduction in expression of IL12 (the pro-inflammatory M1-like cytokines) (77). The upregulation of STAT3 in TAMs of GBM has been previously reported (78, 79). It is associated with higher GBM grade and expression of anti-inflammatory cytokines (79). NF-κB is downregulated in TAMs, leading to reduced expression of inflammatory TLR, resulting in the impairment of anti-tumor immune responses in GBM (80). However, although another study found substantial expression of TLRs in TAMs, they were not stimulated to produce pro-inflammatory cytokines (75).

FasL/Fas pathway plays an important role in immunosuppressive TME in GBM (81). T cells invading GBM express Fas receptor, which can directly contact with FasL-expressing GBM cells, and thus induce the apoptosis of T cells (82). Immunoblotting indicated that the membrane-bound FasL expressed nearly twice as much when murine G26 gliomas were implanted intracranially as compared to subcutaneously. Interestingly, microglia were absent in the subcutaneous tumors. Microglia are a major source of FasL expression in GBM and possibly contribute to the local immunosuppressive TME of GBM, which was mediated by the apoptosis of T cells via FasL/Fas interaction (81, 83). However, in TAMs isolated from GBM patients, the expression of FasL was low to absent, suggesting that apoptosis of T cells mediated through Fas/FasL may be a marginal immunosuppressive function by microglia (84). TAMs can express several chemokines such as CCL2, 5, 20 and 22 to enhance the recruitment of regulatory T cells (Tregs) (85–87). Tregs subsequently inhibit the activity of CD4+ and CD8+ effector T cells, natural killer (NK) cells, NKT cells, and antigen-presenting cells (APC) through a variety of mechanisms (85–87). It was recently described that TAMs overexpressed the enzymes indoleamine 2,3-dioxygenase 1 and tryptophan 2,3-dioxygenase 2 (IDO1/TDO2) to promote immunosuppression in GBM. L-Kynurenine (KYN) is a tryptophan-derived metabolite as a result of the enzymatic activity of IDO1/TDO2. KYN activates aryl hydrocarbon receptor (AHR) in TAMs to promote CCR2 expression, CD8+ T cell dysfunction and the generation of Tregs (88, 89).




Tumor-associated microglia/macrophages as therapeutic targets in glioblastoma


Depletion of TAMs

Based on the multiple pro-tumor functions of TAMs, they are considered as an important potential therapeutic target. Possible approaches such as depleting TAMs, repolarizing M2-like to M1-like TAMs, enhancing phagocytic activity of TAMs and reducing recruitment of TAMs will be discussed in the following (Figure 4).




Figure 4 | Strategies to target glioblastoma-associated microglia and macrophages. There are four general therapeutic strategies to target or utilize TAMs in GBM treatment including 1) directly depleting TAMs; 2) reprograming TAMs from an M2-like pro-tumoral phenotype to an M1-like anti-tumoral phenotype; 3) enhancing TAMs phagocytosis on tumor cells; 4) reducing TAMs recruitment to the tumor sites.



Due to the high infiltration of TAMs within GBM and thereby driving tumor progression, several methods to deplete TAMs have been investigated. For example, in the CD11b-HSVTK (herpes simplex virus thymidine kinase) mouse model, infusion of ganciclovir performs microglia depletion in vivo (90). Using this model, vessel density and tumor volume were decreased in GL261-bearing mice (46, 64). Interestingly, selective depletion of resident microglia induced similar results compared to the reduction of the whole myeloid cell population, suggesting that resident microglia rather than peripheral macrophages are more crucial in promoting vascularization in GBM (64). On the contrary, macrophages can also slow the progression of malignant gliomas. TAMs depletion by ganciclovir contributed to a 33% tumor increase in the GBM syngeneic GL261 mouse model (35). Liposome-encapsulated clodronate, which can selectively deplete microglia, reduced the invasiveness of GBM in GL261 cultured brain slices. Inoculation of exogenous microglia can restore the invasiveness behavior (91). However, administration of liposome-encapsulated clodronate into brain parenchyma can also cause severe damage to other brain cells and blood vessel integrity (92). Selectively limiting peripheral macrophage infiltration via genetic Ccl2 depletion prolonged the survival of tumor-bearing mice (93). A silico studies based on real patients parameters have found that depletion of TAMs may be beneficial only for the patients who received the therapy in the early-stage GBM (94).

A major limitation of these studies is that the depletion of TAMs was achieved before the gliomagenesis. Thus, these findings lack translatability because of the totally different situations occurring in GBM patients. Given the high plasticity and heterogenous of TAMs in the GBM microenvironment, depleting the total TAMs pool may not be the optimal strategy.



Repolarization of TAMs

In addition to depleting TAMs, it may be more efficient to repolarize M2-like to M1-like phenotype and acquire anti-tumorigenic functions.

CSF-1 secreted by glioma cells is essential for the differentiation and survival of TAMs and facilitates M2 polarization of TAMs (55, 56). Therefore, blocking the CSF-1 or its receptor CSF-1R is another potential therapeutic strategy for GBM (55, 95). In a mouse proneural GBM model, CSF-1R blockade significantly inhibited GBM tumor growth and prolonged survival. At the same time, expression of M2 markers decreased in TAMs (55). However, although CSF-1R significantly prolonged overall survival of GBM-bearing mice, tumors eventually recurred in more than 50% of mice.

In recurrent GBM, the phosphatidylinositol 3-kinase (PI3K) pathway activity, driven by macrophage-secreted insulin-like growth factor-1 (IGF-1) and tumor cell IGF-1 receptor (IGF-1R), was increased. To break the resistance state to CSF-1R inhibitors, blocking PI3K and IGF-1R is combined with CSF-1R inhibition, resulting in significantly suppressed tumor growth and prolonged overall survival (96). In addition, transcription factor STAT3 is another target to repolarize the TAMs to the M1-like phenotype. Inhibition of STAT3 in tumor TAMs can activate M1-like phenotype and reverse cytokine expression profile to anti-tumorigenic function, resulting in GBM growth delay (38, 97, 98).

The nanoparticles delivering mRNAs encoding interferon regulatory factor-5 (IRF-5) and its activating kinase IKKβ were infused into glioma-bearing mice. These nanoreagents reversed the pro-tumor state of TAMs, repolarized them to an M1-like phenotype and promoted tumor regression (99). Recently, a study showed that IL-33 is expressed in both human GBM specimens and murine models. A positive correlation between IL-33 expression and M2-like phenotype markers was observed. Inhibiting IL-33 expression dramatically suppressed GBM growth and prolonged survival (100).



Enhancing phagocytosis of TAMs

Through phagocytosis, APCs are able to capture and eliminate tumor cells and present the tumor-derived antigens to prime T cells. However, GBM cells can overexpress the anti-phagocytosis molecule (don’t eat me signals) such as CD47 which binds to signal regulatory protein alpha (SIRPα), an inhibitory receptor expressed on TAMs to inhibit phagocytosis by TAMs (101–103). Thus, inhibiting the CD47-SIRPα anti-phagocytic axis may be a promising strategy to enhance tumor phagocytosis and activate the adaptive immune system.

Hu5F9-G4, a humanized anti-CD47 antibody, can block the anti-phagocytic CD47-SIRPα interaction. It enhanced tumor phagocytosis and reduced tumor burden in preclinical xenografts of various human malignancies, including GBM (103). In addition, in an immunocompetent mouse glioma model, blocking the CD47-SIRPα axis by anti-CD47 antibody significantly increased phagocytosis of glioma cells and GSCs by macrophages, consequently inhibiting tumor growth and prolonging survival (104). By using orthotopically xenografted, immunodeficient and syngeneic mouse models with genetically color-coded macrophages (Ccr2RFP) and microglia (Cx3cr1GFP), it was demonstrated that, in addition to macrophages, resident microglia within the TAMs pool are also effector cells of GBM cells phagocytosis in response to anti-CD47 blockade. Additionally, microglia induced a less inflammatory response compared to peripheral macrophages, making them a promising target for clinical applications (102). CD47 knockout increased tumor-associated extracellular matrix protein tenascin C (TNC) in U87 intracranial xenografts. Its overexpression in GBM cells is mediated by the Notch pathway. Inhibition of TNC reduced the phagocytosis of CD47-/- tumor cells in cocultures and enhanced the growth of CD47-/- xenografts in vivo. This suggests that TNC can be a potential target to enhance phagocytosis mediated by CD47 blockade in GBM (105).

However, CD47 blockade alone is inefficient in stimulating glioma cells phagocytosis by TAMs and has limited anti-tumor effects. Combining TMZ with CD47 blockade enhances the glioma cells phagocytosis and increases antigen cross-presentation, leading to more efficient T cells priming and anti-tumor immune responses in vivo. This combo treatment also activates immune checkpoint which can be turned off by sequential administrations of an anti-PD1 antibody (101).



Reducing recruitment of TAMs

Due to the numerous chemoattractants existing in the TME of GBM, which can recruit TAMs to promote tumor progression, it is a promising therapy to reduce the recruitment of tumor-promoting TAMs.

The CX3CL1/CX3CR1 chemokine axis is crucial for the recruitment of TAMs. In response to activation of CX3CL1, CX3CR1-expressing TAMs can be recruited to promote GBM progression. In contrast, after blocking the CX3CL1/CX3CR1 system with neutralizing anti-CX3CL1 or CX3CR1 antibodies, recruitment of TAMs was significantly inhibited (106). Periostin secreted by GSCs can promote the recruitment of TAMs through the integrin αvβ3 in human GBM. Inhibiting periostin markedly decreased TAMs recruitment, suppressed tumor growth and prolonged survival of mice bearing GSC-derived xenografts (107). The activation of stromal cell-derived factor-1 (SDF-1/CXCL12) and its receptor, CXCR4, is essential for TAMs recruitment (108–110). Using U87-MG intracranial xenografts, inhibitors of CXCR4 signaling such as peptide R and Plerixafor modulated the TAMs towards an anti-tumorigenic phenotype and inhibited the growth of glioma cells in vitro (111). In addition, CCL2 (MCP-1) produced by the GBM microenvironment recruits microglial cells to GBM and promotes their growth in vivo (112).

OPN, secreted by GBM cells and TAMs, is another chemokine for recruiting TAMs to GBM and has the potential to be exploited. A positive correlation has been observed between OPN expression levels and glioma grades as well as the infiltration of TAMs. OPN blockade significantly impaired the ability of GBM to recruit TAMs, enhanced T cells effector activity and prolonged survival in GL261 glioma-bearing mice (113). Since the high expression levels of OPN are observed in TME, OPN can also be exploited as a homing molecule to the GBM TME (114, 115). For example, OPN aptamer triggered CD3+ T cells activation within the TME and prolonged the survival in mice bearing intracerebral GL261 tumors (113).

Three noncytotoxic drugs (an antibiotic - minocycline, an antihypertensive drug - telmisartan, and a bisphosphonate - zoledronic acid) have an inhibitory function on the MCP-1 synthesis and impede TAMs recruitment induced by MCP-1, thereby delaying GBM growth. Since these three older drugs have already been approved for treating infection, hypertension, and osteoporosis, respectively, they have the advantages of better safety and lower cost. They will be tested in a pilot clinical trial in primary glioblastoma patients (116). CSF-1 secreted by glioma cells can also support the recruitment of TAMs (55). Thus, CSF-1R inhibition has been receiving increasing attention (95, 117). Blockade of CSF-1R signaling by using the PLX3397 (a CSF-1R inhibitor) in glioma-bearing mice decreased the recruitment of TAMs and reduced the GBM invasion (56). However, these promising results was failed to translate into clinical application (118). No efficacy was observed in a phase II clinical trial (NCT01349036) in which PLX3397 was orally administered in recurrent GBM patients (118).



Clinical trials targeting TAMs in GBM

Based on the above preclinical studies, many clinical trials are being initiated by targeting TAMs for the treatment of GBM. Emactuzumab (RG7155), a therapeutic anti-CSF-1R antibody, has been combined with the programmed cell death-1 ligand (PD-L1)-blocking mAb atezolizumab in a phase I study (NCT02323191), in which a considerable ORR was particularly seen with a manageable safety profile. Another key target for CSF-1R blockage is the transcription factor STAT3. In a phase I clinical trial (NCT01904123), the side effects and best dose of STAT3 inhibitor WP1066 were evaluated in patients with recurrent malignant glioma. Macrophage migration inhibitory factor (MIF) is overexpressed in many tumors, including GBM. MIF induces angiogenesis, promotes cell cycle progression, and inhibits apoptosis (119). An ongoing phase I/II clinical trial (NCT03782415) is evaluating Ibudilast (a MIF inhibitor) and TMZ combo treatment in newly diagnosed and recurrent GBM. As mentioned before, the SDF-1/CXCL12 axis is essential for TAMs recruitment. Therefore, a pilot phase I/II trial (NCT01977677) studied the side effects and best dose of Plerixafor (a CXCR4 inhibitor) after radiation therapy plus TMZ to see how well it works in treating patients with newly diagnosed high-grade glioma. Table 1 summarizes the clinical trials of monotherapies or combinatorial approaches targeting TAMs in GBM.


Table 1 | Clinical trials targeting TAMs in GBM.






Conclusions and Perspectives

Decades of investigations have been conducted to focus on the tumor cells themselves while less attention has been paid to the components of TME. With the accumulation of knowledge about the TME, TAMs have emerged as exciting targets for therapeutic intervention. Although many investigations have contributed substantially to our understanding of the origin, polarization and functional heterogeneity of TAMs, it is still unclear upon the complex interaction and dynamics between GBM and TAMs.

Many researches have demonstrated that macrophages and microglia within the TAMs pool in GBM show distinct morphological and transcriptional changes. In addition, they both have high plasticity and can be modulated by the different TME. Thus, it is crucial to differentiate these two cell populations and understand their different roles in GBM tumorigenesis and progression. In order to successfully target the immunosuppressive M2-like TAMs population for GBM treatment, we also need to fully understand the complex interplay between TAMs and other immune cells within the TME. Furthermore, a better understanding of the bridge-like role of TAMs between innate immune and adaptive immune system is indispensable for exploiting TAMs to activate an anti-tumor immune response.

Targeting TAMs has proven to be a promising strategy in preclinical trials. This strategy could not only suppress the germination of GBM “seeds” but also wreak the “fertile soil” of GBM, further destroying the immunosuppressive microenvironment, thus inhibiting the tumor growth. With the development of other immunotherapeutic strategies, novel synergistic combinations of TAMs-targeting therapeutics and other immunotherapies may ultimately support the eradication of GBM. Currently, extensive exploration and development of TAMs-targeting agents have been ongoing, among which some have been utilized in clinical trials. Hence, there is no doubt that TAMs-targeting strategies will benefit more GBM patients in the future.
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Background

Pyroptosis is a critical type of programmed cell death that is strongly associated with the regulation of tumor and immune cell functions. However, the role of pyroptosis in tumor progression and remodeling of the tumor microenvironment in gliomas has not been extensively studied. Thus, in this study, we aimed to establish a comprehensive pyroptosis-related signature and uncover its potential clinical application in gliomas.



Methods

The TCGA glioma cohort was obtained and divided into training and internal validation cohorts, while the CGGA glioma cohort was used as an external validation cohort. Unsupervised consensus clustering was performed to identify pyroptosis-related expression patterns. A Cox regression analysis was performed to establish a pyroptosis-related risk signature. Real-time quantitative PCR was performed to analyze the expression of signature genes in glioma tissues. Immune infiltration was analyzed and validated by immunohistochemical staining. The expression patterns of signature genes in different cell types were analyzed using single-cell RNA sequencing data. Finally, therapeutic responses to chemotherapy, immunotherapy, and potential small-molecule inhibitors were investigated.



Results

Patients with glioma were stratified into clusters 1 and 2 based on the expression patterns of pyroptosis-related genes. Cluster 2 showed a longer overall (P<0.001) and progression-free survival time (P<0.001) than Cluster 1. CD8+ T cell enrichment was observed in Cluster 1. A pyroptosis-related risk signature (PRRS) was then established. The high PRRS group showed a significantly poorer prognosis than the low PRRS group in the training cohort (P<0.001), with validation in the internal and external validation cohorts. Immunohistochemical staining demonstrated that CD8+ T cells were enriched in high PRRS glioma tissues. PRRS genes also showed cell-specific expression in tumor and immune cells. Moreover, the high PRRS risk group showed higher temozolomide sensitivity and increased response to anti-PD1 treatment in a glioblastoma immunotherapy cohort. Finally, Bcl-2 inhibitors were screened as candidates for adjunct immunotherapy of gliomas.



Conclusion

The pyroptosis-related signature established in this study can be used to reliably predict clinical outcomes and immunotherapy responses in glioma patients. The correlation between the pyroptosis signature and the tumor immune microenvironment may be used to further guide the sensitization of glioma patients to immunotherapy.





Keywords: glioma, pyroptosis, prognosis, tumor-associated microenvironment, immunotherapy, small molecular inhibitor



Introduction

Pyroptosis is a specific type of programmed cell death characterized by immune activation. It was previously considered a form of apoptosis, since it shares some characteristics with the latter, including caspase-dependence, nuclear condensation with DNA damage, cell swelling, and finally cell death (1). However, D’Souza et al. described this pro-inflammatory cell death program in Salmonella-infected macrophages, which was distinct from the non-inflammatory cell death observed in apoptosis; they proposed the term pyroptosis (2). Subsequent studies have discovered a canonical mechanism of pyroptosis: activation of interleukin-1 converting enzyme (ICE, also known as Caspase-1), cleaved gasdermin D (GSDMD), pro-IL-1β, and pro-IL-18. The N-terminal domain of GSDMD can oligomerize into the cell membrane to form nonselective pores, leading to cell membrane rupture and release of mature IL-1β and IL-18 (3). Recent studies have further revealed the non-canonical pathways of pyroptosis, involving Caspase-3/4/5/6/8/9/11 and granzymes (4–8). Pyroptosis participates in innate immunity and is associated with infectious and autoimmune diseases, nervous system diseases, and tumor (9). However, controversy remains regarding the role of pyroptosis in cancer, as different types of pyroptosis activation lead to distinct effects in different types of cancer. Therefore, a comprehensive analysis of the different pyroptosis processes in specific types of cancers is needed.

Glioma is the most common primary malignancy of the central nervous system and is characterized by high therapeutic resistance and mortality. This is especially true for glioblastoma (GBM), which is the most malignant type of glioma. Immune checkpoint inhibitors (ICIs), such as anti-CTLA-4 and anti-PD-1/PD-L1 monoclonal antibodies (mAb), have achieved great success in other aggressive malignancies, such as melanoma and non-small cell lung carcinoma (10, 11). Although immunotherapy has achieved considerable success in exceptional cases of recurrent GBM (12, 13), several subsequent clinical trials evaluating anti-PD-1 therapy in newly diagnosed or recurrent GBM have failed to show clinical efficacy (14–16). The low response rate to ICIs observed in GBM may be partly attributed to its immunologically cold state with few T-cell infiltrations and the predominance of immunosuppressive tumor-associated macrophages (TAMs) (16, 17). Hence, inflammatory processes such as pyroptosis may be promising targets to remodel the tumor-associated immune microenvironment in glioma and sensitize patients to immunotherapy.

A comprehensive understanding of the pyroptosis landscape involving both canonical and non-canonical pathways in glioma is still needed. Therefore, in the present study, we aimed to investigate the pyroptosis-related expression pattern, considering both canonical and non-canonical pathways in gliomas, and to validate its value in predicting prognosis and survival benefit from immunotherapy. A cluster model was established with pyroptosis-related genes focused on gene co-expression patterns, and a risk signature was established based on the prognostic subset from the above gene sets and focused specifically on prognostic value and therapy response. Their associations with genomic alterations in tumor driver genes, clinicopathological characteristics, and prognosis were investigated. Immune infiltration patterns in different pyroptosis-related groups were analyzed, and the expression of pyroptosis signature-related genes was confirmed in different cell types using single-cell RNA sequencing data. Furthermore, the relationship between pyroptosis-related signatures and immunotherapy response was predicted and validated in patients with GBM who received immunotherapy. Finally, a potential targeted therapy based on a pyroptosis-related signature that may synergize with immunotherapy was predicted. This comprehensive analysis emphasizes the critical role of pyroptosis in shaping the tumor-associated microenvironment and its potential as a target for optimizing glioma immunotherapy.



Methods


Data access and processing

RNA-sequencing data from TCGA-663, CGGA-325, CGGA-693, and CPTAC-GBM cohorts with corresponding clinical information were obtained from The Cancer Genome Atlas (TCGA) database (version 28.0, https://portal.gdc.cancer.gov/), the Chinese Glioma Genome Atlas (CGGA) database (http://www.cgga.org.cn/index.jsp), and the Clinical Proteomic Tumor Analysis Consortium (CPTAC) (18). Transcriptional expression was evaluated using transcripts per million (TPM) and was further normalized to log2 (TPM + 1). The establishment of pyroptosis-related signature and internal validation was performed based on the TCGA-663 cohort, while the CGGA-325, CGGA-693, and CPTAC-GBM cohorts were used for external validation. The baseline clinical characteristics of glioma patients are shown in Supplementary Table 1. Mutation and copy number variation data were retrieved from the cBioPortal (http://www.cbioportal.org) for the analysis of driver gene mutations. Mutation data were downloaded from TCGA and visualized using the maftools package in R to identify the somatic mutation landscape in distinct pyroptosis-related subtypes.



Establishment of the pyroptosis-related clusters

To obtain consensus clustering of glioma patients based on genes related to both canonical and non-canonical pyroptosis as previously described (19) (Supplementary Table 2), unsupervised clustering was performed using ConsensusClusterPlus package in R based on 80% sample resampling for 10 repetitions (20). The optimal number of clusters is determined using an empirical cumulative distribution function plot.



Establishment of pyroptosis-related risk signature

To establish the pyroptosis-related risk signature (PRRS), univariate and multivariate Cox regression analyses were performed using survminer in the R package. Briefly, univariate Cox regression analysis was performed based on 26 pyroptosis-related genes for overall survival. Significant factors (P< 0.05) were then selected for multivariate Cox regression. The risk signature was further calculated based on gene expression and the coefficient in multivariate Cox regression analysis for each sample. Receiver operating characteristic (ROC) curve analysis was performed to assess the prognosis-predicted performance, and the area under the curve (AUC) was calculated using timeROC in the R package.



Functional enrichment analysis based on gene set enrichment Analysis and STRING database

To explore the potential pathways associated with pyroptosis-related signatures, GSEA software (version 3.0) was obtained from the GSEA website (http://software.broadinstitute.org/gsea/index.jsp), and enrichment analysis was then performed based on differentially expressed genes (DEGs) between pyroptosis-related subgroups (Cluster 1 vs. Cluster 2; high-PRRS group vs. low-PRRS group, separated by the median PRRS value), with the minimum number of genes set to 5, the maximum number of genes set to 5000, and 1000 resampling; P values< 0.05, and FDR< 0.25 were considered statistically significant. The results were visualized using ggplot2 in the R package.



Analysis of immune characteristics and immune infiltration

To evaluate immune characteristics, the immuneScore and stromalScore were calculated using the estimate package in R (21). The tumor mutation burden (TMB) score was calculated using maftools package in R (22) and the microsatellite instability (MSI) score was obtained from a previous study to evaluate genomic status (23). To assess the degree of oncogenic differentiation, stemness indices (mRNA expression-based stemness index, mRNAsi) for each sample were calculated using a one-class logistic regression machine learning algorithm as previously described (24). To characterize immune infiltration in glioma tissues, the immunedeconv R package, which contains six different algorithms, including TIMER, EPIC, MCP-counter, quanTIseq, CIBERSORT, and xCell, was used (25).



Collection of glioma samples and real-time quantitative PCR

Twelve clinical glioma samples were obtained from the Department of Neurosurgery, Nanfang Hospital, Southern Medical University, Guangzhou, China. RNA was extracted from glioma tissues using TRIzol reagent and reverse-transcribed (Takara Bio Inc., Shiga, Japan). For RT-qPCR, cDNA was amplified using SYBR Green PCR Master Mix (Yeasen Biotechnology, China), with three independent replicates. Relative mRNA expression levels were normalized to that of β-actin. The primers used for RT-qPCR are listed in Supplementary Table 3. Prior consent was obtained from the patients for the use of their clinical materials for research purposes, and approval was obtained from the ethics committees of Nanfang Hospital.



Immunohistochemistry

Paraffin sections prepared from clinical samples were used for IHC to detect CD8 + T cell infiltration as previously described (26). Mouse anti-CD8-α (cat. No. sc-7970, 1:100; Santa Cruz Biotechnology, CA, USA) and goat anti-mouse secondary antibodies (Cat. No. PV-9000, Zhongshan Jinqiao, Beijing, China) were used. After incubation with the secondary antibody, the sections were visualized with a DAB kit (Cat. No. ZLI-9018, Zhongshan Jinqiao, Beijing, China), counterstained with hematoxylin, and analyzed using a bright-field microscope equipped with a digital camera (Nikon, Japan).



Analysis of PRRS gene expression pattern with single cell RNA sequencing data

Single-cell RNA (scRNA) sequencing data for glioblastoma were retrieved from a previous study that identified malignant cells as CD45- cells with significant copy number alterations (27). To specifically analyze the PRRS gene expression pattern in tumor-associated macrophages (TAMs), another scRNA dataset focused on CD45+ immune cells within glioblastoma tissues was used (28). The data were analyzed using the seurat package in R. Briefly, a series of quality filters was applied to the data to remove cells with too few total transcript counts (< 1,000), possible debris with too few genes expressed (< 200), possibly more than one cell with too many genes expressed (> 7,500), too many counts (> 7,500), and possible dead cells or a sign of cellular stress and apoptosis with a high proportion of mitochondrial gene expression over the total transcript counts (> 10%). Clustering was performed on K-nearest neighbor graph using the Louvain algorithm according to the top 30 principal component and cell types, including malignant and immune cells, were assigned according to previous reports (27, 28).



Analysis of the correlation between PRRS and therapeutic sensitivity

To evaluate the correlation between PRRS and temozolomide sensitivity, the estimated half-maximal inhibitory concentration (IC50) of temozolomide in each sample was estimated by ridge regression using the pRRophetic package in R based on the Genomics of Drug Sensitivity in Cancer (GDSC; https://www.cancerrxgene.org) (29).

To evaluate the correlation between PRRS and immunotherapy response, the potential response to anti-PD1 and anti-CTLA4 immunotherapy was predicted using the Submap tool in GenePattern (https://cloud.genepattern.org/gp) with human immunotherapy transcriptome data from a previous study (30). Two immunotherapy cohorts [recurrent glioblastoma patients treated with nivolumab or pembrolizumab, which are both anti-PD1 mAb (31); metastatic urothelial carcinoma patients treated with atezolizumab, which is an anti-PD-L1 mAb (32)] were used to validate the predictive value of PRRS in response to PD-L1 blockade.



Screening for the potential small molecule compounds synergizing immunotherapy

To further unravel the potential small molecule compounds synergizing immunotherapy based on PRRS, weighted gene co-expression network analysis (WGCNA) was performed to identify the gene modules most associated with PRRS and immuneScore using the WGCNA package in R in both TCGA and CGGA cohorts (33). Then, DEGs between the high- and low-PRRS groups were identified using the limma package in R (P< 0.05 and |FC| > 1.5). Overlapping genes between the module genes and DEGs were confirmed and imported into the STRING database for functional enrichment. Connectivity map (CMap) (https://clue.io/) is a well-established tool to predict potential therapeutic drug candidates for specific genomic perturbation by comparing disease-specific gene signatures with drug-specific gene expression profiles (34, 35). Based on a gene expression matrix of DEGs between the high- and low-PRRS groups, potential small-molecule compounds associated with the expression pattern and their corresponding mechanisms of action were predicted using the CMap database and CMap mode-of-action (MOA) analysis, respectively (35).



Statistical analysis

All statistical analyses were performed using the R software (version 4.0.2). An unpaired t-test was performed to compare two normally distributed variables, whereas the Wilcoxon rank-sum test was performed for non-normally distributed variables. The Kruskal–Wallis test or one-way analysis of variance was performed to compare three or more variables based on the results of the normal distribution criteria test. Spearman’s correlation coefficient was used to determine correlations between variables. The survminer package in R was used to compare the survival status between the two groups, with Kaplan–Meier analysis used to plot survival curves. The log-rank test was performed to determine statistical significance, set at P< 0.05 (two-tailed).




Results


Expression pattern of pyroptosis-related genes can separate glioma patients into two clusters with distinct survival status

A schematic of the working flow is shown in Figure 1. Using the 26 pyroptosis-related genes (Supplementary Table 2), the TCGA-glioma cohort was divided into two clusters by consensus clustering (Figure 2A; Supplementary Table 4), which showed satisfactory separation based on PCA analysis (Figure 2B). Cluster 2 showed significantly longer overall survival (OS) (HR = 0.18, 95% CI = 0.14–0.25, P< 0.001) and progression-free survival (PFS) (HR = 0.24, 95% CI = 0.19–0.32, P< 0.001) than Cluster 1 (Figures 2C, D). Within the GSDM family, GSDMB, GSDMC, GSDMD, and GSDME have been well-studied and are known downstream activating enzymes involved in pyroptosis (36). Therefore, the expression patterns of these four genes were examined in two clusters. While upregulated expression of GSDMB and GSDMC was found in Cluster 2 compared to that in Cluster 1, Cluster 1 had higher GSDMD and GSDME expression levels than Cluster 2, indicating that different pyroptosis pathways may be activated in different pyroptosis-related clusters (Figure 2E). Gene mutations are major drivers of tumorigenesis and tumor progression (37, 38). Thus, mutations in several driver genes in gliomas were assessed (Figure 2F). While 39% of the patients in Cluster 2 were found to possess IDH1 mutations, only 5% of the patients in Cluster 1 had IDH1 mutations (Figure 2F). Moreover, phosphatase and tensin homolog deleted on chromosome ten (PTEN), a tumor suppressor previously reported to promote pyroptosis by enabling NLRP3/ASC1 assembly via NLRP3 dephosphorylation (39), was found to be more frequently mutated in Cluster 1 (Figure 2F). In addition, a higher missense mutation rate of the Drosophila gene capicua (CIC) was found in Cluster 2 (Figure 2F), which has been shown to correlate with better survival in glioma patients, even with the co-occurrence of favorable markers including IDH mutation and 1p/19q codeletion (40).




Figure 1 | Schematic diagram of working flow.






Figure 2 | Expression pattern of pyroptosis-related genes could separate glioma patients into two clusters with distinct survival status. (A) Consensus clustering of TCGA-glioma cohort (n=662) based on pyroptosis-related genes. (B) PCA plot showed the separation between Cluster 1 and Cluster 2. (C, D) Survival analysis between Cluster 1 and Cluster 2 for OS and PFS, respectively. (E) Expression analysis of GSDMB, GSDMC, GSDMD, and GSDME in Cluster 1 and Cluster 2. (F) Mutation landscape analysis of Cluster 1 and Cluster 2. PCA, principal component analysis; IDH1, isocitrate dehydrogenase 1; TP53, tumor protein 53; ATRX, ATRX Chromatin Remodeler; TTN, titin; PTEN, phosphatase and tensin homolog; EGFR, epidermal growth factor receptor; CIC, capicua transcriptional repressor; MUC16, mucin 16, cell surface associate; NF1, neurofibromin 1; PIK3CA, phosphatidylinositol-4,5-bisphosphate 3-kinase catalytic subunit alpha; GSDMD, Gasdermin D. **P < 0.005; ***P < 0.001.





The clinical characteristics and immune infiltration status differ between Cluster 1 and Cluster 2

We further characterized the clinical and molecular characteristics of Clusters 1 and 2. The pyroptosis-related genes showed distinct expression patterns between Cluster 1 and Cluster 2, with significantly higher expression levels of GSDMD, CASP1, CASP3, CASP4, and CASP8, and lower expression levels of P2RX7 and SAMR1 observed in Cluster 1. Cluster 1 was mainly composed of glioblastomas and grade III gliomas, and Cluster 2 was mainly composed of grade II gliomas (Figure 3A). Consistently, IDH1 mutations and MGMT promoter methylation were more frequent in Cluster 2 (Figure 3A). The mDNAsi index (which reflects epigenetic stemness features) and the mRNAsi index (which reflects transcriptomic stemness features) were calculated, as previously described (24). Although Cluster 1 possessed a lower mRNAsi index, contradictory results were found for the mDNAsi index. This indicates that diverse stemness regulation processes should be focused upon in Clusters 1 and 2 (Figure 3A; Supplementary Figure 1). A higher ImmuneScore and increased PD-L1 and CTLA-4 expression levels were identified in Cluster 1 (Supplementary Figure 1), suggesting a more immunosuppressive tumor ecosystem. Furthermore, higher TMB and lower MSI scores were observed in Cluster 1 (Figure 3A; Supplementary Figure 1; Supplementary Table 5).




Figure 3 | The clinical characteristics and immune infiltration status differ between Cluster 1 and Cluster 2. (A) Clinical and molecular characteristics of Cluster 1 and Cluster 2. (B) Immune infiltration analysis based on TIMER, EPIC, MCP-counter, quanTIseq, CIBERSORT, and xCell algorithms. *P < 0.05; **P < 0.005; ***P < 0.001.



Immune infiltration of different clusters was evaluated using six commonly used algorithms. It has been previously reported that tumor-associated macrophages (TAMs) and CD8+ T cells were considered the predominant immune cells involved in glioma progression. Accordingly, most algorithms showed higher CD8+ T cell enrichment in Cluster 1. Additionally, higher infiltration of both M1 and M2 macrophages was observed, especially in the latter (Figure 3B). GSEA results showed that in several immune-related pathways (including the IL-2, IL-6, IFN-γ, and TNF-α pathways) and the inflammatory response were highly enriched in Cluster 1 compared to in Cluster 2 (Supplementary Figure 1), indicating the regulatory role of these pathways in modulating cluster-specific immune microenvironments.



Establishment of the pyroptosis-related risk signature

Pyroptosis-related clusters established with pyroptosis-related genes focused on the gene co-expression pattern but were also prognostic for glioma patients. To further confirm the prognostic value of the pyroptosis-related signature and establish a scoring system, the TCGA glioma cohort was divided into a training cohort (n=229) and an internal validation cohort (n=430), and a scoring system, called pyroptosis-related risk signature, based on 26 pyroptosis-related genes was then established by univariate and multivariate Cox regression analysis (Supplementary Figure 2). Eight pyroptosis-related genes were identified, and the final formula for calculating PRRS was as follows:

	

In the training cohort, patients were divided into low- and high-PRRS groups based on the median value (Figure 4A); more alive-status samples were in the low-PRRS group (Figure 4B). The high-PRRS group had higher expression levels of CASP5, GZMA, GZMB, MEFV, NLRC4, and STAT3 than the low-PRRS group, whereas higher GSDMB and SARM1 expression levels were observed in the low-risk group (Figure 4C). PRRS can satisfactorily divide glioma patients into two groups with distinct survival statuses. Specifically, the low-PRRS group had a significantly longer OS than the high-PRRS group (median OS: 9.506 and 4.085 years in the low-PRRS and high-PRRS groups, respectively; Figure 4D), and PRRS also showed satisfactory performance for 1-year, 3-year and 5-year OS predictions (1-year AUC = 0.84, 3-year AUC = 0.76, and 5-year AUC = 0.62; Figure 4E). In the internal validation cohort, PRRS showed a similar prognostic value for glioma patients (median OS: 5.622 and 1.537 years in the low- and high-risk groups, respectively; HR = 3.576, 95% CI = 2.672–4.789, P<0.001; Figure 4F–I). As in the training cohort, the AUC for the 1-year, 3-year and 5-year OS were 0.80, 0.79, and 0.70, respectively (Figure 4J).




Figure 4 | Establishment of pyroptosis-related risk score (PRRS). (A) PRRS value in the training cohort. (B) Survival status in the training cohort. (C) Expression pattern of the PRRS genes in the training cohort. (D) Survival analysis of different risk group for overall survival in the training cohort. (E) ROC curve analysis for 1-year, 3-year and 5-year overall survival in the training cohort. (F) PRRS value in the internal validation cohort. (G) Survival status in the internal validation cohort. (H) Expression pattern of the PRRS genes in the internal validation cohort. (I) Survival analysis of different risk group for overall survival in the internal validation cohort. (J) ROC curve analysis for 1-year, 3-year and 5-year overall survival in the internal validation cohort.



The CGGA-325 and CGGA-693 cohorts were further used for external validation, and PRRS showed robust performance for prognosis prediction in these two cohorts (Supplementary Figures 3, 4). In CGGA-325 cohort, the low-PRRS group had a significantly longer OS compared with the high-PRRS group (median OS: 6.1 and 1.2 years in the low-PRRS and high-PRRS groups, respectively; HR = 2.20, 95% CI = 1.67–2.89, P<0.001; Supplementary Figure 3). PRRS also showed satisfactory prediction performance in the CGGA-693 cohort (median OS: 6.8 and 1.7 years in the low-risk and high-risk groups, respectively; HR = 2.20, 95% CI = 1.80–2.69, P<0.001; Supplementary Figure 4). Collectively, PRRS is an ideal tool for predicting the prognosis of patients with glioma.



The prognostic value of PRRS remains under a subgroup analysis

PRRS was evaluated in different clinical subgroups. High PRRS was observed in Cluster 1 compared to that in Cluster 2, in accordance with the poorer prognosis found in Cluster 1 (Figure 5A). While PRRS increased as the stage advanced (Figure 5B), higher PRRS was also observed in IDH1 wildtype, 1p/19q non-codeleted, and MGMT-promoter unmethylated gliomas compared to their counterparts (Figure 5C-E). Since lower grade, 1p/19q codeletion, MGMT promoter methylation, and IDH1 mutation were the major favorable prognostic markers for glioma, a subgroup analysis based on the status of these parameters was performed in both TCGA and CGGA cohort.




Figure 5 | The prognostic value of PRRS remains under a subgroup analysis. (A) Comparison of PRRS in Cluster 1 and Cluster 2 in TCGA cohort. (B) Comparison of PRRS in WHO grade II, grade III, and grade IV gliomas in TCGA cohort. (C) Comparison of PRRS in IDH1 wildtype and mutant gliomas in TCGA cohort. (D) Comparison of PRRS in 1p/19q codeleted and non-codeleted gliomas in TCGA cohort. (E) Comparison of PRRS in MGMT promoter methylated and unmethylated gliomas in TCGA cohort. (F) Survival analysis of glioma patients with low and high PRRS in LGG and GBM group, respectively, in TCGA cohort. (G) Survival analysis of glioma patients with low and high PRRS in LGG and GBM group, respectively, in CGGA-325 cohort. (H) Survival analysis of glioma patients with low and high PRRS in co-occurrence with MGMT promoter methylation or not in TCGA cohort. (I) Survival analysis of glioma patients with low and high PRRS in co-occurrence with 1p/19q codeletion or not in TCGA cohort in TCGA cohort. (J) Survival analysis of glioma patients with low and high PRRS in co-occurrence with IDH1 mutation or not in TCGA cohort. *P < 0.05; **P < 0.005; ***P < 0.001, n.s., not significant.



PRRS showed satisfactory stratification for prognosis in the TCGA-LGG cohort (HR = 2.39, 95% CI = 1.56-3.66, adjusted P-value = 0.001). GBM patients with low PRRS also showed longer survival times than those with high PRRS, although this difference was not statistically significant (HR = 1.66, 95% CI = 1.06-2.60, adjusted P-value = 0.111; Figure 5F). Nevertheless, in the CGGA-325 cohort, PRRS was prognostic in the GBM subgroup (for the LGG subgroup, HR = 1.33, 95% CI = 0.75-2.34, adjusted P-value = 1.000; for the GBM subgroup, HR = 2.34, 95% CI = 1.31-4.20, adjusted P-value = 0.012; Figure 5G), whereas in the CGGA-693 cohort, PRRS also showed an association with decreased overall survival time in both LGG and GBM subgroups, although the difference was not statistically significant (for the LGG subgroup, HR = 2.19, 95% CI = 1.55-3.09, adjusted P-value<0.001; for the GBM subgroup, HR = 1.15, 95% CI = 0.73-1.82, adjusted P-value = 1.000; Supplementary Figure 5). To further consolidate this result, we obtained the expression and survival data from another GBM cohort from CPTAC and found similar results (HR = 1.57, 95% CI = 0.94-2.62, P value = 0.088; Supplementary Figure 5; Supplementary Table 6).

In both TCGA and CGGA cohorts, high PRRS was significantly associated with poor prognosis in both MGMT methylated and unmethylated subgroups (Figure 5H; Supplementary Figure 5). Considering the 1p/19q codeletion status, in TCGA and CGGA-325 cohorts, low PRRS predicted longer OS time in glioma patients without 1p/19q codeletion, whereas in the CGGA-693 cohort, PRRS was a significantly prognostic predictor in patients with or without 1p/19q codeletion (Figure 5I; Supplementary Figure 5). Further investigation found that PRRS could not be a significant prognostic predictor in either the IDH1 wildtype or mutant subgroups in the TCGA cohort, although high PRRS was still correlated with unfavorable survival in both subgroups (Figure 5J). Nevertheless, high PRRS is still a valuable marker for poorer prognosis in the IDH1 wild-type subgroup in the CGGA-325 cohort and in the IDH1 mutant subgroup in the CGGA-693 subgroup (Supplementary Figure 5; Supplementary Table 6).



PRRS is positively correlated with CD8+ T cell infiltration in glioma

We previously found that different pyroptosis-related clusters were associated with distinct immune infiltration. To determine the potential value of PRRS in immunotherapy, we first evaluated the correlation between PRRS and CD8+ T cells, which are canonical effector cells in immunotherapy (Figure 6A). Among the six commonly used algorithms, PRRS was significantly correlated with CD8+ T-cell enrichment in the TIMER and MCP-counter algorithms (r = 0.530, P<0.001 for the TIMER algorithm; r = 0.400, P<0.001 for the MCP-counter algorithm; Figure 6B; Supplementary Figure 6). To further validate this result, the correlation between PRRS and CD8A and CD8B was analyzed, and a significant positive correlation between PRRS and CD8A and CD8B was confirmed (r = 0.550, P<0.001 for CD8A; r = 0.630, P<0.001 for CD8B; Figure 6C; Supplementary Figure 6). Consistently, PRRS was positively correlated with both stromal and immune scores (r = 0.750, P<0.001 for stromal score; r = 0.620, P<0.001 for immune score; Figure 6D; Supplementary Figure 6). However, a positive correlation between PRRS and immune checkpoints, including PD-L1 and CTLA-4, was also found (r = 0.660, P<0.001 for PD-L1; r = 0.410, P<0.001 for CTLA-4; Figure 6E, F), indicating that although a high PRRS was associated with more CD8+ T cell infiltration, the infiltrated T cells may be exhausted because of the concomitantly high expression of immune checkpoints. While PRRS was positively correlated with TMB score, it was negatively associated with MSI score (r = 0.310, P<0.001 for TMB score; r = -0.370, P<0.001 for MSI score; Supplementary Figure 6). Consistently, in both CGGA-325 and CGGA-693 cohorts, PRRS was positively correlated with CD8+ T cell enrichment and higher immune checkpoint expression levels (Supplementary Figure 7).




Figure 6 | PRRS is correlated with CD8+ T cell infiltration in glioma. (A, B) The correlation between PRRS and CD8+ T cell was analyzed using EPIC, TIMER, CIBERSORT, quanTIseq, MCP-counter, and xCell algorithms. (C) Dot graph showed the correlation between PRRS and CD8A expression. (D) The correlation between PRRS and PD-L1, CTLA-4, Stromal score, Immune score, TMB score, MSI score, mRNAsi, and mDNAsi was analyzed. (E, F) Dot graph showed the correlation between PRRS and PD-L1 or CTLA-4 expression. (G) RT-qPCR analysis of signature genes in twelve glioma tissues. (H) The infiltration of CD8+ T cell was examined with anti-CD8-α staining in low- and high-PRRS glioma tissues, respectively, and correlation plot and Spearman’s correlation coefficient analysis were performed. Scale bar = 50 µm. *P < 0.05; **P < 0.005.



We subsequently validated the relationship between PRRS and CD8+ T cell infiltration in glioma samples. Through quantification of signature genes by RT-qPCR and calculation of PRRS according to the formula mentioned above, 12 glioma samples were divided into low- and high-PRRS groups. Higher expression of CASP5, GZMB, MEFV, and NLRC4 was found in the high-PRRS group (Figure 6G; Supplementary Table 7). CD8+ T cell infiltration was examined in the low- and high-PRRS groups using IHC. It was previously reported that T-cell infiltration can be highly variable in gliomas (41), and we observed that LGG or GBM samples with high PRRS harbored more CD8+ T cells than those with low PRRS (Figure 6H). Moreover, a positive correlation was observed between PRRS and CD8+ T-cell enrichment (Figure 6H).



PRRS genes are expressed at a cell type-specific manner

GZMA and GZMB were previously reported to be specifically expressed in CD8+ T cells (42), indicating that PRRS is a signature involving not only tumor cells but also immune cells. To further illustrate the potential cell type-specific expression pattern, the expression of eight PRRS genes in glioblastoma cells, TAMs, T cells, and oligodendrocytes was analyzed using scRNA data obtained in a previous study (Figure 7A) (27). STAT3 and MEFV are ubiquitously expressed in several cell types. Conversely, higher expression levels of GSDMB, GZMA, and GZMB were detected in T cells, whereas NLR4 and CASP5 showed specifically high expression levels in TAMs, and CASP5, GZMA, GZMB, and NLRC4 were barely detected in glioblastoma cells (Figure 7B). Neftel et al. stratified malignant glioblastoma cells into four cellular states: neural-progenitor-like (NPC-like), oligodendrocyte-progenitor-like (OPC-like), astrocyte-like (AC-like), and mesenchymal-like (MES-like) states (27). It has been suggested that glioblastoma cells in the MES-like state may be more efficiently killed by T cells (43). By calculating the PRRS in each cellular state, we found that MES-like and AC-like glioblastoma cells possessed a higher PRRS score than those in the other two states (Figure 7C). Specifically, while MEFV and STAT3 expression was detected in both glioblastoma cells and immune cells, SARM1 expression level was higher in NPC-like and OPC-like glioblastoma cells than in MES-like, AC-like glioblastoma cells, and other tumor cells (Figure 7D–G). Antunes et al. divided myeloid cells in GBM into several subsets (28). PRRS was calculated for each type of TAMs. A previous study suggested that higher interferon γ (IFNγ) response was associated with immunotherapy response in GBM, and IFNγ could modulate the immune cell composition in the tumor center (44). Intriguingly, a significantly higher PRRS was found in interferon-signature microglial-TAM (IFN_MgTAM) than in non-interferon-signature microglial-TAM (MgTAM) (Figure 7H, I).




Figure 7 | PRRS genes are expressed at a cell type-specific manner. (A) UMAP plot of malignant cells and immune cells was performed on TPM-normalized data. (B) Expression pattern of PRRS gene in different cell type. (C) PRRS value in different subtype of GBM cells. (D-G) Expression pattern of GSDMB, MEFV, SARM1, and STAT3 in different subtype of GBM cells. (H) UMAP plot of TAMs was performed on RPCA-based integrated data. (I) PRRS value was calculated in different subtype of TAMs. TAMs, tumor-associated macrophages/microglia. MoTAM, monocyte-derived TAM; MgTAM, microglia-derived TAM. *P < 0.05;  ***P < 0.001, n.s., not significant.





Pyroptosis-related cluster and PRRS are associated with survival benefits from temozolomide and immunotherapy

Based on the prognostic value of the pyroptosis-related group and PRRS, and the distinct tumor-associated immune microenvironment between different groups, further investigation into their roles in therapeutic response was performed. Both Cluster 1 and the high-PRRS group had a lower temozolomide IC50 index than their counterparts, indicating that Cluster 1 and the high-PRRS group were more sensitive to TMZ therapy (Figure 8A, B). Higher expression levels of several immune checkpoints were also observed in Cluster 1 and the high PRRS group (Figure 8C, D, Supplementary Table 8). Subsequently, a submap algorithm was used to evaluate the potential value of PRRS in predicting immunotherapy responses. The results showed that glioma patients with high PRRS might be more responsive to anti-PD1 therapy (nominal P-value = 0.001 and Bonferroni corrected P-value = 0.008; Figure 8E). A recurrent glioblastoma (rGBM) cohort that received anti-PD1 mAb therapy was used for validation (31). Both PFS and OS of GBM patients with high PRRS showed a trend toward improved response compared with the low-PRRS group. However, these differences did not reach statistical significance, partially due to the limited sample size (Figure 8F, G). In the Imvigor210 cohort, a clinical trial involving urothelial carcinoma patients who received anti-PD-L1 therapy, a survival benefit was not observed. However, a higher percentage of inflamed immune phenotype, which is considered a “hot” tumor, was observed in the high-PRRS group, indicating that PRRS could stratify patients into different immune phenotypes (Supplementary Figure 8).




Figure 8 | Pyroptosis-related cluster and PRRS are associated with survival benefits from temozolomide and immunotherapy. (A) Predicted TMZ sensitivity in Cluster 1 and Cluster 2. (B) Predicted TMZ sensitivity in high- and low-PRRS group. (C) Expression levels of immune checkpoints in Cluster 1 and Cluster 2. (D) Expression levels of immune checkpoints in high- and low-PRRS group. (E) Submap analysis of the predicted response to anti-CTLA4 and anti-PD1 in high- and low-PRRS group. (F) Survival analysis for progression-free survival between low- and high-PRRS group. (G) Survival analysis for overall survival between low- and high-PRRS group. *P < 0.05; **P < 0.005; ****P < 0.0001.





Identification of small-molecule compounds to synergize immunotherapy

Connectivity map (CMap) is a well-established tool for predicting potential small-molecule compounds for particular genomic perturbations or diseases by comparing specific gene signatures with drug-specific gene expression profiles in the reference database (35). To further deepen the therapeutic value of PRRS, subsequent screening using CMap was performed for potential therapeutic drug candidates associated with PRRS-related expression patterns. First, WGCNA was performed in the TCGA cohort, and nine co-expression gene modules were identified based on a power of 16 (Figure 9A), while the number of mean connectivity was 17 (Figure 9B), including black, blue, brown, green, red, pink, turquoise, yellow, and gray; the gray module was considered to be a group of genes that could not be assigned to any module (Figure 9C, Supplementary Table 9). Among these nine modules, the brown module showed the most positive correlation between both PRRS and ImmuneScore (Figure 9D). Using the same methodology, the blue module, which was highly associated with PRRS and ImmuneScore, was identified in the CGGA-325 cohort (Supplementary Figure 9, Supplementary Table 10). Through further analysis of DEGs, we identified 2142 and 2865 DEGs between the high- and low-PRRS groups in TCGA and CCGA-325 cohorts, respectively (Supplementary Table 11–12; Figure 9E). The intersection of genes from the TCGA brown module, the CGGA blue module, and DEGs created a list of 183 genes (Figure 9F). Subsequent functional enrichment analysis showed significant enrichment in immune response, immune system process, immune effector process, and regulation of immune response for biological process analysis. For the REACTOME pathway analysis, neutrophil degranulation, interferon signaling, antigen processing-cross presentation, and PD-1 signaling were enriched. For the wikiPathway analysis, the microglia pathogen phagocytosis pathway, complement system, macrophage marker, and type II interferon signaling pathways were enriched (Figure 10A). Ultimately, based on 183 upregulated genes and 63 downregulated genes in the high-PRRS group compared to in the low-PRRS group, potential small molecular compounds and their related mechanisms were predicted by the CMap database and MOA analysis, respectively (Figure 10B, Supplementary Table 13). These results indicate that treatment with targeted drugs, such as Bcl-2 and ATPase inhibitors, may facilitate immunotherapy in gliomas, although further evidence is required.




Figure 9 | Identification of canonical module genes related with PRRS by weighted gene co-expression network analysis (WGCNA). (A, B) Determination of soft-threshold power in WGCNA. The most appropriate power was 16 (A), and the corresponding number of mean connectivity was 17 (B). (C) Cluster dendrogram and module assignment in WGCNA. (D) Association between module and PRRS and ImmuneScore through module–trait relationship analysis. (E) Differentially expressed genes (DEGs) were analyzed between high- and low-PRRS groups in TCGA and CGGA cohort, respectively. (F) Venn diagram showing the overlap between module genes and DEGs.






Figure 10 | Identification of small molecule compounds to synergize with immunotherapy. (A) Functional enrichment of the overlapped genes between module genes and differentially expressed genes. (B) Mechanism of action analysis of the identified small molecule compounds.






Discussion

Pyroptosis is a specific form of programmed cell death, characterized by an inflammatory response that is distinct from apoptosis (9). Pyroptosis can be activated via canonical or noncanonical pathways. Canonical pyroptotic death is mediated by inflammasome assembly, consisting of (i) inflammasome-forming sensors, including NOD-like receptors (NLRs), proteins absent in melanoma 2 (AIM2) and pyrin (protein coded by MEFV), (ii) adapter apoptosis-associated speck-like protein containing a caspase recruitment domain (CARD) (ASC), and (iii) procaspase-1 (45). Unlike inflammasomes activated by NLRPs (such as NLRP3 and NLRP1), the NLRC4-inflammasome consists of two NLR family members, NLRC4 and NAIP (NLR family of apoptosis inhibitory protein) (46). The canonical inflammasome then further cleaves the gasdermin protein, the executioner of pyroptosis, and pro-IL-1β and pro-IL-18, which trigger pyroptosis and the release of mature cytokines through the N-terminal pore-forming domain of cleaved gasdermin members (47). Unlike canonical pyroptosis, the non-canonical pyroptosis pathway has not been extensively studied. Independent of the upstream inflammasome sensory complex, caspase-4/5 can be directly activated by binding to intracellular lipopolysaccharides through their CARD at the N-terminus (6). Activated caspase-4/5 can also cleave gasdermin D (GSDMD) into N-GSDMD, which ultimately forms plasma membrane pores in target cells and leads to pyroptosis (48, 49). Although caspase-8 is well recognized as an apoptosis executioner, it is also involved in pyroptosis following TNF-α stimulation (7, 50). Moreover, granzyme B (GZMB) released from T cells can cleave GSDME directly or through Caspase-3 in target cells and activate extensive pyroptosis, further promoting antitumor immune response and inhibiting tumor growth (51, 52). Granzyme A (GZMA)-derived natural killer cells and cytotoxic T lymphocytes (CTLs) can also directly cleave GSDMB in high-GSDMB target cells and trigger pyroptosis, which updates the current understanding of cytotoxic lymphocyte killing mechanisms (53). Interestingly, high levels of GSDMB are correlated with a poorer response to HER-2 targeted therapy in breast cancer, and may be associated with the malignant phenotype of gastric cancer (54, 55). The pyroptosis-related risk signature (PRRS) established in the present study involved genes from canonical pathways, such as MEFV and NLRC4; genes from non-canonical pathways, such as CASP5, GZMA, and GZMB; gene-coded pyroptosis executioner, such as GSDMB; and genes involved in pyroptosis regulation, such as STAT3 and SARM. Therefore, this signature may provide a more comprehensive understanding of pyroptosis than previous pyroptosis-related signatures identified in glioma (56–58). Moreover, using single-cell analysis, we confirmed the expression of PRRS genes in a cell type-specific manner, indicating that this signature involved both tumor cells and their associated microenvironment, and deepened the current understanding of the tumor microenvironment from a pyroptosis perspective.

Pyroptosis and related components play crucial roles in tumorigenesis and tumor progression, although their relationship is diverse due to the different genetic natures of different malignancies. In gastric cancer, GSDMB is highly expressed in most cancerous tissue samples but not in most normal gastric samples, and may be associated with increased levels of invasion (55). Zhou et al. found that tumor cells overexpressing GSDMB showed obvious pyroptosis characteristics, and interferon-γ and GZMA secreted from lymphocytes further accelerated this process (53). In non-neuroendocrine lung cancer cells treated with etoposide, loss of YAP increases GSDME expression levels, switches the cell death route from apoptosis to pyroptosis, and sensitizes tumor cells to etoposide (59). During the early stage of colorectal cancer, elevated IL-18 secretion facilitated by NLRP1/NLRP3/pyrin could protect against colorectal cancer through the promotion of epithelial barrier regeneration during the early stages of colorectal cancer. Notably, pyroptosis-related genes can also exert their effects in a pyroptosis-independent manner. For example, while the upregulation of GSDMC is cleaved by caspase-8 and induces pyroptosis in MDA-MB-231 and BT549 breast cancer cells (7), knockdown of GSDMC significantly inhibits proliferation and tumorigenesis in colorectal cancer in a pyroptosis-independent manner (60). The inflammasome sensor, pyrin, can promote the integrity of the intestinal barrier and prevent colitis and tumors (61). Suppression of GSDMD expression in gastric cancer can activate the signal transducer and activator of transcription 3 (STAT3) and phosphatidylinositol 3 kinase/protein kinase B (PI3K/PKB) signaling pathways and regulate cell cycle-related proteins to accelerate the S/G2 phase cell transition (62). Although pyroptosis has been less studied in glioma, Liu et al. recently found that high GSDMD expression levels were correlated with poor survival and improved TMZ sensitivity in glioblastoma (63).

Programmed cell death is the major regulator of therapeutic resistance. However, the regulatory role of pyroptosis is not well understood. Chemotherapeutic agents can induce caspase-3-dependent GSDME cleavage, ultimately leading to pyroptosis in cells with high GSDME expression levels. However, chemotherapy resistance exists because GSDME expression levels are low in most tumor cell lines, owing to GSDME promoter methylation (64, 65). Additionally, the combination of BRAF and MEK inhibitors was reported to induce GSDME-dependent pyroptosis through caspase-3 and the release of pro-inflammatory factors in melanoma cells, which is associated with an increase in CD4+ T cell and CD8+ T cell infiltration and decreased TAM levels. On the other hand, a loss of pyroptosis was observed in BRAF inhibitor + MEK inhibitor-resistant tumors (66). TMZ is the first-line treatment for glioma. However, over 50% of patients do not respond to TMZ therapy (67). In the present study, although the high-PRRS group was associated with glioma progression and unfavorable prognosis, the patients showed improved sensitivity to temozolomide and immunotherapy. This result is consistent with the findings of a previous study that evaluated the role of gasdermin D (GSDMD) in GBM. While GSDMD is highly expressed in GBM and associated with poor prognosis, temozolomide treatment leads to pyroptosis through the upregulation of GSDMD and increased IL-1β secretion. This indicates that GBM patients with higher GSDMD expression levels may be more sensitive to temozolomide therapy (63). These paradoxical results may be partially due to the double-edged role of pyroptosis, as discussed above. On the one hand, glioma is a highly pro-inflammatory tumor since the abundant secretion of pro-inflammatory factors, such as IL-1β, IL-6, and high mobility group box protein (HMGB1) through the autocrine or paracrine mechanism accelerates tumor growth (68, 69). Chronic inflammation due to pyroptosis may promote glioma progression through multiple mechanisms involving not only tumor cells but also immune and stromal cells residing in the tumor microenvironment. In contrast, several antibiotic chemotherapeutic reagents can promote severe pyroptosis and cell death (7), and pyroptosis-inducing reagents can reverse or partially eliminate chemoresistance in apoptosis-resistant cells and serve as alternatives for malignancy treatment (70). Moreover, acute pyroptosis may remodel the “cold” tumor immune microenvironment to a “hot” microenvironment and activate antitumor immunity (71).

In the TME, inflammatory processes regulated by pyroptosis may mediate the interaction between tumor cells and neighboring immune cells through specific pathways. NLRP3 promotes inflammasome activation and IL-1β secretion in macrophages. Additionally, Helicobacter pylori infection enhances NLRP3 expression and subsequent inflammasome activation and IL-1β release in macrophages, which could enhance the tumorigenesis of gastric cancer (72). Moreover, increased IL-1β levels in the stomach epithelium could contribute to the development of gastric cancer by increasing the number of myeloid-derived suppressor cells (73). Abundant TAM (CD68+/CD163+) infiltration was observed in glioma tissues with high GSDMD expression (63). Diminished lung metastasis of melanoma cells was observed in NLRP3 knockout mice, with increased infiltration of activated NK cells and production of IFN-γ (74). Colitis-associated cancer was promoted in NLRP3-knockout mice due to decreased IL-1β and IL-18 levels in hematopoietic cells. However, disease progression was not diminished in NLRC4-deletion mice (75). Notably, NLRC4 can promote cytokine and chemokine release in TAMs and amplify protective IFN-γ-producing CD4+ and CD8+ T cells, thereby diminishing tumor growth in melanoma independent of inflammasome assembly (76). In the present study, we established a PRRS with eight pyroptosis-related genes that showed distinct expressions in different cell types. While STAT3 and MEFV were ubiquitously expressed, higher SARM1 expression levels were observed in GBM cells, higher NLRC4 expression levels were observed in TAMs, and higher GSDMB, GZMB, and GZMA expression levels were observed in T-cells. This cell type-specific expression pattern may be attributed to specific cellular interactions in the microenvironment. For example, under hypoxia, increased p-STAT3 levels promote the nuclear translocation of PD-L1 in cancer cells, leading to the upregulation of GSDMC transcription. On the other hand, TNF-α derived from macrophages stimulates caspase-8 expression in cancer cells, which further specifically lyses GSDMC into N-GSDMC to induce pyroptosis (7). Moreover, GZMA-derived natural killer cells and CTLs can directly cleave GSDMB and trigger pyroptosis in cancer cells, leading to tumor clearance in a mouse model (53). Therefore, the close interaction between tumor cells and T cells may account for the survival benefit of immunotherapy in the PRRS group, although further validation is needed.

Targeting pyroptosis is emerging as a promising strategy to synergize immunotherapy. ICI therapy elicits durable responses in specific tumor types with highly infiltrated CD8+ T cells. However, most patients do not respond to this therapy. Thus, remodeling the tumor microenvironment to increase CD8+ T cell numbers and ignite the antitumor immune response may be a viable approach to sensitize tumors to immunotherapy (77, 78). For example, Wang et al. found that the microbial metabolite trimethylamine N-oxide could induce pyroptosis in breast cancer cells through protein kinase r-like ER kinase and ultimately enhance CD8+ T cell-mediated antitumor immunity (79). Moreover, combined treatment with BRAF and MEK inhibitors induces GSDME-dependent pyroptosis in melanoma cells and subsequently increases the number of intratumoral CD8+ T cells (66). In the present study, based on the pyroptosis-related expression pattern, we screened for potential small inhibitors that may influence pyroptosis, remodeled the tumor immune microenvironment, and identified Bcl-2 or ATPase inhibitors as potential candidates. The BCL-2 inhibitor ABT-737 releases pro-apoptotic BAX protein from Bcl-2 and induces apoptosis in glioblastoma cells both in vitro and in vivo (80). However, ABT-737 was less efficient in glioma stem cells with high myeloid cell leukemia 1 (MCL1) expression, and sorafenib targeting MCL1 synergized with ABT-737 to trigger apoptotic cell death in glioma cells (81). To our knowledge, gossypol is the only BCL-2 inhibitor tested in clinical trials for the treatment of recurrent (NCT00540722) and newly diagnosed (NCT00390403) GBM. However, the results of these trials have not yet been published. Obatoclax, a Bcl-2 inhibitor, directly inhibits the proliferation of hepatocellular carcinoma (HCC) cells and sensitizes cancer cells to T cell-mediated killing (82, 83). The combination of obatoclax and anti-PD-1 mAb synergistically inhibited HCC growth in a murine model (83). Similarly, Na+/K+-ATPase inhibition by ouabain and digoxin decreased immune checkpoint expression levels in A549 lung and MDA-MB-231 breast cancer cells, repurposing the currently used reagents to synergize immunotherapy (84). However, it remains unclear whether these inhibitors exert their effects in a pyroptosis-dependent manner.

The pyroptosis-related risk signature established in the present study provides a comprehensive understanding of the potential role of pyroptosis in tumor progression and tumor microenvironment remodeling, and its value in the prediction of survival benefit from immunotherapy was validated in an anti-PD1 cohort. Nevertheless, the present study had several limitations. First, although the risk signature is established based on pyroptosis and provides a comprehensive understanding of pyroptosis-related genes in gliomas, the actual pyroptosis status group in each group should be further confirmed in in vitro and in vivo experiments since pyroptosis is a complex process involving protein cleavage. Second, we interpreted the potential cell interaction based on the cell-specific expression of pyroptosis-related genes, which requires further validation through co-culture experiments and orthotopic glioblastoma allografts. Third, although we screened several small molecular compounds that synergize cancer immunotherapy, the value and specific mechanism of action require further validation. We expect that the exploration of pyroptosis-related signatures in our study will facilitate further studies on the role of pyroptosis in the TME and immunotherapy.



Conclusions

In this study, we established a pyroptosis-related risk signature. The high-PRRS group was associated with a poorer prognosis but may be more responsive to TMZ therapy and immunotherapy. While the high PRRS group was correlated with the enrichment of CD8+ T cells, PRRS genes showed a cell type-specific expression pattern, indicating that the potential interaction between tumor cells and immune cells may be involved in pyroptosis. Pyroptosis may be a double-edged sword in glioma owing to its direct effect on tumor cells and indirect effects on the tumor immune microenvironment. Targeting pyroptosis is a promising strategy to optimize glioma immunotherapy.
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Craniopharyngiomas (CPs) are histologically benign tumors located in the sellar–suprasellar region. Although the transcriptome development in recent years have deepened our knowledge to the tumorigenesis process of adamantinomatous craniopharyngioma (ACP), the peritumoral immune infiltration of tumor is still not well understood. In this study, weighted gene coexpression network analysis (WGCNA) was applied to identify different gene modules based on clinical characteristics and gene expression, and then, the protein–protein interaction (PPI) network with the Cytohubba plug-in were performed to screen pivotal genes. In addition, immune cell infiltration (ICI) analysis was used to evaluate the immune microenvironment of ACP patients. In total, 8,568 differential expression genes were identified based on our datasets and two microarray profiles from the public database. The functional enrichment analysis revealed that upregulated genes were mainly enriched in immune-related pathways while downregulated genes were shown in the hormone and transduction of signaling pathways. The WGCNA investigated the most relevant modules, and 1,858 hub genes was detected, from which the PPI network identified 14 pivotal genes, and the Hypoxia-inducible factor 1-alpha (HIF-1α) pathway including four critical genes may be involved in the development of ACP. Moreover, naïve CD4+ and CD8+ T cells were decreased while specific subtypes of T cells were significantly increased in ACP patients according to ICI analysis. Validation by immunofluorescence staining revealed a higher expression of HIF-1α in ACP (ACP vs. control) and adult-subtype (adult vs. children), suggesting a possible state of immune system activation. Notably, children with low HIF-1α scores were related to the hypothalamus involvement and hydrocephalus symptoms. In this study, we successfully identified HIF-1α as a key role in the tumorigenesis and development of ACP through comprehensive integrated analyses and systematically investigated the potential relationship with immune cells in ACP. The results may provide valuable resources for understanding the underlying mechanisms of ACP and strengthen HIF-1α as a potential immunotherapeutic target in clinical application.
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Introduction

Craniopharyngiomas (CPs) are common benign intracranial tumors accounting for 0.5–2 new cases per 1 million population (1). Radical resection has been considered the preferred treatment, and postoperative adjuvant radiotherapy can also prolong the progression-free survival (PFS) for patients with subtotal resection (2, 3). Overall, due to the anatomical location adjacent to vital brain structures, such as the optic chiasm and hypothalamus, surgical resection often leads to severe endocrine deficits and neuropsychological disorders in the long-term follow-up. The two types of CPs, adamantinomatous craniopharyngiomas (ACPs) and papillary craniopharyngiomas (PCPs), vary from onset ages, pathological characteristics, and genetic backgrounds. Although ACPs have been considered as WHO I grade tumors, they are characterized by malignant biological behaviors: finger-like protrusion to brain tissues (4), which might explain the high recurrence rate (approximately 10.3% within 5 years) for patients receiving total resection surgeries (5). However, the underlying mechanism of ACPs was still unclear and there was also still a lack of novel index to improve the treatments of ACP patients.

Recently, high-throughput sequencing technologies have brought us a new understanding of the genetic profiles and pathogenesis of ACPs. Apps et al. revealed MAPK/ERK pathway overexpression in ACPs, suggesting that the MEK inhibitor, trametinib, might serve as a novel therapeutic target (6). Meanwhile, the IL-6 inhibitor, tocilizumab, was also proven to be effective in some specific cases (7). In addition, our previous studies also investigated essential transcript factor (TF)–lncRNA pairs based on an integrated algorithm, which provided new insights into the underlying mechanism of ACP development (8). Currently, the accumulation of beta-catenin caused by CTNNB1 mutations has been recognized as the driver mutations in ACPs (9–11). Studies focusing on the murine ACP model raised a new hypothesis in initiating tumor formation: tumors derived from SOX2− cells transformed by SOX2+ pituitary stem cells expressing beta-catenin in the senescence-associated secretory phenotype (SASP) (12). However, the conception that stem cells promoted tumor development in a paracrine manner was not consistent with the traditional model in which stem cells become tumor-initiating cells. Thus, further exploration to the undiscovered mechanism of ACP pathogenesis and immune microenvironment is urgently needed in the future.

In this research, we systematically explored the immune profile of ACPs in the GEO datasets and further verified the corresponding results through our own sequenced datasets and immunofluorescence staining experiments. This study first revealed the potential role of HIF-1α in the development of ACPs and intrinsic correlation with immune cell infiltrations (ICIs). In conclusion, our group may provide a new insight to tumorigenesis mechanism and potential therapeutic target for ACP patients.



Methods


Patient preparation and data collection

A total of 12 ACP patients and five health control (HC) cohorts with their brain tissues were recruited from the First Affiliated Hospital of Zhengzhou University to conduct RNA sequencing from 1 June 2020 to 30 December 2020. Tumor samples were obtained after the surgical treatment, and the purity of ACP samples was further identified through hematoxylin and eosin staining and β-catenin immunostaining on histological sections. In addition, normal brain tissues from five patients with craniocerebral trauma were used for comparative purposes and all tissue samples were conserved in RNAlater® within -80°C for subsequent RNA sequencing. Corresponding clinical features and complete ACP-related tumor characteristics were also collected including age, gender, clinical symptom, tumor size, location, and prognosis status. This study was approved by the Ethics Committee of the First Affiliated Hospital of Zhengzhou University, and informed consent was written by all participants for their enrollments.

To ensure the reliability and accuracy of our results, we also downloaded two eligible microarray datasets from the GEO database (https://www.ncbi.nlm.nih.gov/geo/) with the following inclusion criteria: 1) including the gene expression data of ACP patients and HC cohorts while excluding papillary craniopharyngioma or other intracranial tumors; 2) using brain tissue samples for subsequent sequencing analysis rather than blood samples; and 3) the sequenced platform must include more than 5,000 genes, and different datasets need to be from the same platform to avoid unnecessary deletion.



RNA sequencing and quality control

Total RNA from frozen brain tissues were isolated using a TRIzol® Reagent (Invitrogen) and the Nano Photometer® spectrophotometer (IMPLEN, CA, United States) was applied to check the RNA purity. Using the Agilent RNA 6000 Nano kit (Agilent Technologies, CA, United States), we estimated the RNA integrity numbers (RIN) of total RNA and only kept high-quality RNA with RIN >7 to further construct the cDNA library. Through using the NEBNext Ultra II RNA Library Kit (NEB, Ipswich, United States) with 3-μg RNA per sample, sequencing libraries were constructed and sequenced on the Illumina HiSeq platform. Subsequently, we applied Cutadapt adapters to trim the raw reads and used the FastQC software to obtain the quality control reports of sequence reads. Finally, the sequencing data were aligned to the human reference genome (hg38) using the STAR software and the count data were normalized as the fragments per kilobase of transcript per million (FPKM) data after filtering read count files with low expression.

Two eligible microarray profiles were downloaded from the GEO database with the FPKM format, and the “impute” package (13) was used to impute few missing values based on the k-nearest neighboring (KNN) imputation algorithm. Then, gene probes with low expression levels were also eliminated and the “ComBat” algorithm in the “sva” package was further applied to remove the batch effects from different microarray data (14). Finally, the normalization process was performed using the “normalizeWithinArrays” and “normalizeBetweenArrays” functions of the “limma”package and the probe labels were transferred into corresponding gene symbols based on the platform’s annotation file (15).



Identification of differentially expressed genes for adamantinomatous craniopharyngiomas

The transcriptomic difference between ACP and HC cohorts was exhibited by a two-dimensional principal component analysis (PCA) using the “princomp” function, and the expression of the top DEGs was displayed in heatmaps using the “pheatmap” package. The DEGs was screened by the “limma” package based on the following criteria: the absolute value of log2 fold change (FC) >1 and adjusted p-value<0.05. Subsequently, all DEGs were visualized in volcano plots using the “ggplot2” package (16) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analyses were conducted by the “clusterProfiler” package (17).



Weighted gene coexpression network analysis

To investigate the correlation between clinical characteristics and gene expression, the top 75% genes with the highest variance in ANOVA analysis were extracted to construct the coexpression network using the WGCNA package (18). Then, the adjacency matrix was further transformed into a topological overlap matrix (TOM) and hierarchical clustering through TOM was applied to identify different gene modules. During this process, the soft threshold power was chosen as 16 when 0.9 was set as the scale-free R2 threshold, and the least genes in each module were set as 30. Moreover, the similar modules with more than 75% cut height in clustering trees were merged into same modules and hub genes were identified with a gene significance (GS) value >0.6 and module membership (MM) value >0.9 (19).



Identification of hub genes based on protein–protein interaction networks

Common hub genes were ultimately identified based on the combination of previously found DEGs and significant modules via WGCNA, and the KEGG enrichment analysis was further performed by the ClueGO plug-in (20). Subsequently, the protein–protein interaction (PPI) networks of the above hub genes were obtained from the STRING database and structured using the Cytoscape soft (21). To further identify pivotal genes in the network, the Cytohubba plug-in was applied to screen the top 20 genes with 12 algorithms (22), of which genes discriminated by more than six algorithms were identified as essential potential participators in the mechanism of ACPs (23).



Immune cell infiltration and correlation analysis

To further evaluate the ICI characteristics of brain tissues in ACP patients, the Immune Cell Abundance Identifier (ImmuCellAI) online tool was applied to transform the sequencing profiles into immune infiltration scores based on the abundance of 24 immune cell types (24). The proportion of significant immune cells was exhibited in scale diagrams using the “ggplot2” package, and the correction between the expression of vital genes and the infiltration scores of multiple immune cells were also performed via “Spearman” methods. In addition, the comparison of various immune cells between ACP and HC subgroups with distinct degrees of immune infiltration scores was performed by the Wilcoxon test.



Clinical correlation analysis and immunofluorescence validation

To increase the reliability and accuracy of diagnosis for our own ACP patients, we also collected and displayed their corresponding radiographic and pathological characteristics. Moreover, we further divided the ACP patients into two groups with high- or low-expression levels of HIF1α based on a compositive parameter, candidate scores, which was used to represent standardized gene expression and was also calculated in previous studies (25). Firstly, we calculated the mean values and standard deviation (SD) of HIF1α in HC groups to normalize its expression for each ACP patient. Subsequently, the standardized HIF-1α levels of ACP patients were recalculated based on the following calculation formula:

	

where “HIF-1α i (ACP)” represents the expression of HIF-1α in each ACP patient. Finally, we applied the double normal distribution model to identify the threshold of candidate HIF-1α scores using the “mixtools” package (26) and performed the comparison of clinical characteristics between high- and low-HIF-1α subgroups.

ACP tissues were prepared for double-labeled immunofluorescence. Briefly, the slices were incubated with mouse anti β-catenin (1:1,000, Servicebio, Wuhan, China) and rabbit anti-HIF1α (1:1,000, Servicebio, Wuhan, China). Next, a goat anti-rabbit antibody conjugated to Cy3 (1:300, Servicebio, Wuhan, China) or a goat anti-mouse antibody conjugated to FITC (1:500, Servicebio, Wuhan, China) was added and incubated for 1 h at room temperature. Finally, DAPI was applied to visualize the cell nucleus.



Statistical analysis

All the statistical analyses were performed in R software version 3.6.1 (https://www.r-project.org/). The Wilcox rank-sum test was used to compare continuous variables, and the chi-square test was applied to compare classified variables. The two-tailed P-value<0.05 was considered statistically significant.




Results


Exploring the difference of gene expression between adamantinomatous craniopharyngioma and control groups

The workflow of the whole process in this study is shown in Figure 1A. According to the selection criteria, two sole eligible microarray profiles (GSE68015 and GSE94349) were screened to preprocess and merged for subsequent analysis. Notably, prominent batch effects existed between two datasets and it was remarkably reduced after removing batch effects (Supplementary Figure 1A). PCA analysis displayed distinct gene expression patterns between the ACP patients and control cohorts and potential inner heterogenicity in ACP groups (Supplementary Figure 1B). According to the threshold criteria [adjusted p-value< 0.05 and absolute (log2 FC) > 1], a total of 8,568 DEGs were identified, including 7,247 upregulated and 1,321 downregulated genes, and the top 20 DEGs exhibited amazing discriminative capacity for ACP patients (Figures 1B, C). Furthermore, the functional enrichment analysis revealed that most upregulated DEGs were enriched in the cell biological process and immune-activated signaling pathways while downregulated signatures were majorly enriched in the secernent disorder of multiple hormones and signal regulation pathways (Figures 1D, E).




Figure 1 | Identification of differentially expressed genes (DEGs) and functional enrichment in adamantinomatous craniopharyngiomas (ACPs). (A). The workflow of the whole process in this study. (B). The volcano map displayed a total of 8,568 DEGs including 7,247 upregulated and 1,321 downregulated genes. (C). The heatmap of top 20 DEGs exhibited amazing discriminative capacity between ACP patients and control cohorts. (D, E). The KEGG enrichment analysis revealed that most upregulated DEGs were enriched in the cell biological process and immune-activated signaling pathways. (D) while downregulated signatures were majorly enriched in the secernent disorder of multiple hormones and signal regulation pathways (E).





Identification of adamantinomatous craniopharyngioma-related gene modules via weighted gene coexpression network analysis

To further find out the key gene modules most associated with ACP patients, we performed the WGCNA analysis based on the public gene expression profiles. Through setting the soft-thresholding power as 16 with corresponding scale-free R2 as 0.9, and the cut height as 0.25, a total of six modules were eventually identified in this study, of which the gray module included non-clustering genes (Figure 2A; Supplementary Figure 1C). Furthermore, the heatmap based on the expression of random 1,000 genes also displayed the interrelation and stability of these modules (Figure 2B) and the blue module was considered as the most highly correlated with ACP patients (coefficient = 0.77, P= 4e-11) (Figure 2C). To further explore the correlation between GS values for the disease and MM values in the blue module, fitting correlation analysis manifested that the blue module contained a total of 4,069 genes (correlation coefficient = 0.62, p = 1e–200). Moreover, 1,858 hub genes were further chosen to manifest the module’s characteristics based on the screening criterion with high MM and GS values (Figure 2D).




Figure 2 | Screening pivotal modules and hub genes closely associated with ACPs by weighted gene coexpression network analysis (WGCNA). (A). The dendrogram of all genes showing that a total of six modules were eventually identified after merging similar modules. (B). The heatmap displayed the interrelation and stability of these modules based on the expression of random 1,000 genes. (C). The blue module showed the highest correlation with ACP patients, with the coefficient = 0.77 and P= 4e-11. (D). Scatter plot of the blue module identified 1,858 hub genes to manifest the module’s characteristics based on the screening criterion with high module membership (MM) and gene significance (GS) values.





Defining HIF-1α as a critical factor in adamantinomatous craniopharyngioma patients

Combined with previous DEGs, we noticed that most blue-module genes were consisted with upregulated DEGs (1,413 hub genes) and KEGG enrichment analysis indicated that these common hub genes were significantly enriched in biological processes associated with energy metabolism regulation including fatty acid degradation, tryptophan metabolism, the Notch signaling pathway, autophagy, and oxidative phosphorylation (Figure 3A). Through constructing the PPI networks of 1,413 hub genes, we successfully identified 14 critical genes (ACTB, BRCA1, CAT, CCT2, CREBBP, CTNNB1, EEF2, EIF2S1, EP300, EPRS, FN1, GAPDH, HDAC2, and HIF-1α) with ≥6 approval of algorithms in the Cytohubba plug-in (Figure 3B; Table 1). Interestingly, these critical genes were also enriched in the major pathways of 1,413 hub genes and the HIF-1α signaling pathway might participate in the potential mechanism of ACP patients according to literature searching including four critical genes (CREBBP, HIF-1α, EP300, and GAPDH, Figure 3C). The heatmap of the HIF-1α signaling pathway also exhibited their discriminative capacity between ACP and control cohorts, and the expression of CREBBP, HIF-1α, and EP300 were all significantly elevated in ACP patients (Figure 3D).




Figure 3 | Identification of vital genes and immune cell infiltration (ICI) analysis for ACPs. (A). Combined with previous DEGs and blue-module genes, the Venn plot showing common 1,413 upregulated hub genes and KEGG enrichment analysis indicated that they were significantly enriched in biological processes associated with energy metabolism regulation including fatty acid degradation, tryptophan metabolism, the Notch signaling pathway, autophagy, and oxidative phosphorylation. (B). The top 20 genes from the PPI network with 12 algorithms using the Cytohubba plug-in. (C). The protein–protein interaction (PPI) network of the HIF-1α signaling pathway using hub genes. The nodes represent the degree value. (D). The heatmap showing the different expression of genes from all the HIF-1α signaling pathways between ACP and control cohorts and three essential genes (HIF-1α, CREBBP, and EP300) were significantly increased in ACP patients. (E). ICI analysis revealed that naïve CD4+ and CD8+ T cells were significantly decreased while specific subtypes of T cells were significantly activated in ACP patients including gamma–delta T cells, NK T cells, and Th17 and Th2 cells. (F). Correlational analysis displayed a significantly positive association between specific T cells and HIF-1α or CREBBP.




Table 1 | Identification of hub genes through Cytohub plug-in with 12 algorithms.



To expound the characteristics of ICI in APC patients, we performed the ImmuCellAI algorithm to compare the infiltration levels of 24 different immune cells. It revealed that naïve CD4+ and CD8+ T cells were significantly decreased while specific subtypes of T cells were significantly activated in ACP patients including gamma–delta T cells, natural killer NK T cells, and Th17 and Th2 cells (Figure 3E; Supplementary Figure 1D). Interestingly, correlational analysis displayed a significantly positive association between specific T cells and these critical genes, especially HIF-1α, suggesting the potential connection of HIF-1α and ICI characteristics in ACP patients (Figure 3F; Supplementary Figure 1E).



Validation of HIF-1α based on RNA-seq data from clinical adamantinomatous craniopharyngioma patients

To further validate the expression levels and explore the potential clinical characteristics of HIF-1α in ACP, we recruited 12 ACP patients (four children and eight adults) and five normal controls with RNA-seq and comprehensive clinical records (Table 2). All these patients displayed classical neuroimaging and pathological abnormality (Figure 4A), and the PCA exhibited the inner homogeneity of cohorts different from the health controls at the gene expressional levels (Figure 4B). Except for EP300, higher expression levels of both HIF-1α and CREBBP were all detected in ACP patients compared with that in control groups (Figure 4C) and the immunofluorescence staining of ACP histological sections consistently validated their higher expression at protein levels in ACP patients (Figures 4D, E). These findings accordingly confirmed that HIF-1α was enriched in the disordered brain tissues of ACP patients.


Table 2 | Clinical characteristics of adamantinomatous craniopharyngioma patients in our sequencing datasets.






Figure 4 | Exploration and validation of clinical characteristics of HIF-1α in ACP patients. (A). ACP patients enrolled in our study displayed classical neuroimaging and pathological abnormality. (B). The principal component analysis (PCA) exhibited the inner homogeneity of ACPs different from the health controls at the gene expressional levels. (C). Higher expression levels of both HIF-1α and CREBBP were detected in ACP patients, while there was no statistical difference for EP300 compared with the expression in control groups. (D, E). The immunofluorescence staining of ACP histological sections consistently validated their higher expression at protein levels in ACP patients. (F). ACP patients were successfully divided into high- and low- HIF-1α score subgroups based on the Candidate score 9 as the expressional threshold via the double normal distribution model. (G). The low-HIF-1α score cohorts included all children patients, exhibited more severe clinical phenotypes including hypothalamus involvement and hydrocephalus, and received non-pterional approaches. (H, I). The low-HIF-1α score patients exhibited more significant cerebroventricular expansion than that of high-HIF-1α patients with a higher Evans index.



Based on the double normal distribution model, the Candidate score 9 was set as the threshold for HIF-1α scores and these ACP patients were successfully divided into high- and low- HIF-1α score subgroups (Figure 4F). Notably, the low-HIF-1α score cohorts included all children patients and exhibited more severe clinical phenotypes including hypothalamus involvement and hydrocephalus (Figure 4G; Supplementary Figure 2B). In addition, the craniotomy by a pterional approach has been generally acknowledged as the most common and safest surgical procedure for ACP patients but more than half of the low-HIF-1α score patients received non-pterional approaches, implying that more complex and serious lesions might occur in this subtype (Figure 4G). We also calculated the Evans index to evaluate the degree of hydrocephalus, and it also revealed that the low-HIF-1α score patients exhibited more significant cerebroventricular expansion than that of high-HIF-1α patients (Figures 4H, I).



Exploring the potential role of HIF-1α in immunoregulation and immunotherapy

The immune activation status was also validated in ACP patients based on our sequencing datasets, and multiple immune cells were infiltrated in the tissues of ACP patients including B cells, CD4+ T cells, CD8+ T cells, Th17 cells, NK T cells, gamma–delta T cells and Th2 cells (Figure 5A; Supplementary Figure 2A). Consistently, the correlation analysis also revealed that HIF-1α was significantly positively associated with the infiltration of multiple immune cells (Figure 5B; Supplementary Figure 2C). Of interest, we also detected the different expression levels of HIF-1α between children- and adult-ACP patients (Figure 5C) and the immunofluorescence staining further validated higher levels of HIF-1α in adult than that of children patients (Figures 5D,E). Furthermore, the comparison of immune-associated genes among the controls and child- and adult-ACP patients was performed, including immune checkpoints and inflammatory factors, and most genes were upregulated in the adult patients (Figure 5F). Moreover, the expression of these immune-associated genes was positively related to the expression of HIF-1α, consistent with a significant association between HIF-1α and ICI (Figure 5G). Overall, these results demonstrated the differential expression levels between child- and adult-ACP patients and supported the immune-activated status in adult patients with higher levels of HIF-1α.




Figure 5 | Validation of HIF-1α’s immunological characteristics and the correlation with special age distribution. (A). Our own sequencing data validated the infiltration of multiple immune cells in the tissues of ACP patients including B cells, CD4+ T cells, CD8+ T cells, Th17 cells, NK T cells, gamma–delta T cells, and Th2 cells. (B). The correlation analysis revealed that HIF-1α was significantly positively associated with the infiltration of multiple immune cells. (C). Higher expression levels of HIF-1α were detected in adult-ACP than that of children patients. (D, E). Immunofluorescence staining validated higher levels of HIF-1α in adult-ACP than that of children patients. (F). The expression levels of immune checkpoints and inflammatory factors were significantly upregulated in the adult-ACP patients than child subtypes and controls. (G). HIF-1α exhibited a positive relationship to the expression of immune-associated genes. *p < 0.05; **p < 0.01; ***p < 0.001; ns, no significance.






Discussion

Craniopharyngioma is a common benign tumor in the sella region and often causes severe endocrine disorders to patients with persistent growth in a specific location. Postoperative endocrine deficit and neuropsychological disorder impede the further recovery and reintegration of patients, especially for children patients. Due to the invasive growth of tumors and functional damages from surgical resection, the prognosis of ACP remains relatively poor and there is still the lack of further understanding to the potential pathogenesis of ACP patients. In this study, we firstly identified HIF-1α as a pivotal regulator participating in the pathogenesis of ACP and found that it was significantly associated with clinical phenotypes including hydrocephalus and hypothalamus involvement based on clinical characteristics. Moreover, the expression of HIF-1α exhibited prominent age-specific distribution based on our own transcriptome profiles and immunofluorescence staining, and child-ACP patients exhibited a higher level of HIF-1α expression than the adult cohorts. In addition, the ICI analysis demonstrated that HIF-1α displayed an outstanding positive association with the activation of immune cells and a high expression of immune checkpoints. In short, the comprehensive integrated analysis provides a new pathological insight into the mechanism underlying the development and serve as a potential therapeutic target of ACP.

Previous studies have also indicated that HIF-1α extremely promoted tumor growth and played a key role in the development of multiple tumors. In the patients with glioblastoma, HIF-1α promoted tumor stemness and self-renewal, and inhibited differentiation, which was associated with the disease progression (27). Furthermore, similar fundings were also reported in ovarian cancer and other tumors, implying the malgenic roles of HIF-1α in the progression of tumors (28). In our study, through the multiplex analysis based on the transcriptome profiles of ACP, we firstly found that HIF-1α expression was significantly upregulated in ACP patients, whereas low HIF-1α scores in the ACP group were correlated with severity of ventriculomegaly and the onset age. This is to say, the role of HIF-1α in tumor and non-tumor groups and ACP populations is inconsistent. Moreover, ICI analysis further indicated that HIF-1α was positively correlated with multiple immune cells, especially with CD4+, CD8+, and γΔ T cells, and the corresponding phenomenon was also validated in tumor tissues with high-throughput sequencing and immunofluorescence staining experiments. These results indicated that HIF-1α might participate in both the pathogenesis and antitumor effects with the activation of the adaptive immune response in ACP patients, suggesting that HIF-1α might be a potential immune regulator in ACP.

HIF-1α, an essential transcription factor involved in regulating the aggressive phenotype of tumors under hypoxic conditions, appears to be a two-edged sword for the prognosis of patients with different tumors. In malignant tumors, overexpressed HIF-1α connived tumor cells to adapt to hypoxic environments, maintain nutrient acquisition, and promote further tumor growth. Noteworthy, some studies also found the protective role of HIF-1α in the invasion of tumors. For example, Ashutosh et al. demonstrated that the loss of HIF-1α could promote the invasion and metastasis of pancreatic ductal adenocarcinomas (PDACs) via increasing PPP1R1B expression and degrading the p53 in mice models (29). However, for benign neoplasms, especially intracranial benign tumors, little attention has been paid to HIF-1α. According to the DEGs and tissue immunofluorescence validation in our study, the expression of HIF-1α was significantly increased in the ACP tissue, consistent with the findings of a previous study (30), and HIF-1α seems to play a potential novel role in the biological process of the craniopharyngioma.

Based on deeper analysis and integrative scoring, we further explored the clinical characteristics between the high- and low-HIF-1α expression subgroups. Although the occurrence of cerebral hypoxia contributed to the development of chronic adult hydrocephalus (31), patients with a high expression of HIF-1α were all adults and no hydrocephalus occurred in this cohort. To explore the relationship between ventricular dilatation and HIF-1α expression, we assessed the imaging features of patients in both groups using the Evans index. As a reliable index, the Evans index has been widely used for the evaluation of normal senile brain atrophy and pathological hydrocephalus (32). Interestingly, it revealed that the degree of ventriculomegaly was more severe in the low-HIF-1α groups. Therefore, the obstructive hydrocephalus caused by CP may be related to the lack of HIF-1α promoting tumor growth, like the tumor suppressor effect of high HIF-1α expression in renal cancer (33). Meanwhile, Persson C. et al. reported that HIF-1α was negatively correlated with the presence of blood vessels (34), so the low expression of HIF-1α might lead to the proliferation of blood vessels in ACP. We speculate that in the absence of HIF-1α inhibition, the cyst wall of ACP rapidly expands and the cyst fluid fills quickly, resulting in the gradual increase of space occupancy, blocking the circulation of cerebrospinal fluid, and causing ventricular dilatation over time and hydrocephalus. Overall, a high expression of HIF-1α may play a role in promoting tumor growth, but in the pediatric population, it is negatively correlated with severe clinical features. This also leads us to a fundamental difference in the development of child-type and adult-type ACP. We therefore cautiously believe that HIF-1A differs between the two populations (ACP vs. control, children vs. adults) and needs to be validated in a larger cohort.

It has been well known that ACPs show a bimodal incidence, peaking in both childhood and adults at 45–60 years; however, the underlying etiology of this special age-related distribution is still unclear. Therefore, we divided our sequenced patients into adult and children groups to further explore their potential correlation between HIF-1α and clinical characteristics. Although the size of samples was limited, the PCA indicated excellent inner homogeneity and the sequencing results also demonstrated higher expression levels of HIF-1α in adults than that of children patients, which was further validated via tissue immunofluorescence staining. Children are in a critical period of growth and development, and the nervous system consumes a larger amount of oxygen than that in adults (35); therefore, children cohorts possess more intracranial oxygen supply and lower HIF-1α levels. HIF-1α was ubiquitously expressed in hypoxic tissues, and it was worth noting that the tissues of most healthy adults were not hypoxic, so HIF families were usually present in low amounts. Different isoforms of HIF transcription factors played different roles, with HIF-1α rapidly activated during acute and severe hypoxia, while HIF-2a accumulated gradually under prolonged and moderate hypoxia. In addition, HIF-1α regulated anaerobic glycolysis and cell death, closely associated with GLUT1 and p53 pathways (36). Several studies about neuroblastoma that was also prevalent in children have also identified an association between high HIF-1α and low tumor stages, as well as better prognosis (37), which supported the potential protective effect of the high expression of HIF-1α in ACP patients.

Currently, little is known about the immune microenvironment in ACP, limiting the further use of targeted therapies in clinical practice. Thus, we comprehensively analyzed the immune infiltration of ACP. Our research found that ICI levels in ACP were positively correlated with HIF-1α, which proved that patients with high HIF-1α expression had more active immune responses, which was consistent with the HIF-1α-counteracted immunosuppression reported by Sonja (38). Hence, a high expression of HIF-1α and milder clinical symptoms in ACP patients may be achieved by increasing the level of adaptive immune response. Multiple studies have also detected a high level of inflammatory molecules in the cystic structure of ACPs including interleukin families, chemokines, and immune checkpoints, indicating that the immune checkpoint blockade (ICB) therapy might be a promising therapy for ACP patients (6, 39). We also analyzed the expression of immune checkpoints; PD-1/PD-L1 was positively correlated with HIF-1α, especially PD-1, and the correlation coefficient with HIF-1α reached 0.81. As an important protein involved in inhibiting immune signaling, PD-1/PD-L1 was an important regulator of immune activation (40), which suggests that patients with high expression might be sensitive to immune-targeted therapy. In addition, CTLA4, LAG3, and other chemokines were also well correlated with HIF-1α, providing help for the selection of subsequent treatment (41).

However, there are still some limitations in this study. On one hand, due to the lack of sufficient datasets of ACP, our sample size is still relatively small, which causes several bias errors. Hence, some results are still needed to be repeatedly explored and validated in other associated studies. Moreover, due to the limitation of laboratorial technologies, there is still the lack of mature cell lines or animal models for ACPs up to date and we could not further perform cellular or animal experiments to further investigate the concrete role of HIF-1α in the mechanism of ACP. Finally, although we have supplemented necessary sequencing and immunofluorescence assays to validate the relationship between HIF-1α and immune cell infiltration, the potential role of HIF-1α in immune infiltration or immunotherapy for ACP patients remains to be explored in depth by in vivo and in vitro experiments.



Conclusion

In conclusion, this study first proposed the potential correlation among HIF-1α, special clinical characteristics, and the process of growth and development in ACP patients. Immune microenvironment analysis further indicated that HIF-1α was significantly associated with immune activation and might serve as a potential therapeutical target for the immunotherapy in ACP. Integrated transcriptomic data help us to reconsider the novel potential role of HIF-1α in the pathogenesis and therapeutic targets for ACP, especially for child-ACP patients, providing a novel promising idea for the precision medicine of ACP.
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Glioblastoma multiforme (GBM) is the most malignant brain cancer with great heterogeneities in many aspects, such as prognosis, clinicopathological features, immune landscapes, and immunotherapeutic responses. Considering that gene interaction network is relatively stable in a healthy state but widely perturbed in cancers, we sought to explore the multidimensional heterogeneities of GBM through evaluating the degree of network perturbations. The gene interaction network perturbations of GBM samples (TCGA cohort) and normal samples (GTEx database) were characterized by edge perturbations, which were quantized through evaluating the change in relative gene expression value. An unsupervised consensus clustering analysis was performed to identify edge perturbation-based clusters of GBM samples. Results revealed that the edge perturbation of GBM samples was stronger than that of normal samples. Four edge perturbation-based clusters of GBM samples were identified and showed prominent heterogeneities in prognosis, clinicopathological features, somatic genomic alterations, immune landscapes, and immunotherapeutic responses. In addition, a sample-specific perturbation of gene interaction score (SPGIScore) was constructed based on the differently expressed genes (DEGs) among four clusters, and exhibited a robust ability to predict prognosis. In conclusion, the bioinformatics approach based on sample-specific edge perturbation in gene interaction network provided a new perspective to understanding the multidimensional heterogeneities of GBM.
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Introduction

Glioblastoma multiforme (GBM) is the most malignant brain cancer with an extremely dismal prognosis despite aggressive therapeutic strategies consisting of surgical excision and chemoradiotherapy (1). GBM is characterized by high heterogeneity, including inter- and intra-tumoural heterogeneity, which pose a daunting challenge to judgment in prognosis and effective treatment (2). Searching for valuable molecular markers has long been recognized as a well-established means for the resolution of heterogeneity. With the broad application of high-throughput sequencing technology and bioinformatics analysis, increasing classifications of GBM that rely on gene expression files have been proposed (3–5). It is important to note, however, such classification approaches overlooked the dynamic nature of gene expression.

From a dynamic point of view, the gene expression in a biological system varies over time and under different conditions (6). In other words, the molecular composition of cancer cells may be different under different time points or conditions. Therefore, the gene expression profiles obtained at specific time points or conditions are not completely reliable to characterize the biological status of individual patients. In comparison, biological networks are relatively stable against time and conditions (7, 8). It has been recognized that specific biological networks, but not individual molecules, are ultimately responsible for cancer biology (9). Thus, applying network-based methods to the analysis may contribute to a better understanding of cancer heterogeneity.

In this study, we used sample-specific edge perturbation in the gene interaction network to explore the heterogeneity of GBM. This method is entirely distinct from the previous gene expression-based approaches. Two key information, gene sets (nodes in networks) and interactions (edges in networks) were utilized in this method. It has been revealed that the gene interaction network is widely perturbed in tumor tissues compared with that in normal human tissues (8). This method can quantify these perturbations in gene interactions (edge perturbations) by evaluating the change in the relative gene expression value. The edge perturbations can efficiently characterize the perturbations of the biological network for each sample. Based on the edge-perturbation matrix, we performed an unsupervised consensus clustering analysis to establish the edge perturbation-based clusters of GBM samples. Moreover, we constructed a sample-specific perturbation of gene interaction score (SPGIScore) which exhibited a robust ability to predict prognosis. Our findings are helpful to understand the heterogeneity of GBM from the perspective of biological networks.



Methods


Data sources and preprocessing

This sample-specific edge perturbation project was carried out based on the data mining of public databases. A total of 155 GBM samples from the Cancer Genome Atlas (TCGA) were defined as the experimental cohort, the transcriptome data and clinical information of which were downloaded from the UCSC Xena website (https://xenabrowser.net/datapages/). For the control cohort, the transcriptome data of 1152 normal brain samples were obtained from the Genotype-Tissue Expression database (GTEx, https://gtexportal.org/home/). In addition, three independent validation cohorts were composed by the GBM samples extracted from the Chinese Glioma Genome Atlas (CGGA, http://www.cgga.org.cn/; mRNA-array_301 dataset and mRNAseq_325 dataset) and Rembrandt microarray dataset (http://gliovis.bioinfo.cnio.es/). In order to maintain data consistency, the transcriptome data from different sources were converted to TPM form. Genes with zero expression in more than 70% samples were filtered out from each cohort, and batch correction was performed via “ComBat” function in R packet “sva”. The sample number of each cohort was presented in Table S1.



Construction of background interaction network

Reactome (http://www.reactome.org) was an expert-authored and peer-reviewed biomolecular pathway database, aiming to provide bioinformatic tools for visualization and interpretation of a network of biological interactions (10). The core unit of the Reactome data mode is the reaction of different entities, including nucleic acids, proteins, complexes, anticancer therapeutics and small molecules (11). Thus, Reactome is a good choice. We used the ReactomeFIPlugIn of Cytoscape to download all gene interactions of Reactome pathways, and merged them into a large background interaction network. Specifically, this background interaction network is a gene interaction network based on Reactome pathways, including protein–protein interactions, gene coexpression, protein domain interactions, Gene Ontology (GO) annotations and text-mined protein interactions.



Construction of the edge-perturbation matrix

As shown in the previous study (11), the construction of edge-perturbation matrix (EPM) mainly includes three steps:

Firstly, according to the expression levels of genes in the background interaction network, we obtained the rank of genes in GBM samples and normal samples, respectively. The rule is that the lower expression level corresponds to the smaller rank, and the higher expression level corresponds to the greater rank. The expression matrix was then transformed to a rank matrix.

Secondly, we refer to the interaction relationship of gene pairs in the background interaction network. If two genes interact with each other, there will be an edge connecting these two genes in the network. We then calculated the rank difference of this edge in two genes, and further obtained the delta rank matrix whose rows and columns represented edges in the background interaction network and samples, respectively. The delta rank was calculated as follows:

	

where ri, s denotes the rank of gene i in sample s. δe, s denotes the delta rank of edge e in sample s. Gene i and gene j are connected by edge e.

Thirdly, it was agreed that the gene interaction of normal samples is highly conserved, while the interaction perturbations were more frequent in cancer samples (12). Next, we constructed the rank matrix based on the mean expression values of genes in normal samples and calculated the delta rank in the same manner. The delta rank of normal samples was set as the benchmark delta rank vector (  ), which represents the average relative ranks of gene pairs in all normal samples. Hence, the gene interaction perturbations of samples can be measured by compared their delta rank with the benchmark delta rank vector. Finally, the EPM was constructed with the element Δe, s of each sample, which was calculated as follows:

	

where Δe, s represents the perturbation of edge e in sample s. Each column of the EPM represents the edge perturbations of an individual sample. Then, we could take advantage of the EPM to perform clustering analysis of GBM samples.



Clustering analysis of GBM samples based on feature edges

To get meaningful clusters of GBM samples, we performed the unsupervised consensus clustering analysis based on the selected feature edges, which had the capacity to easily distinguish GBM samples from normal samples and didn’t lose the heterogeneity within GBM samples. By using the Kruskal–Wallis test, we first selected the top 60000 significantly different edges between GBM samples and normal samples. Next, we calculated the standard deviation (SDs) of the edge perturbations of all GBM samples and identified the top 60000 edges with high SDs. Taking the intersection of two parts, we finally obtained the GBM sample matrix with 21754 feature edges containing 4402 genes. By using R packet “ConsensusClusterPlus”, the clustering analysis was carried out based on these feature edges. The clustering distance was Euclidean and the clustering algorithm was PAM. One thousand repetitions were conducted to guarantee the stability of the cluster outcomes.

To verify the clustering performance of edge perturbation, we repeated the same procedure in a validation cohort (CGGA-mRNA-array_301). The in-group proportion (IGP) of each cluster was calculated to evaluate the consistency between clusters derived from two independent cohorts (13). A larger IGP value indicates a higher consistency between clusters. Given that the transcriptome data of TCGA cohort and CGGA-mRNA_array_301 cohort were generated in different ways, which were RNA-seq and microarray, respectively, we normalized the edge-perturbation value to Z-score before IGP analysis. The IGP analysis was performed by using R packages “clusterRepro”.



Characteristic analysis of edge perturbation-based clusters

In order to explore the heterogeneity characteristic among edge perturbation-based clusters, we obtained multidimensional characteristic parameters of GBM samples of TCGA cohort from relevant published studies. The tumor purity and ploidy information of GBM samples were derived from a Pan-Cancer analysis project of TCGA database (14). The stemness features of GBM samples were evaluated via the mRNA expression-based stemness index (mRNA-si) and the epigenetically regulated-mRNAsi (EREG-mRNAsi), which were developed via the one-class logistic regression (OCLR) machine learning algorithm (15). Unsupervised transcriptome analysis additionally identified four transcriptomic subtypes, referred to as classical, mesenchymal, neural, and proneural, which were closely correlated with genomic abnormalities (16). Three important indicators, namely large-scale transition (LST) score, telomeric allelic imbalance (TAI) score and loss of heterozygosity (LOT) score, were used to assess the chromosomal instability levels (17). Homologous recombination deficiency (HRD) score and neoantigen load were extracted from a previous study about the immune landscape of cancers in TCGA database (18).

Additionally, some characteristic data was produced by running corresponding algorithms or with the aid of online tools. The infiltration levels of 22 types of immune cells were measured via the CIBERSORT algorithm. The Tumor Immune Dysfunction and Exclusion (TIDE) algorithm was performed online (http://tide.dfci.harvard.edu/) to assess the potential response to immune checkpoint inhibitor (ICI) therapy. Patients with lower TIDE scores were more likely to show better responses to ICI therapy. By using R package “Maftools”, we analyzed and visualized the somatic mutation profiles among edge perturbation-based clusters. The tumor mutation burden (TMB) was calculated as mutations per megabase (mut/Mb). The PreMSIm algorithm (19) was used to obtain the microsatellite instability (MSI) status of GBM samples, which were categorized as MSI-High (MSI-H), MSI-Low (MSI-L) and microsatellite stability (MSS). By using the GISTIC2.0 model on GenePattern (https://cloud.genepattern.org/gp/pages/index.jsf), we compared the copy number variation (CNV) frequency and presented the distribution of CNV regions among edge perturbation-based clusters.



Cluster-specific pathway enrichment analysis

By using the Z-score method, we normalized the EPM of GBM samples to a matrix with a mean of zero for each row to zero and a variance of one. Then, we performed the following steps to screen genes used for pathway enrichment analysis. First, the normalized feature edges were clustered hierarchically by the complete linkage method. The number of groups was set to 100, and the groups with less than 30 feature edges were filtered out. Second, we calculated the percentage of the feature edges whose absolute value of perturbation mean was greater than 0.5 in all feature edges in each retained group. Finally, the group with a percentage greater than 0.7 was a characteristic group of edge perturbation-based cluster. All the genes contained in the corresponding feature edges of the characteristic groups were used for pathway enrichment analysis, which was performed on Metascape (http://metascape.org). We retained the KEGG and Reactome pathways with P value less than 0.01.



Constructing the sample-specific perturbation of gene interaction score

By using the R package “limma”, the pairwise comparison was performed among edge perturbation-based clusters to identify the hub differently expressed genes (DEGs). The intersection of DEGs was utilized for subsequent univariate Cox regression analysis. Genes with P value less than 0.05 were regarded as the prognostic genes and were incorporated into the least absolute shrinkage and selection operator (LASSO) Cox regression by using the R package “glmnet”. The SPGIScore was consequently constructed by selecting the optimal penalty parameter λ correlated with the minimum 10-fold cross-validation. The calculation formula of SPGIScore is shown below:

	

where xi and Coefi represent the expression level of each selected gene and corresponding coefficient, respectively. The median SPGIScore was used as the cut-off value for the high/low-SPGIScore grouping. The prognostic value of SPGIScore was tested in multiple cohorts of GBM samples.



Cell lines and tissue samples

The normal human astrocyte HA1800 cell line (HA) and human GBM U87, A172, LN229, U251 and U373 cell lines were purchased from Cell Bank of the Chinese Academy of Sciences. The cells were cultured in DMEM medium (Corning, USA) containing 1% penicillin/streptomycin (Gibco, USA), and 10% fetal bovine serum (Gibco, USA), at a condition of 37°C with 5% CO2. Fifteen clinical samples from GBM patients were collected from July 2020 to October 2021 at the Neurosurgery Department of Wuhan Union Hospital. In addition, ten cases of normal brain tissues (resected from surgery in patients with acute traumatic brain injury) were collected as the control group. The GBM tissues and non-tumor brain tissues (NBT) obtained from the patients were immediately frozen into the liquid nitrogen, followed by storing at -80°C before further analysis. This study was approved by the Ethics Committee of the hospital, and written informed consent was obtained from each patient.



Quantitative real-time polymerase chain reaction (qRT-PCR) and immunohistochemistry (IHC)

The total RNAs were extracted by TRIZOL reagent (Ambion, USA) from the tissues and cells. cDNA was synthesized by reverse transcription using HiScript® III RT SuperMix for qPCR (+gDNA wiper) (Vazyme, China) as the manufacturer’s instruction. The qRT-PCR was carried out by applying AceQ® qPCR SYBR Green Master Mix (Vazyme, China). All expression data was normalized to β-actin as an internal control using the 2–ΔΔCt method. The experiments were independently repeated at least three times. All primers used were chemically synthesized by GeneCreate Biological Engineering Co. Ltd. (Wuhan, China). Specimen tissues were formalin fixed, paraffin embedded and sectioned into 4-µm serial sections. The specimen slices were dewaxed, then hydrated and boiled in citrate buffer (pH=6) for 8 minutes to recover the antigen. Subsequently, the sections were treated to quench endogenous peroxidase activity. Rabbit serum was used for blocking non-specific binding. The slides were then stained with primary antibody overnight at 4°C and secondary antibodies were incubated for 1 h at room temperature. Diaminobenzidine was applied before being counterstained with hematoxylin. Finally, the samples were sealed, viewed, and photographed by light microscope. The intensity of positive staining of ANK1, GRN and SEMA6A in glioma and non-tumor brain tissue sections were measured through Image-Proplus 6.0 software. All the images were taken using the same microscope and camera sets. The intensity of positive staining in tissue sections was analyzed by average optic density per stained area (μm2) (IOD/Area) for positive staining. Primers and Antibodies can be found in Tables S2, S3, respectively.



Western blot

Protein was extracted from the human GBM cell line, U87. Total proteins were extracted in RIPA Lysis Buffer (Beyotime, China) with protease inhibitor cocktail (Beyotime, China). BCA assays (Beyotime, China) were utilized to quantify all proteins. 20 μg protein samples were separated onto 10% SDS-PAGE, transferred to PVDF membrane (Millipore, France) and revealed with ECL (EpiZyme, China). The blots were incubated with primary antibodies against ANK1 (Cloud-Clone Corp, USA), GRN (ABclonal, China), SEMA6A (CUSABIO, China), and GAPDH (ABclonal, China). The secondary antibodies used were HRP-conjugated anti-rabbit (ABclonal, China) antibodies.



Cell transfection assays

Control siRNA, CRNDE siRNA and GRN siRNA were purchased from Genecreate Company (Genecreate, China). The sequences of siRNAs for the indicated target genes can be found in Table S4. ANK1 pcDNA3.1 vector (ANK1), SEMA6A pcDNA3.1 vector (SEMA6A) and empty vector (Vector) were subcloned into the vector pcDNA3.1 (Genecreate, China). U87 cells were transfected using lipofectamine 2000 (ThermoFisher, USA) according to the manufacturer’s protocols. qRT-PCR and western blot were performed at 48–72h later to assess the transfection efficiency.



CCK8 assay and transwell assay

Cell Couting Kit-8 (CCK8, Biosharp, China) was utilized to perform CCK8 assay. Cells to be examined were seeded into 96-well plates with 4000 cells per well. 10μL CCK8 reagents were added into the wells. The whole process needs to avoid light. Then, these 96-well plates were incubated at 37°C and 5% CO2 for 2 h. Finally, the optical densities of the wells were read on a microplate reader at 450 nm. The experiments were performed in triplicate.

Transwell migration and invasion assays were carried out with transwell chambers (8.0μm pore size), which were pre-coated with (for invasion assay) or without (for migration assay) 50 μL matrigel (Conring, USA). Briefly, transwell chambers were placed into the 24-well culture plate, the chamber was called the upper chamber, and the culture plate was called the lower chamber. 10^4 cells were resuspended in 100 μL serum-free medium and seeded into the upper chamber, and 700 μL complete-medium supplemented with 20% FBS was added into the lower chamber. Then, these 24-well plates were incubated at 37°C and 5% CO2 for 48 h. Afterwards, cells were fixed with 4% paraformaldehyde for 20 min and stained with 0.1% crystal violet for 30 min. Five regions were randomly selected in each chamber to count migrating or invading cells. Photographs were taken in a light microscope and ImageJ Software was used for cell counts. The experiments were performed in triplicate.




Results


Constructing a background interaction network based on Reactome database

The overall flow diagram of this study was presented in Figure 1. Based on molecular interactions from Reactome database, we constructed an original background interaction network, comprising a total of 7360 nodes and 169710 edges. Additionally, genes with zero expression over 70% samples in TCGA cohort or GTEx cohort were excluded. After correcting the plate batch effects, the GBM expression profiles contained 23890 genes and 155 samples, and the normal expression profiles contained 23890 genes and 1152 samples. Then, we filtered out 1166 nodes that were outside the 23890 genes and constructed a new background interaction network, which was composed of 6194 nodes and 142974 edges (Figure 2A). Obviously, the background interaction network was closely connected internally and most nodes had higher degrees. According to the degree of nodes in the background interaction network from large to small, the top 100 were selected and visualized as a heatmap (Figure 2B). In addition, the degree distribution of the background interaction network was illustrated in Figure S1, and the determination coefficient R2 was 0.674, indicating that this network was relatively scale free.




Figure 1 | The flow diagram of the research process.






Figure 2 | The edge-perturbation of gene interactions in GBM and normal samples. (A) The filtered background interaction network with 6194 nodes and 142974 edges. (B) The expression heatmap of nodes with top 100 degree in the background interaction network. (C) Comparing the edge-perturbation of 1000 randomly selected features between GBM and normal samples. (D) A scatterplot showed the edge-perturbation distribution of 1000 randomly selected features between GBM and normal samples.





Stronger edge perturbation in GBM samples

The perturbation of background interaction network inevitably leads to the change of interaction. The perturbation of gene pairs in the network can be reasonably used to reveal the pathological environment of individuals in disease states. To measure the perturbation degree of background interaction network at an individual level, we constructed EPMs for GBM and normal samples, respectively, based on their differences in gene expression fluctuations. To present the difference in edge-perturbation distribution between GBM and normal samples, we then randomly selected 1000 features from all gene interaction features. The edge-perturbation amplitudes of these 1000 features were quantified as log2(|△es|+1), and were significantly different between GBM and normal samples (Figure 2C). In addition, in order to visually present the difference in the edge-perturbation distribution between GBM and normal samples, the mean edge-perturbation amplitude of the 1000 selected features with a similar log2 transformation was plotted in Figure 2D. The edge perturbation of GBM samples (orange points) is stronger than that of normal samples (blue points). These findings provided a reliable basis for further analysis using EPM to explore the heterogeneity of GBM samples.



Identification of four clusters of GBM samples based on the edge-perturbation matrix

A total of 21754 feature edges were selected from the EPM of GBM samples, and formed a network with 4402 genes (Figure S2). This network was also a scale-free network, whose determination coefficients R2 was 0.933 (Figure S3). Next, the clustering analysis of GBM samples was carried out based on 21754 selected feature edges. According to the relative change in the area under the CDF curve and the consensus heatmap, k = 4 was picked as the most optimal number of clusters (Figures 3A, B and Figure S4). As a result, 155 GBM samples from TCGA cohort were categorized into 4 clusters, namely cluster 1 (n=52), cluster 2 (n=49), cluster 3 (n=32) and cluster 4 (n=22). As the Kaplan-Meier curve showed, there were significant survival differences among four clusters (P=0.04, Figure 3C). Cluster 3 had the worst prognosis compared with other three clusters, while cluster 2 and cluster 4 exhibited relatively better prognosis.




Figure 3 | Unsupervised consensus clustering analysis identified four edge perturbation-based clusters of GBM samples in TCGA cohort. (A) Relative change in area under CDF curve for k=2-6. (B) Consensus clustering matrix for the optimal cluster number (k=4). (C) Kaplan-Meier curve showed the significant survival differences among edge perturbation-based clusters. (D) The IGP values of four edge perturbation-based clusters were calculated in CGGA-mRNA_array_301 cohort to evaluate the consistency between two cohorts.



To verify the clustering performance of edge perturbation, we also used another independent cohort of GBM samples (CGGA-mRNA-array_301) as the validation cohort. The IGP values of each cluster were calculated to evaluate the consistency within clusters. Results showed that there were relatively high IGP values of cluster 2 (63.3%) and cluster 3 (86.4%), suggesting that the sample clustering trend of the verification cohort may be more consistent with cluster 2 and cluster 3 (Figure 3D).



Correlation of edge perturbation-based clusters with clinicopathological characteristics and somatic mutations

We next explored the correlation between the clusters and clinicopathological phenotypes. Fisher exact tests showed that there were no significant differences in terms of age, gender, IDH mutation status and MGMT promoter methylation status among edge perturbation-based clusters (Figures 4A–D). However, the distribution of transcriptomic subtypes differed significantly (Figure 4E). Cluster 2 was mainly comprised of Classical and Proneural subtypes. Mesenchymal subtype and Neural subtype occupied a dominant portion of Cluster 3 and Cluster 4, respectively. Further, we sought to assess the genomic heterogeneity indicators among four clusters. Cluster 3, with the worst prognosis, had a significantly lower tumor purity than the other three clusters (Figure 4F). No significant differences in genome ploidy were detected among four clusters (Figure 4G). In previous studies, the mRNAsi was used for assessing the degree of oncogenic dedifferentiation. Here, we obtained the mRNAsi of GBM samples at transcript level and epigenetically regulated level, and found that cluster 3 had lower mRNAsi and EREG-mRNAsi (Figures 4H, I).




Figure 4 | Phenotype heterogeneities among edge perturbation-based clusters. (A–E) The distributions of age (A), gender (B), IDH mutant status (C), MGMT promoter methylation status (D) and transcriptomic subtypes (E) among edge perturbation-based clusters. (F–I) Comparison of tumor purity (F), genome ploidy (G), mRNAsi (H) and EREG-mRNAsi (I) among edge perturbation-based clusters.



Previous studies have demonstrated that the somatic mutations of key oncogenes or tumor-suppressor genes were tightly correlated with the survival and therapeutic response of cancer patients (20). Accordingly, we were particularly interested in whether the edge perturbation-based clusters differed in somatic mutations. Figure 5A showed the mutation distribution of nine common genes with mutation frequencies in the top50 in four clusters. In order to characterize the mutation proportion of high-frequency mutated genes more granularly, we drew a line chart of these nine genes, and easily observed that there were noticeable differences among four clusters (Figure 5B). Particularly, Cluster 4 had the highest mutation rate of epidermal growth factor receptor (EGFR). It has been demonstrated that EGFR is one of the most frequently altered genes in GBM, and the most common mutation type is the in-frame deletion of exons 2-7 (EGFRvIII), which can reduce the apoptosis and increase proliferation and invasiveness of GBM cells (21–23). Cluster 3 had the highest mutation rate of TTN, whose mutation was found to be correlated with increased TMB and greater response to ICI therapy in patients with solid tumors (24). However, the mutation ratios of MUC16, SRCAP, FBN2, PAPPA2, REV3L, ABCA6 and ARID1A were all lowest in cluster 3 compared with the other three clusters. The frequency of CNV was also compared, whereas no significant difference was found among edge perturbation-based clusters (Figure 5C). The distributions of CNV regions were visualized in Figure 5D.




Figure 5 | Comprehensive analyses of genomic alterations among edge perturbation-based clusters. (A) The somatic mutation profiles showed the mutation distribution of nine common genes with mutation frequencies in the top50 in all edge perturbation-based clusters. (B) A line chart presented the difference in the mutation ratios of nine genes among edge perturbation-based clusters. (C) Comparison of CNV frequency among edge perturbation-based clusters. (D) Copy number profiles for edge perturbation-based clusters showed gains and losses of copy numbers of genes, which were placed based on their location on chromosomes, ranging from chromosome 1 to chromosome 22.





Different tumor immune landscapes and immunotherapeutic responses among edge perturbation-based clusters

Currently, the clinical efficacy of immunotherapy in GBM patients is far from satisfactory. Some patients have seen notable response with immunotherapeutic intervention, whereas a substantial proportion of patients have experienced small or no clinical benefit with the same treatment (25, 26). The heterogeneity of immune landscape is a major factor complicating therapeutic options, as well as leading to different outcomes. Thus, we sought to investigate the difference in tumor immune landscape among edge perturbation-based clusters. Immune cells are the crucial component of tumor microenvironment. By using CIBERSORT algorithm, we found that there were prominent differences in the distribution of most immune cells among four clusters (Figure 6A and Figure S5). The expression levels of most immune checkpoints, cytokines and receptors also varied substantially across clusters (Figure 6B). Especially, Cluster 2 was remarkably rich in innate immune cells, including naïve CD4+ T cells, follicular helper T cells, activated NK cells, M0 macrophages and resting mast cells, but exhibited lower infiltration of M2 macrophages, which is the main immunosuppressive cell in immune microenvironment of GBM. In addition, Cluster 2 had significantly lower expression levels of immune checkpoints, such as PD-1, PD-L1, PD-L2, CTLA-4, LAG-3, TIM-3 and B7H3, and immunosuppressive cytokines or receptors, including CCL2, CXCR4, IL1A and IL6. These may suggest more active immune response and antitumor reaction in Cluster 2, which also matched a survival advantage of Cluster 2. Conversely, an evident immunosuppressive landscape was observed in Cluster 3 with low infiltrations of innate immune cells, high infiltration of M2 macrophages, and high expression levels of immune checkpoints, immunosuppressive cytokines, and receptors. It could be reasoned that Cluster 3 was in a stronger immunosuppressive microenvironment, which contributed to tumor immune escape and dismal survival.




Figure 6 | Analyses of tumor immune landscape and prediction of immunotherapeutic responses for edge perturbation-based clusters. (A) The infiltration levels of 22 immune cells in different edge perturbation-based clusters. (B) The expression levels of immune checkpoints, cytokines, and receptors in different edge perturbation-based clusters. (C–H) Comparison of potential indicators reflecting the immunogenicity of edge perturbation-based clusters, including HRD score (C), LST score (D), TAI score (E), LOH score (F), SNV neoantigen load (G), and Indel neoantigen load (H). (I, J) Comparison of TMB (I) and distribution of MSI status (J) among edge perturbation-based clusters. MSI-L, MSI-Low; MSS, microsatellite stability; MSI-H, MSI-High. (K, L) Prediction of responses to immune checkpoint inhibitor (ICI) therapy for edge perturbation-based clusters through TIDE algorithm (K) and Subclass mapping analysis (L). *p < 0.05, **p  < 0.01, ***p  < 0.001, ****p  < 0.0001, and ns, No significance.



In addition to immunosuppressive microenvironment, inherent immune escape, which means that tumor cells can mediate their own immune escape directly, also plays an essential role in the process of escaping immune-mediated killing. Tumor cell immunogenicity is well known as an important aspect of inherent immune escape. Next, some potential indicators were used to reflect the level of tumor cell immunogenicity, including HRD score, LST score, LOH score, SNV neoantigen load, Indel neoantigen load. As Figures 6C–H illustrated, all HRD score, LST score and SNV neoantigen load differed significantly among four clusters. Particularly, Cluster 2 showed higher levels of HRD score, LST score and SNV neoantigen load compared with clusters, whereas Cluster 3 exhibited the opposite trend. These results demonstrated that Cluster 3 might have a stronger inherent immune escape ability.

Currently, immune checkpoint inhibitor (ICI) therapy has undoubtedly been a very promising strategy of immunotherapy, which made a breakthrough in antitumor treatment. First, we compared the TMB and the distribution of MSI status among edge perturbation-based clusters (Figures 6I, J). No apparent difference in TMB was observed. Interestingly, Cluster 3 and Cluster 4 had a greater proportion of MSI-H status, which has been validated as a positive indicator of stronger response to ICI therapy (27). Consistent result was obtained by TIDE algorithm. Cluster 3 and Cluster 4 exhibited lower TIDE scores, which also represented a stronger response to ICI therapy (Figure 6K). Further, subclass mapping analysis revealed that Cluster 3 was more likely to respond to PD-1 inhibitor (Bonferroni corrected P = 0.002) and CTLA-4 inhibitor (Bonferroni corrected P = 0.045), and Cluster 4 showed response to CTLA-4 inhibitor (Bonferroni corrected P = 0.003; Figure 6L). These interesting findings suggested that the edge perturbation-based clusters may be informative for immunotherapeutic options to eliminate GBM.



Distinct pathway enrichments of edge perturbation-based clusters

Clustering of 21754 feature edges of the GBM sample matrix was visualized as a heatmap (Figure 7A). The distribution of color bars was not consistent in specific blocks at the same level, representing that the perturbation patterns of specific feature edges differed among edge perturbation-based clusters. The blue color corresponds to a negative perturbation, and the red color corresponds to a positive perturbation. Remarkably, most blocks were in the opposite perturbation directions between Cluster 2 and Cluster 3. This revealed that the disorder mechanisms of Cluster 2 and Cluster 3 were in close agreement but in different directions. This finding was also in corroboration with the previous results that the performances of these two clusters were opposite in multiple aspects.




Figure 7 | Pathway enrichment analyses of edge perturbation-based clusters. (A) Clustering of the 21754 feature edges of the GBM sample matrix. The dotted boxes represent the identified blocks with opposite trend between Cluster 2 and Cluster 3. (B) The specific pathway enrichments of edge perturbation-based clusters.



Figure 7B showed the specific pathway enrichments of each edge perturbation-based cluster. The pathway with the highest enrichment in Cluster 1 was constitutive signaling by aberrant PI3K in cancer, which is in the central position of the signaling cascade affecting GBM progression (28). The enriched pathways of Cluster 2 and Cluster 3 were highly overlapped, including some immune-associated pathways, such as antigen processing: ubiquitination and proteasome degradation, chemokine signaling pathway, and interleukin-3, interleukin-5 and GM-CSF signaling. This was in correspondence with our speculation that the disorder mechanisms of Cluster 2 and Cluster 3 were similar but in different directions. The enriched pathways of Cluster 4 were mainly correlated with cell cycle and genetic information processing, such as G2/M transition, DNA repair, processing of capped intron-containing pre-mRNA, transcriptional regulation by TP53, DNA double-strand break repair and cell cycle.



Constructing and verifying the sample-specific perturbation of gene interaction score

We sought to construct a SPGIScore with prognostic value. First, the DEGs were screened out by pairwise comparison among four edge perturbation-based clusters. The upset plot showed the number of DEGs of each pairwise group and the number of intersections of different combinations (Figure S6). A total of 1058 DEGs were selected as they were identified at least in four pairwise comparisons. This was done in order to avoid the selected DEGs that only differed from one cluster with the other three clusters, respectively. By performing univariate Cox regression analyses with the criterion of P< 0.05, eighty-one prognostic DEGs were identified from 1058 DEGs. The forest plot presented the top 20 prognostic DEGs according to the P value from small to large (Figure S7). The LASSO regression was then performed based on these eighty-one prognostic DEGs, twelve of which stood out for the construction of SPGIScore (Figures 8A–C). As shown in Figure 8D, SPGIScore was ranked from low to high to show the correlation between SPGIScore and clinicopathological features, edge perturbation-based clusters, and expression levels of twelve hub DEGs, respectively. Next, GBM patients were stratified into the high- and low-SPGI groups using the median SPGIScore as the cut-off value. The Kaplan-Meier curve suggested that patients in high-SPGI group exhibited worse survival outcomes in TCGA cohort (Figure 8E), CGGA-mRNAseq_325 cohort (Figure S8A) and Rembrandt cohort (Figure S8E). A satisfactory prognosis predictive power of SPGIScore was confirmed by the area under the receiver operating characteristic (ROC) curve (AUC) for 1-, 3- and 5-year overall survival, which were 0.821, 0.832 and 0.813 in the TCGA cohort (Figure 8F), 0.591, 0.678 and 0.751 in the CGGA-mRNAseq_325 cohort (Figure S8B), 0.568, 0.661 and 0.673 in the Rembrandt cohort (Figure S8F). The distribution plot of SPGIScore and survival status showed that the higher the risk score, the more deaths of GBM patients (Figures 8G, H and Figures S8C, D, G, H).




Figure 8 | Construction of the sample-specific perturbation of gene interaction score (SPGIScore) in TCGA cohort. (A, B) The least absolute shrinkage and selection operator (LASSO) regression was performed with the minimum criteria. (C) LASSO coefficients of 12 hub differentially expressed genes. (D) A heatmap showed the correlation between SPGIScore and clinicopathological features, edge perturbation-based clusters, and expression levels of 12 hub DEGs, respectively. (E) Kaplan-Meier curve of high- and low-SPGIScore subgroups. (F) ROC curve analysis of SPGIScore in predicting 1-, 3- and 5-year OS. (G, H) The distribution plot of SPGIScore and survival status.





Expression levels and biological functions of selected SPGIScore-related genes in GBM

We detected the expression levels of four selected SPGIScore-based genes (CRNDE, ANK1, GRN and SEMA6A) in cell lines and tissue samples. As Figures 9A, B showed, the transcript levels of CRNDE and GRN were both elevated in human GBM cell lines and GBM tissues, while the transcript levels of ANK1 and SEMA6A exhibited an overall downward trend in human GBM cell lines and GBM tissues. As CRNDE is a non-coding gene, only the protein levels of ANK1, GRN and SEMA6A were qualitatively assessed via IHC staining. It could be seen intuitively that compared with NBT, GRN was up-regulated, but ANK1 and SEMA6A were down-regulated in GBM tissues (Figure 9C).




Figure 9 | Validation of the expression levels of selected SPGIScore-based genes. (A) Scatter plots of differential transcript levels between CRNDE, ANK1, GRN and SEMA6A in GBM cell lines and normal human astrocytes cell lines (HA). (B) Scatter plots of differential transcript levels between CRNDE, ANK1, GRN and SEMA6A in GBM and NBT. (C) Representative IHC staining images. GBM, glioblastoma; NBT, non-tumor brain tissues; IOD/Area Integrated optical density per stained area. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001, and nsNo significance.



Next, we used specific CRNDE-targeting and GRN-targeting siRNAs to knockdown the expression levels of CRNDE and GRN in U87 cells (Figure 10A). Meanwhile, we transiently transfected overexpression plasmid of ANK1 and SEMA6A into U87 cells, resulting in increased expression levels of ANK1 and SEMA6A, respectively (Figure 10B). Results of CCK-8 assay and Transwell assay showed that CRNDE and GRN knockdown suppressed the cell proliferation, migration and invasion of U87 cells, and ANK1 and SEMA6A overexpression also suppressed the cell proliferation, migration and invasion of U87 cells in vitro (Figures 10C–G).




Figure 10 | The biological functions of selected SPGIScore-based genes in GBM. (A, B) Verification of knockdown efficiency of CRNDE and GRN, and overexpression efficiency of ANK1 and SEMA6A in U87 cell line. (C–G) The biological functions of four selected SPGIScore-based genes on U87 cell line were verified by CCK-8 and Transwell assays. *p < 0.05, **p < 0.01, ***p < 0.001, and ****p < 0.0001.






Discussion

Many studies have attempted to establish novel subtyping methods for better understanding of cancer heterogeneity. Most of these methods were based on gene expression, inevitably leading to the instability results due to the variability of gene expression profiles across time and condition. In this study, we applied a more stable and reliable method, sample-specific edge perturbation in the gene interaction network, to explore the heterogeneity of GBM. We identified four clusters of GBM samples. The heterogeneities among clusters were reflected in lots of aspects, including prognosis, phenotypic changes, somatic genomic alterations, immune landscapes, immunotherapeutic responses, and enriched pathways. We also constructed a SPGIScore based on the differential gene expression among four clusters. The SPGIScore was confirmed to possess a robust prognostic predictive ability. The expressions of genes involved in the SPGIScore were also validated at the cellular and tissue levels.

The application of network science to cancer genomics has opened new avenues for the discovery and molecular characterization of cancer subtypes (29). Developing network-based methods is promising for disclosing the nature of GBM heterogeneity. Previous investigators have done much exploration in this area. For instance, Xu et al. developed the weighted similarity network fusion (WSNF) method and identified three GBM subtypes with significantly different survival patterns and enriched pathways (30). Guo et al. exploited CSPRV (cancer subtype prediction using RV2), a method that incorporates multi-sources transcriptome expression data and heterogeneous biological networks, to successfully identify more clinically meaningful GBM subtypes (31). Notably, these network-based methods targeted the gene sets in a network as the main body and underestimated the weight of interactions among genes. The sample-specific edge perturbation method used in this study had an excellent utilization of gene interaction information. In brief, this method used the relative gene expression value to estimate the perturbation of gene interactions, which further represented the perturbation of interaction network (11). In our study, there was a striking difference in the perturbation of interaction network between GBM and normal samples, which confirmed that the perturbation of interaction network was able to reflect the individual health status. Moreover, variation among individuals in the perturbation degree of interaction network was also instructive for understanding the heterogeneity of GBM. Our study corroborated that the edge perturbation-based method reached a satisfactory discrimination power to multidimensional heterogeneities of GBM. It is especially commendable that the edge perturbation-based method exhibits potential value for predicting prognosis and immunotherapeutic response, which may shed new light on individualized diagnosis and therapies.

Undeniably, there is a long path ahead before the clinical application of the edge perturbation-based method. The good news is that the sequencing technology has shown a spurt of development, and has gradually gained popularity. A ready-to-use reprocessing tool for sequencing data will help clinicians quickly and accurately assess the individual edge perturbation in the gene interaction network. In addition, more related studies on other cancer types are urgently needed.
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Background

The significant difference in prognosis between IDH1 wild-type and IDH1 mutant glioblastoma multiforme (GBM) may be attributed to their metabolic discrepancies. Hence, we try to construct a prognostic signature based on glycolysis-related genes (GRGs) for IDH1-associated GBM and further investigate its relationships with immunity.



Methods

Differentially expressed GRGs between IDH1 wild-type and IDH1 mutant GBM were screened based on the TCGA database and the Molecular Signature Database (MSigDB). Consensus Cluster Plus analysis and KEGG pathway analyses were used to establish a new GRGs set. WGCNA, univariate Cox, and LASSO regression analyses were then performed to construct the prognostic signature. Then, we evaluated association of the prognostic signature with patients’ survival, clinical characteristics, tumor immunogenicity, immune infiltration, and validated one hub gene.



Results

956 differentially expressed genes (DEGs) between IDH1 wild-type and mutant GBM were screened out and six key prognostically related GRGs were rigorously selected to construct a prognostic signature. Further evaluation and validation showed that the signature independently predicted GBM patients’ prognosis with moderate accuracy. In addition, the prognostic signature was also significantly correlated with clinical traits (sex and MGMT promoter status), tumor immunogenicity (mRNAsi, EREG-mRNAsi and HRD-TAI), and immune infiltration (stemness index, immune cells infiltration, immune score, and gene mutation). Among six key prognostically related GRGs, CLEC5A was selected and validated to potentially play oncogenic roles in GBM.



Conclusion

Construction of GRGs prognostic signature and identification of close correlation between the signature and immune landscape would suggest its potential applicability in immunotherapy of GBM in the future.
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Introduction

Glioblastoma multiforme (GBM) is the most malignant brain tumor in the central nervous system (CNS) (1, 2). Currently, the most effective treatment of GBM is gross total surgical resection and standard postoperative chemoradiotherapy. However, this treatment still delivers an insufficient therapeutic effect (3, 4). Isocitrate dehydrogenase 1 (IDH1) is a critical metabolic enzyme in the Krebs cycle (5). Importantly for the diagnosis of GBM, the determination of IDH1 mutation status has been included, resulting in distinct subgroups, namely, IDH1 mutant type (IDH1 MUT) and IDH1 wild type (IDH1 WT), since the 2016 WHO classification of CNS tumors was released (6). Numerous studies reported that IDH1 MUT GBM patients have better prognosis than IDH1 WT patients, but the specific mechanisms at a molecular level are still unknown. GBM arises in a hypoxic environment, being forced to modify its metabolic pathways to obtain nutrients (7–9). Altered cellular metabolism is a relevant hallmark of GBM (10). As a key enzyme in the Krebs cycle, IDH1 itself plays an important role in the metabolism of GBM (11). Thus, the difference in prognosis between IDH1 MUT and WT patients may be closely related to the metabolic difference between these two subgroups of GBM cells. Glycolysis is the metabolic pathway by which glucose is broken down into two molecules of pyruvate, while producing energy in the form of adenosine triphosphate (ATP) and nicotinamide adenine dinucleotide (NADH) (12). One of the best-known alterations in GBM cell metabolism is the capacity for aerobic glycolysis (13). So, this study will first try to find the reasons for the differences in prognosis by analyzing the DEGs related to glycolysis between IDH1 MUT and WT GBM patients.

In addition, aerobic glycolysis can promote apoptosis of GBM cells, induce GBM cells to differentiate into astrocytes, and destroy the immune microenvironment of tumors (14, 15). It was reported that 2-hydroxyglutarate (2-HG), which is generated by IDH1 MUT GBM cell’s glycolysis, could influence the tumor microenvironment and pH value and further suppress the action of immune cells (16). This means that glycolysis is closely related to GBM patients’ prognosis and therapeutic effect of immune treatment, especially in IDH1 MUT patients. Because the routine treatment strategy for GBM patients is not fully, some new methods, such as immune therapy, are applied in clinical practice.

Accumulating evidence has revealed that GRGs were differentially expressed in a number of malignant tumors and played critical roles in tumor initiation and development. For instance, Kimberly et al (17). reported that high expression of GRGs hexokinase 2 (HK2) and pyruvate kinase M2 (PKM2) was significantly associated with an increased risk for GBM formation and predicted a dismal outcome for GBM patients. Moreover, inhibitors targeting HK2 could be utilized to selectively kill cancer cells (18). To the best of our knowledge, more and more studies focusing on the relationships between glycolysis and GBM occurrence and development have received considerable attention in recent years, and underlying mechanisms of increased glycolytic activity in GBM has already been determined. However, there is currently no glycolysis-related prognostic model for GBM. Therefore, the present study aims to explore the possible reason for different prognosis between IDH1 MUT and WT GBM patients at basic research level and provide a prognostic prediction model and theoretical basis for new potential adjuvant postoperative treatment methods such as immune therapy in the future.



Materials and methods


Data preparation and collection

See Appendix S1 for details.



Differential expression and functional enrichment analysis

Limma R package and ClusterProfiler R package were used in screening and analyzing of differentially expressed genes (DEGs) between IDH1 MUT and WT GBM samples. See Appendix S1 for details.



Cluster analysis

Consensus Cluster Plus R package was used for subgroup cluster analysis based on the differential expression profiling of glycolysis-related genes. The cluster distance was “euclidean” and the cluster method was “km”. This analysis was repeated 100 times so as to ensure the stability of subgroup classification.



Co-expression modules construction and hub genes identification

WGCNA was used to construct co-expression modules. Hub genes were identified through protein–protein interaction (PPI) network. See Appendix S1 for details.



Construction and validation of prognostic model

The hazard ratio (HR) and prognostic significance of differential expressed genes were determined by univariate Cox regression analysis, and the genes with p-value <0.05 were selected as prognosis-related genes. The least absolute shrinkage and selection operator (LASSO) regression was analyzed using “glmnet” R package to further screen prognostic factors. Detailed descriptions of calculation of risk score are provided in Appendix S1.



Annotation of the immune infiltration microenvironment

The “estimate” R package was utilized to evaluate immune infiltration microenvironment. See Appendix S1 for details.



Prediction of immunotherapy response

See Appendix S1 for details.



Tissue samples and cell culture

Six IDH1 wild-type and IDH1 mutant GBMs were all obtained from the Department of Neurosurgery, Xinhua Hospital, affiliated with Shanghai Jiaotong University School of Medicine from November 2017 to July 2021. The histopathological features of these specimens were identified by two neuropathologists in accordance with the WHO criteria. Clinical information and molecular features of those GBM patients was shown in Table S1. The study protocol was reviewed and approved by the Human Ethics Committee of Xinhua Hospital and it conformed to the provisions of the Declaration of Helsinki. All patients had signed their written informed consent. Detailed method of cell culture is shown in Appendix S1.



Lentiviral and plasmid transfection

See Appendix S1 for details on lentiviral and plasmid construction, and transfection.



Western blotting

Western blotting was performed as described previously (19). Detailed descriptions of the methods are provided in Appendix S1. Uncropped images of Western blotting are provided in Figure S9.



Cell proliferation assay

Detailed methods are provided in Appendix S1.



Transwell invasion assay and wound healing assay

Transwell invasion assay and wound healing assay were performed as previously described (20). See Appendix S1 for details.



Statistical analysis

Statistical analyses and visualization were mainly performed using R version 3.6.0 and GraphPad Prism version 9.0.0. Sources and versions of software and R packages used in this study were provided in Table S6. Wilcoxon test and Student’s t test were used to estimate the differences between two groups. Kruskal-Wallis analysis was used to estimate the differences between more than two groups. Two-sided p-value<0.05 was regarded as statistically significant. (ns: p>0.05, *: p ≤ 0.05, **: p ≤ 0.01, ***: p ≤ 0.001, ****: p ≤ 0.0001)




Results


Determination of a new glycolysis-related gene set based on DEGs

The design of our study is shown in Figure 1. DEGs were screened and listed by “limma” R package according to difference multiple and significance threshold. A total of 409 GBM samples, including 375 IDH1 MUT and 34 IDH1 WT samples, from the TCGA database were used for analysis. Results showed that the expression of 310 genes was upregulated and the expression of 646 genes was downregulated (Figures 2A, B). Original GRG set, which includes 200 genes, was downloaded from the MSigDB (http://www.gsea-msigdb.org/gsea/index.jsp). The number of intersection genes between DEGs (956 genes) and GRG set (200 genes) was 37. KEGG analyses of the 37 intersecting GRGs were conducted by using “ClusterProfiler” R package. The results showed that these 37 genes are mainly involved in seven signaling pathways (Figure 2C). The “glycolysis-related candidate gene set 1” including 665 genes was then obtained after combining all the genes involved in the above-mentioned signaling pathways and removing redundancy. Cluster analysis was conducted based on the expression profiles of 37 intersecting GRGs. Subsequently, 409 GBM samples were divided into two different subtypes (Figures 2D, E). We named these two subtypes “cluster 1” (167 samples) and “cluster 2” (242 samples). To be noted, the prognosis of samples of these two kinds of subtypes was significantly different (Figure 2F). According to the difference in multiple and significance threshold, 671 DEGs between “cluster 1” and “cluster 2” were screened out by “Limma” R package (Figure 2G). Principal component analysis was used to compare the two subtypes. Results indicated that the principal components of DEGs can clearly distinguish the two subtypes (Figure 2H). Thus, we named these 671 DEGs “glycolysis-related candidate gene set 2”. Then, a whole new glycolysis-related gene set (1417 genes) was constructed as a union by combining original GRG set (200 genes), “glycolysis-related candidate gene set 1” (665 genes), and “glycolysis-related candidate gene set 2” (671 genes) (Figure 2I).




Figure 1 | The flow diagram of this study.






Figure 2 | Determination of GRG set based on DEGs between IDH MUT and WT GBM. (A) The volcano plot for DEGs between IDH MUT and WT GBM from the TCGA database. (B) Heatmap of DEGs expression levels. (C) KEGG functional enrichment analysis of 37 differentially expressed GRGs. (D) 409 GBM samples were classified into two subtypes according to 37 differentially expressed GRGs, named cluster 1 and cluster 2. (E) Consensus cumulative distribution function. (F) Kaplan-Meier survival curves for cluster 1 and cluster 2 subtypes. (G) Heatmap of DEGs between cluster 1 and cluster 2 subtypes. (H) Cluster 1 and cluster 2 are clearly distinguished using principal component analysis (PCA). (I) Construction of a whole new GRG set (1417 genes).





Identification of the key modules and hub genes using WGCNA

Among 1417 GRGs mentioned above, only 1281 genes can be found in the TCGA database. Thus, based on these 1281 genes, WGCNA was performed by R package. Results showed that the co-expression network conformed to the scale-free networks, and the correlation coefficient was greater than 0.8. In order to ensure that the network was scale-free, we chose the optimal β= 7 (scale independence >0.85) (Figure 3A). Next, we performed cluster analysis on the modules according to dynamic cutting method and then determined eight modules (Figure 3B). As shown in Figure 3C, we calculated module eigengenes which summarize the gene expression profile of each module and corresponding heat map of module eigengenes was also provided. Pearson correlation coefficient between each module and phenotypic characteristics of the sample was calculated. The numbers in each cell represented the correlation coefficient between the gene module and the phenotypic characteristics of the sample, and the numbers in brackets represented the significance p value (Figure 3D). Then, the gene significance (GS) value of each gene module was calculated. The greater the GS value was, the more relevant the module was to the IDH1 mutation status (Figure 3E). Hence, turquoise, yellow, and black were selected as the key modules. According to module membership (MM) > 0.5 and GS > 0.31, 96 module core genes were screened out from the three above-mentioned modules (Figures 4A–C). Protein-protein interaction (PPI) of genes in three modules was obtained based on the STRING database (https://www.string-db.org/). When the degree was greater than or equal to 5, 114 network core genes were acquired (Figure 4D). The intersection of module core genes and network core genes was taken, and the 23 genes in the intersection were used as glycolytic core genes for subsequent analysis (Figure 4E). In addition, we also constructed a glycolytic core gene-centered multi-factor regulatory network, which was composed of 55960 edges and 10873 nodes, including 9847 lncRNAs, 969 miRNAs, 23 mRNAs, and 34 transcription factors (Figure S1).




Figure 3 | Identification of key modules associated with clinical traits of GBM based on the TCGA database by WGCNA. (A) Analysis of network topology for various soft-thresholding powers. (B) Clustering dendrograms of genes, with dissimilarities based on topological overlap, with assigned module colors. (C) The module eigengenes adjacency presented by hierarchical clustering (upper panel) and heat map (lower panel). The gene expression level of each module was represented with module eigengenes. (D) Module-trait relationships. Each row represents a module eigengene, each column corresponds to a clinical trait of GBM. The corresponding correlation coefficient and p-value are shown in each cell. (E) Distribution of average gene significance in the modules associated with IDH status of GBM.






Figure 4 | Protein-protein interaction (PPI) network construction and identification of hub genes. A-C. The scatterplot of gene significance vs. module membership in the key co-expression modules, presented with turquoise (A), yellow (B), and black (C) colors respectively. (D) Establishment of PPI network based on genes from key modules. Yellow color represents network core genes. (E) The Venn diagram shows the intersecting genes of module core genes and network core genes.





Screening of overall survival–associated glycolytic core genes and construction of the glycolysis-related prognostic model

The prognostic value of the 23 glycolytic core genes was defined by univariate Cox regression analysis (Table S2). In this analysis, genes were regarded as significant at p <0.05. We found that 14 genes were significantly associated with GBM patients’ overall survival (OS) (Figure 5A). The survival curves of 14 prognostic genes were shown in Figures 5B–O, which indicated that high expression of these genes all correlated with a poor outcome for GBM. Interestingly, GUSB and LDHA were included in the original glycolysis-related gene set (200 genes). Next, six key prognostic genes were further screened out by LASSO method (Figures S2A–C). By weighting the expression of these six genes with LASSO regression coefficient, a risk score model for predicting prognosis was established by the following algorithm (exp: expression value of gene for each patient). Risk score = (CLEC5A exp * 0.16) + (TNFAIP6 exp * 0.03) + (PLCB1 exp * (-0.055)) + (MAPK8 exp * (-0.28)) + (TMBIM1 exp * 0.017) + (LDHA exp * 0.012).




Figure 5 | Screening of overall survival–associated glycolytic core genes. (A) 14 genes significantly associated with GBM patients’ OS among 23 glycolytic core genes. (B) Survival analysis of 14 genes for GBM patients in the TCGA database, including HRH1 (B), TNFAIP6 (C), TNFRSF1A (D), HEXB (E), MAPK8 (F), (G), PTX3 (H), CLEC5A (I), GUSB (J), TIMP1 (K), PLCB1 (L), SPRY2 (M), CHI3L1 (N), and LDHA (O).





Evaluation and validation of our established model

According to the median cut-off value of risk score, the GBM patients were divided into high- and low-risk groups (n = 204/205). Kaplan-Meier curves were used to evaluate the performance of our established model in OS prediction. Results demonstrated that patients in the high-risk group had a worse prognosis compared with those in the low-risk group (Figure 6A). ROC was used to evaluate the prediction results of the model. The AUC of samples in 0.5 year, 1 year, 1.5 years, 2 years, 2.5 years, and 3 years reached 0.615, 0.641, 0.676, 0.712, 0.735, and 0.747 respectively (Figure 6B), indicating that the prediction effect of the model was satisfied. We also observed that the number of patients in the high-risk group and the number of dead patients grew when the risk scores increased (Figures 6C, D). As shown in Figure 6E, six key prognostic glycolytic core genes expression heat map in the TCGA database was also presented.




Figure 6 | Evaluation and validation of the prognostic model in the TCGA database. (A) Kaplan-Meier survival curves for high- and low-risk groups stratified by the risk score model in the TCGA database. (B) ROC curves for predicting 0.5-year, 1-year, 1.5-year, 2-year, 2.5-year, and 3-year OS for GBM patients based on the risk score in the TCGA database. (C–E) Risk score distribution, GBM patients’ survival status, and six key prognostic glycolytic core genes expression heat map in the TCGA database.



To determine whether the risk model had similar predictive values in different populations, two validation datasets were used, including CGGA_325 and CGGA_693 datasets. We found that samples in the high-risk group also showed a worse prognosis than those in the low-risk group (Figure S3A). The AUC values indicated a moderate prediction efficiency of the risk score model (Figure S3B). In addition, results showed that the number of patients in the high-risk group and the number of dead patients grew with the increase of the risk scores (Figures S3C, D). Expression heat map of six key prognostic glycolytic core genes in the CGGA_325 dataset was shown in Figure S3E. Further, similar results were obtained in the CGGA _693 dataset (Figure S4). Taken together, the risk score model we established can predict the prognosis of GBM well.



Correlation between the prognostic model and clinical characteristics

The clinical characteristics of the TCGA dataset samples were grouped. Kaplan Meier survival analysis was used to evaluate the prognostic differences of high-risk and low-risk groups after samples with different clinical characteristics were grouped. We found that the risk score model had significant prognostic differences between groups with different gender (Figures 7C, D) and methylation status in O6-methylguanine-DNA methyltransferase (MGMT) promoter region (Figures 7E, F), and there were significant prognostic differences between groups in samples who were younger than or equal to 60 years (Figures 7A, B), indicating that the prediction ability of the risk score model was stable.




Figure 7 | Association between the prognostic model and clinical traits for GBM patients. A–F. Subgroup analysis of GBM patients according to age> 60 or ≤60, sex, and the status of methylation. The prognostic model we constructed retained its stable prognostic value in multiple subgroups of GBM patients, including patients aged ≤60 years (B), male or female patients (C, D), and patients with/without methylation (E, F). G–J. Patients with different clusters (cluster 1 or 2) and clinical features (including age> 60 or ≤60, with or without methylation) had different levels of risk scores, calculated according to the prognostic model.



Furthermore, this prognostic model was verified in other cancers of TCGA dataset. The results showed that there were significant prognostic differences only in low-grade gliomas, indicating the heterogeneity of this model (Figure S5). We next tried to compare the distribution of risk scores in different characteristic groups. The results demonstrated that the risk scores of samples in the “cluster 2” group were significantly higher than those in “cluster 1” group, the risk scores of samples aged less than or equal to 60 years were significantly lower than those aged more than 60, and the risk scores of unmethylated samples in MGMT promoter region were significantly higher than those in methylated samples in MGMT promoter region (P<0.05, Figures 7G, I, J). And, no significant differences were found in risk score distribution between females and males (Figure 7H). All these results indicated that the prognostic model was markedly associated with clinical characteristics for GBM patients.



Association between the risk score and immune landscape

We sought to further study the correlation between immune landscape and risk score. Our study results indicated that risk score significantly negatively correlated with the mRNA expression-based stemness index (mRNAsi), epigenetically regulated mRNAsi (EREG-mRNAsi), and homologous recombination deficiency-telomeric allelic imbalance score (HRD-TAI) (p<0.05, Figure 8A). The infiltration scores of 22 kinds of immune cells were calculated by CIBERSORT R package. The results showed that there were significant differences between high- and low-risk groups in enrichment scores of some kinds of immune cells, such as T cells CD4 memory resting, plasma cells, and T cells CD8 (p<0.05, Figure 8B). Further analyses showed that the high-risk group had a markedly higher estimate score, immune score, and stromal score than those in the low-risk group. And the tumor purity score in the high-risk group was lower (p<0.05, Figure 9A). Then, we compared the differences of somatic cells mutations between the two groups. Study results showed that 11 genes with mutation frequency in the top 20 simultaneously appeared in the high-risk (Figure 9B, left panel) and low-risk group (Figure 9B, right panel). In addition, we presented the distribution of copy number variation (CNV) frequency and discovered lower CNV frequency of the high-risk group than the low-risk group (Figure S6). Together, these results revealed that risk score correlated with immune landscape.




Figure 8 | The association between the risk score and genetic characteristics and infiltration immune cells. (A) Correlation between risk score and some potential factors which determine tumor immunogenicity, including stemness index, chromosome instability level, homologous recombination defect, neoantigen load, and mutation load. (B) Compositions of infiltration immune cells between high‐ and low‐risk groups in the TCGA dataset. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001. ns, no significance.






Figure 9 | Comparison of immune stromal score and somatic cells mutation between high- and low-risk groups. (A) Differential distribution of estimate score, immune score, stromal score, and tumor purity between high- and low-risk groups. (B) 11 genes with mutation frequency in the top 20 simultaneously appeared in the high-risk group (left panel) and low-risk group (right panel).





Relationship between immunotherapy and chemotherapy and risk score

The candidate IMvigor210 data set, which contains immunotherapy information of urothelial carcinoma, was selected to study whether the risk score can be used as a marker of immunotherapy response due to a shortage of six prognostic GRGs-related specific GBM immunotherapy data set. However, the results displayed no significant differences between high- and low-risk groups (Figure S7A). We analyzed the relative proportion of complete response/partial response (CR/PR) and stable disease/progressive disease (SD/PD) after patients received immunotherapy. Then, we found that the differences in distribution of immune response between high- and low-risk groups was not statistically significant (Figure S7B). And there were also no significant differences in the distribution of risk score in each immune response, including PR, PD, CR, and SD. (Figure S7C). Honestly, these results did not coincide with our expectations. Hence, we decided to assess the immune properties of risk score we established in IDH1-associated GBM by using the immunophenoscores of GBM patients from the Tumor Immune Dysfunction and Exclusion (TIDE) database. As shown in Figure 10, our results demonstrated that patients in the high-risk group had a higher TIDE score compared with those in low-risk group (p < 0.001), indicating a potential worse efficacy and more dismal outcome after acceptance of the immunotherapy treatment in the high-risk than low-risk group. And, we speculated that this result may be related to a higher probability of immune escape in the high-risk group. Taken together, our results demonstrated that the risk score model we constructed could be utilized to predict the potential clinical effects of immunotherapy for GBM patients. Next, we investigated whether the risk score can be used as a marker of chemotherapy response. Among the five commonly used chemotherapy drugs, there were significant differences in the drug resistance of samples in high- and low-risk groups to doxorubicin, vinblastine, and sorafenib (P<0.05, Figure S8A). In addition, Pearson correlation coefficient between each module and five commonly used chemotherapeutic drugs was also calculated. The numbers in each cell represented the correlation coefficient between the gene module and the chemotherapeutic drug, and the numbers in brackets represented the significance p value (Figure S8B).




Figure 10 | Prediction of risk score-related immune responses of immunotherapy. Prediction of risk score-related immune responses of immunotherapy. Distribution of risk score in TIDE scores by TIDE dataset.





Independent prognostic value of prognostic model

Based on the TCGA dataset, the risk scores of clinical features (gender, MGMT. Promoter, age) and prognostic model were grouped for univariate cox and multivariate cox regression analysis respectively (Table S3). The results showed that the constructed prognostic model was an independent prognostic factor in the TCGA dataset (Figure 11A). The same analysis was conducted based on the verification set CGGA_325 (Table S4) and CGGA_693 (Table S5), and the results showed that the constructed prognostic model was also an independent prognostic factor in the validation set (Figures 11B, C). To further elucidate the predictive accuracy of the prognostic model and the above clinical features, we next performed an ROC analysis. The AUC of the risk score model was 0.5152 compared to 0.5088, 0.4767, and 0.5123 calculated for gender, MGMT. promoter status, and age respectively, which indicated that the risk score model can predict the OS of GBM patients with moderate sensitivity and specificity (Figure 11D). Then, we constructed a nomogram incorporating the abovementioned three clinical features and risk score to quantitatively estimate the 0.5-, 1-, 1.5-, 2-, 2.5-, and 3-year OS possibility of patients with GBM. As shown in Figure 11E, risk score contributed the most to prognosis, followed by age, gender and MGMT. promoter status. The total score was generated by summing the scores corresponding to each clinical feature to assess the probability of survival for each patient. The calibration curves also showed a favorable consistency between the nomogram predictions and actual observed outcomes of the 0.5-, 1-, 1.5-, 2-, 2.5-, and 3-year OS, indicating good prognostic accuracy of the model (Figures 11F–K).




Figure 11 | Assessment of independent efficacy of the prognostic model. A-C. Univariate (upper panel) and multivariate (lower panel) Cox regression analysis of the prognostic model and clinical features in the TCGA (A), CGGA_325 (B), and CGGA_693 (C) datasets, respectively. (D) Nomogram for predicting the prognosis of GBM patients, integrating three clinical features and the prognostic model we established. (E) Multi-ROC curves for predicting 0.5-year, 1-year, 1.5-year, 2-year, 2.5-year, and 3-year OS for GBM patients based on three clinical features and the prognostic model. F-K. The calibration curves of the nomogram model for predicting GBM patients’ 0.5-year (F), 1-year (G), 1.5-year (H), 2-year (I), 2.5-year (J), and 3-year (K) survival.





Evaluation of the function of CLEC5A in vitro

The top two genes with the biggest regression coefficient in our constructed risk model were CLEC5A and MAPK8. Previous studies revealed that CLEC5A was included in a risk signature which served as an independent prognostic indicator for GBM (21, 22). In addition, a study by Fan et al (23). further demonstrated that CLEC5A participated in the regulation of PI3K/Akt signaling pathway and then promoted GBM malignant progression. Hence, we selected CLEC5A as a candidate gene and validated its function in GBM. We first tried to assess the expression level of CLEC5A in three IDH1 WT and three IDH1 MUT GBM specimens. As shown in Figure 12A, the expression level of CLEC5A in IDH1 WT GBM samples was significantly increased compared with that in IDH1 MUT GBM samples. To determine whether IDH1 R132H overexpression altered CLEC5A expression level, we overexpressed this protein in U87 and U138 cells. Results showed that CLEC5A protein level markedly decreased in IDH1 R132H-overexpressing GBM cells compared with corresponding control GBM cells (Figure 12B). Next, different experiments were performed to evaluate the change of GBM cell proliferation, invasion, and migration when CLEC5A expression was inhibited. Consistently with the experimental results of the previous study (23), silencing of CLEC5A remarkably retarded the growth of GBM cells (Figure 12C). Accumulating evidence demonstrated that the strong ability of tumor cells to invade adjacent and distant tissues constituted the major hindrances in GBM treatment (24). Hence, we next evaluated whether CLEC5A knockdown affected the invasion and migration of GBM cells. As shown in Figures 12D, E, depletion of CLEC5A significantly inhibited GBM cells invasion compared with the controls. Likewise, the wound coverage of the shCLEC5A-transfected GBM cells was also dramatically lower 24 h after plating, indicating that its migration ability was markedly decreased compared to the control group (Figures 12F, G). Taken together, these results suggest that CLEC5A showed differential expression level between IDH1 WT and MUT GBM and regulated GBM cell proliferation, invasion, and migration.




Figure 12 | Evaluation of expression level and the function of CLEC5A in vitro. (A) Detection of the expression level of CLEC5A in IDH1 WT and MUT human GBM tissues by Western blotting. (B) Western blotting showing CLEC5A and IDH1 R132H protein levels in U87 and U138 GBM cells transduced with IDH1 R132H or vector control. (C) Percentage of viable U87 and U138 cells transfected with shCtrl or shCLEC5A. *p < 0.05. (D, E) Representative images of transwell invasion assays using U87 and U138 cells transfected with shCtrl or shCLEC5A. Quantification of transwell invasion assays is shown, scale bar = 100μm. (F, G) Wound healing assays using U87 and U138 cells transfected with shCtrl or shCLEC5A. Wound coverage was detected and photographed after 24h. Quantification of wound healing assays is shown, scale bar = 200μm.






Discussion

IDH1 is a key enzyme which can catalyze the oxidative decarboxylation of isocitrate to α-ketoglutarate (α-KG) in the Krebs cycle (5). It is generally accepted that IDH1 MUT GBM patients had better prognoses than IDH1 WT patients, but its specific mechanism is unclear. In GBM, it is proven that mutant IDH1 participates in a different metabolic pathway from wild type IDH1. The mutant IDH1 can catalyze α-KG into 2-HG, which has a similar molecular structure to α-KG. It means that 2-HG can competitively inhibit many α-KG dependent enzymes and then play an important role in the development of GBM (16, 25, 26). Although the effect of 2-HG on GBM is still controversial, the above conclusions all consistently suggest that IDH1 MUT GBM and IDH1 WT GBM have different metabolic modes, and their different prognosis may also be closely related to theifferrent metabolic modes. Therefore, finding the DEGs between IDH1 MUT and WT GBM, especially the metabolic related DEGs, will help to explain the reasons for the different prognosis between these two pathological types of gliomas.

Temozolomide (TMZ) is a kind of alkylating agent and currently recognized as a first-line chemotherapy drug for GBM (27). However, owing to the inherent or acquired resistance to TMZ, the overall effect of this drug in clinic is still unsatisfactory (28). Hence, exploration of new chemotherapy drugs which can be applied to GBM treatment is urgent. Study results from Peng et al. demonstrated that doxorubicin in combination with chemosensitizer lonidamine showed great anti-glioma efficacy in vitro and in vivo (29). A retrospective analysis (30) indicated that a combination agent with carboplatin and vinblastine shows similar efficacy compared with other single-agent and combination chemotherapy regimens in pediatric low-grade glioma. Furthermore, the chemotherapy agent sorafenib also exerted potent anti-glioma ability via inhibiting activation of multikinase (31). In the present study, we identified DEGs between IDH1 MUT and IDH1 WT GBM in several datasets, and confirmed six prognostic related GRGs which were significantly correlated with prognosis including CLEC5A, TNFAIP6, PLCB1, MAPK8, TMBIM1, and LDHA. Next, we incorporated these six hub genes and constructed a risk score model. Correlation analysis between the risk score and chemotherapy showed high-risk group GBM patients are more sensitive to doxorubicin and sorafenib compared with those in the low-risk group. In addition, stronger drug resistance of vinblastine was found in the high-risk group. Hence, our risk score model provides a potential theoretical basis for selection of chemotherapy drugs other than TMZ to treat GBM. This may open a new avenue for extension of GBM patient survival time, especially for those who show no response to TMZ. Among these six identified genes, PLCB1 plays critical roles in intracellular transduction and regulating signal activation, which are important to tumorigenesis (32). In GBM, PLCB1 was reported as one of the gene signatures related to chromosomal instability and phosphoinositide pathway (33). High TNFAIP6 expression is significantly positively associated with aggressive pathological characteristics, suggesting its roles in tumor development and progression (34, 35). However, the role of TNFAIP6 in GBM is still unknown and whether it has the same effect needs further study. Study results pointed out that MAPK8, a member of the JNK kinase family, was a protective factor for GBM patients’ survival (36). Loss of promotor methylation in glycolytic genes, especially LDHA, is associated with a more aggressive phenotype in IDH1 MUT GBM (37). Silencing of LDHA and downregulation of other glycolytic genes may help to explain the slower progression and better prognosis of IDH1 MUT GBM (37). TMBIM1 is demonstrated to attenuate GBM cell apoptosis and decrease the sensitivity of GBM cells to TMZ by inhibiting p38 phosphorylation (38). CLEC5A, encoding a C-type lectin, was found to be involved in GBM pathogenesis via regulation of the PI3K/Akt pathway (23). In addition, downregulation of CLEC5A can inhibit the capabilities of proliferation, migration, and invasion, and can promote apoptosis and G1 arrest in GBM cell lines (23). It was noteworthy that CLEC5A expression was higher in IDH1 WT GBM than IDH1 MUT GBM. Hence, we decided to validate its expression and function experimentally in GBM. Our results showed higher CLEC5A expression in IDH1 WT than MUT GBM and depletion of CLEC5A dramatically reduced GBM cell proliferation, invasion, and migration, further confirming its potential oncogenic role in GBM progression.

Immunotherapy has been proven to be effective in the treatment of multiple types of cancers, such as lymphoma (39) and melanoma (40). However, its efficacy for GBM was not ideal. The alterations in tumor metabolism and their subsequent influence on immune regulation has become increasingly recognized as important factors contributing to tumor growth and progression (41, 42). The shift to aerobic glycolysis in tumors has both active and passive consequences on the immune microenvironment (42–44). It was reported that IDH1 WT GBM exhibits more pronounced immunosuppressive characteristics than IDH1 MUT GBM, which may contribute to the different degrees of aggressiveness (45, 46). Thus, modulating the immunosuppressive microenvironment (ISME) is a promising strategy for improving the efficacy of immunotherapy. In this study, T cells CD8, plasma cells, T cells CD4 memory resting, T cell follicular helper, NK cells resting, NK cells activated, dendritic resting, dendritic cells activated, eosinophils, and neutrophils were significantly differentially expressed between high- and low-risk groups which were divided based on the score of our prognostic model.

The ISME has been demonstrated in the central nervous system tumors, especially for GBM (47). Some frontline immunotherapies were successfully applied in the clinic, which specifically target metabolic pathways and change the ISME. Also, metabolic pathways in GBM and their interactions with ISME and immune cells have the potential to exploit precise treatment approaches for GBM. For example, accumulation of regulatory T cells (Tregs) in the ISME resulted from high levels of co-stimulatory and co-inhibitory molecules expressed by effector CD8+ T-cells promote GBM progression through ameliorating auto-immunity (48). It is worth noting that 2-HG represents a unique metabolic pathway in a variety of tumors, including GBM. Mutations in the catalytic domains of IDH1 contribute to accumulation of 2-HG and modulation of anti-tumor immunity in GBM. Bunse et al. reported that 2-HG inhibits activity of critical enzymes or transcription factors such as ornithine decarboxylase, NF-kB p65, and NFATC1 so as to achieve the goal of impairing T cell function, especially CD4+ T cells (45). More importantly, IDH1 mutations also regulate anti-tumor immunity via decreasing PD-L1 expression and reducing immunosuppressive cell infiltration, indicating its potential possibility in GBM immunotherapy (49). Given the immunometabolic importance of IDH1 mutations, we establish a novel gene signature composed of several DEGs related to glycolysis between IDH MUT and IDH WT GBM. Although the association between the prognostic model and immunotherapy score is of no significance in the candidate IMvigor210 data set which contains immunotherapy information of urothelial carcinoma, the risk score model we construct could be utilized to predicate the potential clinical effects of immunotherapy for GBM patients based on the TIDE dataset. And, our results show that the risk signature significantly associated with patients’ outcome, clinical characteristics, tumor immunogenicity, immune infiltration, copy number variation, and immune matrix score, indicating its important role in immunity. Taken together, this gene model is not only able to predict patients’ prognosis, but also provide several possible gene targets of immunotherapy for IDH MUT and WT GBM based on their different immunometabolic pathways.



Study limitations

Overall, this study utilized a bioinformatic approach to construct a risk model for prognosis prediction and risk stratification in the IDH1-associated GBM. However, there were several limitations in the present study. First, GS-MM correlation was not strong enough during determination of the key gene modules and hub genes. Perhaps a further analysis with a finer module splitting might help and we are eager to improve our methods in future. Second, the lack of six prognostic GRG-related specific GBM immunotherapy data sets forced us to adopt the IMvigor210 data set instead, which could perhaps bury differences in response to immunotherapy in high- and low-risk groups stratified by our model. In contrast, we used the TIDE dataset to evaluate the potential clinical effects of immunotherapy for GBM patients. The results indicated that patients in the high-risk group had a higher TIDE score compared with those in the low-risk group, suggesting a potential worse efficacy and more dismal outcome after acceptance of the immunotherapy treatment in the high-risk group than low-risk group, which confirmed a good prediction efficacy of our risk score model. Third, although in vitro functional studies of CLEC5A were performed here, an in vivo experiment was lacking. Further deep basic research is needed to verify the other five genes included in our risk model in future. Finally, we constructed a GRG-related prognostic signature to predict GBM patient survival by using TCGA dataset and validated our results through CGGA dataset and in vitro functional experiments in this study. Nonetheless, further validation in a larger GBM patient cohort is still warranted.



Conclusion

In summary, we constructed and validated a novel risk score model of six prognostic GRGs based on the MSigDB, TCGA, and CGGA datasets for prognosis and risk stratification in IDH1 MUT and IDH1 WT GBM. Nomograms and ROC curves for 0.5-, 1-, 1.5-, 2-, 2.5-, and 3-year OS rate predictions were established and showed moderately excellent predictive efficacy in training and validation cohorts. Our established risk score model significantly associated with clinical characteristics, tumor immunogenicity, immune infiltration, copy number variation, and immune matrix score. And, the relationship between this model and immunotherapy was also demonstrated via the TIDE database. However, more deep basic research is needed to validate this prognostic model in IDH1-associated GBM.
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Background

Macrophages, the major immune cells in glioma microenvironment, are closely related to tumor prognosis. Further studies are needed to investigate macrophages, which will be helpful to fully understand the role of it and early achieve clinical translation.



Methods

A total of 1334 glioma cases were enrolled in this study from 3 databases. In our works, the single cell cohorts from GSE89567, GSE84465, and the Chinese Glioma Genome Atlas (CGGA) datasets were used to analyze the key genes of macrophage. The bulk sequencing data from the Cancer Genome Atlas (TCGA) and CGGA datasets were respectively divided into the training set and validation set to test prognostic value of the key genes from single cell analysis.



Results

Quantitative and functional differences significantly emerge in macrophage clusters between LGG and GBM. Firstly, we used the Seurat R package to identify 281 genes differentially expressed genes in macrophage clusters between LGG and GBM. Furthermore, based on these genes, we developed a predictive risk model to predict prognosis and reflect the immune microenvironment in glioma. The risk score calculation formula was yielded as follows: Risk score = (0.11 × EXPMACC1) + (−0.31 × EXPOTUD1) + (−0.09 × EXPTCHH) + (0.26 × EXPADPRH) + (-0.40× EXPABCG2) + (0.21 × EXPPLBD1) + (0.12 × EXPANG) + (0.29 × EXPQPCT). The risk score was independently related to prognosis. Further, significant differences existed in immunological characteristics between the low- and high-risk score groups. What is more, mutation analysis found different genomic patterns associated with the risk score.



Conclusion

This study further confirms that the proportion of macrophage infiltration is not only significantly different, but the function of them is also different. The signature, identified from the differentially expressed macrophage-related genes impacts poor prognosis and short overall survival and may act as therapeutic targets in the future.
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Introduction

Glioma is the most prominent malignancy of the central nervous system (CNS) in adults, and it is associated with an elevated recurrence rate, morbidity, and mortality (1). Despite comprehensive intervention involving surgical resection, radio-, and chemotherapies, patients often experience very poor outcome (2). Recently, a myriad of biological indicators were identified to facilitate the accurate diagnosis and prognosis of multiple cancer patients. In 2016, the World Health Organization (WHO) made revisions to their stratification of CNS tumors, based on morphology and molecular variables, thus, indicating that molecular evaluation is crucial to glioma diagnosis (3). However, despite much improvement in the molecular profile-based diagnosis and prognosis, patient outcomes are still unsatisfactory, so it requires further enhancement (4). As a result, it is critical to develop additional and better fit molecular models.

The tumor microenvironment (TME) mainly refers to the microenvironment associated with immune cells (5). TME is a vital component of tumor biology. Multiple reports suggested that associations between TME components like tumor cells or tumor-infiltrating immune cells strongly influence patient outcomes (6). Hence, TME is increasingly studied in the tumor research field. Tumor-associated macrophages (TAMs) are the primary invading immune cells within the glioma TME, and it accounts for 30~50% of all cells in TME (7). This raises the possibility that targeting TAMs may emerge as an attractive adjuvant therapy for glioma. In the past decade, high-throughput technologies produced a massive amount of biological data, including single-cell RNA sequencing data (scRNA-seq), transcriptomic sequencing data, genomic sequencing data, and so on. In addition, further mining and analyses of these data contributed to the exploration of valuable markers that can guide clinical treatment. Herein, we examined macrophages within the glioma TME, based on the multi-omics data, and revealed that both the proportion and function of macrophages differed between the lower grade glioma (LGG) and glioblastoma (GBM).



Methods and materials


Patients and datasets

The scRNA-seq data of 26 glioma cases, including 13 LGG and 13 GBM cases, were downloaded from the GEO and CGGA databases (8–10). A total of 16078 single cells were obtained in this study. Bulk sequencing data, as well as matched clinical patient profiles, of glioma patients were acquired from the TCGA cohort, CGGA cohort1, and CGGA cohort2, which included 623, 412, and 273 cases, respectively. The detail information was supplemented in Table S1. Subsequently, the RNA sequencing data were normalized. In a dataset that had several rows for the same gene, the values from all rows were averaged by the limma package, prior to computation via RPKM (reads per kilobase transcriptome per million reads) (11). Overall survival (OS) was described as the period between diagnosis date and date of last follow-up or death. This investigation received ethical approval from the Beijing Tiantan Hospital, an affiliation of the Capital Medical University.



Processing and analysis of the glioma scRNA-seq data

The Seurat R package was employed for scRNA-seq data analysis (12). Quality control was achieved by excluding low-quality genes present in < 3 cells, or low-quality cells containing < 100 total identified genes, or cells containing > 10% mitochondrial genes. Subsequently, the remaining data was normalized using the SCTransform method, thus properly eliminating the batch effects (Figure 1A). Principal component analysis (PCA) was employed to reduce scRNA-seq data dimension (13). In short, 30 principal components were employed for T-distributed stochastic neighbor embedding (tSNE). Then, the macrophage cluster was annotated and identified based on the CellMarker database (14).




Figure 1 | Macrophage cluster was identified based on scRNA-seq data. (A) ScRNA-seq data from three cohorts were shown based on the PCA algorithm. (B) The tSNE algorithm was applied for dimensionality reduction and 8 cell clusters were successfully classified. (C–F) tSNE plots show the marker genes expression for macrophage.





Differential and enrichment analysis

First, with the min-pct set at 0.3, log2 fold change > 3, and p.adj < 0.05, the macrophage related marker genes (MRGs) were computed using the Seurat function FindAllMarkers (12). By this approach, the marker genes, most highly expressed in macrophage, were identified, and they were described as macrophage related genes (MRG). Second, we compared the differentially expressed genes (DEGs) of the macrophage cluster between the LGG and GBM, using the Seurat function FindMarkers (filter: log2|fold change| > 1, p.adj < 0.05). Third, we selected the intersection between the two aforementioned sets, and defined them as differentially expressed macrophage-related genes (DE-MRGs), which differentially expressed in the macrophages from LGG compared with macrophages from GBM. Subsequently, we conducted enrichment analyses, using GO and KEGG tools, on the DE-MRGs via the R package clusterProfiler (15). P < 0.05 was deemed significant.



Building the predictive model using COX regression and LASSO analysis

We further evaluated whether DE-MRGs were associated with OS, based on the bulk sequencing data. Using univariate Cox analysis via the “survival” R package, least absolute shrinkage and selector operation (LASSO) algorithm via the “glmnet” R package, and multivariable Cox regression, we identified 8 genes and corresponding coefficients. The risk scores (RS) were computed as follows: sum [coefficient(genei) × expr(genei)].



The immunological role of RS in glioma TME

Immunological characteristics of the TME in glioma were evaluated in five ways. It included the immunomodulators (IM) expression, the expression of inhibitory immune checkpoints (IIC) and tumor-infiltrating immune cells (TIIC) effector genes, the cancer immunity cycle (CIC), the infiltration level of TIICs, and the function of macrophage. To do this, we first obtained 122 IMs, based on a prior investigation (16), which included MHC, receptors, chemokines, and immunostimulators. Second, we also obtained 18 IICs (17), as well as some TIICs effector genes from the Hu J study (18). Third, as reported in a prior investigation (19), the CIC reflects the anticancer immune response and comprises seven steps: release of cancer cell antigens (Step 1), cancer antigen presentation (Step 2), priming and activation (Step 3), trafficking of immune cells to tumors (Step 4), infiltration of immune cells into tumors (Step 5), recognition of cancer cells by T cells (Step 6), and killing of cancer cells (Step 7). The activities of these steps demonstrate the status of anti-cancer immunity, which was calculated by the website tool (19). Fourth, exploration of the proportion of TIICs is one of the most important parts of the assessment of TME. Following this, to avoid any error or bias by using a single algorithm, we comprehensively inferred the infiltration level of TIICs using seven independent algorithms: QuanTIseq, XCELL, and EPIC (20) which can play the role of mutual verification. Fifth, we further explored the relation between RS and the function of macrophage. One of the most important functions of macrophage is related to inflammatory cytokines (21, 22). We explored the relationship between RS and classical chemokines and surface markers of both M1-macrophages (IL12A, IL-12B, IL-23A, IL-23R, TNF) and M2-macrophages (IL-10, IL-4, IL-13, TGF-beta 1, TGF-beta 2, TGF-beta 3). Subsequently, we further explored the correlation of RS and the five aforementioned variables in three cohorts.



Enrichment analysis of RS in glioma

Correlation analysis was conducted between RS and gene expression. After that, enrichment analysis, including GO analysis and KEGG analysis, was applied for the correlated genes (|r| > 0.5, P < 0.05). We conducted enrichment analyses on the correlated genes via the R package clusterProfile (15). P < 0.05 was deemed significant.



Mutation analysis of RS in glioma

Using the TCGA database, we acquired data from 582 cases with somatic mutations and 578 cases with somatic copy number alternations (CNAs) that corresponded with the cases with RNA-seq data. Next, we utilized the R software package “maftool” (23) to screen for various driver genes between the HR and LR patient cohorts. GISTIC2.0 (24) was employed to evaluate CNAs related to RS. Genes with GISTIC value > 1 or < -1 were regarded as amplification or deletion, respectively.



Statistical analysis

Normally distributed continuous data were evaluated via the Shapiro-Wilk test. Kaplan-Meier (KM) was utilized to compare HR and LR patient survival via the Log-rank. Stand-alone prognostic markers were identified via univariate and LASSO regression models. ROC curves and AUC at the 3‐ and 5‐year follow-ups were computed to examine the predictability of RS using the ‘timeROC’ package. R (version 3.6.3) and its packages were applied for all data analyses (https://www.r-project.org). Two-tailed p-value <0.05 was set as the significance threshold.




Results


ScRNA-seq analysis of glioma

Following the aforementioned workflow, we retained 15253 (94.9%) high-quality cells, with a median of 4698 RNA features detected within an individual cell from 26 glioma cases. A total of 7365 and 7888 single cells were obtained from LGG and GBM, respectively. Subsequently, all cells were separated into 8 clusters, which were then visualized using t-SNE (Figure 1B). According to the CellMarker database, Cluster 0 exhibited markedly elevated levels of CD68, C1QB, CD74, and RNASET2, which were later identified as macrophages (Figures 1C–F). We also examined the macrophage quantity and proportion between LGG and GBM (Figure 2A). The GBM macrophage proportion was 26.9% (quantity: 2121), whereas the LGG macrophage proportion was only 17.6% (quantity: 1294), which was statistically significant (P < 0.001) (Figure 2B). Apart from these differences in macrophage quantity and proportion, there were also differences in macrophage functions (Figure 2C) and proliferation (Figures S3A, B) between LGG and GBM as well. Gene Ontology analysis revealed that DE-MRGs between LGG and GBM were enriched in immune response, inflammatory response, TNF axis, response to cytokine, and so on.




Figure 2 | Significant differences emerge in macrophage clusters between LGG and GBM. (A) tSNE plot shows cell clusters of LGG and GBM. (B) Difference in the proportion of macrophage between LGG and GBM. (C) Difference in macrophage biological process between LGG and GBM based on gene enrichment analysis. (D) Venn diagram shows macrophage-related genes which are also differentially expressed between LGG and GBM. List1 shows the number of macrophage-related genes. List2 shows the number of differentially expressed genes in macrophage between LGG and GBM. (E) Volcano plot shows differentially expressed macrophage-related genes between LGG and GBM. (F–I) tSNE plots show the expression of the identified differentially expressed macrophage-related genes. ***P < 0.001.





Identification and validation of a predictive model

According to a previously described method, we identified 281 DE-MRGs (Figure 2D). Next, we explored whether the DE-MRGs were associated with glioma patient prognosis. In total, eight genes were identified (Figure 2E). They not only express differentially between LGG and GBM but are also abundant in macrophages (Figures 2F–I, S1A–H, S2A–L).

The detailed calculation process was as follows. First, 218 survival-related DE-MRGs were identified with univariate Cox analysis in TCGA cohort. And then a total of 218 variables were reduced to 16 potential predictors in TCGA cohort (14:1 ratio) by using LASSO analysis (Figure 3A). In addition, the features with non- zero coefficients were employed in a multivariate Cox regression model to calculate the risk score of the three cohorts. Subsequently, TCGA cohort, CGGA cohort1, and CGGA cohort2 RSs were computed (Figure 3B), as shown below: RS = (0.11 × EXPMACC1) + (−0.31 × EXPOTUD1) + (−0.09 × EXPTCHH) + (0.26 × EXPADPRH) + (-0.40× EXPABCG2) + (0.21 × EXPPLBD1) + (0.12 × EXPANG) + (0.29 × EXPQPCT). Cases were stratified into two groups, based on the median RS value. Based on the KM of TCGA cohort, RS was a strong prognostic indicator of glioma patient outcome (Figure 3C). Figure 3D illustrates the AUCs were 0.93 and 0.87 for predicting 3- and 5-year OS, respectively. Similarly, KM analysis also revealed that RS was also markedly correlated with patient OS in the remaining two CGGA cohorts (Figures 3E and S4A). Moreover, the AUCs were 0.80 and 0.79 for predicting 3- and 5-year OS in CGGA cohort1 and 0.77 and 0.76 for predicting 3- and 5-year OS in CGGA cohort2, respectively (Figures 3F and S4B). In the meantime, using multivariate analysis, we revealed that RS was a stand-alone indicator of patient OS in the three cohorts (Figures 3G, H, S4C). The relationships between RS and patient pathological profiles, namely, survival status, WHO grade, IDH status, Subtype, 1p/19q codeletion status, and so on were presented as heatmaps, suggesting that the RS was significantly correlated with these variables in the three cohorts (Figures 3I, J, S4D). WHO Grade subset analyses confirmed the prognostic value of RS, particularly in WHO II and III grade glioma (Figures S5A–F). Besides, IDH status subset demonstrated the stable prognostic value of RS in both IDH -mutated and IDH -wildtype cases (Figures S5G–L).




Figure 3 | Characterization of the signature predicts prognosis of glioma. (A) Texture feature selection using the LASSO regression model, lambda value was chosen (1-SE criteria) according to cross-validation, where optimal l resulted in six non-zero coefficients in the training cohort. (B) Nomogram to predict the 1-, 2-, 3-year OS. Kaplan–Meier curve based on the predictive model in TCGA cohort (C) and CGGA cohort1 (E). ROC curves of the signature for predicting 3- and 5- year survival of glioma in both TCGA cohort (D) and CGGA cohort1 (F). (G, H) Multivariable comparison of clinical features and the risk score. Subtype includes classical (reference), mesenchymal, neural, proneural. Risk score is correlated with clinicopathological features and prognosis of glioma in TCGA cohort (I) and CGGA cohort1 (J). IDH, isocitrate dehydrogenase; RT, radiotherapy; TMZ, temozolomide; 1p19q, 1p/19q codeletion status; MGMT, methylguanine methyltransferase. *P < 0.05, **P < 0.01, ***P < 0.001.





Role of RS in TME immunity

After removing the unexpressed IMs, we obtained 121, 108, and 107 related genes from TCGA cohort, CGGA cohort1 and CGGA cohort2, respectively. These included MHC molecules, chemokines, immunostimulators, and receptors. A majority of the IMs were elevated in the enhanced RS cohorts (Figures 4A, S6A, S7A). Furthermore, the elevated IMs were strongly associated with antigen-presenting activity and TIICs recruitment. Consistently, we demonstrated that the RS was intricately linked to most ICIs and TIICs effector genes in the three cohorts (Figures 4B, C, S6B, C, S7B, C). The CIC served an essential function in the TME. Relative to the low RS cohort, most genes were augmented (Figure 4D). Compared with the LR group, as shown in Figure 4D, most of the steps were upregulated. Nevertheless, Step 3, Step4_Th2 cell_recruiting, and Step 5 were diminished. Similar results were obtained from the two CGGA cohorts (Figures S6D, S7D). Besides, the positive correlation between RS and the infiltration level of macrophage in TME (including two subgroups, macrophages M1 and macrophages M2) was further investigated using three different algorithms in the three cohorts (Figures S8A–R). Meanwhile, we further explored the relationship between RS and classical chemokines and surface markers of both M1-macrophages (IL12A, IL-12B, IL-23A, IL-23R, TNF) and M2-macrophages (IL-10, IL-4, IL-13, TGF-beta 1, TGF-beta 2, TGF-beta 3). After the removal of the unexpressed markers, as the result, RS was positively correlated with the most of chemokines related to macrophages (Figures S9A–H). Comparable results were also achieved using the remaining two CGGA cohorts (Figures S10A–E, S11A–E). These analyses revealed that RS played a critical role in facilitating immunological activities.




Figure 4 | Significant differences exist in immune landscape. (A) Differences in the expression of 121 immunomodulators (chemokines, receptors, MHC, and immunostimulators) between high- and low-risk score groups in glioma. (B) Differences in the expression of 18 inhibitory immune checkpoints between high- and low-risk score groups in glioma. (C) Differences in the effector genes of the tumor-associated immune cells between high- and low-risk score groups in glioma. (D) Differences in the various steps of the cancer immunity cycle between high- and low-risk score groups. **P < 0.01, ***P < 0.001, ns non-significant.





Role of RS in biological processes

We conducted enrichment analysis to further clarify biological processes related to RS. The 1306 genes in TCGA cohort, 898 genes in CGGA cohort1, and 644 genes in CGGA cohort2 were analyzed by enrichment analysis, and they were strongly associated with RS by Pearson correlation analysis (Pearson |r| > 0.5, P < 0.05). As illustrated in Figure S12A, enrichment analysis indicated that GO or KEGG is mainly enriched in inflammatory response, cell migration, cell-cell adhesion, tight junction, and so on. In the other two cohorts, similar outcomes were obtained (Figures S12B, C).



Correlation between RS and genomic alterations

Based on a high to low ranking of the RS, we stratified cases into four categories. First, we compared the gene mutation frequencies in the 1st quarter (lower) with that of the 4th quarter (higher) RS cohort. Based on our analysis, IDH1, ATRX, FUBP1, TP53, CIC, NIPBL, IDH2, NOTCH1, and ARID1A mutations were more frequent in the lower RS cohort. In contrast, PTEN, EGFR, TTN, MUC16, SPTA1, RB1, RYR2, COL6A3, NF1, and PIK3R1 mutations were more prevalent in the higher RS cohort (Figure 5A). In terms of the CNAs analysis, cases with elevated RS, focal amplification peaks, well-characterized driver oncogenes like PIK3C2B (1q32.1), PDGFRA (4q12), EGFR (7p11.2), and CDK4 (12q14.1), were accompanied by a 9p21.3 (CDKN2A and CDKN2B) focal deletion peak. In the meantime, obvious amplifications revealed peaks in 7q34, whereas the frequently deleted genomic regions were 11p15.5 in the lower RS cohort. However, the corresponding G scores did not reach the threshold that defined abnormal CNA events (Figure 5B).




Figure 5 | Different genomic profiles are associated with risk score. (A) Differential somatic mutations were detected by comparing glioma with low- and high- risk score groups. (B) A different CNAs profile could be observed between low- and high- risk score groups. Chromosomal locations of peaks of significantly focal amplification (red) and deletions (blue) were presented.






Discussion

Glioma, particularly GBM, is a widespread brain tumor that is hazardous to health and has high mortality owing to its malignant progression and worse outcome. TME and glioma heterogeneity are rather complicated (4, 25), and they are still unclear at present. Generally, relative to bulk sequencing, single-cell RNA sequencing technologies facilitate gene expression exploration at the single-cell level. This provides unparalleled insight into the cellular heterogeneity of biological pathways. Previous studies primarily examined DEGs in the TME or screened for biomarkers in bulk sequencing for the construction of prediction models. Herein, we identified DE-MRGs, and generated a DE-MRG-based prognostic model to accurately predict patient OS. We also explored the correlations between the prognostic model and various clinical features. With emerging research, the role of macrophages in glioma is gradually expanding.

TAMs strongly modulate neoplasia, metastasis, immune escape, and tumor angiogenesis (26, 27). TAMs between LGG and GBM are also dramatically different. Specifically, the proportion of proliferating TAMs (G2M and S phage) is higher in LGG (28), while the proportion of TAMs is higher in GBM (29), which is in agreement with our study. Apart from the differences in these aspects, functional differences also exist between these two groups. Multiple factors mediate TAM recruitment, activation, and polarization. These include chemokines, complement receptor ligands, and neuro- transmitters, such as, CCL2 (30) and SDF-1 (31). These factors have marked differential expression between LGG and GBM.

In our study, we identified eight macrophage-specific genes, which were MACC1, OTUD1, TCHH, ADPRH, ABCG2, PLBD1, ANG, and QPCT. As previously published, MACC1 (32) and ADPRH (33) ABCG2 (34), and ANG (35) correlate with glioma cell proliferation, invasion, immune infiltration, drug efficacy, and worse prognosis in glioma patients. Hence, it is not surprising that this model showed superior performance in predicting worse patient outcomes. Interestingly, not much is known about the functions of OTUD1, TCHH, ADPRH, PLBD1, and QPCT in glioma, which need further research in future. Additionally, a majority of these findings were made by investigating the bulk sequencing data, and there was no specific mention of which cell type these genes were expressed in. In the current study, multi-omics approaches were applied to construct a prognostic model to estimate glioma patient OS. We also noted that these genes were specifically and highly expressed genes in macrophages, thus laying the foundations for future treatment in precision oncology medicine. Interestingly, RS is not only significantly associated with immune checkpoint markers, inflammatory factors, and immune steps, but also with the infiltration level of macrophage and chemokines related to macrophages. It shows RS is a composite indicator. Besides, except for the immune response, gene enrichment analysis shows RS is related to cell migration, regulation of cell shape, and cell adhesion, which was a clearly defined relationship with tumor invasion and poor prognosis in glioma (36, 37). These results might show the reason why RS exhibits accurately predictive performance for the survival of glioma patients.

In addition, we assessed genetic alterations that occurred in patients with low versus high RS. Upon close observation of somatic mutation events, CNAs were closely correlated with RS, indicating an unstable genomic status in high RS patients. Generally, genomic alterations occur in glioma cells, and they are correlated with drug resistance, poor prognosis, and tumor aggressiveness. However, the risk model based on DE-MRGs was still associated with genomic alterations. Genomic alterations and heterogeneity may have substantial roles in editing the glioma TME. Elevated RS induces an intensive immune phenotype that further aggravates genomic instability (38), thus creating a positive feedback that exacerbates poor prognosis and treatment resistance (39). However, the question remains whether the genomic alteration observed between LR and HR patients is a consequence or a cause of the differences in macrophages between glioma patients. More research is warranted to elucidate this unanswered question.



Conclusion

This study confirmed that the proportion and function of macrophages in glioma TME are significantly different. Moreover, we developed a DE-MRG-based prognostic model which accurately predicted patient prognosis, and may, therefore, be applicable to the development of therapeutic targets.
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Glioblastoma multiforme (GBM) is the most malignant intracranial tumor in adults, characterized by extensive infiltrative growth, high vascularization, and resistance to multiple therapeutic approaches. Among the many factors affecting the therapeutic effect, the immunosuppressive GBM microenvironment that is created by cells and associated molecules via complex mechanisms plays a particularly important role in facilitating evasion of the tumor from the immune response. Accumulating evidence is also revealing a close association of the gut microbiota with the challenges in the treatment of GBM. The gut microbiota establishes a connection with the central nervous system through bidirectional signals of the gut–brain axis, thus affecting the occurrence and development of GBM. In this review, we discuss the key immunosuppressive components in the tumor microenvironment, along with the regulatory mechanism of the gut microbiota involved in immunity and metabolism in the GBM microenvironment. Lastly, we concentrate on the immunotherapeutic strategies currently under investigation, which hold promise to overcome the hurdles of the immunosuppressive tumor microenvironment and improve the therapeutic outcome for patients with GBM.
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1 Introduction

The tumor microenvironment (TME) facilitates the fusion of tumor cells with the surrounding environment by promoting tumor invasion, angiogenesis, and the secretion of cytokines, thus playing an extremely important role in tumor progression. Glioblastoma multiforme (GBM) is characterized by rapid growth and molecular heterogeneity, along with resistance to treatment, leading to inevitable recurrence (1). Since primary brain tumors generally cannot transfer to other parts of the body owing to the blood–brain barrier, these tumors have a distinct TME from that of other tumors (2). The GBM microenvironment is a highly heterogeneous dynamic system; in addition to GBM cells, the TME contains a series of nonneoplastic cells and related molecules, including infiltrating and resident immune cells such as glioma-associated macrophages (GAMs), as well as matrix components, soluble factors, and extracellular matrix (ECM) (3, 4). The cellular composition of the TME and the accessibility of immune cells vary according to the GBM subtype and the clinical characteristics of individual patients. These factors in turn contribute to the formation of an immunosuppressive GBM microenvironment, which leads to the failure of immunotherapy (5).

As the severe immunosuppressive effect in the TME is one of the characteristic features of gliomas, we here provide an overview of the multiple nontumor components of the immune system present in the TME, focusing on GAMs and other infiltrating immunosuppressive cells, including regulatory T cells (Tregs) and myeloid-derived suppressor cells (MDSCs), which are considered to have protumor and immunosuppressive effects. These components constitute the large, complex network of the GBM immunosuppressive microenvironment, which is conducive to facilitating the immune escape of GBM cells. Evading immune surveillance is recognized as a landmark event in cancer biology; accordingly, immunotherapy now represents the backbone of cancer treatment in clinical oncology (6). Immunotherapy for GBM has also recently come into the research spotlight, including strategies involving immune stimulation, antibody-mediated immunotherapy, adoptive cell immunotherapy, and vaccines. However, clinical trials have not yet proven the effectiveness of immunotherapy in treating GBM (7).

A variety of microbial communities that are dominant in the gastrointestinal tract have been reported to coexist in humans and mice and are collectively known as the gut “microbiota” (8). The role of the microbiota in the immune system is now well-established (9). The gut microbiota plays a key role in the regulation of systemic diseases and brain function by influencing the development and function of host metabolism and the immune system (10). However, the role of the gut microbiota in the development of GBM requires further exploration.

In this review, we discuss the mechanisms by which immune cells function in the GBM immunosuppressive microenvironment and the interaction between gut microbes and gliomas via the gut–brain axis. Since the introduction of immunotherapy in the clinical treatment of tumors has improved the prognosis of some patients with solid tumors, we further review the clinical studies related to GBM immunotherapy, including immune checkpoint inhibitors (ICIs), vaccines, and chimeric antigen receptor (CAR)-T therapies, aiming to bring new hope for GBM patients.



2 Immunosuppressive cells in the TME contribute to GBM progression

GBM creates a local or systemic immunosuppressive microenvironment. Infiltrating immunosuppressive cells account for a large proportion of the GBM microenvironment, and different immunotherapies targeting these immune cells are currently being investigated (Figure 1).




Figure 1 | Immunosuppressive cells in the glioma microenvironment. (A) GAMs release many cytokines that promote the malignant phenotype of GBM and maintain the high permeability of the blood–brain barrier, including TGF-β, IL-6, and IL-1β. Targeting the phagocytosis checkpoints such as CCL2/CCR2, CD47/SIRP-α, and the CSF-1/CSF-1R axis can enhance the phagocytosis of tumor cells by macrophages. (B) Tregs are recruited by chemokines and inhibit the action of cytotoxic T cells through immune checkpoints (e.g., CTLA-4 or GITR). Tregs release immunosuppressive cytokines such as TGF-β, IL-10, and IDO to inhibit dendritic cell function, disturbing a competent anti-tumor immune response. (C) MDSCs are also recruited by the CCL2/CCR2 axis in the GBM microenvironment and potently suppress anti-tumor immunity through PD1/PD-L1. MDSCs also deplete human essential amino acids, leading to impaired T-cell activation and function.




2.1 GAMs

The macrophages in the GBM microenvironment, or GAMs, are mainly divided into two categories: microglia colonized in the brain (11) and macrophages differentiated from bone marrow-derived monocytes (12). Using genetically engineered mouse models, GAMs were found to be predominantly composed of peripheral macrophages, with a minor population of resident microglia (13). GAMs exhibit marked plasticity and can polarize into M1 and M2 phenotypes with proinflammatory and anti-inflammatory roles under various pathological stimuli (14). M1 GAMs express high levels of the differentiation clusters CD80, CD86, and major histocompatibility complex II (MHC II). M2 GAMs express high levels of CD163, CD206, and CD14; low levels of CD80 and MHC II; and secrete molecules that mediate immunosuppression and promote tumor progression (15). GBM triggers the accumulation of GAMs by regulating chemokines in the TME. M2-directed chemokines are more abundant than M1-directed chemokines in the GBM microenvironment, thereby promoting polarization to the M2 phenotype, and inhibition of the clearance of tumor cells by the M1-type macrophages creates an environment of tumor immunosuppression. The M2 GAMs also promote GBM growth and development, forming a positive feedback regulatory system (16). The engagement of programmed death 1 (PD-1) and its ligand (PD-L1) is an essential mechanism that contributes to the immune-suppressive TME. PD-L1 is highly expressed on tumor-infiltrating myeloid cells (TIMs), including tumor-associated macrophages (TAMs) (17). Zhu et al. (18) reported that TAMs’ infiltration and polarization of M2-type macrophages are both associated with PD-L1–mediated immunosuppression.

GAMs can also directly interact with glioma cells to promote the proliferation of tumor cells. This direct-contact promotion mechanism is related to the increase of Ca2+ levels in gliomas, which can transiently stimulate ATP-mediated glioma cells and GAMs. Transforming growth factor (TGF)-β is secreted by GAMs in the TME, which binds to type II TGF-β receptor (TGF-βRII) expressed on the surface of glioma stem-like cells (GSLCs) to promote the secretion of matrix metalloproteinase (MMP)-9 by GSLCs. This mode of action through stimulation of the TGF-β receptor pathway is proposed to be a direct cause of glioma invasion of the surrounding parenchyma (19). Studies have also shown that interleukin (IL)-6 released by GAMs can significantly enhance the permeability of the blood–brain barrier in glioma patients by activating the JAK-STAT3 pathway in endothelial cells and downregulating the level of intercellular connexins, which leads to the formation of vasogenic brain edema (20). IL-1β released by GAMs can also promote the phosphorylation and glycolysis of glycerol-3-phosphate dehydrogenase 2 (GPD2) in glioma cells, thereby accelerating tumor proliferation and growth (21).



2.2 Tregs

Tregs are suppressor T cells, which, along with M2-like macrophages/microglia, infiltrate the GBM TME and together constitute the main population of inhibitory immune cells in GBM (22). Therefore, targeting Treg-related mechanisms in GBM patients can improve the success rate of clinical GBM immunotherapy. A correlation between Tregs’ activity and GBM development and immunosuppression has been identified in both mouse models and patients. Tregs represent a subset of CD4+ T lymphocytes, which are mainly characterized by high expression of the transcription factors Foxp3, CD25, and cytotoxic T lymphocyte antigen 4 (CTLA-4), with Foxp3 controlling the expression of CTLA-4 in Tregs (23, 24). The number of infiltrating Foxp3+ Tregs was found to correlate with the tumor grade. Moreover, Foxp3+ Tregs in glioma can bind to CD80/CD86 on antigen-presenting cells (APCs) through CTLA-4, affecting their efficacy and thus inhibiting T lymphocyte activity (25). Tregs infiltrating glioma tissue are significantly more abundant than those in the peripheral blood. Jacobs et al. (26) found that CCL22 secreted by GBM cells could induce the migration of Treg. The CCL22 receptor CCR4 is highly expressed on Tregs in GBM tissues, and other CD4 and CD8 cells in tumor tissues do not express this receptor, suggesting that the recruitment of Tregs in GBM may depend on the action of chemokines.

In GBM-implanted mouse models, the decrease of Tregs led to the proliferation of CD4+ T cells and decreased the levels of secreted immunosuppressive cytokines, resulting in tumor rejection and significantly prolonged mouse survival (27). An increase of Tregs was found in GBM compared with the circulation, which may be driven by soluble cytokines produced by GBM. Recent studies have shown that, in addition to priority chemotaxis, soluble cytokines can also induce the proliferation and survival of Tregs. These studies provide new insight into a treatment strategy targeting Tregs (28). Tregs mainly inhibit dendritic cells (DCs), APCs, and other lymphocytes by promoting immunosuppressive factors such as TGF-β, IL-10, and indoleamine-2,3-dioxygenase (IDO), thus creating an immunosuppressive microenvironment (29).



2.3 MDSCs

The high accumulation of immunosuppressive cytokines, Tregs, as well as bone marrow-derived inhibitory cells (MDSCs), are important characteristics of the GBM microenvironment (30). MDSCs, identified as CD11b+CD33+HLA-DR–/low cells, are immature myeloid cells with high heterogeneity that play a key role in tumor cell-induced immunosuppression (31). Patients with GBM were found to have elevated levels of circulating MDSCs, which were 12 times higher than those of healthy individuals (32, 33). MDSCs can be divided into two subsets, including granulocytic MDSCs (G-MDSCs) and monocytic MDSCs (M-MDSCs), which inhibit innate anti-tumor immunity through a variety of mechanisms (34, 35). Data from the study of Bayik et al. (36) demonstrated that the role of MDSCs is sex-dependent in a mouse model of GBM; preclinical models demonstrated that M-MDSCs promoted the progression of GBM in males in the TME, whereas systematic accumulation of G-MDSCs mainly regulated the anti-tumor immune response in females.

There is increasing evidence that the chemokine CCL2 plays a role in the infiltration of MDSCs into the GBM microenvironment. In addition, CCL2 and CCL7 are expressed on GBM and enable CCR2+ cells to play a tumor-recruiting role. Loss of CCR2 expression resulted in a reduced outflow of MDSCs in the bone marrow, thereby reducing GBM infiltration of these cells. Other studies demonstrated that CCL2 mediates the migration and accumulation of MDSCs at tumor sites, which not only inhibits the killing function of natural killer (NK) cells and the anti-tumor immune effect of T cells but also promotes the development of Tregs and limits the maturation of DCs, thereby inhibiting innate and adaptive immunity (37–39). MDSCs can use metabolic pathways to mature from bone marrow precursors owing to their high glycolysis flux, and this process indirectly leads to effector T-cell inhibition through the consumption of carbon sources (40). Moreover, MDSCs deplete the availability of human essential amino acids (such as tryptophan, l-arginine, and l-cysteine), leading to downregulation of the TCR-Zeta chain, ultimately resulting in antigen recognition failure and thereby affecting T-cell activation and function (41).



2.4 Immunotherapeutic strategies targeting immunosuppressive cells of glioma


2.4.1 Strategies targeting GAMs

GAMS play a critical role in tumor development, and GAM accumulation is correlated with poor survival. Thus, they are an attractive target for GBM immunotherapy. CCL2, which recruits GAMs, may be secreted by GBM cells, and blocking of CCL2’s binding to CCR2 effectively prevents GAM accumulation and increases T-cell and NK cell infiltration (42). Carlumab (CNTO 888), a human IgG1κ anti-CCL2 antibody, was shown that may offer beneficial anti-tumor properties when combined with four chemotherapy regimens in preclinical studies (43). Yang et al. (44) demonstrated, in a mouse xenograft model, that a CCR2 antagonist (RS504393) greatly reduced TAM infiltration and tumor size. Macrophage colony-stimulating factor (M-CSF) and its receptor (CSF1R) are important in both GAM recruitment and differentiation. The usefulness of targeting the binding of CSF-1 and CSF1R was shown in a preclinical study, where a mouse model of ovarian cancer that had been intravenously administered a CSF-1R inhibitor (BLZ945) exhibited a decrease and an increase in TAM cells and CD8+ T, respectively (45). Moreover, Omstead et al. (46) showed that pexidartinib, an inhibitor of CSF-1R, inhibited immune escape in solid tumors and enhanced anti-tumor activity; when pexidartinib was combined with a PD-1/PD-L1 inhibitor, CD3+CD8+ T-cell infiltration increased and M2 macrophage polarization attenuated. CD47 is overexpressed in glioma cells and can block phagocytosis by macrophages. Li et al. (47) found that anti-CD47 antibodies led to increased phagocytosis of glioma cells by macrophages and significantly reduced tumor growth rate in a mouse glioma model. Furthermore, anti-CD47 therapy has been shown to promote the polarization of TAMs from an M2- to an M1-like phenotype (48) and induce anti-tumor effects.



2.4.2 Strategies targeting Tregs

During the early stages of tumor progression, Tregs recruited to the tumor site by the glioma TME can inhibit T-cell functions. In a mouse glioma model, the production of Tregs was found to be time-dependent, and reduction of CD25 expression could inhibit the accumulation of Tregs in the tumor. In addition, the anti-CD25 antibody PC61 caused the specific elimination of CD4+CD25hiFoxp3+ Tregs, resulting in an effective anti-tumor immune response (49). In 2020, Wang et al. (50) found that CD36 expression was upregulated in Tregs and maintained Treg survival through CD36/peroxisome proliferator-activated receptor-β (PPAR-β) signaling. Treatment targeting CD36 resulted in the reduction of intratumoral Tregs and enhancement of the anti-tumor activity of tumor-infiltrating lymphocytes (TILs). Recent studies have demonstrated that, in addition to blocking co-inhibitory pathways, it is also possible to enhance the co-stimulatory pathway to enhance the anti-tumor immune effect. Glucocorticoid-induced tumor necrosis factor (TNF)-related protein (GITR) is a transmembrane protein in the TNF receptor superfamily. Under activation of CD8+ and CD4+ effector T cells, the expression of GITR was found to rapidly increase and reached the highest level on activated Tregs (51). GITR ligand (GITRL) is mainly expressed by activated APCs. Amoozgar et al. (22) demonstrated that an anti-GITR antibody (αGITR) preferentially targets GBM Tregs by converting immunosuppressed Tregs into anti-tumor CD4+ T cells using a preclinical mouse model of GBM. Such immunotherapy strategies targeting GBM-infiltrated Treg-specific phenotypes may be tumor-specific, and the use of Treg-targeted αGITR may reduce immune-related adverse events (52).



2.4.3 Strategies targeting MDSCs

At present, the main therapeutic strategies targeting MDSCs involve the consumption or inhibition of the recruitment of MDSCs or the weakening of the inhibitory activity of MDSCs (53). Kamran et al. (3) found that MDSCs are inhibitors of antigen-specific T-cell proliferation and that interfering with MDSCs enhances the specific CD8+ T-cell response induced by TK/Flt3L gene therapy, resulting in an increase in the median survival time and the percentage of mice exhibiting long-term survival. Additionally, the combination of PD-L1 or CTLA-4 inhibitor therapy could greatly improve the therapeutic effect of TK/Flt3L gene therapy. Chemokine receptors are the main driving force for the recruitment of MDSCs. Thus, blocking the binding of chemokine receptors to their ligands can effectively inhibit the aggregation of MDSCs in the TME. For example, monoclonal antibodies targeting CCR2-CCL2 effectively inhibit tumor growth and invasion (43). Flores-Toro et al. (54) reported that the findings of genetic ablation were recapitulated with the use of the CCR2 antagonist CCX872, indicating a reduction of MDSC infiltration in GBM. Moreover, MDSCs can produce polyamines and fatty acids to maintain their immunosuppressive function in GBM. Therefore, inhibition of the production of these substances reduces the survival of MDSCs, thereby activating anti-tumor immunity and impinging the growth of GBM tumors (55).





3 Mediating role of the gut microbiota in the immunosuppressive TME

Accumulating evidence indicates that the immunosuppressive environment of GBM is not only mediated by the immunosuppressive cells and molecules discussed above but also has many connections with the gut microbiota, thereby promoting the progression of GBM (56). The human gut microbiota contains numerous microorganisms with different properties and functions. Dysbiosis of gut microbiota refers to the inability of bacteria in the human environment to maintain a dynamic balance, leading to inflammation and immunosuppression, and gut microbiota is sensitive to the tumor (57). In recent years, the role of the gut microbiota in tumors has been widely studied, including in gastrointestinal (58), liver, lung, and breast cancers, demonstrating involvement in immune maturation and immune regulation processes (59). However, the mechanism by which the gut microbiota mediates GBM progression remains unclear. In neurodegenerative diseases and tumors of the central nervous system (CNS), the gut microbiota establishes interactions between the gut and the CNS through complex and as-yet-unknown bidirectional signals along the gut–brain axis (60, 61) (Figure 2).




Figure 2 | Relationship between the gut microbiota and the development of glioma. (A) The gut microbiota drives the production of metabolites and neurotransmitters, which reach the brain through blood circulation and regulate the malignant progression and angiogenesis of GBM via direct or indirect effects. In addition, dysregulation of the gut microbiota regulates the expression of ROS or the balance between immune cells to inhibit T-cell killing of tumor cells. (B) A glioma-bearing mouse model exhibited gut microbiota dysbiosis with a reduced abundance of Bacteroides and Actinobacteria, and an increased abundance of Firmicutes. In addition, gut microbiota dysbiosis leads to natural killer (NK) cell damage and alters the microglial phenotype, together mediating the tumor tolerance microenvironment in the central nervous system.



Microbiota can regulate local and systemic intestinal immunity, especially in the induction and maturation of immune cells in the nervous system. Studies have reported that gut microbiota dysregulation can downregulate granulocyte-macrophage colony-stimulating factor (GM-CSF) signaling, resulting in activated immature myeloid cells significantly expressing reactive oxygen species (ROS), which increases the inhibitory activity of MDSCs on T cells (62, 63). Moreover, dysregulation of the gut microbiota can affect the immune balance between anti-inflammatory Tregs and proinflammatory Th17 cells (64) and could downregulate the expression of Foxp3 on tumor cells (57), leading to the growth and apoptosis inhibition of glioma cells. Furthermore, a lack of gut microbiota can lead to abnormal immune cell function in the CNS. The morphological characteristics and gene expression profiles of the microglia were altered in germ-free (GF) mice lacking a microbiota, and the increase in the number of immature microglia eventually promoted the progression of glioma (60). D’Alessandro et al. (10) found that gut microbiota dysbiosis led to NK cell damage and altered the microglial phenotype, ultimately impacting the innate and adaptive immune responses of mice. They further established a glioma model by injecting GL261-Luc cells into healthy mice and found that the relative abundance of Bacteroides and Actinobacteria decreased, while the relative abundance of Firmicutes increased, with the progression of glioma.

Specific changes in the gut microbiota and microbial metabolites have been shown to influence disease progression (65). The main metabolites of the gut microbiota are short-chain fatty acids (SCFAs), which activate cellular receptors and affect cellular metabolism (57). SCFAs were shown to ameliorate disease activity by regulating the increase of anti-inflammatory Tregs and the decrease of proinflammatory Th1 and Th17 cells (66). In patients with glioma, metabolites produced by the gut microbiota can affect the immune microenvironment, angiogenesis, and epigenetic landscape through a series of cascade reactions, ultimately influencing the occurrence and development of glioma. More specifically, SCFAs can regulate the levels of TGF-β and IL-10, contribute to the polarization of microglia into M2 phenotype, and inhibit lymphocyte proliferation and T-cell differentiation (63). GBMs are highly vascularized tumors, and glioma growth depends on the formation of new blood vessels. Some studies have reported that bacterial toxins participate in proinflammatory processes and activate angiogenesis (67).

In addition to SCFAs, non-SCFAs produced by gut microbiota metabolism also have a broad regulatory effect on the body. For example, the metabolite tryptophan (Trp) produced by gut microbiota can activate the ligand-activated transcription factor aryl hydrocarbon receptor (AHR), exerting effects on astrocytes, which can regulate nerve excitability and synaptic formation, thereby limiting the occurrence of T-cell–dependent inflammation in the CNS (68, 69). Moreover, glioblastoma cells can produce kynurenine that activates AHR in TAMs; AHR recruits TAMs through CCR2/CCL2, drives the expression of the ectonucleotidase CD39 in TAMs, and plays a synergistic role with CD73 to promote adenosine production, leading to CD8+ T-cell dysfunction (70). Gramatzki et al. (71) reported that AHR in glioma cells drives TGF-β expression and that AHR signaling promotes the formation of the immunosuppressive glioma microenvironment.

Neurotransmitters are the products of the activities of the gut microbiota and modulate neuronal activity. D’Alessandro et al. (72) suggested that the ability of the gut microbiota to regulate neurotransmitter levels may be a key factor affecting the progression of brain tumors. In glioma cells, the gut microbiota participated in the regulation of dopamine (DOPA) and serotonin (5-hydroxytryptamine (5-HT)). Studies have reported that dopamine can promote the progression of glioma by binding to dopamine receptor 2 (DRD2), which is highly expressed in GBM cells, activating the expression of epidermal growth factor receptor (EGFR), and promoting the phosphorylation of mitogen-activated protein kinase (MAPK) (73). In addition, the vast majority of 5-HT in the body is produced by gut microbiota metabolism, and the level of secretion determines the degree of anti-tumor and protumor bidirectional effects. Oversecretion of 5-HT can promote the proliferation of gliomas by activating protein phosphorylation signaling pathways (73). It has been previously reported that 5-HT can directly act on adjacent endothelial cells and activate angiogenic pathways (74). Importantly, at the early stages of tumor development, angiogenesis is regulated by 5-HT via induction of MMP12 expression in TAMs, thereby decreasing the production of circulating angiostatin (75). The angiogenic effect of 5-HT suggests that it may stimulate cancer cell proliferation and invasion, which are key processes in cancer progression. These studies also demonstrated that 5-HT–activated angiogenic signaling pathways are similar to those activated by VEGF, including the activation of the same signaling kinases, indicating that the downstream angiogenic signaling pathways of VEGF and 5-HT partially converge (74, 76).

Moreover, gut microbes influence the efficacy of cancer immunotherapies, especially ICIs. Vétizou et al. (77) found that the anti-tumor effects of CTLA-4 blocker were related to the presence of different Bacteroides species. In tumors treated with antibiotics or in germ-free mice, blocking CTLA-4 had no therapeutic effect, whereas supplementation with Bacteroides fragilis significantly enhanced the therapeutic effect. Another study showed that oral administration of Bifidobacterium enhanced DC function, leading to CD8+ T cells that exerted tumor-killing effects and accumulated in the TME. Combined application of Bifidobacterium and PD-L1 checkpoint blockade virtually eliminated tumor growth (78). In addition, with anti-PD-1/PD-L1 therapy, overall survival was higher in patients who did not receive conventional indications of antibiotics compared with that of tumor patients receiving antibiotics, suggesting that disruption of the gut microbiota after antibiotic administration affects the response to immune checkpoint blockade (79). In general, if patients responding to ICIs show a higher abundance of Faecalibacterium and Ruminococcaceae, the number of CD4+ T cells and CD8+ T cells will increase, resulting in an overall better anti-tumor effect (80). When stool samples from patients responding to PD-1 blockade were transferred to germ-free mice, the tumor growth rate was significantly reduced, which was attributed to an increase in CD8+ T cells and a decrease in Tregs in the TME. In recent years, several studies have emerged to confirm the relationship between the gut microbiota and ICI treatment in patients with several cancers, including nonsmall cell lung cancer, hepatocellular carcinoma, melanoma, and renal cell carcinoma; however, the association in GBM patients still needs to be further explored.



4 Immunotherapy for GBM

Tumor immunotherapy is a therapeutic method to control and eliminate tumors by reactivating the tumor-specific immune response and restoring normal anti-tumor immune system activity. With increasing recognition of the immunosuppressive microenvironment created by the persistence of immunosuppressive cells in GBM, clinical treatment is seeing a shift to using ICIs to target immune cell inhibitory receptors (81) (Figure 3). Other forms of tumor immunotherapy include passive CAR-T cell immunotherapy and active immunotherapy such as vaccines.




Figure 3 | Mechanistic model of the action of monoclonal antibodies against immune molecules in GBM therapy. Classical immune checkpoints such as CTLA-4, PD-1, B7-H6, B7-H4, and TIM-3 bind to their ligands to inhibit T-cell activation and proliferation, thereby creating an immunosuppressive microenvironment. Blocking these immune checkpoint molecules by single or combination therapy with monoclonal antibodies may serve as a potential treatment for glioblastoma.




4.1 Immune checkpoint inhibitors


4.1.1 CTLA-4 inhibitors

CTLA-4 (CD152) is a negative regulator of T-cell activation, blocking co-stimulatory signals and weakening the function provided by differentiated clusters of CD28 binding B7 (82). Unlike CD28, CTLA-4 is expressed in both activated T cells and Tregs. The affinity between CTLA-4 and CD80/86 was found to be 10- to 20-fold higher than that of CD28, and CD28 was competitively inhibited (83). Therefore, CTLA-4 disrupts the co-stimulatory signaling pathway and inhibits the activation of naive and memory T cells, effectively inhibiting the immune response (84). CTLA-4 inhibitors can block the binding of CTLA-4 with its ligand on the surface of APCs, thereby blocking the inhibitory immune signal and restoring the anti-tumor immune effect of the body. Given the complexity of the GBM immune microenvironment, disrupting CTLA-4/CD80 complex formation in the tumor was found to contribute to the improved survival of GBM-bearing mice (85).

In recent years, CTLA-4 inhibitors have also proven to be successful in tumor immunotherapy in clinical trials. Tremelimumab is a monoclonal antibody targeting CTLA-4 that has shown an effective response in clinical trials when used in combination with a PD-1/PD-L1 inhibitor in various tumors (86, 87). Ipilimumab (Yervoy) is a humanized IgG monoclonal antibody targeting CTLA-4, which showed a clinical benefit in nonsmall cell lung cancer, and its effectiveness in more tumors is currently being evaluated. Its safety and tolerability when combined with other agents, such as temozolomide or radiotherapy, are currently being investigated in phases I and II trials (88). Studies on CTLA-4 immunosuppressants have also shown good effects in patients with glioma. However, further comprehensive analysis of the expression of CTLA-4 in patients is needed to determine the standard drug concentration of CTLA-4 inhibitors in clinical trials (89). Quavonlimab (MK-1308) is a novel humanized immunoglobulin (Ig) monoclonal antibody targeting CTLA-4, thereby preventing the binding of CTLA-4 to CD80/86. The combination of quavonlimab plus pembrolizumab showed a good safety profile in a phase I trial in patients with advanced solid tumors (90). Zalifrelimab (an anti-CTLA-4 antibody) is a novel checkpoint inhibitor, and its combination with balstilimab (an anti-PD-1 agent) in the treatment of recurrent/metastatic cervical cancer has shown promising results. After a two-group phase II study, zalifrelimab was evaluated for safety, tolerability, and efficacy in patients with advanced cervical cancer exhibiting disease progression following chemotherapy (91).



4.1.2 PD-1/PD-L1 inhibitors

PD-1 is expressed in B cells, T cells, MDSCs, TAMs, and NK cells in the GBM microenvironment (92). Among the PD-1 ligands, PD-L1 is highly expressed on the cell surface of a variety of tumor cells, which is related to the immune escape of tumors, whereas PD-L2 is usually only expressed in activated macrophages, DCs, and a few B cells but shows lower expression in tumor tissues. PD-L1 has been more extensively studied than PD-L2 and has become the primary ligand of the immunosuppressive receptor. The binding of PD-1 to PD-L1 forms the immunomodulatory axis, which plays an immunosuppressive role by inducing T-effector cell dysfunction and enhancing Treg function (93). At the same time, the immunomodulatory axis can inhibit the production of numerous cytokines such as ILs and interferon (IFN). PD-L1 has been found to be overexpressed in GAMs and GBM (94, 95). Analysis of a database of clinical samples showed that PD-L1 expression was correlated with the grade of glioma. A higher expression level of PD-L1 in tumor cells was associated with a stronger immunosuppressive effect on T cells, suggesting a new biomarker of glioma (96, 97). Numerous studies have shown that the high level of PD-L1 in the GBM microenvironment is not due to the tumor cells themselves but rather to the abundant myeloid cells such as macrophages infiltrating the tumor (17).

Nivolumab (Opdivo) is a human IgG4 monoclonal antibody that targets PD-1 by binding to the PD-1 receptor, thereby blocking its inhibitory effect. Blocking the binding of PD-1 to its receptor with nivolumab helped boost the T-cell response and restore anti-tumor immunity. Nivolumab has shown efficacy in patients with advanced liver cancer and is currently being tested to expand its use in other populations (98, 99). A National Institutes of Health-led national trial demonstrated that ipilimumab, which targets the CTLA-4 protein, and nivolumab combined with the adjuvant TMZ were safe and tolerable in patients with newly diagnosed GBM. The toxicity of the ipilimumab plus nivolumab combination was not higher than that of the single drug. These data provided necessary safety evidence for subsequent efficacy trials. Phase I of the CheckMate 143 trial (NCT02017717), which was the first to evaluate immune checkpoint inhibition with the first-line treatment of glioblastoma, showed that patients with unmethylated MGMT had similar overall survival with or without TMZ combined with nivolumab plus radiotherapy (100). A randomized phase III study (NCT02667587) demonstrated that nivolumab did not add clinical benefit to standard-of-care radiotherapy plus temozolomide in newly diagnosed GBM with methylated MGMT (101). In another phase III trial (NCT02617589), results showed that the survival of patients with unmethylated MGMT increased more in radiotherapy plus TMZ than in radiotherapy plus nivolumab; therefore, nivolumab was not a suitable replacement for TMZ (102). Pembrolizumab (Keytruda) is another drug targeting PD-1, which is considered to be one of the drugs that helped usher in the era of immuno-oncology (103). In 2019, Cloughesy et al. (104) showed that neoadjuvant pembrolizumab-mediated PD-1 blockade led to an increase of intratumoral T cells, upregulated expression of IFN-γ–related genes, and downregulated expression of cell cycle-related genes, effectively enhancing the local and systemic anti-tumor effect in patients. This mechanism was found to be more effective than adjuvant therapy alone. Durvalumab (Imfinzi) is a high-affinity IgG1 monoclonal antibody that blocks the binding of PD-L1 to PD-1, which has been tested in the treatment of patients with unresectable malignant tumors. Durvalumab showed sustained clinical activity in early clinical trials, both as monotherapy and in combination with tremelimumab (an anti-CTLA-4 agent) (105, 106). Avelumab (Bavencio) is an antibody targeting PD-L1 that has been approved in several countries for the treatment of locally advanced or metastatic urothelial carcinoma (107). Awada et al. (108) reported that avelumab combined with axitinib (a highly selective VEGFR inhibitor) had a synergistic effect in the treatment of recurrent GBM, with the combination having an acceptable toxicity profile.



4.1.3 TIM-3 inhibitors

T−cell immunoglobulin and mucin−domain containing−3 (TIM-3) is considered as a negative regulator of T-cell activation. TIM-3 has been shown to play a role in a variety of diseases, including cancer, by regulating the activity and function of immune cells. TIM-3 is involved in the resistance to PD-1/PD-L1 monoclonal antibodies, and its expression level is increased in mouse models and in patients exposed to anti-PD-1 (109). Galectin-9 is the ligand of TIM-3, and their binding can induce T-cell apoptosis and negatively regulate T-cell immunity. When Th1 cells exert an adaptive immune response, the expression of TIM-3 on differentiated Th1 cells inhibits the Th1 immune response by upregulating galectin-9. In gliomas, TIM-3 can antagonize the inflammatory response and inhibit T-cell–mediated immunity against the tumor (110). Based on RNA-sequencing data from the CGGA Project, Li et al. (111) found that TIM-3 was abundantly expressed in glioblastoma and IDH–wild-type glioma with the highest malignant degree. Kim et al. (112) found that TIM-3 was expressed in tumor cells and their surrounding cells (including glial cells and T cells) in an in situ mouse glioma model. In TIM-3-mutant mice with intracellular signal transduction deficiency and TIM-3 transgenic mice induced by Cre, TIM-3 affected the expression of immune-related molecules such as iNOS and PD-L1 under exposure to a conditioned medium of primary glial cells from the brain tumor (112). These findings suggested that TIM-3 exerts a positive and unique response to brain tumors and plays an important role in intracellular and intercellular immunoregulation, which differs from its role in the microenvironment of brain tumors.

Several drugs targeting TIM-3 are currently in early-stage clinical trials for different tumor types. Sabatolimab (MBG453) is a humanized IgG4 monoclonal antibody targeting TIM-3, which could block the interaction between TIM-3 and its ligand phosphatidylserine. Sabatolimab also partially blocks the interaction between TIM-3 and galectin-9. In phase I/II trials, sabatolizumab alone or in combination with spartazumab (PDR001, which binds PD-1) was shown to be safe and effective in the treatment of patients with advanced solid tumors (109). A monoclonal antibody targeting TIM-3 (IBI104) blocks the interaction between TIM-3 and phosphatidylserine but not galectin-9. When combined with anti-PD-1, IBI104 shows strong anti-tumor effects in vivo (113). Cobolimab (TSR-022), a humanized anti-TIM-3 antibody developed by Tesaro, was found to be safe, which was subsequently tested in combination with dostarlimab (TSR-042; an anti-PD-1 antibody) (114). Another TIM-3 blocking antibody, LY3321367 (Eli Lilly and Company, New York, NY, USA), was found to be successful in early trials. In phase I clinical trials, dose-limiting toxicity was not observed, either alone or in combination with LY3300054, a PD-L1 inhibitor (114).



4.1.4 B7-H4 inhibitors

B7-H4 is a newly identified member of the B7 family (115), which inhibits T-cell proliferation and cytokine secretion. Recent studies found that the B7-H4 protein is highly expressed in tumor tissues but shows low expression in normal tissues, enabling tumor cells to escape attack by the body’s immune system. Yao et al. (116) evaluated the level of B7-H4 in glioma tissue/cerebrospinal fluid among patients with different grades of glioma. They found that the expression level of B7-H4 was related to the prognosis of patients with GBM and was directly related to the degree of malignancy. Glioma initiates the interaction between CD133+ cells and Mφs/microglia and activates the expression of B7-H4 in tumor cells and in the TME through IL-6 and IL-10. Chen et al. (117) found that most patients with gliomas expressed PD-L1 or B7-H4; however, few patients showed a high level of co-expression. Patients with high expression of B7-H4 can be regarded as harboring “ultra-cold” gliomas, characterized by a significant lack of TILs, indicating that B7-H4 may inhibit the entry of T cells into the CNS. PD-L1 and B7-H4 thus act as complementary immune molecules in GBM and can be used in immune-targeted or active-specific immunotherapy. The B7-H4 pathway regulating T-cell function and immune escape in patients with GBM is worthy of further exploration for immunotherapy.

Transfection of B7-H4 with small interfering RNA (siRNA) not only reduced the carcinogenicity of the human gastric carcinoma cell line MGC-803 but also induced apoptosis (118). B7-H4 immunoglobulin has been shown to directly regulate the functional level of inflammatory CD4+ T cells and is currently under clinical study (119). The B7-H4/CD3 bispecific antibody (BsAb) showed strong anti-tumor activity against B7-H4–positive breast cancer cells and injection of BsAb in humanized mouse models led to the infiltration of CD8+ and granzyme B+ CTL of tumors. FPA-150 (first-in-class agent developed by Five Prime Therapeutics) is a full-human antibody targeting B7-H4 that blocks the T-cell checkpoint pathway, showing enhanced antibody-dependent cell-mediated cytotoxicity. This is the first therapeutic monoclonal antibody targeting B7-H4 to enter the clinical stage. At present, FPA-150 is in the phase I clinical trial stage, showing a good safety profile when tested as a single drug or in combination with PD-1.



4.1.5 B7-H6 inhibitors

B7-H6 is not expressed in normal human tissues but is highly expressed in human tumor cells. B7-H6 can act as a damage-related molecular pattern to trigger innate immunity (120). B7-H6 was identified as a receptor for NKp-30, an activating receptor for NK cells. The B7-H6–NKp30 complex activates NK cells and kills tumor cells by releasing TNF-α and IFN-γ (121). However, B7-H6 can also be shed from tumors, which may be a mechanism by which tumors evade immune surveillance (122). A study found that B7-H6 and the stem cell marker Sox2 were overexpressed in glioma tissues (123). In addition, B7-H6 was the only gene in the B7 family found to be preferentially expressed in GSLCs. SiRNA-mediated knockdown of B7-H6 inhibited cell proliferation, reduced the expression of the oncogene Myc, and inactivated the PI3K/AKT and ERK/MAPK signaling pathways. Lipopolysaccharide-induced expression of B7-H6 and B7-H6 gene knockout inhibited the proliferation, clone formation, migration, and invasion of glioma cells by inducing epithelial–mesenchymal transition-related signal changes (124).

Since B7-H6 is expressed in a variety of malignancies, it is an attractive target for cancer therapy using specific monoclonal B7-H6 antibodies (125). Gacerez et al. (126) constructed CARs based on human single-chain antibodies (scFvs). The results showed that CAR-T cells using human scFvs effectively triggered T-cell effector function when stimulated by tumor cells expressing B7-H6. In addition, human scFv B7-H6–specific CAR-T cells showed different sensitivities to B7-H6 expression on tumor cells and showed effective anti-tumor activity. In the same year, the same group of researchers co-expressed B7-H6–specific CAR and the transcription factor T-bet (T-box expressed in T cells); CD4+ T cells were found to enhance the toxicity to B7-H6+ tumor cells and improve survival in a RMA/B7-H6 lymphoma mouse model (127). Production of T cells based on the NKp30 chimeric receptor is considered an effective method to detect and treat B7-H6–positive tumor cells (128), which can increase NK cell-mediated tumor destruction and increase the release of bispecific immune oligomeric proinflammatory cytokines (129). Sun et al. (130) constructed bispecific anti-B7-H6 × anti-CD3 (B7-H6Bi antibody-armed T-cells) to target hematological tumors, which showed a significant cytotoxic effect on B7-H6+ hematological tumor cells.




4.2 CAR-T therapy

Amplification or mutation of EGFR occurs in approximately 50% of patients with primary GBM. EGFRvIII, which is the most common consequence of EGFR-amplifying gene rearrangement, is expressed only in tumor tissues but not in normal tissues, making it an attractive target for CAR-T therapy. However, in a phase I trial, the third generation of CAR-T EGFRvIII cells derived from human antibodies did not delay the progression or prolong the survival time of patients with recurrent GBM (131). Although EGFRvIII is an attractive target, it has increased the production of antigen-negative escape variants due to its instability. Therefore, overexpression of wild-type EGFR, which is found in more than 60% of GBM cases, may be a more attractive target for CAR-T therapy. Choi et al. (132) integrated CART-EGFRvIII with a bispecific T-cell engager (BiTE) that works against EGFR. CAR-T.BiTE cells effectively eliminated heterogeneous tumors in a mouse GBM model. These results suggested that bi-targeted anti-EGFR/EGFRvIII CAR-T cells may be a promising therapeutic strategy in EGFR/EGFRvIII-overexpressing glioblastoma. However, in numerous clinical trials, EGFRvIII-CAR-T has shown many problems. Thus, finding methods to improve the local microenvironment by combining CAR-T and other therapeutic methods has become a research hotspot. A phase I trial of EGFRvIII-CAR-T cells in combination with the anti-PD-1 antibody pembrolizumab was completed last year (NCT03726515).

IL-13 receptor subunit alpha-2 (IL-13RA2) is highly expressed in more than 75% of patients with GBM and is a GBM-restricted receptor associated with a poor prognosis (133). The affinity of IL-13 to IL-13RA2 was found to be stronger than that to IL-13RA1, which inhibits the IL-13RA1/IL-4R signaling pathway (134), suggesting IL-13RA2 as a powerful target for anti-glioma therapy (135). Treatment with IL-13RA2-CAR-T demonstrated a radiographic response of both intracranial and metastatic spinal tumors in patients with multifocal GBM for 7.5 months, and the levels of cytokines and immune cells in the cerebrospinal fluid were correspondingly increased (135, 136). YYB103 is a newly developed CAR-T cell targeting IL-13RA2, which was demonstrated to inhibit tumor growth and prolong the overall survival of U87 MG xenogeneic animal models (137). In addition, transgenic expression of IL-15 is a promising strategy to enhance the effector function of CAR-T cells. IL-13RA2-CAR.IL15 T cells recognize glioma cells, are more proliferative, and produce more cytokines, thus exhibiting more potent anti-tumor activity (138). CAR-T cells targeting IL-13RA2 are currently in phase I clinical trials for ependymoma, GBM, and medulloblastoma (NCT04661384). Moreover, intratumoral delivery of CAR-T cells is being tested in recurrent or refractory malignant glioma (NCT02208362) (139).

Human epidermal growth factor receptor 2 (HER2) is a receptor tyrosine kinase that is a potent immunotherapeutic target for GBM, which is overexpressed in nearly 80% of GBM patients (140). Autologous HER2-CAR-T cells have the ability to kill primary GBM and GBM stem cells and can also induce degeneration in patient-derived xenografts (141, 142). A phase I clinical trial (NCT03500991) of the infusion of HER2-CAR-T cells for the treatment of CNS tumors in children found no dose-limiting toxicity, which resulted in elevated CXCL10 and CCL2 levels in the cerebrospinal fluid (143). Combined with other targets, HER2 is often applied in the study of second- or third-generation CAR-T cell therapy. Given the heterogeneous expression of IL-13RA2 and HER2 in GBM, Hegde et al. (144) hypothesized that a bi-specific CAR molecule, called TanCAR, could target both antigens, which was predicted to eliminate more than 90% of tumors in 20 cohorts of patients with primary GBMs. A recent study reported that HER2-specific CAR-NK cells derived from the human NK cell line NK-92 could effectively kill GBM cells and also showed anti-tumor activity in vivo in a mouse model. Currently, HER2-specific CAR-NK cells are in phase I clinical trials (NCT03383978) (139).



4.3 Vaccines

Although GBM is associated with many mutation types, EGFRvIII is the only mutant that has been studied as a vaccine target for patients with GBM to date (145). Rindopepimut (CDX-110) is a vaccine developed against EGFRvIII, which was designed by combining an EGFRvIII-specific peptide with keyhole anthocyanin. Phase I/II clinical trials found that overall survival and cessation of steroids were greater than 6 months after treatment in newly diagnosed GBM patients (146). In the phase II clinical trial, the titer of the anti-EGFRvIII antibody increased by approximately four times in 85% of the patients and further increased with the prolongation of treatment time (147). The aim of the phase III clinical trial was to evaluate whether the addition of CDX-110 to standardized treatment could improve the survival of patients with EGFRvIII-mutant GBM, which was terminated after mid-term analysis. In the final analysis, overall survival was not significantly different between the two groups (148).

The novel multipeptide vaccine IMA950 contains 11 tumor-associated peptides (TUMAPs), which have the ability to activate CTLs and limit immune evasion. A phase I trial in GBM patients found that IMA950 was well-tolerated as standardized therapy, with 90% of patients having at least one CD8+ T-cell immune response TUMAP and 50% responding to two or more TUMAPs (149). The combination of an IMA950/Poly-ICLC polypeptide vaccine with TMZ in 19 patients (16 with GBM and three with grade III astrocytoma) was confirmed to be safe (150). To date, peptide vaccines have mainly been used for grade IV tumors, but they are slowly being expanded for the treatment of grade II/III gliomas. The nine antigens that make up the IMA950 vaccine were expressed in patients with grade II/III astrocytoma and oligodendroglioma, and the presence of antigen expression and spontaneous immune responses suggested that immunotherapy of grades II and III gliomas could be performed based on the peptide set selected from the IMA950 glioma vaccine (151).

Isocitrate dehydrogenase 1 (IDH1) monoallelic point mutations define a molecularly distinct glioma subtype, with 90% of IDH1 mutations having an arginine-histidine substitution at position 132. IDH1 (R132H) is a potential immunotherapeutic target because it contains an immunogenic epitope suitable for the formation of specific vaccines (152). Previous studies have shown that IDH1-specific peptide vaccines (IDH1-Vac) induce specific therapeutic T helper cell responses and are effective against tumors in IDH1+ homologous MHC-humanized mice (153, 154). In a phase I trial (NCT02454634) including 32 patients with grade III/IV glioma, approximately 90% of patients demonstrated an immune response after treatment with an IDH1-R132H+–specific vaccine (155, 156). To enhance the efficacy of vaccination, AMPLIFY-NEOVAC (2017-000587-15) proposed combining IDH1 mutation-specific peptide vaccination with PD-L1 checkpoint inhibition to effectively improve therapeutic responsiveness (157).

Heat-shock protein peptide complex-96 (HSPPC-96) is a molecular chaperone of the endoplasmic reticulum and can be ingested by APCs. In a multicenter, open-label phase II trial of 41 adults with surgically resectable GBM who received the HSPP-96 vaccine after total resection, more than 90% of the patients survived for 6 months and nearly 30% survived for 12 months, with a median overall survival of 42.6 weeks (158). Another phase I study (NCT02122822), in which patients with newly diagnosed GBM received the HSPPC-96 vaccine plus standard therapy, found a significant 2.3-fold increase in tumor-specific immune response (TSIR) after vaccination (159). At present, many research centers are exploring the potential of the HSPPC-96 vaccine combined with radiotherapy and chemotherapy in the treatment of primary GBM and the combination of the HSPPC-96 vaccine with bevacizumab in the treatment of recurrent GBM.

In addition to peptide vaccines, autologous formalin-fixed tumor vaccines (AFTV) are undergoing clinical trials as therapeutic agents for glioma. The original method for the preparation of AFTV was developed by Dr. Tadao Ohno (Tsukuba, Ibaraki, Japan). AFTV is prepared using surgically resected formalin-fixed and/or paraffin-embedded patient tumor tissues (160). In the initial clinical trial, 12 patients with primary GBM who were inoculated with AFTV exhibited low expression of p53 and high expression of MHC-I molecules, both of which could significantly improve GBM prognosis (161). Sakamoto et al. (162) described that, in one patient with primary GBM and two patients with secondary GBM, AFTV combined with adjuvant TMZ therapy resulted in a large number of CD3+CD8+ T cells in surgical specimens. In a prospective phase I/II trial (C000000002), AFTV combined with fractionated radiotherapy (FRT) was used in 24 patients with newly diagnosed GBM: the median overall survival was 19.8 months, and the therapy was well tolerated with low toxicity (163). In another phase I/II trial (UMIN000001426), AFTV and FRT were combined with TMZ adjuvant therapy in patients with newly diagnosed GBM: 33% of the 24 patients had progression-free survival of ≥2 years; the median overall survival was 22.2 months, actuarial 2- and 3-year survival rates were 47% and 38%, respectively, and the therapy was well tolerated (164). A recent case report showed that radiotherapy combined with AFTV therapy resulted in a 91% reduction in tumor volume and maintained regression for 5 years in a patient with brainstem glioma (165). Aruga et al. (166) demonstrated that chemotherapy plus AFTV combined with a peptide vaccine resulted in a strong immune response in patients with biliary tract cancer. However, the combination of AFTV with peptide vaccines or other vaccines in GBM requires further investigation.




5 Conclusion

The immunosuppressive microenvironment of GBM facilitates the immune escape of tumor cells and is also an important factor hindering the progress of GBM treatment. Immunosuppression is ultimately the cause of treatment failure for many cancers. Considering the abundance of immunosuppressive cells such as GAMs, Tregs, and MDSCs and their paramount roles in the maintenance of the immunosuppressive TME, we expect such cells to serve as the entry point of targeted treatments to greatly reduce the degree of immunosuppression in GBM. Furthermore, the immunosuppressive environment of GBM has many interrelationships with the gut microbiota, which play an important role in the occurrence, development, and treatment of GBM. Investigating the composition of the gut microbiota and deciphering the gut–immune–brain cancer axis will create further opportunities for the development of effective immunotherapies for malignant brain cancer. There is accumulating evidence that immune cells are inhibited in the glioma microenvironment through a variety of mechanisms, including the presence of immune checkpoints such as PD-1/PD-L1 and CTLA-4. The discovery of immune checkpoints offers new hope for cancer treatment. Peptide- and cell-based vaccines and immunotherapy with immune checkpoint inhibitors are designed to enhance the adaptive immune system with the overall aim to promote a more robust anti-tumor response. In this context, combination therapy targeting complementary mechanisms of action may be required to achieve lasting anti-tumor benefits by improving the GBM immunosuppressive microenvironment.
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Binding of CD95, a cell surface death receptor, to its homologous ligand CD95L, transduces a cascade of downstream signals leading to apoptosis crucial for immune homeostasis and immune surveillance. Although CD95 and CD95L binding classically induces programmed cell death, most tumor cells show resistance to CD95L-induced apoptosis. In some cancers, such as glioblastoma, CD95-CD95L binding can exhibit paradoxical functions that promote tumor growth by inducing inflammation, regulating immune cell homeostasis, and/or promoting cell survival, proliferation, migration, and maintenance of the stemness of cancer cells. In this review, potential mechanisms such as the expression of apoptotic inhibitor proteins, decreased activity of downstream elements, production of nonapoptotic soluble CD95L, and non-apoptotic signals that replace apoptotic signals in cancer cells are summarized. CD95L is also expressed by other types of cells, such as endothelial cells, polymorphonuclear myeloid-derived suppressor cells, cancer-associated fibroblasts, and tumor-associated microglia, and macrophages, which are educated by the tumor microenvironment and can induce apoptosis of tumor-infiltrating lymphocytes, which recognize and kill cancer cells. The dual role of the CD95-CD95L system makes targeted therapy strategies against CD95 or CD95L in glioblastoma difficult and controversial. In this review, we also discuss the current status and perspective of clinical trials on glioblastoma based on the CD95-CD95L signaling pathway.
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Introduction

Glioblastoma (GBM) is the most common and aggressive malignancy in the central nervous system, the efficiency of standard treatment (surgical, radiotherapy, and temozolomide chemotherapy) is limited, and the prognosis is generally poor. Regulating cell death is an attractive target for cancer therapy. CD95 (FAS; APO-1; TNFRSF6) is a member of the tumor necrosis factor (TNF) receptor family of membrane surface proteins ubiquitously expressed in tissues, and its cognate ligand CD95L (FasL/CD178) is expressed primarily by cells of the immune system such as natural killer (NK) cells and activated T lymphocytes. CD95-mediated apoptosis helps to maintain immune system homeostasis and promotes the elimination of malignant cells (1). Although immune cells use CD95L as a mechanism for killing cancer cells, most tumor cells are resistant to CD95L-induced apoptosis. In some cancers, such as GBM, CD95-CD95L can exhibit an atypical function. Previous studies have suggested that CD95 is a specialized death receptor; however, the nonapoptotic functions of CD95 signaling have recently been found to promote tumor cell growth and migration (2). It is essential to explore the dual function of CD95 and the corresponding mechanisms for its application in cancer therapy.



CD95-mediated apoptosis signaling pathway

CD95, a type 1 transmembrane protein, belongs to the TNF receptor superfamily. The extracellular region of CD95 contains three cysteine-rich domains (CRD) that define the ability to recognize and bind CD95 and CD95L. CRD2 and CRD3 of CD95 are involved in CD95L binding, and the preligand assembly domain (PLAD) overlapping CRD1 which is near the N-terminus is required for the assembly of CD95 trimer (3). The death domain (DD) in the intracellular segment of the CD95 molecule is a conserved region of about 80 amino acids, which is crucial for the transmission of apoptotic signals (4). Its ligand, CD95L, is a type II transmembrane protein that can be trimerized by the C-terminal TNF homology domain (THD). The apoptotic ability would be activated when CD95L binds to the death receptor CD95, the binding drives the aggregation of CD95 trimers, which causes DD to cluster together and attracts another protein in the cytosol with the same DD, called Fas-associated protein with death domain (FADD) (5). FADD then ligates the inactive zymogen form of caspase-8 (procaspase-8) through an N-terminal death effector domain (DED) (6), together they constitute the death-inducing signaling complex (DISC) (7), which recruits additional procaspase-8 molecules. Multiple procaspase-8 molecules bind through their tandem DED, thus forming the assembly of DED/caspase-8 filaments (8, 9). The formation of the DED chain drives the dimerization and self-cleavage of procaspase-8 that converts procaspase-8 into activated heterotetramer caspase-8, thus launching executioner caspases (e.g., caspase-3,-6, and-7), ultimately triggering a signaling cascade of apoptosis (Figure 1). However, activation of DR does not produce sufficient amounts of activated caspase-8 to trigger apoptosis in some cases, as has been observed in hepatocytes, pancreatic beta cells, and most cancer cells. In these so-called ‘Type II cells’, mitochondria-dependent intrinsic apoptotic pathways are required to amplify DR-mediated apoptotic signaling. This depends on whether XIAP expression is sufficient to block the enzymatic activities of caspase-3,-9, and -7 (10). The BH3 interacting domain death agonist (Bid) is cleaved by caspase-8 to generate a truncated form (tBid). Translocation of tBid to mitochondria, where it activates pro-apoptotic members of the Bcl-2 family Bax and Bak (11), can mediate mitochondrial outer membrane permeabilization (MOMP), thus releasing cytochrome C, Smac/Diablo and Htra2/OMI into the cytosol (12). This process can also be performed by tBid itself, without relying on Bax/Bak activation (12). The apoptosome is made up of cytochrome C, apoptosis-promoting factor-1 (Apaf1), and procaspase-9 (13), Smac, and Htra2 remove the inhibitory effect of XIAP on caspase-3 (14, 15), leading to caspase-3 activation induction of apoptosis. Thus, unlike type I cells, type II cells can be rescued from CD95-induced apoptosis by inhibiting MOMP (16, 17), for example, GBM overexpress members of the anti-apoptotic Bcl-2 family (18, 19) and downregulate the expression of BAX (20) and pro-apoptotic Bcl-2 proteins. Similarly, disruption of CD95 pro-apoptotic signaling cascades that evade apoptosis has been observed in GBM.




Figure 1 | Typical apoptosis signaling pathway mediated by CD95. CD95 induces cell apoptosis through the caspase cascade in different cell types. This process depends on the involvement of mitochondria in type II cells.





CD95-mediated nonapoptotic signaling


The anti-apoptotic function of CD95

The understanding of CD95 activity initially focused on its ability to induce apoptosis, but now it has switched to the nonapoptotic signaling pathway (Figures 2–4). Particularly in cancer, nonapoptotic CD95 signaling has been widely documented and has been associated with cancer cell growth, invasiveness, as well as cancer cell stemness (21).




Figure 2 | The NF-κB signaling pathway mediated by CD95. CD95 induces caspase-dependent activation of the NF-κB pathway via IKK activation. There are 2 major IKK activation pathways: the RIP1/TRAF2-dependent pathway and the MEKK1 activation pathway.






Figure 3 | The MAPK signaling pathway mediated by CD95. (A) CD95 induces DD-mediated caspase-independent activation of the MAPK pathway. (B) CD95 induces caspase-dependent activation of the MAPK pathway. (C) CD95 induces activation of the MAPK pathway in a DD-independent manner by stimulating EGFR.






Figure 4 | The PI3K-AKT signaling pathway mediated by CD95. CD95 induces the c-YES/calcium/PI3K pathway and c-YES/EGFR/PI3K pathway to mediate cell migration.



Tumor volume and incidence of the mouse with ovarian and liver cancer decreased when CD95 expression was knocked down (22). CD95-mediated Sck/Shc2 activation is essential for pancreatic ductal adenocarcinoma growth and metastasis (23). Balta et al. found that for single tumor cells, CD95 activation promoted their apoptosis. Conversely, the activation of CD95 in tumor cells in tissue promotes their survival, possibly because cell-to-cell contact increases tyrosine kinase activity (24). Recent studies have also provided evidence for the presence of CD95L-independent but CD95-dependent signaling pathways in human glioma initiating cells (Gics) that maintain tumor malignancy (25). The lack of CD95 has been found to enhance immune regulation of tumor cells in triple-negative breast cancer mice, and this suppression of tumor growth is due to enhanced recruitment and activation of NK cells (26). The molecular mechanisms have been elucidated. Independent of CD95L, the C-terminal region of CD95 binds to the Kip1 ubiquitination-promoting complex 2 (KPC2), which in turn recruits the ubiquitin ligase KPC1 and p65, a member of the NF-κB family. NF-κB1 (p105) is ubiquitinated by KPC1 and is degraded to p50 without the transactivation domain, forming a homodimer p50/p50 and thus, inhibits the NF-κB pathway. When CD95 is absent, p50 production is reduced and p65 is released from the plasma membrane to bind to p50 to form a heterodimer that activates the NF-κB pro-inflammatory signaling pathway and regulates cellular immunity (27).



NF-κB signaling pathway

At rest, the inhibitor of NF-κB protein (IκB) combined with NF-κB in an inactive state, activation of IκB kinase (IKK) ubiquitinates, phosphorylates and eventually degrades IκB, transferring NF-κB from the cytoplasm to the nucleus (28). IKK activation is more dependent on caspase-8 activity than CD95 activity, although caspase-8 can be a downstream target of the CD95 signaling pathway (Figure 2). Caspase 8 recruits FADD, TRAF2, RIPK1, and E3 ubiquitin ligases into a complex called FADDosome (29), where effector proteins (e.g., RIP1, TRAF2) bind to the ubiquitin binding domain of IKK in a K63 ubiquitin chain-dependent manner, leading to NF-κB activation and subsequent secretion of pro-inflammatory cytokines. Caspase-10, a homolog of caspase-8, can also be recruited by FADD (30, 31). Early data suggest that caspase-10 is equivalent to caspase-8 as an initiator caspase, leading to cell apoptosis (32). However, recent studies have found that caspase-10 can restrain the activity of caspase-8 in DISC and transform apoptotic signaling into an NF-κB signaling pathway (33). This may be because caspase-10 is a necessary component for the assembly of the FADDosome (34). Furthermore, caspase-8 cleaves its homologue c-FLIPL to produce P43-FLIP that binds NF-κB signaling molecules such as RIP1, TRAF2, and TRAF60 in the absence of CD95 (35). Data also suggest that other cFLIP variants (full-length cFLIPL and cFLIPS) can activate IKK through the interaction of ubiquitinated proteins with IKKγ/NEMO (36). E3 ligases play a key role the degradation of IκB, processing of NF-κB precursors, and activation of the IKK complex. Therefore, the presence of deubiquitinating enzymes such as CYLD cleaves polyubiquitin chains, effectively inhibiting the NF-κB pathway (37, 38).

In addition to promoting inflammation and survival, CD95 controls glioma cell invasion by regulating matrix metalloproteinases (MMP)-2 activation through the NF-κB-TIMP-2 pathway (39). NF-κB is also involved in the expression of decoy receptor (DcR) 3, which inhibits the conduction of the CD95 signal (40). Tumor necrosis factor-related apoptosis-inducing ligand (TRAIL) is another DR ligand that is highly homologous to CD95L and also activates downstream pathways through FADD and caspase-8. We hypothesize that CD95L can also induce delayed activation of JNK and IKK through caspase-mediated activation of MEKK1 similar to TRAIL, independent of RIP1 and TRAF2 expression. Thus, activation or inhibition of the NF-κB pathway depends on the level of c-FLIPL. When cFLIP was expressed at a low level, fully activated caspase-8 cleaved RIP1 and caspase-3, which was sufficient to inhibit NF-κB signaling and induce apoptosis in type 1 cells. However, in type II cells where caspase-3 is not capable of inducing apoptosis, caspase-3 activates the MEKK1/IKK/NF-κB pathway. In contrast, when cFLIP is overexpressed, caspase-8 with limited activity cannot activate caspase-3, and at the same time, it will cleave RIP1 in a small amount to slow down NF-κB signaling conduction (41).



MAPK signaling pathway

The MAPK chain transfers upstream signals to downstream responding molecules by sequential phosphorylation. The MAPK pathway acts as a pivot in cell proliferation, differentiation, apoptosis, and angiogenesis, and also participates in tumorigenesis (42). CD95 was initially found to activate the MAPK singling pathway in a caspase-independent manner. Death domain-associated protein (Daxx) served as the activator of the Jun NH2-terminal kinase (JNK) pathway. Activation of CD95 induced Daxx to interact with the MAP3K signaling kinase-1 ASK1, thus alleviating the inhibitory intramolecular interaction of ASK1 and activating its kinase activity (43). CD95 can also activate the MAPK singling pathway in a caspase-dependent manner. Caspase-8 and cFLIPL-procaspase-8 heterodimers can trigger MAPK by the formation of p43 FLIP (35), which is associated with the Raf-MAPK cascade reaction (44). Furthermore, caspase-8 can cleave Cyld (45), resulting in the activation of JNK, p38 and ERK signaling (46, 47). Caspase-3 and caspase-7 also participate in CD95-induced MAPK activation by cleaving the mammalian 20-like sterile serine/threonine kinase 1 (MST1) to generate active fragments of MAPK (48). Additionally, CD95 can activate the MAPK pathway independently of DD (Figure 3), since CD95 can induce EGFR activation to mediate subsequent activation of ERK (49). Furthermore, as expressed in the NF-κB signaling pathway above, CD95L can activate the JNK pathway in a TRAIL-like mechanism (41).



PI3K-Akt signaling pathway

The soluble form of CD95L (sCD95L) binds to the receptor and cannot form a DISC, but instead forms a complex called motion-induced signaling complex (MISC); MISC produces ROS through NADPH oxidase (for example, Nox3) (50). Src kinases such as c-YES are subsequently activated, followed by recruitment of PLCγ1 to the plasma membrane, where PLCγ1 hydrolyzes PIP2 to produce IP3 and DAG. Then IP3 activates the intracellular calcium response. Calcium influx can be promoted by CD95-activated Orai1 channels, and elevated calcium concentrations activate DISC inhibitors, such as PKCβ2 (51). Therefore, CD95 can mediate tumor invasion and migration through the c-YES/calcium/PI3K pathway (52).Moreover, c-YES stimulates EGFR in the absence of EGF (53), resulting in activation of the PI3K/Akt signaling pathway (Figure 4). Apart from PLCγ1, Src kinases can phosphorylate other MISC components, including TRIP6, which is involved in NF-κB activation and cell migration (54). Src kinases also phosphorylate caspase-8 at tyrosine 380 (Y380), preventing downstream activation of the caspase apoptotic signaling cascade (55).

Tumor migration and invasion can also be mediated by membrane-bound CD95L (mCD95L). Aggregation of CD95, c-YES, and PI3K has been confirmed in GBM cells, and thus, activation of the PI3K/Akt/GSK3β/MMP pathways can mediate invasion (56).




Disruption of CD95-mediated apoptotic signaling in GBMs


Reduced membrane expression of the CD95 receptor

Simultaneous expression of CD95 and CD95L has been detected in GBMs (57), but GBM has often showed resistance to CD95-mediated apoptosis. Mutations in the CD95 gene have been detected in hematological tumors and some solid tumors, and most are clustered to exons 8 and 9, which encode a major part of the intracellular region of CD95, resulting in the impediment of FADD recruitment (58).

GBM can also modulate CD95 availability on the cell membrane to inhibit CD95-induced apoptosis. The protein tyrosine phosphatase non-receptor 13 (PTPN13), also known as FAP-1, is a widely studied inhibitor of CD95 (59). FAP-1 is highly expressed in GBM (60) and binds to CD95 and to endosome-associated trafficking regulator 1 (ENTR1), thus achieving the allowing the association of CD95 and ENTR1. ENTR1, in turn, promotes CD95 transport to lysosomes (61), sequestering CD95 from the cell membrane and therefore inhibiting cell apoptosis. Additionally, FAP-1 also mediates multiple CD95-independent signaling pathways to inhibit cell proliferation and migration in solid tumors, and thus, plays an important role in cell apoptosis (62).

Lipid rafts are dynamic microdomains of plasma membranes, rich in cholesterol and sphingomyelin (63). Lipid rafts act as a skeleton to isolate and localize cell signaling. After activation, CD95 is recruited into lipid rafts to promote protein-protein interactions and the transmission of apoptotic signals (64). CD95-mediated non-apoptotic PI3K/Akt signaling inhibits CD95 aggregation in lipid rafts (65), thereby promoting tumor survival. In addition, lipid rafts are responsible for the invasion of GBM by collecting CD44 (66) and connexin 43 (67).

The function of a protein can be affected by its post-translational modifications, such as glutathionylation, glycosylation, and nitrosylation, which are conducive to assembly of DISC; instead, phosphorylation inhibits the formation of DISC (68). Palmitoylation positions CD95 in rafts, which is required for effective internalization of the CD95 receptor and subsequent caspase cascade activation (69). The DHHC family is a group of proteins related to protein palmitoylation, and most of these proteins have protein acyltransferase activity. Most DHHC members are expressed at a higher level in GBM, and generally promote tumor survival by regulating CD95-independent signaling pathways (70, 71). In contrast, ZDHHC7, ZDHHC11, and ZDHHC22 are down-regulated in GBM cells (71). ZDHHC7 is the main palmitoyltransferase of residue Cys199 of CD95. Limited CD95 palmitoylation reduces its membrane localization, hindering its distribution in lipid rafts (72).



Interference with CD95-CD95L binding

The phenomenon of gene alternative splicing refers to the formation of different transcripts due to various splicing methods of mRNA precursors (choosing different splicing site combinations). It is a basic and important regulatory mechanism in eukaryotes and controls the expression of cancer-related proteins (73). CD95 premRNA performs alternative splicing by cutting exon 6 which encodes the transmembrane domain to produce soluble isomers sCD95 (74). Soluble CD95 is antiapoptotic by competing with mCD95 for CD95L. Overexpression of sCD95 has been detected in a wide range of cancers (75, 76). Recently, hypoxic microenvironments were found to modulate CD95 splicing and promote the production of anti-apoptotic sCD95 mRNA (77), possibly due to reduced interactions of the splicing factor U2AF-RNA in hypoxic cells (78).

Similarly, CD95L is also available in two forms, but sCD95L is formed by MMP-mediated proteolytic cleavage. sCD95L cannot activate CD95 as mCD95L does (79). It cannot form oligomers with CD95 and, therefore, it cannot induce DISC formation (80). Inhibition of mCD95 cleavage by MMP enhances CD95-mediated apoptosis (81). In addition, it can activate motor signals, which will be described below.

DcR belongs to the TNF receptor family, it is a soluble protein associated with the suppression of death receptors, which overexpression leads to immune escape. DcR3 has been detected in malignant gliomas, and its abnormal expression can inhibit CD95L-induced apoptosis (82, 83). DCR3 relies on four CRDs at the N-terminal to bind CD95L, therefore, three DcR3 and CD95L trimer form the heterohexameric complex. By recognizing the invariant backbone and side chain atom of the ligand, DcR3 specifically binds to CD95L, LIGHT, and TL1A (84). Due to the lack of transmembrane domain, DcR3 disturbs the binding of these receptors to ligands through competitive inhibition, while it also conducts the signaling pathways for tumor cell growth, invasion and epithelial-mesenchymal transition (EMT) (85, 86). Furthermore, through its CD95-independent properties, DcR3 induces local immune suppression, mainly through suppression of Th1 and macrophage propensity to M2 in the tumor microenvironment (87). It was also found to promote effector T cell apoptosis by reverse signaling (88); thus, further enhancing the immune escape of tumor cells.



Blocking caspase-8 activation

The recruitment of procaspase-8 by FADD and subsequent assembly of DISC determine the fate of cell apoptosis. Caspase-8 and FADD mRNA and protein expression levels were lower in GBM tissues than in normal brain tissues (89). Furthermore, caspase-8 was silenced by DNA methylation and gene deletion in pediatric neuroblastoma amplified with MYCN (90). Caspase-8 ability is also highly regulated by post-translational modifications (91), of which phosphorylation is typical (55).

The antiapoptotic protein c-FLIP is a protein containing a DED, which is a homologue of caspase-8 and is overexpressed in a variety of tumors (92–96). The three common isoforms are the short, Raji, and long isoforms of cFLIP (cFLIPS, cFLIPR, and cFLIPL). All of these proteins contain two death effector domains and use them to combine with FADD, recruiting caspase-8/-10 at the DISC. cFLIPL also has a caspase-like domain but lacks a key active site residue (97). CFLIPS has been verified as a dedicated inhibitor of apoptosis, which can form an inactive heterodimer with procaspase-8 (98), and the cleavage of procaspase-8 can be completely blocked (99). There is also evidence that cFLIPS can block caspase-8 activation by breaking the caspase-8 filament to prevent dimerization of the caspase-8 catalytic domain on the DISC (100).

The pro-apoptotic functions of cFLIPL were also verified. Pro-apoptotic activity is induced when expressed at low levels, and the formation of heterodimers with procaspase-8 allows the activation of caspase-8. It is worth noting that the formation of the procaspase-8: cFLIPL heterodimer is preferential to the procaspase-8 homodimer. However, when cFLIPL is highly expressed, c-FLIP without catalytic activity will compete with procaspase-8 for DISC, thus inhibiting apoptosis (101). In addition, a fragment named p43-FLIP is obtained from cleaved c-FLIPL. It interacts with RIP1 and TRAF2 to activate NF-κB (35). Conversely, the expression of c-FLIPL determines the direction of NF-κB as discussed above. It also plays a pseudo-enzyme function independent of caspase-8 (102). Thus, c-FLIPL balances cell survival and death in a complex manner.

For these reasons, the activity of caspase-8 is limited in tumors. Incomplete activation of caspase-8 in tumors contributes to the induction of minority MOMP (103), a limited number of mitochondria undergo MOMP, and the amount of cytochrome c/SMAC released is insufficient to trigger apoptosis, but sufficient to activate downstream caspases at sublethal levels. Subsequent deficient endonuclease activation causes the accumulation of DNA damage without cell death, destabilizing the genome, and promoting tumorigenesis (104, 105).



Upregulation of apoptosis inhibitors

Inhibitors of apoptosis proteins (IAP), characterized by at least one baculoviral IAP repeat (BIR) domain, negatively regulate apoptosis by inhibiting caspase activation. It is frequently observed to be upregulated in GBM samples (106). There are eight proteins in the family, of which XIAP has the most potent antiapoptotic properties and can directly contact and inhibit caspase-3, 7, and 9. XIAP inhibitors have been shown to cause caspase-dependent apoptosis (107). Patients with GBM have a lower survival rate with higher expression of the expression of the XIAP protein (106).

Unlike XIAP, cIAP-1 and cIAP-2 could not directly inhibit caspases, cIAP-1, cIAP-2, as well as XIAP have the same RING domains and possess the Ubiquitin protein ligase (E3) Ubiquitin associated activity (UBA) domain, which mediates caspase-3 and caspase-7 (108). They cause SMAC ubiquitination and subsequent degradation (109). Survivin/BIRC5, the smallest member of the IAP family of proteins, contains only one BIR domain and is the most upregulated IAP in a variety of tumors (110). Survivin binds to Smac to prevent this molecule from inhibiting XIAP, but also exerts antiapoptotic activity based on the ability to protect XIAP from ubiquitination (111). Based on the characteristic inhibition of caspase activity by IAP, an IAP antagonist, also known as a Smac mimetic, has the potential to sensitize tumor cells to apoptosis. However, IAP also influences other cellular processes, such as the regulation of ubiquitin-dependent NF-κB activation for cell survival (112). The interaction with the tumor microenvironment and the crosstalk with various cell signaling pathways lead to the complex role of IAP in cancer and immune regulation (113). The therapeutic results of IAP antagonists need to be further studied.



Powerlessness of endonucleases

Even if the executioner caspases are successfully activated, apoptosis may not be achieved. Apoptotic hydrolysis of DNA requires endonuclease DFF40/CAD, and activation of DFF40/CAD requires its inhibitor ICD to be cleaved and inhibited by caspase-3. This step is limited in the cytosol, and thus the cytosolic level of DFF40/CAD is a determinant for achieving a complete apoptotic reaction (114). Due to abnormal accumulation of DFF40/CAD protein in the nucleus, GBM cells may not be able to undergo apoptosis (115).




Immune privilege and tumor counterattack

CD95 is ubiquitously expressed in the human body and is presented as low tissue specificity. In contrast, CD95L is characteristically expressed in immune cells such as cytotoxic T lymphocytes and NK cells and has long been recognized an essential part of immune homeostasis and immune elimination. CD95L has also been reported to be constitutively expressed in immune-privileged tissues such as the eyes and testes. They mediate apoptosis of immune cells through CD95L, which renders them unable to respond to foreign antigens, including graft antigens (116). Astrocytes in healthy human brains do not express CD95L, but it is expressed by astrocytoma (117). Therefore, it has been proposed that tumors can desensitize themselves to apoptosis and express CD95L to mediate immune escape and realize immune counterattack. This effect is called a ‘tumor counterattack’. However, contradictory phenomena such as rejection and immune induction caused by CD95L expression in grafts or tumor cells have also been reported (118). In recent years, there has been a more profound and comprehensive understanding of tumor counterattack, whereby immune cell killing is not mediated by tumor CD95L, but by CD95L expressed in the tumor microenvironment. CD95L has been reported to be expressed in the human tumor endothelium. These CD95L-expressing endothelial cells selectively kill CD8+ T cells rather than regulatory T cells and establish tumor immune tolerance (119). Some cells educated in tumor microenvironments such as cancer-associated fibroblast (CAF), myeloid-derived suppressor cell (MDSC), microglia, and macrophages also express CD95L (120–122). Therefore, inhibition of the CD95-CD95L pathway in the tumor microenvironment may be a potential therapeutic strategy to improve the efficacy of immunotherapy.



CD95 targeted therapy

Due to the typical pro-apoptotic function of CD95, targeting of the CD95 signaling pathway has been the focus of cancer therapy research. However, CD95 agonists have severe hepatotoxicity (123). To avoid the toxicity caused by its Fc segment, “Mega-Fas-Ligand”, a synthetic CD95 ligand, now known as APO010, was developed. The potential of APO010 to induce human glioma cell apoptosis has been observed in vitro (124, 125), but it is less effective than expected in vivo (126). A phase I trial (ClinicalTrials.gov Identifier: NCT00437736) is underway to determine the recommended dose of APO010.

As the understanding of CD95 tumorigenesis and immune cell killing functions has matured in recent years, inhibition rather than activation of CD95 signaling seems to be a better solution for GBM treatment. APG101 (also known asasunercept) is composed of the extracellular domain of CD95 and the Fc segment of the IG1 antibody, and acts as a CD95 inhibitor. Therefore, APG101 can specifically block CD95L on the tumor cell membrane and the vascular endothelial cell membrane, and the function of CD95L in promoting the invasion and apoptosis of activated T lymphocytes by glioma cells can be neutralized (127). We summarize the phase I/II clinical studies of APG101 in Table 1. Early trials in healthy subjects have demonstrated its safety (128). A phase I study showed that APG101 treatment significantly improved PFS with patients with GBM compared to standard radiotherapy and temozolomide alone, and hypomethylation of the CpG2 site within the CD95L promoter resulted in improved benefits (132).


Table 1 | Phase I/II trials of APG101 and their results.





Discussion

CD95-mediated apoptosis and anti-apoptotic signaling within the tumor, contribute to the suppression of apoptotic pathways and the enhancement of survival pathways. Tumor cells also use CD95L expressed in the microenvironment to kill immune cells. Given the above understanding, inhibiting rather than activating the CD95 signals is a better strategy. Because CD95 and its downstream signaling molecules are involved in multiple pathways, direct targeting of effector molecules is also a good option, such as thermal therapy, which promotes the generation of the generation of cytochrome C to induce apoptosis in cancer cells (133). Another factor to consider is the complexity of the interaction between CD95 signaling and other pathways of cell death, such as caspase-8 activation to inhibit necrotizing apoptosis (134). Nonetheless, apoptosis and the cell cycle are closely related and their mutual influence should not be ignored.

Knockdown of CD95-CD95L signaling by si/shRNA induces tumor cell death, this phenomenon called Death-induced by CD95R/L elimination (DICE) has been reported in tumors (135). Putzbach et al. updated the DICE concept to Death-induced by survival gene elimination (DISE), confirming that cell death is not actually due to CD95 or CD95L knockdown. In fact, si/shRNA derived from CD95/CD95L silenced a set of surviving genes through a specific 6mer seed sequence (position 2-7 of the guide strand), resulting in the DISE (136). Furthermore, it has been confirmed that the expression of CD95L mRNA itself was toxic to cells through DISE (137). This could explain the inefficiency of exogenous CD95/CD95L or CD95 agonists, as they fail to trigger DISE. DISE relies on the involvement of RNA induced silencing complex (RISC) where miRNAs target mRNAs. Therefore nonspecific down-regulation of miRNA levels in cancer cells allows the release of RISCs occupied by them and then triggers DISE; whereas in normal tissues, most highly expressed miRNAs carry seed regions with low guanine content, making them less toxic to survival genes (138). Thus, DISE may induce cancer cell death. In vivo induction experiments with DISE have confirmed that normal tissues were not affected by toxicity, thus providing a partial basis for the safety of the strategy (139). As DISE toxicity is independent of CD95L or CD95 receptor expression, the combination of induced overexpression of CD95L and inhibition of CD95 signaling could represent a potential cancer treatment in the future.
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Background

Glioma is a fatal tumor originating from the brain, which accounts for most intracranial malignancies. Currently, Immunotherapy has turned into a novel and promising treatment in glioma patients. however, there are still few effective biomarkers to mirror the reaction to immunotherapy in patients with glioma. Therefore, we intended to elucidate the evaluable efficacy of SLC11A1 in glioma patients.



Methods

In this study, samples from Shanghai General Hospital and data from TCGA, GEO, CGGA datasets were used to investigate and validate the relationship between SLC11A1 and the progression of glioma. We evaluated the predictive value of SLC11A1 on the prognosis of glioma with cox regression analysis. Then the relationship between immune infiltration and SLC11A1 was also analyzed. Ultimately, we performed the prediction on the immunotherapeutic response and therapeutic drugs according to the expression of SLC11A1.



Results

Expression of SLC11A1 increased with progression and predicted unfavorable prognosis for glioma patients. The hazard ratio for SLC11A1 expression was 2.33 with 95% CI (1.92-2.58) (P < 0.001) in cox analysis. And based on expression, we found SLC11A1 stratified glioma patients into subgroups with different immune activation statuses. Moreover, we observed that patients with higher SLC11A1 levels companied with better immunotherapeutic response, while those with lower SLC11A1 levels may respond better to temozolomide.



Conclusion

This study provided evidence that SLC11A1 was a novel prognostic marker and immunotherapy response indicator for gliomas. In some cases, SLC11A1 could be an effective marker for identifying patients who might benefit from immunotherapy or chemotherapy.





Keywords: glioma, immunotherapy, biomarker, immune infiltration, prognosis



Introduction

Glioma, the most common primary brain tumor, companied with poor prognosis in human adult (1). It is a type of rapidly progressing tumor, and the overall survival time in newly diagnosed glioma patients is approximately 12–18 months. Despite a variety of therapeutic approaches for gliomas, the outcome for patients with glioma is still poor. Surgery is not effective due to the tumor’s infiltrative nature. Due to tumor heterogeneity and epigenetic complexity, it is difficult to identify therapeutic targets for glioma. Additionally, the delivery of chemotherapeutic drugs is limited by the blood-brain barrier (BBB). Therefore, a thorough understanding of the factors involved in tumor progression is critical to exploring effective strategies for the diagnosis and treatment of glioma patients.

The use of cancer immunotherapy, such as immune checkpoint blockade (ICB), has been proven to benefit patients with gliomas. ICB inhibits tumor progression through the reinvigoration of tumor cytotoxic T cells. Although glioma is an immunogenic tumor characterized by high neoantigen levels, only a small subset of patients responds to ICB due to primary or secondary drug resistance (2). In light of the significant economic burden and side effects associated with radiochemotherapy, it is necessary to explore more robust predictive biomarkers for ICB response (3). However, because of complicated molecular methods, the detection of biomarkers tends to be expensive. Although several molecular biomarkers have been identified to predict the prognosis and therapeutic response to glioma, further study is needed to facilitate their widespread clinical application. Thus, there is an urgent medical need for fast and economical molecular subtype predictors.

A recent study showed that solute carrier family 11 member 1 (SLC11A1) has multiple effects on macrophage activation and exerts a vital role in immune response (4). Susceptibility to infections and autoimmune diseases is linked to SLC11A1. Moreover, SLC11A1 has been proved a correlation with various tumors, such as bladder cancer and esophageal cancer (5, 6). SLC11A1 expression has been implicated in bladder cancer recurrence and the response to Calmette–Guerin (BCG) immunotherapy (5). However, no study has revealed the function of SLC11A1 in the development of glioma, and the potential molecular mechanism is poorly understood.

Our study examined the expression patterns of SLC11A1 and its immunological function across a range of cancers. Anti-SLC11A1 therapy appears to be an appropriate treatment for gliomas. We also report that SLC11A1 expression promotes tumor progression and may serve as a biomarker for differentiating molecular subtypes of gliomas.



Materials and methods


Tumor samples collection

Human samples were exempt from testing by Shanghai General Hospital’s Human Investigation Ethical Committee. The samples were recruited between January 2021 and January 2022 from the Department of Neurosurgery in Shanghai General Hospital. Among the 20 glioma patients (Grade II: n = 7; III: n = 6; IV: n = 7) none had experienced chemotherapy and radiotherapy before. Each patient signed an informed agreement paper.



Data source and expression analysis

A pan-cancer dataset from The Cancer Genome Atlas (TCGA) was analyzed with UCSCXenaShiny containing 33 subtypes of cancer and GTEx expression matrix data (7). All data on gliomas came from Gliovis (8) (Supplementary Table 1). Single cell RNA sequencing of gliomas was derived from GEO database (GSE131928) (9) with 7930 high quality cells acquired from 28 patients. Single cell data analysis was carried out by Seurat4.0 (10). Cell annotation was performed with R package “SingleR” (11) and markers derived from TISCH (12). Spatial transcriptome data of glioma was downloaded from 10X genomics main page(https://www.10xgenomics.com/cn/resources/datasets/human-glioblastoma-whole-transcriptome-analysis-1-standard-1-2-0). After imported into R, the filtered UMI count matrix was analyzed using the R package Seurat (10). Then we used regularized negative binomial regression (SCTransform) to normalize UMI count matrices. Top 3,000 highly variable genes were identified. We determined to use the first 30 principal components in clustering analysis. UMAP dimensionality reduction was performed with the first 30 principal components as input to visualize spots. SpatialFeaturePlot() function was used for gene expression in spots.



Immunohistochemical and immunofluorescence analysis

Paraformaldehyde 4% and paraffin were added to the samples to fix them for 24 hours. After cutting the paraffin block into five millimeter-thick sections then blocked overnight at 4°C and stained with SLC11A1 (Abcam, ab211448, USA). Using biotinylated rabbit IgG incubated with PBS after washing the sections. The sections were viewed under a microscope AX-80. The images were analyzed by Image J.

Sections that were formalin-fixed and embedded in paraffin were deparaffinized, rehydrated, permeabilized, and rinsed. Antigen repair in citrate buffer was made for 15 min. Blocking was carried out in 5% BSA for 1 h at room temperature. Then sections were stained with SLC11A1 (Lifespan, LS-B9344, USA), CD68 (Abcam, ab201340, USA), PD1 (Abcam, ab52587, USA). 2% BSA/PBS was diluted in secondary antibodies, which were incubated for another 1 h. After stain with DAPI, microscope images were taken of the sections.



Real-time PCR

Total RNA was extracted from human sample using TRIzol reagent. The reverse transcription is performed with FastQuant RT kit. Real-time PCR was carried out using SuperReal SYBR Green kit in Lightcycler 96). The primer sequences were listed as follow: SLC11A1 forward: GCACCTCCCAGAGAGACCT; reverse: GAGCAGCACCCAGAGAAGTT; PDCD1 forward: CAGTTCCAAACCCTGGTGGT; reverse: GGCTCCTATTGTCCCTCGTG; CA4 forward: CAAGTGCCTTCTGTGTGTGC; reverse: GAGCGGTGTTCAGGTCTTCA.



Bioinformatic analysis

TCGA mutation data was derived from R package “TCGAmutations” (13) (study=“GBM” and “LGG”), data analysis was performed by “maftools” (14). The raw mutation count for TMB (Tumor Mutation Burden) analysis was determined by TCGA using the somatic variants. An estimated size of 38 Mb was used for the exome. On the basis of the level of SLC11A1, glioma patients from CGGA dataset were grouped into high group and low expression group. Differential expressed gene (DEGs) analysis were performed by R package “limma” (15). The biological significance of the DEGs was defined as |logFC|≥1.5 and adj.pvalue <0.05 (16).

Using the R package “Pi” we further investigated the functional enrichment with Gene Set Enrichment Analysis (GSEA) (17). In order to explore the association between SLC11A1 expression and immune status, 25 immune-related genes were analyzed based on a previous study (18) (Supplementary Table 2). To landscape the immune profile of glioma samples, we performed Gene Set Variation Analysis using the R package “GSVA”.



Quantify of relative abundance of immune cells and prediction of the immunotherapy response

ssGSEA was used to calculate a enrichment score indicating how much a gene set was enriched in each sample of a dataset with R package “GSVA” (19). According to a previous study, we obtained 28 types of immune cells’ gene set signatures (20). To prevent bias caused by a singular algorithm, other methods for calculating the relative abundance of cells in the immune microenvironment were also used: Cibersort-ABS (21), MCP-counter (22), quanTIseq (23), TIMER (24) and xCell (25), the immune cells data were downloaded from TIMER (http://timer.cistrome.org/). Expression and survival data from CGGA were merged and MCP-counter variables together with SLC11A1 were binarized using a median cut (leading to “high” and “low” samples for each variable from the cell’s median value or gene expression). For this study, we concatenated the binarized scores for the two variables of interest (Mono/Macro cells and SLC11A1), leading to four classes (high–high, high–low, low–high, low–low). The corresponding Kaplan–Meier curves for OS were then plotted and the p value of the corresponding log-rank test is calculated. This algorithm was previously described in Etienne et al’s study (22).

To anticipate their response to anti-PDL1 drug, the GSVA method using the T-cell inflammatory (TIS) signature were used to score the glioma samples. This signature was listed in Supplementary Table 3. Immune Cell Abundance Identifier (ImmuCellAI) (26) and Tumor Immune Dysfunction and Exclusion (TIDE) (27) were performed to investigate the potential response of ICB therapy. The Subclass Mapping (SubMap) method was also used to evaluate the role of SLC11A1in 47 patients with different immunotherapy responses (28).



Drug sensitivity analysis

Drug sensitivity data of CCLs were acquired from the Cancer Therapeutics Response Portal (CTRP v.2.0) and PRISM Repurposing dataset (19Q4). The pRRophetic package (29) which had a built-in ridge regression model was used to predict the drug response. CTRP and PRISM dataset each provides the area under the dose–response curve values as a measure of drug sensitivity.



Statistical analysis

R software 4.0.5 was used to perform all statistical analysis. We used the Kolmogorov-Smirnov test to identify whether a non-parametric or a parametric analysis should be applied to every dataset based on the distribution normality. The correlation analysis was made based on Spearman correlation analysis. Fisher exact test and Wilcoxon rank-sum tests were performed to compare categorical and continuous variables. By using Cox proportional hazard models, survival analysis assessed the association between overall survival and characteristics. Kaplan-Meier survival curves were drawn and compared with R packages “survival” and “survminer”. Meta-analysis was performed with R package “meta” (30). P value < 0.05 was considered significant. Oncoplot was generated with R package “ComplexHeatmap” (31). Fishplot was plotted using “ fishplot” (32) package.




Result


Overview of SLC11A1 in various tumors

To investigate the clinical value of SLC11A1 expression in human tumors, the levels of SLC11A1 expression in normal tissues and tumor samples based on TCGA and GTEx databases were analyzed using UCSCXenaShiny (7). As shown in Figure 1A, SLC11A1 was significantly upregulated in several cancer tissues compared with normal tissues (all p < 0.05), and was downregulated in several other cancer tissues. The results suggested that SLC11A1 exerts different roles in tumors. Further, we aimed to determine whether SLC11A1 levels are associated with clinical outcomes in patients with different cancers. We utilized UCSCXenaShiny to assess the role of SLC11A1 expression on outcome based on univariate Cox analysis. Based on the expression of SLC11A1, patients were split into two SLC11A1 subgroups. The results suggested that high SLC11A1 expression was associated with poor outcomes in ACC, KIRC, LGG, GBM, LIHC, LAML, PRAD, PAAD, and THYM. Above results showed that SLC11A1 was predominantly correlated with a poor prognosis in patients with human tumors, especially glioma (Figure 1B).




Figure 1 | Pan-cancer analysis of SLC11A1 expression. (A) UCSCXenaShiny was used to visualize SLC11A1 expression in the cancer genome atlas (TCGA) pan-cancer datasets. (B) Risk plot of correlation SLC11A1 with OS, PFI, DSS (red represents HR > 1(risky) and P value < 0.05; blue represents HR < 1 (protective) and P value < 0.05; grey represents no statistical significance). **,P < 0.01; ***,P < 0.001; ****,P < 0.0001, ns = no significance (Wilcoxon test).





The elevation of SLC11A1 expression indicates poor clinical outcomes in patients with glioma

To further explore the effect of SLC11A1 in gliomas, we studied the association between its expression and prognosis of gliomas through the analysis of six datasets (n=2390). Based on the expression of SLC11A1, patients were classified into high-SLC11A1 or low-SLC11A1 subgroup. Then the log-rank test analysis indicated that patients with high expression of SLC11A1 in the Chinese Glioma Genome Atlas (CGGA), TCGA, Rembrandt and GSE16011 cohorts presented markedly poorer prognoses than those with low expression of SLC11A1 (Figures 2A–D), while a similar but nonsignificant trend was observed in patients derived from the GSE4412 and GSE43289 cohorts (Figures 2E, F). As shown in Figure 2G, there was a shorter overall survival time for patients whose SLC11A1 expression was high compared to patients whose expression was low (RR = 1.59, 95% CI 1.49-1.70).




Figure 2 | Elevation of SLC11A1 expression predicts poor prognosis in gliomas. Kaplan-Meier plots of SLC11A1 in six glioma datasets, 95% CI was also showed. Patients were divided into high and low expressed group by the medium expression level. (A) CGGA, (B) TCGA, (C) Rembrandt, (D) GSE16011, (E) GSE4412, and (F) GSE43289. (G) Forest plot of the RRs for patients with high SLC11A1 expression compared to patients with low SLC11A1 expression.



Using the TCGA cohort, we performed subgroup analyses to determine if SLC11A1 is associated with positive prognosis in different subgroups of glioma patients. For high grade gliomas, a low expression level of SLC11A1 indicated a better prognosis (p < 0.05) (Figure 3A). Similarly, in isocitrate dehydrogenase (IDH)-mutant or wild-type glioma patients, longer survival times exist in the low SLC11A1 group (p < 0.05) (Figure 3B). Moreover, among those with 1p/19q codeletion and non-codeletion subtypes, the prognosis was extremely different (codel: p=0.12; non-codel: p<0.05) (Figure 3C), which was in accordance with the results in the young (age ≤40 years old) vs. old (age >40 years old) groups (Figure 3D).




Figure 3 | Stratification Analysis and Mutation landscape of high/low SLC11A1 subgroups. High SLC11A1 expression predicts poor prognosis in gliomas with different clinical characteristics. Patients were divided into high and low expressed group by the medium expression level. Kaplan-Meier plots of SLC11A1 were performed with a variety of clinical characteristics. (A) tumor grade, (B) IDH mutational status, (C) 1p/19q co-deletion, and (D) Age. (E) Oncoplots showed the top 20 genes of mutations in patients with high expression of SLC11A1. (F) Fishplot showed that with SLC11A1’s expression changing from high to low, IDH1 mutations progressively account for the dominant type of total mutations. (Q: quartile) (G) Violin plot showed higher tumor mutation burdens in patients with high SLC11A1 expression compared to those with low SLC11A1 expression.



IDH mutation usually indicates a good prognosis in glioma patients. We obtained mutation data from the TCGA dataset. According to the gene expression, patients were categorized into two subgroups, and the patients with a higher SLC11A1 expression had a lower rate of IDH mutation and higher rates of EGFR and PTEN mutations (Figures 3E, F and Supplementary Figure 1A), and which are considered to indicate a poor prognosis for glioma patients. Glioma patients with wild-type IDH1, mutant EGFR or mutant PTEN showed higher expression of SLC11A1 (Supplementary Figure 1B) than those with other phenotypes. Additionally, tumor mutation burden (TMB) analysis revealed that low SLC11A1 expression usually accompanied by a lower TMB, and a key role for TMB is considered in the generation of immunogenic neopeptides displayed on tumor cells is its role in driving the expression of MHC molecules on tumor cells (Figure 3G). The above results indicate that SLC11A1 is a potential novel biomarker for predicting survival of patients.



The level of SLC11A1 expression increased with the malignancy of gliomas

To further determine the clinical significance of SLC11A1 in glioma patients, the clinical study data of 1018 patients with glioma obtained from the CGGA dataset was included to analyzed. According to the expression of SLC11A1, patients were split into two different group (509 vs 509). Statistical analysis showed that high SLC11A1 expression related to older age, shorter survival time, higher tumor grade, GBM subtype, mesenchymal subtype, and wild type IDH, which further confirmed the findings from the TCGA analysis (Table 1).


Table 1 | Clinical characteristics of 1018 glioma patients in the CGGA dataset according to SLC11A1 expression levels.



We used the Cox regression model to perform univariate and multivariate Cox analyses for 1018 glioma patients on different clinical variables. According to the results of the univariate Cox regression analysis (Figure 3A), SLC11A1 was an independent variable [high vs. low, HR=2.78, 95% CI (2.25-3.11)] for patients outcomes. Using the multivariate Cox model, SLC11A1 was also an independent determinant [high vs. low HR=2.33, 95% CI (1.92-2.58)] of the outcomes of glioma patients after controlling for grade, IDH status, age, chemotherapy status and recurrence (Figure 4A).




Figure 4 | Expression of SLC11A1 increased with the progression of glioma. (A) Univariate and multivariate analysis for overall survival of glioma patients. (B) CGGA, (C) TCGA, (D) Rembrandt, (E) GSE16011, (F) GSE4412, and (G) GSE43289. (The X-axis represents the WHO grade while the Y-axis represents SLC11A1 expression value (log2). Based on Wilcoxon test.) (H) qRT-PCR of SLC11A1 of 20 patients with gliomas. (I) Representations and quantification of immunohistochemistry detection of SLC11A1 in LGG (low grade glioma) and HGG (high grade glioma). *,P < 0.05; **,P < 0.01; ***,P < 0.001, ns = no significance (Wilcoxon test). (J) Western blot of SLC11A1 in LGG (low grade glioma) and HGG (high grade glioma).



To determine the SLC11A1 expression in glioma patients with different tumor grades, we obtained data from a public database and our hospital, and we found that the expression of SLC11A1 was elevated in gliomas tissue with high malignant potential. In the CGGA dataset, the expression of SLC11A1 was notably higher in WHO grade III and IV tumors than in grade II tumors (Figure 4B). In TCGA dataset, an extremely increase in SLC11A1 expression was also noted in WHO grade IV and III tumors compared with grade II tumors (Figure 4C). In addition, a significant rising trend was observed in Rembrandt dataset: 98 patients with high SLC11A1 expression had grade II tumors, 85 had grade III tumors, and 130 had grade IV tumors (Figure 4D). Consistent with the above results, based on the analysis of GEO dataset analysis, the GSE16011 dataset showed an increasing trend in the number of patients with high-grade glioma (Figure 4E); similar results were observed for the GSE4412 dataset (Figure 4F) and the GSE43289 dataset (Figure 4G). qRT–PCR and immunohistochemistry (IHC) staining for SLC11A1 were used to evaluate SLC11A1 expression in tumor tissue samples and for further validation. Consistent with the above results, a dramatic increase in SLC11A1 was observed in HGG compared to LGG (Figures 4H–J). In conclusion, the SLC11A1 expression value was found to be a stable predictor of glioma patient survival. The expression value of SLC11A1 is a predictable predictor of prognosis for glioma patients.



SLC11A1 is correlated with immune activation and immune infiltration in gliomas

SLC11A1 (Nramp-1) is a strong candidate target for influencing autoimmune and infectious disease susceptibility (33). Researchers revealed that SLC11A1 regulates immune-inflammatory genes in macrophages when pristane induces arthritis in mice (34). An association was also found between functional SLC11A1 and enhanced generation of IFN-γ-producing T cells, which was related to phagosomal acidification and phagocytosis in dendritic cells (DCs) (35) (Figure 5A).




Figure 5 | SLC11A1 is associated with immune infiltration and immune activation in gliomas. (A) STRING database shows the PPI network of SLC11A1. (B) GO (Gene Ontology) results for differential expression genes (Cut-off criteria for DEGs significance was adj. p value< 0.05 and the absolute value of the log2FC≥ 1.5). The X-axis represents gene ratio and the Y-axis represents different enriched pathways (BP: biological progress; CC: cellular component; MF: molecular function). (C) Rank-based gene set enrichment analysis shows significantly activated hallmark pathways in SLC11A1 high subgroup compared with low subgroup. (D) Heatmap showing SLC11A1-associated relative abundance of 28 immune cells in gliomas (CGGA), annotations show corresponding clinical features of each sample. (E) Heatmap showing SLC11A1-associated relative abundance of 28 immune cells in gliomas (TCGA), annotations show corresponding clinical features of each sample.



Therefore, our study was aimed at discovering how SLC11A1 expression relates to immune infiltration in gliomas and examining the molecular mechanisms by which SLC11A1 plays a role. We analyzed the DEGs between the different SLC11A1 groups (based on the CGGA dataset). The result indicates that 179 genes were upregulated, while 136 genes were downregulated. Then, the GO terms and KEGG pathways were annotated. In terms of GO biological processes, the enrichment expression of DEGs were focused on neutrophil activation involved in immune response, neutrophil degranulation, collagen-containing extracellular matrix, and leukocyte migration (Figure 5B and Supplementary Figure 2B). Following on from the KEGG results, complement and coagulation cascades, ECM-receptor interactions and Staphylococcus aureus infection were significantly enriched (Supplementary Figure 2A and Supplementary Figure 2C). Additionally, we explored the mechanisms underlying SLC11A1 in gliomas through gene set enrichment analysis (GSEA). These results indicated that various tumor progression- and immune activation-associated pathways, particularly extracellular matrix organization, cytokine signaling in the immune system and interferon alpha/beta signaling, activated inflammation and reflecting relatively enhanced tumor progression, were enriched in the high SLC11A1 subgroup (Supplementary Figure 2D). We also performed enrichment analysis by using the “HALLMARK” gene set, and consistent with the above results, the results showed that the high SLC11A1 subgroup showed significant upregulation in the immune-related pathways and EMT pathway (Figure 5C).

An immune phenotype was quantified using gene sets. Spearman’s test (Supplementary Figure 3A) indicated a high correlation between SLC11A1 and positive regulation of the inflammatory response. Along with increased expression of SLC11A1, the immune phenotype showed a “hot” tendency. In line with the above findings, SLC11A1 is a critical factor in the activation of the immune response in gliomas.

Next, it was observed that SLC11A1 levels correlate with immune infiltration, resulting in the discovery of possible mechanisms and roles involved in glioma, as well as its potential use for prognosis assessment. The relative abundance of 28 immune cell types in the CGGA cohort was systematically assessed using the ssGSEA algorithm. The association of SLC11A1 expression with infiltrating immune cells level was estimated by the Spearman method, which showed a tight knit connection between SLC11A1 and macrophages, B cells and T cells (Figure 5D and Supplementary Figure 3B). The TCGA cohort was treated as a validation set, and the results were highly consistent with the above results, which revealed that the SLC11A1 expression was associated with immune infiltration and microenvironment remodeling within gliomas (Figure 5E and Supplementary Figure 3C).



SLC11A1 indicates the TME phenotype in gliomas

To deepen our understanding of SLC11A1’s function in glioma’s tumor immune microenvironment (TIME), we utilized glioma single-cell data derived from the GEO dataset (GSE131928) (9), unsupervised analyses of this data identified 7 cell states representing the stromal, immune, and neoplastic cells commonly observed in glioma. According to the marker genes in the study of Neftel et al, neoplastic cells were split across four pan-glioma cell states, AC-like (EGFR), MES-like (CHI3L1), NPC-like (ELAVL4) and OPC-like (PDGFRA) (9), that observed across many glioma single-cell studies (36, 37). We also identified macrophages/monocytes by C1QB, C1QC and FCER1G (38), CD8 Tex cells by CD3D and IFITM1 (39), and oligodendrocyte by ERMN and KLK6 (40). The top 10 marker genes corresponding to these cell clusters were shown in the Supplementary Figure 4A. As shown in Figure 6A, SLC11A1 was specifically expressed in macrophages. We calculated the correlation between SLC11A1 and myeloid cells using the MCP-counter algorithm. The results also indicated that Macrophage infiltration and SLC11A1 expression were positively correlated. Moreover, we validated the specific expression of SLC11A1 on macrophages using spatial transcriptomic data (Figures 6A–C).




Figure 6 | SLC11A1 expression implies TME in gliomas. (A) Analysis of immune cell infiltration and SLC11A1’s specific expression through single cell data of gliomas. (B) Correlation between the SLC11A1’s expression and Mono/Macro cells (C) Analysis of SLC11A1’s location in gliomas based on spatial transcriptome. (D) Correlation between the SLC11A1’s expression and T-cell inflammatory signature. (E) Representative immunofluorescence images of human glioma samples co-stained with PDCD1 or CD68 (red) and SLC11A1 (green) in LGG and HGG. (F) Kaplan-Meier plots were performed in context of monocytes/macrophages infiltration and SLC11A1 expression. ***,P < 0.001 (Wilcoxon test). (G) Rates of anti-PD1 responses of patients from the CGGA cohort in the high or low SLC11A1 subgroups based on ImmunCellAI.



ESTIMATE is a tool (41) used gene expression level data to exhibit the existence of stromal/immune cells infiltrating tumor tissue. We used this method to calculate ESTIMATE scores for glioma patients, and the results showed that SLC11A1 was highly positively associated with stromal scores, immune scores and ESTIMATE scores but significantly negatively associated with glioma tumor purity (Supplementary Figure 5A). Then, we calculated TIS scores in CGGA patients. The results showed that the expression of SLC11A1 was positively associated with the TIS score (R=0.66, p < 0.001), indicating that high SLC11A1 expression may respond well to the anti-PD-L1 checkpoint inhibitor pembrolizumab (Figure 6D).

Immunofluorescence experiments demonstrated that the increase in SLC11A1 expression was accompanied by increased malignant potential and increased macrophage and T cell infiltration. Consistent with the above results, as shown in Figure 6E, SLC11A1 and CD68 colocalized in macrophages but not in CD8+ T cells. The expression of SLC11A1 could indicate the state of the TIME and could be an indicator of the response to immunotherapy (Figure 6E). When analyzed in the context of high or low infiltration of monocytes/macrophages (Figure 6F), low expression of SLC11A1 could predict increased survival independent of the expression of monocyte/macrophage markers. Patients with low expression level of SLC11A1 had a longer survival time when monocytes/macrophages were highly infiltrated, indicating that targeting SLC11A1 may lead to favorable treatment outcomes for patients with high levels of infiltrating monocytes/macrophages. In addition, we also predicted the response to immunotherapy in subgroups of gliomas with high and low expression of SLC11A1, and the results showed that the subgroup with high expression of SLC11A1 had a higher proportion of response to immunotherapy compared to the low expression group(Figure 6G).

In the next step, the immune cells infiltration levels was calculated by using several independent algorithms with TIMER website (24) based on pancancer expression data. Consistent with previous research, SLC11A1 was positively associated with the levels of many types of infiltrating immune cells (Supplementary Figure 5B). Notably, SLC11A1 was positively associated with the infiltration of macrophages and monocytes. As tumor progression and immune activation were both enhanced in the high SLC11A1 group, SLC11A1 expression possibly be related to the high PD-1 and CTLA4 expression. Analysis of linear regression showed a significant relationship between SLC11A1 and PDCD1 and CTLA4 (Figure 7A). A similar conclusion was drawn from the TCGA dataset (Supplementary Figure 6A). High SLC11A1 subgroups exhibited both immunologic activation and immunologic suppression. The phenomenon exhibits the phenomenon that immune activation was enriched in the high SLC11A1 subgroup while tumor progression was not suppressed.




Figure 7 | Subgroup divided by SLC11A1 predict potential immunotherapy responses of gliomas and identification of candidate agents with higher drug sensitivity in glioma patients. (E) Comparison of estimated olaparib (up) and temozolomide’s (down) sensitivity (logAUC) between IDH mutant and wildtype groups. (F) Comparison of estimated temozolomide’s sensitivity (logAUC) between high-SLC11A1 and low-SLC11A1 groups. (G) Spearman’s correlation analysis of three CTRP-derived compounds (up) and ten PRISM-derived compounds (down).





SLC11A1 expression level predicts the immunotherapy response of glioma patients

To identify the transcriptome results from public datasets, 20 patients were included from Shanghai General Hospital, and the association between the expression levels of PDCD1, CTLA4 and SLC11A1 by quantitative real-time PCR were investigated. The results indicated that SLC11A1 was positively associated with PDCD1 and CTLA4 (Figure 7B). SLC11A1-expressing patients were found to have high expression of the therapeutic targets CTLA4 and PD-1/PD-L1, which indicated that ICB treatment may be effective.

To evaluate the effect of SLC11A1 in immunotherapy response, we utilized some tools. ImmunCellAI (26) suggested that glioma patients with a high expression levels of SLC11A1 are more inclined to respond to immunotherapy (79%, 406/509) than patients with low SLC11A1 levels (53%, 273/509) (Figure 6G), and TIDE (27) revealed a similar conclusion (High: 72%, 366/509; Low: 35%, 178/509) (Figure 7C). In order to make a comparison about the similarity of the expression profiles between previous melanoma patients with detailed immunotherapeutic information and the SLC11A1 subgroups of glioma patients, we also utilized the submap algorithm, which demonstrated that the patients in the SLC11A1-high subgroup were more reactive to anti-PD-1 and anti-CTLA4 treatment (Figure 7D) (28). These results were consistent with previous findings.

In conclusion, the SLC11A1 gene may be a useful indicator of the phenotype of the immune microenvironment within a tumor and may help to predict immunotherapy response in patients with gliomas.



Estimation of drug response and identification of potential therapeutic agents for glioma patients with high or low SLC11A1 expression

The PRISM and CTRP datasets include drug sensitivity profiles and gene expression profiles of hundreds of CCLs that can be used to develop a drug response prediction model. With the pRRophetic package, we can predict the drug-sensitive patients, and further obtain the AUC valuation of each compound in clinical sample.

Before further analysis, we first showed that estimation of drug response is an accurate and reliable method, and we followed a similar process as described in a previous study (42). Temozolomide (a first-line chemotherapeutic drug used in the treatment of glioblastoma multiforme and anaplastic astrocytoma) and olaparib (a PARP inhibitor) were employed to determine whether the estimated immunotherapeutic response matched the actual clinical response. Recent studies revealed that IDH-mutant gliomas could be vulnerable to PARP inhibitor and temozolomide treatment. Therefore, we divided patients from the CGGA cohort into two different groups based on the IDH alteration status. The difference in the AUC valuation of olaparib and temozolomide between the two groups was compared by the Wilcoxon rank-sum test, while the results showed that the estimated AUC values were extremely lower in patients with mutations in IDH (p < 0.001, Figure 7E). The results illustrated that patients with IDH mutations were more sensitive to chemotherapy drugs, which is consistent with the actual clinical response to olaparib and temozolomide.

Similarly, glioma patients were classified into two groups (high vs. low SLC11A1 expression group) based on the median SLC11A1 level. We utilized the same methodology to assess the sensitivity of different SLC11A1 subgroups to temozolomide. We demonstrated that patients with low expression of SLC11A1 showed significantly lower estimated AUC values of temozolomide (p < 0.0001, Figure 7F). This result suggested that the low SLC11A1 subgroup was more sensitive to temozolomide. Although temozolomide is the first-line drug for glioma treatment, because of the heterogeneity of glioma, patients are prone to develop drug resistance, so there is an urgent clinical need for novel drugs targeting new molecules. A variety of drug candidates with higher efficacy are required in clinical treatment.

CTRP and PRISM can be used to find drug candidates. Therefore, response analysis of differential drug between the high-SLC11A1 subgroup and the low-SLC11A1 subgroup was performed to identify compounds with low estimated AUC values (log2FC > 0.10). The Spearman correlation coefficient between expression of SLC11A1 and AUC value was tested to select compounds that are negatively correlated. Based on these analyses, we identified three CTRP-derived compounds (fluvastatin, clofarabine and birinapant) and ten PRISM-derived compounds (GDC-0152, everolimus, napabucasin, dasatinib, TAK-733, cobimetinib, dabrafenib, trametinib, AS-703026 and AZD8330). SLC11A1 was negatively correlated with all of these compounds, and the estimated AUC values were lower in the high-SLC11A1 group (p < 0.001); the most notable candidates included clofarabine (mean (IQR), low: 0.3850 (0.3694, 0.4017) vs. high: 0.3547 (0.3377, 0.3668)) in the CTRP-derived compound group and AZD8330 [mean (IQR), low: 0.1058 (0.0975, 0.1125) vs. high: 0.0960 (0.0884, 0.1038)] in the PRISM-derived compound group (Figure 7G and Supplementary Figure 7A). In previous study (43), fluvastatin inhibits the growth and alters the malignant phenotype of the glioma cell line. The inhibitory effects of fluvastatin on cell proliferation is associated with decreased p-ERK1/2 expression, upregulation of p-JNK1/2. Fluvastatin has high anticancer activity and lacks toxicity to normal cells, suggesting the potential use of this statin for the treatment of gliomas (43). Clofarabine is a purine nucleoside analog drug used in the treatment of hematological malignancies (44). Birinapant has extensive IAP antagonistic effects. Birinapant can cause rapid degradation of cIAP1, cleavage of PARP, activation of caspase, and inhibition of activation of NF-κB (45). The use of clofarabine and birinapant in gliomas has not been reported. AZD8330 inhibits growth factor-mediated cell signaling and tumor cell proliferation by inhibiting MEK1/2. Yi’s study showed that YAP/TAZ depletion with MEK inhibition results in a durable suppression of NF2 tumors (46), indicating MEK inhibitor like AZD8330 could be used in many tumors.

In conclusion, it is reasonable to assume that the level of SLC11A1 expression can also be used as an indicator to evaluate the sensitivity to temozolomide. Moreover, in our present study, new target drugs that may address the current situation of temozolomide resistance in the treatment of glioma were screened based on SLC11A1 expression, and clofarabine and AZD8830 may be potential options for further basic research and clinical strategy development in the future.




Discussion

Because gliomas are highly heterogeneous, each patient’s course and therapeutic effect may be unique (47). Thus, to manage gliomas in a comprehensive manner, the patient’s individual characteristics, clinical symptoms, and tumor progression need to be considered (48). Currently, genetic examination is widely used for the precise diagnosis and evaluation of therapeutic effects. For example, it has been illustrated that patients with IDH1 and IDH2 mutations tend to have favorable outcomes and are also more susceptible to radiotherapy and chemotherapy (49, 50). In addition, patients with the 1p19q codeletion are considered ineligible for radiotherapy (51, 52). Anti-SLC11A1 immunotherapy is a suitable treatment option for glioma, as shown in this study.

Generally, the appreciation for the TME as a determining factor of cancer outcome is growing. In the process of tumorigenesis, a protumor TME is formed that includes stromal cells, fibroblasts, macrophages, as well as vascular endothelial cells and their secretory chemokines. These cells interact tightly and dynamically, and the balance of cytokine production and metabolite production changes over time (53). At the beginning of the process, tumor cells can attract and activate infiltrating immune cells to exert antitumor functions and impede tumor progression. However, in the late period, immune cells can play both antitumor and protumor roles. When this balance is disrupted, immune evasion and tumor progression are further promoted (54, 55). As a hot topic in tumor research, recent decades have seen remarkable advances in tumor immunotherapy research (56). ICB treatment can block inhibitory signaling, directly activate cytotoxic T lymphocytes to achieve antitumor effects, and may serve as an effective therapeutic strategy in patients with solid tumors (57). Despite the immune system’s ability to detect malignant tumor cells, the tumor microenvironment upregulates suppressive immune checkpoints, leading to weak anti-cancer immunity (58).

SLC11A1 is a phagosomal membrane protein located in monocytes (59), that serves as a proinflammatory factor and is closely correlated with the occurrence and progression of various inflammatory diseases (60). Besides, it is also related to susceptibility to infectious disease (33). SLC11A1 modulates immune activation (34). Despite this, few studies have evaluated whether SLC11A1 contributes to tumor progression. According to our current study, SLC11A1 is overexpressed in several kinds of cancer, and especially in gliomas. To further investigate the relationship between SLC11A1 and glioma, the cohort was split into two different groups based on SLC11A1 levels. The high SLC11A1 expression group greater malignant potential and a poorer clinical prognosis when compared with the low SLC11A1 expression group. Additionally, SLC11A1 expression was correlated to age, IDH mutation status, tumor malignancy, 1p/19q codeletion and higher TMB. TMB is taken as a key driver in immunogenic neopeptides generation, which are displayed on MHC molecules on the tumor cell surface, and regulates the patient’s response to immune checkpoint inhibitors (ICIs). According to the above results, SLC11A1 could be considered a potential practical predictor for prognosis evaluation and clinical diagnosis in glioma patients. We also observed that various immune activators and tumor progression-associated genes were enriched in high SLC11A1 groups, especially those related to cytokine signal transduction and PD-1 signal transduction. The cytokine signaling pathway and PD-1 signaling pathway are critical regulatory pathways in glioma immunotherapy (61). Therefore, we hypothesized that SLC11A1 may serve as a potential target for glioma treatment. This is the first study to prove that the SLC11A1 gene is a novel therapeutic and diagnostic target. In addition, we revealed the role of SLC11A1 in the development of glioma and assessed the underlying mechanism in immunotherapeutic response. In our present study, we revealed the relationship between SLC11A1 and the immunotherapeutic response, providing a potential therapeutic target for clinical diagnosis and management.

Glioma is highly heterogeneous, so it is almost impossible to explore a strategy suitable for all glioma cases. There is lacking corresponding biomarkers in all current therapies for glioma and thus satisfactory clinical effects cannot be achieved. Hence, finding individualized treatment strategies for glioma patients is important to maximize the therapeutic effects. We divided patients into two groups according to IDH mutation status. The differences of olaparib and temozolomide between the two groups were compared, and the results suggested that patients with mutation of IDH presented significantly lower estimated AUC values for both drugs, consistent with how the chemotherapeutic drugs behave clinically. Moreover, the patients with high SLC11A1 expression showed higher estimated AUC values for temozolomide, which indicates that glioma

Taken together, our study illustrates that SLC11A1 can serve as a novel indicator for clinical diagnosis, prognostic prediction, and immunotherapeutic response evaluation in glioma patients. The suggestion that SLC11A1 can be a practical immunotherapeutic target in glioma patients is reasonable. Furthermore, exploration of novel potential drugs, such as AZD8330 and clofarabine, may present a more robust and comprehensive perspective regarding their utilization. The above results are of great significance in clinical management and will be conducive to precise treatment and prognosis evaluation.

Studies have shown that the regulation of macrophage iron metabolism by SLC11A1 plays an important role in early macrophage activation, and previous studies have also shown that SLC11A1 is expressed only in phagocytes [i.e., monocytes/macrophages and granulocytes (PMNs)], which we also demonstrated in the present study, so to some extent SLC11A1 can reflect the number of macrophages in glioma. Moreover, increased macrophage infiltration suggests a suppressive immune microenvironment, which usually implies a poorer prognosis. We hypothesize that high expression of SLC11A1 could reflect a tumor microenvironment tending to be “cold”, which also provides an explanation for the association of high SLC11A1 expression with poor prognosis. Additionally, we observed that glioma patients with high expression of SLC11A1 were more sensitive to immunotherapy, while glioma patients with low expression of SLC11A1 responded better to temozolomide. Therefore, SLC11A1 may serve as an indicting factor for whether patients be treated with different treatment approaches (chemotherapy or immunotherapy). We yielded three CTRP-derived compounds (fluvastatin, clofarabine, and birinapant) and ten PRISM-derived compounds (GDC-0152, everolimus, napabucasin, dasatinib, TAK-733, cobimetinib, dabrafenib, trametinib, AS-703026, and AZD8330). In previous study, fluvastatin inhibits the growth and alters the malignant phenotype of the glioma cell line, suggesting the potential use of this statin for the treatment of gliomas (7). Furthermore, fluvastatin could suppress mitochondrial respiration through the synthesis inhibition of coenzyme Q and normalized T-cell-relative immune microenvironment, thereby effectively sensitizing the potency of Anti-PD1 against colorectal cancer in the MC38 homograft mouse model (13). Interestingly, a previous study reported that birinapant upregulates MHC-I, sensitizes cancer cells to T cell-dependent killing, and increases ICB efficacy (14). We wondered whether these two drugs could also play similar role in activating the immune system in glioma and achieving a sensitizing immunotherapeutic effect. Clofarabine is the drug granted approval for treatment of pediatric acute leukemia. Recent clinical studies have established the efficacy of clofarabine in treating malignancies with a poor prognosis (15). All these compounds, especially clofarabine and AZD8330 indicated the negative correlation of AUC value with SLC11A1 expression level. Although these two drugs have been reported to function in various cancers, no existing study had investigated their potential role and underlying mechanism in glioma management. There is an urgent need for further validation to explore novel clinical strategies.
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Introduction

As a malignant brain tumor, glioblastoma (GBM) is characterized by intratumor heterogeneity, a worse prognosis, and highly invasive, lethal, and refractory natures. Immunotherapy has been becoming a promising strategy to treat diverse cancers. It has been known that there are highly heterogeneous immunosuppressive microenvironments among different GBM molecular subtypes that mainly include classical (CL), mesenchymal (MES), and proneural (PN), respectively. Therefore, an in-depth understanding of immune landscapes among them is essential for identifying novel immune markers of GBM.



Methods and results

In the present study, based on collecting the largest number of 109 immune signatures, we aim to achieve a precise diagnosis, prognosis, and immunotherapy prediction for GBM by performing a comprehensive immunogenomic analysis. Firstly, machine-learning (ML) methods were proposed to evaluate the diagnostic values of these immune signatures, and the optimal classifier was constructed for accurate recognition of three GBM subtypes with robust and promising performance. The prognostic values of these signatures were then confirmed, and a risk score was established to divide all GBM patients into high-, medium-, and low-risk groups with a high predictive accuracy for overall survival (OS). Therefore, complete differential analysis across GBM subtypes was performed in terms of the immune characteristics along with clinicopathological and molecular features, which indicates that MES shows much higher immune heterogeneity compared to CL and PN but has significantly better immunotherapy responses, although MES patients may have an immunosuppressive microenvironment and be more proinflammatory and invasive. Finally, the MES subtype is proved to be more sensitive to 17-AAG, docetaxel, and erlotinib using drug sensitivity analysis and three compounds of AS-703026, PD-0325901, and MEK1-2-inhibitor might be potential therapeutic agents.



Conclusion

Overall, the findings of this research could help enhance our understanding of the tumor immune microenvironment and provide new insights for improving the prognosis and immunotherapy of GBM patients.
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Introduction

Glioblastoma (GBM) is the most common malignant primary brain tumor, accounting for 82% of all malignant gliomas (1). Due to its malignant growth and invasion into the brain parenchyma, coupled with resistance to chemotherapy and targeted therapy, GBM is the deadliest cancer among all cancers (2). GBM could be divided into four subtypes based on an unsupervised gene expression analysis by Verhaak et al. in 2010, including classical (CL), mesenchymal (MES), proneural (PN), and neural (NE), each featuring distinct genetic, epigenetic, and transcriptional alterations (3). CL GBM has a high rate of EGFR gene amplification and expresses the markers of neuron precursor cells and stem cells (4, 5). MES reveals the features of cultured astrocytic gliomas with predominant NF1 gene aberrations and PTEN mutations. It is commonly linked to a poor prognostic outcome (4, 6) and also shows the highest inflammatory signature with significant upregulation of genes in the TNF and NF-κB pathways (7). PN is characterized by a lower incidence rate and the best median patient survival. It has PDGFRA alterations and point mutations of IDH1 and develops mainly in younger patients with secondary glioblastoma (5, 7). Clustered in the normal brain samples, NE shows strong expression of neuronal markers including NEEL, GABRA1, SYT1, and SLC12A5 (6). So, we can see that different GBM subtypes exhibit a high degree of inter- and intratumor heterogeneity.

Immunotherapy, represented by immune checkpoint blockage (ICB), has been becoming an appealing treatment for gliomas. Immune checkpoint inhibitors (ICIs) can induce an improved clinical response in patients, and emerging evidence has disclosed that the anticancer efficacy of ICIs is dependent on the tumor microenvironment (TME) (8). As a vital mediator of tumor malignant progression and therapeutic outcome, TME is closely associated with the immune evasion of tumor cells. The GBM microenvironment mainly consists of non-neoplastic cells, infiltrating and resident immune cells, vascular cells, and other glial cells (9). In the TME, through infiltration into tumor tissue to form the tumor immune microenvironment (TIME), immune cells could help tumor cells achieve immune escape and promote tumor malignancy, which is closely associated with the response rate of immunotherapy (10). It is known that there is a highly heterogeneous immunosuppressive microenvironment in GBM (11–13); therefore, it is of great practical significance to explore the differences in immune landscapes among GBM subtypes.

Recently, almost all studies focusing on the GBM immune landscape selected only one of the different immune signatures to divide GBM patients into different immune phenotypes, such as immune-related genes (1, 14), lncRNAs (15), immune cell infiltration-associated genes (16), abundances of immune cells (10, 17), and antigen presentation machinery (APM) signature (18). Moreover, for the immune landscape of GBM subtypes, Doucette et al. have studied the associations of antigen expression, immunosuppression, and effector response genes within GBM subtypes (19). The distribution and the infiltration of the immune components across the commonly described subgroups have been analyzed by Maria et al. using an immunohistochemistry-based approach (6). Until now, there has been no comprehensive analysis of the immune landscape among GBM subtypes that integrates various immune characteristics.

Meanwhile, machine learning (ML)-based methods could detect key features from complex datasets and have been popular applications in clinical cancer research in recent years, such as early diagnosis, subtype identification, prognosis prediction, and so on (20). It has been used to classify various cancer subtypes, for example, breast cancer (21), adult T-cell leukemia/lymphoma (22), kidney cancer (23), and glioma (24). The application of ML for cancer subtype identification will enable accurate diagnosis and regard to the clinical management of patients. By performing a comprehensive immunogenomic analysis, we aim to develop ML-based models to achieve a precise diagnosis, prognosis, and immunotherapy prediction for GBM.

In this study, we integrated the expression profiles of 397 GBM samples from public databases and studies. Single-sample gene-set enrichment analysis (ssGSEA), xCell, ESTIMATE, and other algorithms were employed to collect the largest number of immune signatures, and 109 immune signatures were utilized to comprehensively characterize the immune landscapes of GBM subtypes.

Initially, we focused on constructing an immune signature-based model for the accurate recognition of different GBM subtypes using ML methods. Among 109 features, 61 were proved to yield great contributions to the identification of three GBM subtypes, and the RBF-based support vector machine (SVM) gives the best diagnostic performance. Moreover, the prognostic values of these 61 optimal immune features were determined, and a prognostic risk model was established for the OS prediction of GBM patients based on 13 survival-associated immune signatures using multivariate Cox regression analysis. A complete differential analysis across GBM subtypes was then performed on the optimal immune characteristics. Moreover, clinicopathological and molecular features were also considered for comparisons of the three subtypes. Analyses of exhausted CD8+T cells and anti-PD-1 immunotherapy response were also conducted. Eventually, based on the differential upregulated genes of MES compared to CL and PN samples, gene-set cancer analysis (GSCA) and connectivity map (CMap) analysis were also performed to achieve potential antitumor drugs or small molecules for MES patients.



Materials and methods


Data collection and preprocessing

GBM samples are commonly classified into four subtypes CL, MES, PN, and neutral (NE), respectively. Currently, only a few NE samples are available, so we mainly considered the three classes of CL, MES, and PN. We downloaded three gene expression profiling datasets along with the corresponding clinical information for the three subtypes, including TCGA-GBM from the TCGA data portal (https://portal.gdc.cancer.gov/), the Gravendeel microarray dataset from the GlioVis database (http://gliovis.bioinfo.cnio.es/), and the Wang RNA-seq dataset (25), respectively. After deleting samples without either expression data or clinical information, 397 eligible GBM samples remained, consisting of 131 CL, 140 MES, and 126 PN samples. Firstly, the missing gene expression data in the Wang RNA-seq dataset were complemented by the K-nearest neighbor (KNN) method. These gene expression data were then transformed into transcripts per kilobase million (TPM) format so as to calculate immune characteristics. Finally, the ComBat method from the “SVA” R package was used to remove the batch effects among three different datasets.



Immune landscape construction

Here, we aim to collect the largest number of immune characteristics to construct comprehensive immune landscapes for GBM samples. By performing a deep exploration of the literature, various immune characteristics were acquired, including 28 tumor-infiltrating lymphocytes, 64 immune and stromal cells, the cytolytic score (CYT score), the T-cell infiltration score (TIS score), the immune score, the stromal score, tumor purity, the innate and adaptive immune scores, the immune checkpoint gene score (ICG score), the APM score, the T-cell exhaustion markers, and the corresponding genes of glioma antigens.

Firstly, the ssGSEA algorithm was employed to quantify the relative abundances of 28 tumor-infiltrating lymphocytes, the TIS score, the innate and adaptive immune scores, and the APM score. The gene sets for 28 tumor-infiltrating lymphocytes were obtained from the TISIDB database (http://cis.hku.hk/TISIDB/), and those for calculating the TIS score were from the studies of Şenbabaoğlu et al. (26). From the work of Charoentong et al. (27), a set of genes that mark each infiltrating immune cell type were obtained for innate and adaptive immune scores. These gene sets are shown in Supplementary Tables S1–S3. For the APM score, the following genes were collected for estimation of the APM signature: PSMB5, PSMB6, PSMB7, PSMB8, PSMB9, PSMB10, TAP1, TAP2, ERAP1, ERAP2, CANX, CALR, PDIA3, TAPBP, B2M, HLA-A, HLA-B, and HLA-C (18).

The abundances of 64 various cell types were then achieved using the “xCell” R package (28). The CYT score, representing cytolytic activity, was calculated as the geometric mean of two genes’ expression, including GZMA and PRF1 using the established methodology by Takahashi et al. (8). The ESTIMATE algorithm was used to evaluate the immune score, stromal score, and tumor purity of each GBM sample for determining the immune infiltration level in the tumor. We computed the average expression value of six immune checkpoint genes, including PDCD1, CD274, CTLA4, HAVCR2, LAG3, and TIGIT, as the ICG score of every GBM sample.

Moreover, we also assessed the expressions of T-cell exhaustion markers and corresponding genes of glioma antigens (6). They are composed of 11 genes (PDCD1, CD274, CTLA4, IDO1, IDO2, LAG3, HAVCR2, PDCD1LG2, TIGIT, ADORA2A, and VTCN1) and 17 genes (EGFR, ERBB2, BIRC5, NCL, EPHA2, TERT, CCNB1, SART1, DSE, SART3, AIM2, TYRP1, TYR, MGAT5, PMEL, MLANA, and MAGEA1), respectively.

Finally, after deleting the overlaps between 28 tumor-infiltrating lymphocytes and 64 immune and stromal cells, a total of 109 immune signatures were achieved (Table 1) and then normalized by z-score for further integrative immunogenomic analysis. Details can be seen in Supplementary Table S4.


Table 1 | List of 109 immune signatures collected in this paper.





Evaluation and selection of immune features

In order to select the distinctive immune features for distinguishing three GBM subtypes, support vector machine recursive feature elimination (SVM-RFE) was used to evaluate all 109 signatures. SVM-RFE is a backward feature deletion method based on SVM, and it recursively removes the features with the lowest weights that are computed after the SVM learning model is built (29). On account of its superiority, SVM-RFE has been widely adopted for feature selection of genomics, proteomics, and metabolomics data (30). To perform a reliable and convincing feature evaluation, SVM-RFE was implemented 100 times on 109 immune signatures, and those retained more than 50 times were selected as the distinctive ones.



ML methods for diagnostic prediction of GBM subtypes

In order to give an optimal model for diagnostic prediction of GBM subtypes, based on the selected immune signatures by SVM-RFE, the four most widely used ML methods were adopted for model construction, including support vector machine (SVM), random forest (RF), extreme gradient boosting (XGBoost), and artificial neural network (ANN), respectively.



SVM

Proposed by Vapnik in 1992 (31), SVM is a widely used ML method in bioinformatics due to its high accuracy and ability to deal with high-dimensional data (32). As a powerful method for building a classifier, the basic idea behind it is creating a decision boundary between two classes that enables the prediction of labels from one or more feature vectors (33). It has been used successfully in various cancer identification and subtyping, including breast cancer (34), lung cancer (35), lymphoma cancer (36), adult soft tissue sarcoma (37), and others. For the SVM method, four currently available kernel functions of “linear,” “polynomial,” “RBF,” and “sigmoid” were all used to construct prediction models, respectively.



RF

Provided by Beriman et al. in 2001 (38), RF is a classification and regression method based on the aggregation of a large number of decision trees. It is an ensemble method that grows trees as base learners and combines their predicting results by averaging; in other words, the ultimate prediction is determined by the votes of all the trees for a binary task (39, 40). RF is known for its great practical performance, particularly in high-dimensional settings, and has become a standard data analysis tool in bioinformatics (41).



XGBoost

As a regression tree that has the decision rules as a decision tree, the XGBoost algorithm was first proposed by Chen et al. (42). It can be used for regression, classification, and ranking problems. It is a ML model that integrates multiple weak learners to achieve a stronger learning effect (43). Compared with other traditional ML algorithms, XGBoost is highly scalable and flexible. It has been shown to perform exceptionally well in a variety of tasks in bioinformatics and medicine (44).



ANN

Inspired by the early models of sensory processing by the brain, ANN is created by stimulating a network of model neurons in a computer (45). The elementary building blocks of ANN are artificial neurons, and nodes in the neural network can be mostly divided into three layers: the input layer, the output layer, and one or more hidden layers (46). Due to the high parallelism, robustness, generalization, and noise tolerance of ANN, it has been applied in various domains, and within cancer research alone, ANN can be applied to disease diagnosis, image processing, and treatment-response forecasting (47).



Model construction and performance evaluation

Usually, the ML methods are for binary classification. Here, a multiple-label vector was used to construct the triple-class classifier. For CL samples, the label vector is [1 0 0], MES is [0 1 0], and PN is [0 0 1]. The performance of the models developed by different ML algorithms is closely related to the hyperparameters. In order to optimize the hyperparameters of each classifier, we carried out the grid search approach and fivefold cross-validation. Finally, the model was fitted on the training set with the optimal parameters and then evaluated on the corresponding testing set. For each model, 397 GBM patients were randomly divided into training and testing sets according to the ratio of 8:2. Meanwhile, in order to prove the stability of each model, the data division was repeated 50 times, so 50 different training sets and corresponding testing sets were generated. The performance of each classification model was assessed by averaging the accuracy (ACC), Precision, Recall, and F1 scores from the 50 testing sets. Here, four ML methods could give seven different classifiers, and the optimal one with the best performance would be selected as the final classifier. The following are the equations of four evaluation parameters:









Where TP, FP, TN, and FN are true positive, false positive, true negative, and false negative, respectively.



Differential analysis among GBM subtypes

To explore the differences among the three GBM subtypes, we analyzed the associations between GBM subtypes and immune, molecular, and clinical characteristics, respectively. We investigated the difference in immune signatures among three GBM subtypes using the Kruskal–Wallis test (K-W test), and a two-sided p< 0.05 is considered a significant difference. The Kaplan–Meier curve was calculated to detect if there were survival differences among subtypes. Moreover, the divergence of isocitrate dehydrogenase (IDH) mutation status and methylguanine methyltransferase (MGMT) promoter methylation status among the three subtypes of patients was studied. Gene-set variation analysis (GSVA) was executed by the “GSVA” package to acquire the GSVA scores of biological pathways and GO terms of each GBM patient. The “limma” package was used to investigate significantly differential pathways and GO terms between three GBM subtypes, and those with an adjusted p-value of< 0.05 were considered statistically significant.



Development of prognostic model by immune features and survival analysis

A univariate Cox regression analysis was performed to analyze the relationships between immune characteristics and the OS of GBM patients. The immune features that were significantly associated with the GBM OS in the univariate Cox regression analysis were then entered into a step-wise multivariate Cox regression analysis using the “survminer” R package to select the key immune features with great prognostic values. In addition, the immune signatures with p-value of< 0.05 were used to build the prognostic model. The risk score of each GBM patient was calculated by the following formula:



Where βi is the regression coefficient and IFi is the value of the corresponding immune features. According to the cutoff value determined by X-tile, GBM patients were divided into high-, medium-, and low-risk groups. The Kaplan–Meier method and log-rank tests were implemented to estimate the differences in OS among subgroups. Furthermore, receiver operating characteristic (ROC) analysis was performed to investigate the prognosis performance of the model, and area under the ROC curve (AUC) values were calculated. Meanwhile, the stratified analysis was performed to determine whether the prognostic signature is independent of other clinical variables, including gender, age, IDH status, and MGMT status, respectively.



Identification of gene signatures for exhausted CD8+T cells

T-cell exhaustion is a hypofunctional state characterized by the accumulation of multiple co-inhibitory checkpoint receptors consisting of PD1, CTLA4, TIM3, and LAG3 (48). We acquired the upregulated PD-1-positive gene list by selecting differentially expressed genes between PD-1-high and PD-1-negative CD8+T cells from the work of Cai et al. (49). The list incorporates 478 genes in our whole dataset (Supplementary Table S5). To define a gene expression signature of exhausted CD8+T cells, Pearson’s correlation analysis was implemented to assess the relationship between these upregulated genes and PDCD1. A list of genes with correlation efficiency of > 0.25 and adjusted p-value of< 0.05 was considered the gene signature for exhausted CD8+T cells, and the gene signature was used to conduct ssGSEA to obtain the ssGSEA score as an exhausted CD8+T cell (GET) score. Here, a higher GET score indicates the better immunotherapy response.



SubMap analysis

To further investigate the immunotherapy responses of patients with different GBM types, SubMap analysis (50) was used to compare gene expression matrices of different subtypes with those from other cancers treated with immune checkpoint blockade therapy, including transcriptomic data from 65 patients receiving anti-PD1 therapy (51) by implementing the subclass mapping method. This step was implemented on the SubMap module of the GenePattern website (http://genepattern.broadinstitute.org/) with default parameters (num marker genes = 100, num perm = 100, and num perm Fisher = 1,000).



Drug sensitivity prediction

We enforced the Wilcoxon test to screen out the upregulated genes of MES compared to CL and PN patients with log2FC of > 2 and adjusted p-value of< 0.05. Drug sensitivity prediction was carried out using “Drug Sensitivity of Gene Set Cancer Analysis” (GSCALite, http://bioinfo.life.hust.edu.cn/web/GSCALite/) with those upregulated hub genes as input. GSCA integrates drug sensitivity and gene expression profiling data from cancer cell lines in Genomics of Drug Sensitivity in Cancer (GDSC) and Cancer Therapeutics Response Portal (CTRP). It predicts the drug response based on the calculated correlation between mRNA expression and drug with 50% inhibitory concentration (IC50) (52). The negative correlations mean that the predicted drugs have potential activity.

In addition, these upregulated genes were also uploaded to the CMap online tool (https://clue.io) to predict the effect of drugs on particular gene expression patterns in tumors. The result of CMap provides a score from −100 to 100 to estimate the match between the interested genes and chemicals, and bioactive chemicals with a negative score might be candidate drugs for the treatment of patients.




Results


Extracting optimal immune signatures and comparisons of different ML methods

Through performing SVM-RFE 100 times on the 109 immune signatures, those that were retained with more times could probably contribute more to the identification of three GBM subtypes. There are 73 signatures retained more than 50 times in our experiment, so they were selected for comparisons of different ML methods.

In order to give convincing comparisons, the whole dataset was divided into training and testing sets 50 times in an 8:2 ratio. Based on each training set, fivefold cross-validation was used to build the model, and the performance of the model was tested by the testing set. For seven different ML methods, the overall performance was compared by averaging those of 50 different testing sets. The comparison results are summarized in Figure 1A. We can see that compared to RF, XGBoost, and ANN, the SVM algorithm shows better prediction performance. Although the four different kernel function-based SVM models give comparable results, the RBF-based model exhibits slightly higher ACC and F1 values than the other three models. Since RBF has been the most widely used kernel for resolving nonlinear classification problems, RBF-based SVM was selected as the optimal classifying algorithm.




Figure 1 | (A) Performance comparisons of different ML models based on 73 immune signatures retained at least 50 times in SVM-RFE 100 times. The ACC and the F1 values of each model are the averages of those for 50 different testing sets generated by randomly dividing each subtype dataset into training and testing sets 50 times. (B) Comparisons of RBF-based SVM models based on five feature subsets containing immune signatures retained at least 50, 70, 80, 90, and 100 times, respectively. The ACC and the F1 values of each model are the averages of those for 50 different testing sets generated by randomly dividing each subtype dataset into training and testing sets 50 times. (C) The distributions of ACC and F1 values of 50 different testing sets based on the RBF-based SVM model with 61 optimal immune signatures retained at least 80 times.



Using the RBF-based SVM model, the diagnostic ability of these 73 signatures was further evaluated. In order to evaluate the performance of different feature subsets for GBM subtypes identification, additional four feature subsets containing 64, 61, 55, and 38 signatures were also extracted to construct classifiers. They were retained at least 70, 80, 90, and 100 times, respectively, by SVM-RFE. Figure 1B shows the performance of RBF-based SVM models based on five feature subsets, respectively. The AAC and F1 values of each model are the averages of 50 testing sets. It is observed that in Figure 1B, the model based on 61 immune signatures retained at least 80 times showed significantly superior performance than others. It yields the highest ACC and F1 values of 0.8605 and 0.8599, respectively. So, the optimal model of RBF-based SVM with 61 signatures (Supplementary Table S6) was obtained. Moreover, the robustness of this model was also confirmed by the prediction results of 50 individual testing sets, which is shown in Figure 1C. The distributions of ACC and F1 values indicate that the 50 models all give a slightly varying performance, although they were constructed based on different training sets. The standard deviation (std) values are both only 0.026. So, the selected optimal model is robust.



Construction of the final classifier

Since the best ML method of RBF-based SVM and the optimal feature subset with 61 immune signatures were selected, the final classifier was constructed using 10-fold cross-validation on the whole dataset, including 397 GBM samples. The prediction results of the final classifier are shown in Table 2, indicating a promising prediction performance. The ACC, Precision, Recall, and F1 scores in 10-fold cross-validation are 0.8538, 0.8519, 0.8621, and 0.8525, respectively. Especially, the Precision and Recall values for the MES subtype are 0.9071 and 0.8841, respectively, indicating the high recognition success rate for MES by the final classifier, so the final classifier gives satisfactory performance for resolving the triple-class problem.


Table 2 | The prediction results of the final classifier constructed by RBF-based SVM using a 10-fold cross-validation test on the whole dataset (397 samples).





Prognostic value determination and establishment of immune signature-based risk score

We explored the potential prognostic values of 61 immune characteristics employed in the diagnostic classifier. The prognostic value determination was performed on all GBM samples by univariate Cox regression analysis. The forest plot in Figure 2A demonstrates that there are 26 immune signatures that are significantly associated with the OS of GBM. Stepwise multivariate Cox regression analysis was then implemented to further select an optimal combination from these 26 immune signatures. Thus, 13 were identified and used to construct the risk score classifier model. Based on the risk score model, we divided patients into high-, medium-, and low-risk groups using cutoff risk scores determined by X-tile. From the Kaplan–Meier curve analysis in Figure 2B, it can be seen that high-risk patients have a shorter survival rate compared to those in the medium- and low-risk groups (p< 0.0001). The ROC curves in Figures 2C–E indicate that an immune signature-based risk score could sensitively predict OS with AUC values of 0.663, 0.781, and 0.903 for 1-, 3-, and 5-year OS, respectively. In addition, as shown in Figures 2F, G, univariate and multivariate Cox regression analyses revealed that the risk score developed by us is independent of MGMT status and age. So these immune signatures could be the prognostic indicators for GBM patients’ OS.




Figure 2 | Construction and evaluation of the risk prognostic model based on immune features for GBM patients. (A) Forest plot summary of univariate Cox regression analysis of immune features significantly associated with overall survival. (B) Kaplan–Meier survival analysis of GBM patients that were divided into high-, medium-, and low-risk groups using a cutoff determined by X-tile. (C–E) ROC validation of the prognostic value of the predictive signature for predicting 1-, 3-, and 5-year survival of GBM patients, respectively. (F) Forest plot summary of the univariable analysis of IDH status, MGMT status, gender, age, and risk score. (G) Forest plot summary of the multivariable analysis of risk score, IDH status, MGMT status, and age. Here, the wildtype and mutant status of IDH and the unmethylated and methylated status of MGMT promoter were both converted to 1 and 0 respectively.





Differences across GBM subgroups on immune, clinical, and molecular features

Since the immune signatures have been proven to give diagnostic and prognostic values, a differential analysis was performed on them among the three subtypes. Moreover, the clinicopathological characteristics and molecular functions of three subtypes were also proposed. Figure 3A displays the heatmap of clinical and immune-related features across three subgroups. It is clear that the proportion of MES patients with IDH mutations is much lower than that of IDH-mutant PN patients. Exactly, there are seven of 131 CL patients, nine of 140 MES patients, and 25 of 126 PN patients with IDH mutations. The previous study has shown that IDH-mutant GBM patients are enriched in the PN subgroup, and those with IDH mutations show a better prognosis than IDH-wildtype cases (53). Moreover, 30 of 131 CL patients, 29 of 140 MES patients, and 29 of 126 PN patients have methylated MGMT promoter, so the percentage of PN patients with methylated MGMT promoter is higher than those of CL and MES; to be more exact, MGMT promoter methylation status has been indicated to be associated with better survival in GBM (54). As shown in Figure 3B, the Kaplan–Meier curve analysis reveals that PN patients have a favorable prognosis of OS, which was consistent with previous studies. So, based on the clinical difference between the three subtypes, we can conclude that PN samples exhibit better prognosis than the other two subtypes.




Figure 3 | Landscapes of tumor immune microenvironment and clinicopathological characteristics of three GBM subtypes. (A) Heatmap depicting the association between GBM subtypes and immune cell infiltration. (B) The Kaplan–Meier curve for the OS of 397 GBM patients in three GBM subgroups. (C–E) Box plots for exploring the differences of CYT, ICG, APM, TIS, adaptive immune, innate immune, immune and stromal scores, and tumor purity among GBM subtypes. (F) Differences in the expressions of T-cell exhaustion markers between the three GBM subtypes. (G, H) Differences in the expressions of glioma antigens across the three GBM subtypes. (I, J) Different proportions of various immune and stromal cells in the GBM subgroups. For all box plots, the Kruskal–Wallis test was used to determine the significance of differences among GBM subtypes, and p-values are shown on the top of each box plot. *p< 0.05; **p< 0.01; ***p< 0.001; ****p< 0.0001; ns, no significant difference.



For the nine major immune-associated scores shown in Figures 3C–E, compared to CL and PN, MES has been revealed to have higher CYT, ICG, APM, adaptive immune, innate immune, immune, and stromal scores. As seen in Figure 3F, except for LAG3, the other four T-cell exhaustion markers are all differentially expressed among three types with p-values of<0.0001, although FC values did not exceed 2. Among them, HAVCR2 and PDCD1LG2 are significantly upregulated, while ADORA2A is downregulated in the MES subtype. The differences in antigens are displayed in Figures 3G, H which indicate that there is only one antigen, DSE, that is overexpressed within the MES subset. Inversely, several antigens are significantly overexpressed in CL and PN subsets, containing AIM2, BIRC5, MAGEA1, MGAT5, and SART1 in the PN subset and EPHA2, ERBB2, and EGFR in the CL subset.

Given the vital role of TIME, the associations between GBM subtypes and immune infiltration were explored. Figures 3I, J illustrate that most immune cells and stromal cells used for constructing the final classification model have remarkable differences in proportions across three GBM subtypes. Compared with CL and PN, MES has a significant higher percentage of myeloid-derived suppressor cells (MDSC), T follicular helper cells, astrocytes, fibroblasts, and macrophages but a much lower proportion of CD56bright natural killer cells and CD56dim natural killer cells. It is consistent with the research by Maria et al. (6) that GBM gives high levels of intratumor heterogeneity in immune infiltration and MES has the highest proportion of macrophage and lymphocyte infiltration. Furthermore, it has been reported that MDSCs can inhibit the immune response by inhibiting the antitumor activity of cytotoxic T cells, NK cells, macrophages, and dendritic cells while inducing Tregs and Bregs, and increased circulating MDSCs are relevant with poor prognosis and survival in GBM patients (55, 56). The accumulation of MDSCs may induce immunosuppressive mechanisms and lead to GBM progression (57). Astrocytes, the main component of the GBM microenvironment, actively participate in the development of this disease through modulation of, for example, migration, invasion, angiogenesis, and therapeutic resistance (58, 59). As the major components of the cancer stroma in solid organ tumors, fibroblasts are called cancer-associated fibroblasts (CAFs), and a variety of biologically active substances, including proteins of the extracellular matrix and growth factors produced by them, may promote glioma cell growth (60). Moreover, CAFs may have a significant role in the invasiveness of GBM and may cause resistance to traditional therapy (9). The findings of Di Ianni et al. reveal that macrophages play a vital role in GBM relapse in a significantly immunosuppressive context (61). The previous study has shown that tumor-associated macrophages comprise 36.39% of the tumor tissue cells and have a subtype-specific role in GBM (62). According to the above findings, we can speculate that MES may be more immunosuppressive than CL and PN subtypes.

Lastly, the dysregulated biological functions and signaling pathways were investigated by GSVA analysis. Overall, there is no obvious difference between CL and PN, but MES gives a significant difference from CL and PN, respectively, as shown in Figures 4A, B. For KEGG pathways, the immune-associated pathways are highly enriched in MES, such as complement and coagulation cascades, the NOD-like receptor signaling pathway, leukocyte transendothelial migration, and Toll-like receptor signaling pathway. Moreover, interleukin 10 signaling, signaling by interleukin, interleukin 4, and interleukin 13 signaling are also enriched in MES, suggesting a significant association with immune and inflammation responses in MES patients. Except for immune-related Reactome terms, MES is also involved in cancer-associated Reactome terms, such as regulated necrosis, integrin cell surface interactions, regulation by c-FLIP, and extracellular matrix organization, which indicates that patients within MES may be inclined to apoptosis and migration. In addition, immune-related biological processes, such as T helper 2 cell differentiation, regulation of T helper 1 cell differentiation, regulation of T helper 1 type immune response, and regulation of macrophage activation, and cancer-associated biological processes of I-kappaB kinase/NF-kappaB signaling, as well as cell–cell adhesion mediated by integrin, are also enriched in the MES subset. For molecular function, MES is correlated with those that are associated with cancer cell migration and immune response, such as fibronectin binding, cytokine binding, integrin binding, and cytokine receptor binding. Based on the above results, the MES subtype is probably more proinflammatory and invasive than others.




Figure 4 | Analysis of the differences in the enrichment scores of KEGG pathways, Reactome categories, and GO terms demonstrated by GSVA among GBM subtypes. (A) Heatmap describing the top 10 significantly differential signatures, including KEGG pathways, Reactome, and GO terms between MES and CL. (B) Variants in KEGG pathways, Reactome categories, and GO terms between MES and PN.





Analysis of the status of exhausted CD8+T cells and anti-PD-1 immunotherapy response prediction

Exhausted CD8+T cells are uniquely marked by distinct PD-1 upregulation. A GET signature was constructed, including 21 genes showing significantly positive correlations with PD-1 levels. They are CD27, SIRPG, CXCR6, ICOS, RUNX2, TNFRSF9, CD70, CD200R1, CD80, TNS3, KIR2DL4, ZBED2, TNIP3, SEMA4A, BATF, TIGIT, VDR, CTLA4, LAG3, KLRB1, and TNFRSF18, respectively. Among them, some are closely correlated to T-cell dysfunction and coregulation, such as CD27, ICOS, RUNX2, CTLA4, etc. Thus, the GET score of each patient was established using the ssGSEA method. We compared the GET score distributions of samples in three subtypes to quantitatively illustrate the status of exhausted CD8+T cells in each subtype. Figure 5A shows that there are significant differences in average GET scores across CL, MES, and PN. In particular, GET scores of patients within the MES subtype are remarkably higher than others, suggesting that patients with the MES subtype may have a positive effect on the immunotherapy response. Thus, relationships between the GET scores of MES samples and APM score, CYT score, innate immune score, stromal score, TIS score, and tumor purity were further estimated (Figures 5B–G). We can see that the GET score yields positive correlations with the APM score, CYT score, innate immune score, and stromal score, but negative correlations with the TIS score and tumor purity. It has been pointed out that the APM score is associated with inflammatory activities, whereas cytolytic activity represented by the CYT score is relevant to T-cell exhaustion to make the inflamed TME (18, 49). Therefore, we could draw the conclusion that there are probable coordinate interactions among T-cell exhaustion, antigen presentation, and cytolytic activity that could shape the high inflammation in the TME of MES.




Figure 5 | (A) Comparisons of GET scores among the three GBM subtypes. (B–G) The correlations between GET score and the APM, CYT, innate immune, stromal, TIS scores, and tumor purity, respectively, in MES patients by Pearson’s correlation analysis. (H) Immunotherapy response prediction by SubMap analysis indicates a significant difference in anti-PD1 therapy response across the GBM subtypes.



The anti-PD-1 immunotherapy response prediction was then conducted. Based on the SubMap analysis, MES patients share a higher similarity with the expression profile of patients that are responsive to PD-1 inhibitor treatment (p = 0.021) in Figure 5H, so patients belonging to the MES subtype may have significantly better anti-PD-1 responses than others of CL and PN. In fact, previous studies have indicated that patients with high CYT/ICG/APM scores may respond particularly well to immunotherapy, such as immune checkpoint blockade (18, 63). These findings further demonstrate that MES patients with higher CYT/ICG/APM scores may have a better potential response to anti-PD-1/L1 immunotherapy.



Drug sensitivity prediction and determination of therapeutic drugs

Genes with expressions influencing clinical response to drug treatments may be potential biomarkers for drug screening expressions. Since patients within the MES subtype show high immune heterogeneity compared to CL and PN, the potential drugs for MES were finally explored. Firstly, we screened the upregulated genes of MES and calculated the correlations between upregulated gene expressions and drug sensitivity-associated expression profiles from the GSCA database. The results in Figure 6A indicate that the overexpression of most genes is negatively correlated with the IC50 values of most drugs in GDSC. Among them, 17-AAG, docetaxel, and erlotinib are the top three most negatively related drugs, and all of them are already used in clinical treatments. It has been confirmed that 17-AAG is able to inhibit the growth of both human glioma cell lines and glioma stem cells in vitro and could cross the BBB because of its highly lipophilic nature, suggesting that GBM patients may benefit from 17-AAG either as a single agent or in combination with other drugs (64–66). As a semisynthetic taxane, docetaxel is a class of anticancer agents that bind to and stabilize mocrotubules, thereby causing cell-cycle arrest and apoptosis (67). For GBM, although docetaxel could inhibit brain tumor growth following local injection in a mouse brain tumor model, it is unable to accumulate in the brain at adequate concentrations required for tumor regression due to the blood–brain barrier (BBB) and consequently has not been applied to treat brain tumor (68). However, the work by Gajbhiye et al. has revealed that docetaxel-loaded polysorbate 80-anchored dendritic nanoconjugate has the potential to cross BBB significantly and can deliver a higher amount of drug to the brain for a higher therapeutic outcome (69). Erlotinib is an inhibitor of EGFR and has been approved to treat non-small cell lung and pancreatic cancers and was shown to exert multifarious antineoplastic effects in glioblastoma in preclinical studies (70, 71). Erlotinib could be co-delivered with curcumin via nanomicelles and show anti-GBM activity in the U87 cell line (72).




Figure 6 | Drug sensitivity evaluation based on hub genes and potential drug prediction for patients within the MES subtype. (A) The bubble plot showed the correlation between the mRNA expression of genes that were upregulated in the mesenchymal subtype and GDSC drug sensitives. (B–D) Structures of the three most significant bioactive chemicals sharing common MOA of MEK inhibitor by CMap analysis.



Moreover, the CMap database was used to predict potential drugs for patients belonging to the MES subtype. CMap mode of action (MoA) analysis disclosed a total of 43 mechanisms of action in the top 50 compounds. It is noted that three compounds including AS-703026, PD-0325901, and MEK1-2-inhibitor share MEK inhibitors and target two common genes of MAP2K1 and MAP2K2. The chemical structures of the three compounds are shown in Figures 6B–D, and the detailed information about them derived by CMap analysis is listed in Table 3. AS703206 is a novel, selective, and orally bioactive MEK1/2 inhibitor that has potent cytotoxicity on tumor cells for the majority of patients with relapsed and refractory multiple myeloma (73). Moreover, AS703026 could also effectively inhibit the growth of colorectal tumor cell lines in vitro and in vivo (74). As an ATP noncompetitive selective inhibitor of MEK1/2, PD-0325901 displays significant antitumor effects in melanoma, head and neck, and BRAF-mutated papillary thyroid cancer (75, 76). It has been reported that PD-0325901 could block the dispersal of GBM by inhibiting the MAPK/EPK pathway, so it is a promising candidate drug as a treatment for intracranial malignancies (77, 78).


Table 3 | Three bioactive compounds with one common action mode by CMap analysis.






Discussion

GBM is a common intracranial tumor with a high degree of malignancy, fast growth, a high frequency of recurrence, and few long-term survivors (79). At present, the standard of care (SOC) management of GBM is based on the maximum safe surgical removal, radiotherapy, and chemotherapy with temozolomide. However, patients with GBM still have a poor prognosis, and SOC will lead to irreversible toxicity, such as neurological deficits due to surgery, neurocognitive impairments with radiotherapy, and systemic toxicity (80, 81). It has been confirmed that immunotherapy is highly effective in inhibiting cancer regression and improving patient quality of life (16). However, GBMs exhibit a high degree of inter- and intratumor heterogeneity. Different GBM subtypes exhibit different characteristics of immune landscapes. Hence, a complete understanding of the immune landscape of patients within different GBM subgroups may be beneficial for personalized therapeutic strategies. However, no comprehensive analysis of the immune landscapes of GBM subtypes by integrating various immune characteristics has been reported.

In the present study, we tried to collect a variety of immune signatures to describe the immune landscape of GBM. The comprehensive immune landscape, including 109 immune characteristics, was established for 397 GBM samples compiled from different datasets. Among the 109 immune signatures, 64 immune and stromal cell infiltrations can systematically represent the TME of GBM. The various immune-related scores were calculated. For example, the CYT score assesses the cytotoxic T-cell infiltration, the TIS score quantifies T-cell infiltration levels, the APM score estimates the immunogenicity of tumor cells, the ICG score figures immune checkpoint genes expression, the innate and adaptive immune scores evaluate the levels of innate and adaptive immune activity, and the immune and stromal score represents the overall level of immune and stromal cells. Moreover, T-cell exhaustion markers (11 genes) and 17 genes of glioma antigens were also achieved for the integrative immunogenomic analysis.

The accurate recognition of GBM subtypes is essential for the precise diagnosis and correct treatments of GBM. Here, ML methods were proposed to construct an optimal immune feature-based classification model for simultaneously distinguishing three GBM subtypes of CL, MES, and PN, respectively. Usually, when there are too many features in an ML model, there may be some that are redundant or irrelevant, which probably reduces the classification performance of the ML model. Feature selection could obtain a high-quality feature subset by removing irrelevant and redundant data (82). A high-quality feature subset could improve learning accuracy, reduce computational overload, and simplify learning results (83); hence, feature selection is the key step in model construction. The diagnostic values of these collected immune signatures were investigated using SVM-RFE, and 61 optimal immune signatures were selected. Seven different ML methods were compared, and the RBF-based SVM model gives the best performance, with an overall prediction accuracy of 85.38% in the final model by 10-fold cross-validation. For the MES subtype, the recognition precision is as high as 0.9071, indicating the high diagnostic value of these immune signatures. In addition, there have been existing ML models for GBM subtype classification based on different data; for example, Munquad et al. (84) utilized transcriptome and methylome data to construct classifiers through several ML algorithms, and the best model presents an accuracy of 87.5% on the testing data and 94.48% on external data. Macyszyn et al. (85) employed magnetic resonance imaging and the ML method to identify molecular subtypes in GBM with a prediction accuracy of 76%. Zhang et al. (86) constructed an SVM classifier for dividing GBM into seven subtypes based on DNA methylation status with an overall accuracy of 85.2% on the independent test dataset. It can be observed that our classifier based on immune signatures yields comparable performance with the existing ML models based on other feature information. However, so far, no other research has been reported combining immune features and ML algorithms for GBM subtypes classification. The model constructed by us could be a promising supplementary tool for the accurate recognition of GBM subtypes.

The clinical relevance of the 61 immune features in GBM was assessed by survival analysis, and 26 of them were found to be correlated with the OS of GBM patients. Therefore, a prognostic signature was constructed for predicting GBM’s OS. The Kaplan–Meier analysis suggests significant differences in survival times among high-, medium-, and low-risk patients. Furthermore, the ROC analysis proved that the prognostic signature could precisely predict long-term survival than short-term survival of GBM patients, with an AUC of 0.903 for a 5-year OS of GBM. In addition, the risk score could be an independent, applicable prognostic indicator of GBM after adjusting for clinical factors including gender, age, IDH, and MGMT status. The 26 immune signatures may be potential prognostic indicators for GBM patients’ OS.

TME of cancers has been known as a crucial aspect for understanding antitumor response and sensitivity to immunotherapy (15). Through analyzing the difference in immune and stromal cell infiltration across three GBM subgroups, it has been found that patients within MES have much higher percentages of MDSC, T follicular helper cell, astrocytes, fibroblasts, and macrophages, which could inhibit immune response and promote invasion, migration, and cancer development. Moreover, the comparisons of enriched pathways among GBM subgroups show that a number of oncogenic and immune-associated pathways are significantly upregulated in MES, such as I-kappaB kinase/NF-kappaB signaling, regulation by c-FLIP, extracellular matrix organization, NOD-like receptor signaling pathway, Toll-like receptor signaling pathway, and leukocyte transendothelial migration. The activation of the I-kappaB kinase/NF-kappaB signaling pathway could not only lead to the induction of target genes associated with apoptosis, cell cycle regulation, cell invasion, and metastatic growth but also regulate cancer-related inflammation, hyperplasia, and neoplasia (87, 88). As a master regulator of death receptor networks, c-FLIP plays a key role in apoptosis, necroptosis, NF-κB activation, and tumorigenesis, and high c-FLIP levels are correlated with a more progressive tumor and critical for inflammation (89, 90). It has been indicated that NOD-like and Toll-like receptors are essential players in the innate immune response to invading pathogens and are linked with human diseases, including infections, cancer, and autoimmune and inflammatory diseases (91). In cancer, NOD-like receptors are initiators of the inflammasome pathway and directly facilitate tumor cell growth and metastasis, then help prevent any antitumor immune response (92). Toll-like receptors can activate NF-κB and promote tumorigenesis and proliferation (93). To sum up, these findings indicate that there is a more immunosuppressive and inflammatory TME in the MES subtype than in CL and PN. Fan et al. (94) have proven that patients with a high risk of glioma are observed to retain a more activated inflammatory state but more suppressive TME, which is consistent with our conclusion that patients within the MES have a poorer prognosis than those within the CL and PN.

As for the differences in immune-associated scores among GBM subgroups, MES is revealed to have higher APM, CYT, and ICG scores but a lower tumor purity. Chen et al. (25) show that the APM signature score could predict an immunosuppressive and onco-inflammatory microenvironment supporting tumor growth and progression. In contrast to other cancers like hepatocellular carcinoma, a high CYT score is associated with higher expressions of immunosuppressive PD1/PDL1 axis in GBM and also relates to worse OS. However, it has been indicated that patients with a high CYT/ICG score may respond particularly well to immunotherapies because GBM patients have a complex microenvironment with increased ICG expression and protumoral immune cell infiltration (63). Additionally, tumor purity is observed to significantly correlate with the reduced survival time in GBM (95). Thus, MES patients might have a poor prognosis and be more sensitive to checkpoint-related immunotherapy.

Meanwhile, we established a GET score to investigate the dysfunctional immune state among GBM subtypes. MES yields a higher GET score and gives more significant correlations between the GET score and the APM score, CYT score, innate immune score, stromal score, TIS score, and tumor purity, respectively, which proves that T-cell exhaustion, antigen presentation, and cytolytic activity may corporately shape the complex and inflamed TME in MES. Since the GET score is correlated with better clinical benefit for ICI agents (50), MES may have a positive effect on the immunotherapy response, which is further confirmed by SubMap analysis, which shows that MES patients are more likely to benefit from anti-PD1 treatment.

Considering the high immune heterogeneity of MES, disclosing the potential drugs may improve the medical therapy and prognosis of MES patients. We finally examined the drug sensitivity of several anticancer drugs based on upregulated genes in the MES subgroup. The GSCA analysis demonstrates that drugs such as 17-AAG, docetaxel, and erlotinib exert antitumor activity with corresponding genes. These drugs have been approved to treat various cancers after extensive research. As an analog of geldanamycin, 17-AAG has been widely investigated in the preclinical and clinical research as a single agent or in combination/noncombination with other anticancer agents for various cancers, such as breast cancer, ovarian cancer, prostate cancer, glioblastoma, etc. (96). Docetaxel has shown profound benefits in the treatment of diverse cancers (breast, head, neck, lung, and prostate cancer), and erlotinib have been approved to treat non-small cell lung and pancreatic cancers (70). Moreover, used CMap was used to disclose potential drugs for MES patients. Three compounds (AS-703026, PD-0325901, and MEK1-2-inhibitor) were identified that share MEK inhibitors and target two common genes (MAP2K1, MAP2K2). However, the practical applicability of those drugs would be experimentally confirmed in future studies.

In summary, this study comprehensively analyzed the immune landscape in GBM and found that the MES subtype could be considered an immunosuppressive, proinflammatory, and invasive subtype. However, MES has better responses to anti-PD-1/L1 immunotherapy. This research could provide a theoretical basis for identifying GBM subtypes by the immune signatures, followed by the development of more effective, targeted clinical treatment strategies, and finally, achieving precision medicine.
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Objective

To explore multi-aspect radiologic assessment of immunotherapy response in intracranial malignancies based on a semi-automatic segmentation technique, and to explore volumetric thresholds with good performance according to RECIST 1.1 thresholds.



Methods

Patients diagnosed with intracranial malignancies and treated with immunotherapy were included retrospectively. In all MR images, target lesions were measured using a semi-automatic segmentation technique that could intelligently generate visual diagrams including RECIST 1.1, total volume, and max. 3D diameter. The changes in parameters were calculated for each patient after immunotherapy. The ROC curve was used to analyze the sensitivity and specificity of the size change of the legion. This was useful to find new volumetric thresholds with better efficiency in response assessment. The changes in total volume were assessed by conventional volumetric thresholds, while RECIST 1.1 thresholds were for the max. 3D diameter. A chi-square test was used to compare the concordance and diagnostic correlation between the response assessment results of the three criteria.



Results

A total of 20 cases (average age, 58 years; range, 23 to 84 years) and 58 follow-up MR examinations after immunotherapy were included in the analysis. The P-value of the chi-square test between RECIST 1.1 and total volume is 0 (P <0.05), same as that in RECIST 1.1 and max. 3D diameter. The kappa value of the former two was 0.775, and the kappa value for the latter two was 0.742. The above results indicate a significant correlation and good concordance for all three criteria. In addition, we also found that the volumetric assessment had the best sensitivity and specificity for the immunotherapy response in intracranial malignancies, with a PR threshold of −64.9% and a PD threshold of 21.4%.



Conclusions

Radiologic assessment of immunotherapy response in intracranial malignancy can be performed by multiple criteria based on semi-automatic segmentation technique on MR images, such as total volume, max. 3D diameter and RECIST 1.1. In addition, new volumetric thresholds with good sensitivity and specificity were found by volumetric assessment.
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Introduction

Intracranial malignancies, including primary and metastatic tumors, seriously endanger human health. In recent years, in addition to surgery, radiotherapy, and chemotherapy, immunotherapy has achieved exciting progress in the treatment of intracranial malignancies (1). According to iRANO (immunotherapy Response Assessment for Neuro-Oncology) criteria, the assessment process of immunotherapy response in patients with neuro-oncological malignancies mainly involves two aspects: one is the assessment of radiological progression on follow-up oncologic imaging; the other is the assessment of new or substantially worsening neurological deficits indicating clinical decline unrelated to a comorbid event or concurrent medication. Both aspects together determine whether the neurosurgeon should change the clinical treatment decision for the patient (2, 3).

From the point of view of MR imaging, accurate radiological assessment of the size changes in intracranial malignancies after immunotherapy is still very important, which can help reflect the prognosis of patients more precisely and make better clinical treatment decisions. iRANO criteria guidelines stated that WHO (WHO = ∑ (long diameter ∗ short diameters) of target lesions) criteria were commonly used for radiological assessment of malignant gliomas, which had the same evaluation efficiency with RECIST 1.1 (4). For brain metastases, according to the RANO-BM (Response Assessment in Neuro-Oncology Brain Metastases) criteria, RECIST 1.1 (RECIST = ∑ (longest diameter of target tumors, shortest diameter of target lymph nodes)) criteria (5, 6) were used for radiological assessment. Although RECIST 1.1 is the most widely used criteria, it still has some shortcomings. Calculated values of RECIST 1.1 only represents the change in the longest axial diameter, but not the changes in all directions, so the authentic tumor size may be underestimated or overestimated, let alone the difficulty of accurate measurement of the tumor sizes with irregular shapes (7).

At present, a better way to solve the difficulties in RECIST 1.1 is volumetric assessment. Previous studies on size measurement of Vestibular Schwannomas (VS) found that linear measurements underestimated growth rate and were not as sensitive as volumetric measurements to tumor size changes (8). Meanwhile, an earlier study of brain metastases showed that the semi-automated segmentation technique based on CE-MRI (contrast-enhanced T1-weighted magnetic resonance imaging) showed lower intra-observer and inter-observer variability in volumetric measurement compared with unidimensional measurements, which could better reflect the real tumor size (7). Similarly, the potential applications of volumetric measurement have also been widely validated in other diseases, such as intrahepatic malignancies, lung metastases, rectal cancers, etc. (9–14).

Up until now, the main problem with volumetric assessment is the lack of a standardized threshold, which hinders the accurate assessment of remission and progress (10, 14). Because in some previous studies, the volumetric thresholds were derived from the RECIST 1.1 thresholds using a mathematically theoretical spherical formula (15). Therefore, in this study, we tried to find new volumetric thresholds for better diagnostic performance using the available data. Volumetric measurement was previously considered to be time-consuming and laborious. However, with the development of semi-automatic segmentation techniques, volumetric measurement may become more intelligent, efficient, and accurate.

Based on the existing semi-automatic segmentation technique, we attempt to find multiple radiologic criteria for immunotherapy response assessment in intracranial malignancies by analyzing CE-MRI images (16–18). Meanwhile, we will also seek new volumetric thresholds corresponding to the established RECIST 1.1 thresholds to assess the immunotherapy response of intracranial malignancies more sensitively and specifically.



Materials and methods


Screening of cases

We retrospectively scanned and analyzed the cases of patients diagnosed with intracranial malignancies and treated with immunotherapy from August 2018 to June 2022. The patients had primary gliomas or brain metastases from various malignancies, including lung adenocarcinoma, small cell lung cancer, and malignant melanoma, and follow-up MR (magnetic resonance) examinations were performed before and after immunotherapy. The inclusion criteria included the following:

	At least one measurable lesion was present on the MR images (6).

	The MR images had no artifacts that may affect the observation of target lesions, including motion artifacts, susceptibility artifacts, metal artifacts, etc.

	The slice thickness of each follow-up CE-MRI images should be 1 mm.

	Immunotherapy should be continued between the two follow-up MR examinations.



The flow chart for case screening is shown in Figure 1.




Figure 1 | The flow chart of cases screening. CE-MRI, Contrast Enhanced T1-weighted Magnetic Resonance Imaging.





MRI acquisition

All the MR images were acquired randomly on 1.5 Tesla or 3.0 Tesla imaging systems from different scanner manufacturers, including Siemens, GE (General Electrical), Philips, and United Imaging. The critical parameters of CE-MRI protocols are shown in Table 1. The GBCAs (Gadolinium-based Contrast Agents) were used for CE-MRI, and the specific contrast agent information is as follows: gadoteridol injection (BIPSO GmbH), gadopentetate dimeglumine injection (Beijing Beilu Pharmaceutical Co., Ltd.), gadobutrol injection (Bayer Vital GmbH), and gadoteric acid meglumine salt injection (Jiangsu Hengrui Pharmaceutical Co., Ltd.). The dose of contrast agent was 0.1 mmol/kg.


Table 1 | The critical parameters of CE-MRI protocols.





Data analysis

All filtered MR data sets were loaded into the post-processing workstation, the ISP (Intellispace Philips Portal) and target lesions were semi-automatically delineated and analyzed using Multimodal Tumor Tracking (MMTT) software. MMTT software is a comprehensive technique based on regional growth and morphological image processing algorithms.

All routine follow-up MR images were reviewed by the senior radiologists (CL and YL) to qualitatively assess the presence of intracranial malignancy. Since previous studies had shown excellent intra-observer and inter-observer consistency with the semi-automated segmentation technique (7). Therefore, just an experienced radiologist independently measured, and all the target lesions were independently analyzed by the radiologist, but after discussing and reaching an agreement by two readers, some borderline cases were reviewed with two radiologists for consensus.

The number of target lesions was confirmed according to the RECIST 1.1 criteria, which required one lesion at least and five lesions at most. When the number of lesions is greater than five, only large and well-defined lesions should be selected. The target lesions included round-like lesions and heterotypic lesions. The delineation boundary was defined by the disruption area of the blood–brain barrier. Automatic segmentation could be started by clicking the mouse in the center of the enhanced area in axial view, and it could be adjusted manually if necessary. When delineating the target lesion, the boundary was identified in as many directions as possible (Figure 2). In the segmentation process, each time spent was measured in seconds. After that, multidimensional information could be obtained within a few seconds, including the detailed values of RECIST 1.1, total volume, max. 3D diameter (maximum three-dimensional diameter), etc.




Figure 2 | Example of a semi-automatic segmentation. The follow-up 3D CE-MRI of an 84-year-old female patient with brain metastases from lung adenocarcinoma. (A): Automatic measurement of maximum long diameter and maximum axial diameter. (B): Semi-automatic segmentation in axial plane. (C): Semi-automatic segmentation in sagittal plane. (D): Semi-automatic segmentation in coronal plane.



Taking the assessment results of target lesions before immunotherapy as a baseline, the changes in all results, including RECIST 1.1, total volume, and max. 3D diameter, were calculated for all patients at follow-up MR examinations after immunotherapy (7). Here, size changes of target lesions are calculated as the ratio of the difference between follow-up value and baseline value to the baseline value.

Radiographic response assessment for the change in max. 3D diameter was assessed based on RECIST 1.1 criteria, and radiographic response assessment for total volume was performed according to the theoretical volume thresholds. The detailed response thresholds are shown in Table 2.


Table 2 | Summary of the response criteria.





Statistical analysis

A total of three groups of data were collected and analyzed, including changes in RECIST 1.1 data, total volume data, and max. 3D diameter data. After setting the PR (partial response) threshold to −30% and the PD (progressive disease) threshold to 20%, PR and PD were taken as the state variables. Differences in immunotherapy response between the three groups were compared pairwise using the chi-square test (21), and the null hypothesis called H0 was set to “the three groups of data were not correlated.” Both the Fisher exact text values and corresponding p-values were recorded. If P <0.05, it indicated that there was statistical significance among the three groups; if P >0.05, it indicated that there was no statistical significance among the three groups. Meanwhile, the Kappa value of each test was recorded to observe the concordance of the immunotherapy response among total volume, max. 3D diameter, and RECIST 1.1. Kappa value ≥0.75, the concordance was good; 0.75≥ Kappa value ≥0.4, the concordance was general; Kappa value <0.4 showed poor concordance.

Size changes of total volume and max. 3D diameter were taken as the test variables to draw the ROC curve (receiver operator characteristic curve) (22). Then, the size change corresponding to the maximum sum of sensitivity and specificity was selected as the optimal threshold. The AUC (area under the curve) value was also recorded at the same time. If AUC value = 1, the assessment effectiveness was perfect; if 0.85 <AUC value >0.95, the assessment effectiveness was very good; if 0.85 <AUC value >0.95, the assessment effectiveness was general; if AUC value <0.5, the assessment effectiveness was poor.

Finally, RECIST 1.1 was used as the “gold standard,” and cases were selected as examples to further analyze the response assessment between total volume, max. 3D diameter, and RECIST 1.1. All statistical analyses were performed using statistical software IBM SPSS Statistics 26.




Results


Patient data

After initial screening, there were a total of 42 cases of patients with intracranial malignancies who underwent immunotherapy. After further screening using inclusion criteria, 20 patients (males: 15; females: 5; average age: 58 years; range: 23–84 years) were included in this study. A total of 78 MRI scans obtained from these patients between September 2018 and June 2022 were used for analysis. Excluding the 20 MR scans performed before immunotherapy, the final number of MR scans used to calculate the size change rates was 58. There were three discrepant cases, all of which were derived from glioma patients, which may be due to the large boundary atypia of gliomas. Clinical information and follow-up MRI information for these cases are shown in Table 3.


Table 3 | Detailed information of measurements.



Detailed information about the values and MR examinations are shown in Table 4.


Table 4 | Detailed information of measurements.





Correlation and concordance

Detailed comparison results of immunotherapy response assessment between RECIST 1.1 and total volume by chi-square test are shown in Table 5. The Fisher exact test value was 59.70, and its corresponding P-value was zero, which was less than 0.05, indicating that there was statistically significance. The above results for total volume showed a strong correlation with RECIST 1.1. Similarly, Table 6 showed the assessment results between RECIST 1.1 and max. 3D diameter. While Fisher’s exact value was 57.382, its corresponding P-value was also zero. Besides, the Kappa value was higher than 0.75. There was high concordance between RECIST 1.1 and max. 3D diameter.


Table 5 | Comparisons of response assessment between RECIST 1.1 and total volume.




Table 6 | Comparisons of response assessment between RECIST 1.1 and max. 3D diameter.





ROC curve and new volumetric thresholds

Furthermore, according to the PR threshold (−30%) of RECIST 1.1, we drew the ROC curve and obtained the AUC values for total volume and max. 3D diameter, which were 1 and 0.862 (Figure 3). We found that the maximum value of sensitivity plus specificity was 2. This corresponds to a volume size change of −64.9% and can be used as the new PR threshold for total volume. Similarly, according to the PD threshold of RECIST 1.1, the AUC values for total volume and max. 3D diameter were 0.945 and 0.968 (Figure 4) from the ROC curve. The maximum value of sensitivity plus specificity was 1.776. Its corresponding volumetric size change is 21.4%, which can be used as the new PD threshold for total volume.




Figure 3 | ROC curve with PR threshold as variable.






Figure 4 | ROC curve with PD threshold as variable.






Discussion

In this retrospective study of patients with intracranial malignancies after immunotherapy, using a semi-automated segmentation technique, we found that, compared with RECIST 1.1, volumetric assessment and max. 3D diameter assessment had consistent efficacy in assessing immunotherapy response (P <0.05; Kappa >0.75; AUC >085). Besides, our initial studies found that when the volumetric threshold of PR is −64.9% and the volumetric threshold of PD is 21.4%, the sensitivity and specificity are both the highest. At this point, the assessment efficacy of the immunotherapy response is equal to −30% and +20% of RECIST 1.1.

There were relatively few existing studies about the assessment of radiological response in the nervous system after immunotherapy recently (9, 23–25). Therefore, in this study, we investigated the radiologic response of intracranial malignancies after immunotherapy. According to the iRANO guidelines, the gold standard for determining recurrence or progression of intracranial malignancies is a biopsy or pathological section (2). However, currently, biopsies often obtain only very small tissue aliquots, which may lead to sampling artifacts. On the other hand, in clinical practice, many patients may undergo surgery before immunotherapy when the primary malignancy is found, such as high-grade glioma. As a result, the immunotherapy response of intracranial malignancies would be based on follow-up MR examinations rather than biopsies or pathological sections. Malignancies such as brain metastases, for which the patients did not easily receive surgery, were also assessed by follow-up MR examinations. Although initial studies had been conducted to monitor tumor response to radiotherapy or chemotherapy by assessing metabolic or functional parameters, such as using perfusion MRI or dynamic computed tomography (CT), size change of target lesions remains the most widely used parameter to monitor therapy response (2, 26). For size changes of target lesions, the iRANO working group stated that RECIST 1.1 criteria were the recommended radiological assessment criteria of immunotherapy response (2, 6). Therefore, based on all the above, RECIST 1.1 was used as the gold standard in this study.

Based on the optimized semi-automatic segmentation technology, one-stop intelligent identification and quantitative analysis of various tumors can be performed. It combines deep learning techniques to segment the boundaries of tumors accurately in a short time. The results support a variety of assessment criteria and can be output in a visual chart (Figure 5). Now, according to iRANO guidelines, one of the reasons why volumetric measurement remains controversial is that the technology increases costs and is not available in some centers. In this study, we performed a quantitative analysis of 78 MR examinations, including 20 MR examinations as a baseline and 58 longitudinal follow-up MR images as target assessments. The results showed that the time cost for quantitatively measuring the lesions on CE-MRI images is shorter (428.83 ± 88.47 s), and then we could obtain the results of RECIST 1.1, total volume, and max. 3D diameter simultaneously. According to our experiences, the semi-automatic segmentation time is equal to the time of post-processing in a brain CTA, so we consider that it can be practiced in clinical work.




Figure 5 | Visual charts of the semi-automatic segmentation technique. (A): Visual chart of RECIST 1.1. (B): Visual chart of total volume. (C): Visual chart of max. 3D diameter.



The RECIST 1.1 value is calculated as the sum of the longest axial diameter of the target lesions in intracranial malignancies. Because tumor growth is multidirectional and irregular, the axial size change does not represent all directional changes (15). This means that for irregular tumors, RECIST 1.1 may underestimate or overestimate the real tumor size. For assessing linear changes in maximum lesion diameter, the RECIST 1.0 criteria were originally established using a theoretical model of a solid tumor. RECIST 1.1 is an update of RECIST 1.0 for the entire population of patients with solid tumors. In actual clinical practice, accurate volumetric measurement shows certain advantages because of the varying tumor morphology. The RANO working group considered that the necessity for volumetric measurements would be confirmed with increasing clinical knowledge reserves and research on volumetric response assessment and reporting (2).

The chi-square test of the volumetric response assessment and the RECIST 1.1 response assessment showed that the volumetric assessment had a relatively high consistency efficiency in patients with intracranial malignancies undergoing immunotherapy (Table 5). Its corresponding P-value was zero, which was less than 0.05, indicating that there was a statistical significance. Besides, the Kappa value was 0.742. The above data showed concordance and a strong correlation between RECIST 1.1 and total volume. In addition, according to the ROC curve of PR threshold (−30%), the AUC value of total volume was 1 (Figure 4), and according to the ROC curve of the PD threshold (20%), the AUC value of total volume was 0.945, both of which reflect good diagnostic efficacy (Figure 5). Based on the above data, we consider that volume assessment using semi-automated segmentation is feasible for immunotherapy response assessment in intracranial malignancies and can be used as an updated method for RECIST 1.1. This is consistent with iRANO criteria, indicating that it would be encouraged as a secondary end point in the future when feasible.

Similarly, the sum of the longest axial diameters cannot represent the changes in all dimensions, while the max. 3D diameter based on semi-automatic segmentation techniques is intelligently identified in any dimensions. Using a unidimensional threshold (Table 2), we performed a chi-square test according to the response assessment results based on the sum of max. 3D diameter (Table 6, P <0; 0.05 Kappa >0.75). The above data showed concordance and a strong correlation between RECIST 1.1 and max. 3D diameter. According to the ROC curve (Figures 3, 4), the AUC of the size change in the max. 3D diameter was 0.862 for the PR threshold and 0.968 for the PD threshold, which indicated that the max. 3D diameter assessment had better diagnostic efficiency. Therefore, it is feasible to consider max. 3D diameter as another complementary parameter for immunotherapy response assessment.

If lesions grew proportionally and uniformly across all dimensions, according to the threshold for RECIST 1.1, a spherical volumetric threshold calculated by formula 4πr2/3 could be used as a reliable threshold for response assessment (Table 3). However, existing real-world data are insufficient to demonstrate the universality of volumetric response criteria in the population of patients with intracranial malignancies. At present, there are few studies focusing on volume response criteria, such as the optimization of volume threshold for liver metastases by Winter (10). While other studies on semi-automatic volumetric measurement mostly concern the comparison of repeatability and variability, there is no literature focusing on the optimization of volumetric threshold in intracranial malignancies (7).

Therefore, the volumetric threshold in different diseases needs more in-depth research. Our data showed that the PR threshold of volumetric change was −64.9%, which had a sensitivity of 100% and a specificity of 100% for the detection of target lesions with or without partial response. This was almost consistent with the conventional PR threshold of −65%. At the same time, our analysis showed that the volumetric threshold of PD was 21.4%, which was significantly different from the conventional threshold of 73%. The sensitivity and specificity of its detection of target lesions’ progression were 85.7% and 91.9%, respectively, which indicated that the accuracy of the current predicted PD threshold needs to be improved with more cases in the future.

Finally, due to the relatively small number of patients receiving immunotherapy for intracranial malignancies, it is better to enroll more patients in the future, as this is a meaningful and feasible study. Although MR images were obtained from different scanner manufacturers and there were inevitable differences between MR protocols, all MR scans met the minimum requirements for proper assessment according to RECIST 1.1; therefore, we think this did not significantly affect the results.



Conclusion

In conclusion, based on the semi-automatic segmentation technique, we found that volumetric assessment and max. 3D diameter assessment was reliable and consistent with RECIST 1.1 in response assessment of patients with intracranial malignancies undergoing immunotherapy. Total volume and max. 3D diameter can be used as complementary methods for RECIST 1.1 to assist neurosurgeons in the multi-aspect assessment of immunotherapy responses. Meanwhile, the initial analysis showed that when the volumetric threshold of PR was −64.9% and the volumetric threshold of PD was 21%, the sensitivity and specificity were the highest. The efficacy of volumetric thresholds for immunotherapy response assessment was equal to −30% and +20% of RECIST 1.1. This study will be useful for guiding further treatments for patients.
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Background

Tumor immune microenvironment (TIM) plays a critical role in tumorigenesis and progression. Recently, therapies based on modulating TIM have made great breakthroughs in cancer treatment. Polo-like kinase 1 (PLK1) is a crucial regulatory factor of the cell cycle process and its dysregulations often cause various pathological processes including tumorigenesis. However, the detailed mechanisms surrounding the regulation of PLK1 on glioma immune microenvironment remain undefined.



Methods

Public databases and online datasets were used to extract data of PLK1 expression, clinical features, genetic alterations, and biological functions. The EdU, flow cytometry, and macrophage infiltration assays as well as xenograft animal experiments were performed to determine the relationship between PLK1 and glioma immune microenvironment in vivo and in vitro.



Results

PLK1 is always highly expressed in multiple cancers especially in glioma. Univariable and Multivariate proportional hazard Cox analysis showed that PLK1 was a prognostic biomarker for glioma. Simultaneously, highly expressed PLK1 is significantly related to prognosis, histological and genetic features in glioma by analyzing public databases. In addition, the enrichment analysis suggested that PLK1 might related to “immune response”, “cell cycle”, “DNA replication”, and “mismatch repair” in glioma. Immune infiltration analysis demonstrated that highly expressed PLK1 inhibited M1 macrophages infiltration to glioblastoma immune microenvironment by Quantiseq and Xcell databases and negatively related to some chemokines and marker genes of M1 macrophages in glioblastoma. Subsequent experiments confirmed that PLK1 knockdown inhibited the proliferation of glioma cells but increased the M1 macrophages infiltration and polarization. Furthermore, in glioma xenograft mouse models, we showed that inhibiting PLK1 blocked tumor proliferation and increased the M1 macrophages infiltration. Finally, PLK1 methylation analysis and lncRNA-miRNA network revealed the potential mechanism of abnormal PLK1 expression in glioma.



Conclusions

PLK1 inhibits M1 macrophages infiltration into glioma immune microenvironment and is a potential biomarker for glioma. 





Keywords: plk1, glioma, tumor immune microenvironment, immune infiltration, macrophages



1 Introduction

One of the most striking features of cancer cells is that aberrant cell cycle leads to their uncontrolled cell proliferation, which is usually caused by aberrant expression of the cell cycle-related genes (1). In recent years, more and more cell cycle-related genes were emerging as the candidate biomarkers for early diagnosis and potential therapeutic targets in cancers (2, 3).

Polo-like kinase (PLK) family has aroused our research interests because of its close relationship with cell cycle (4–6). PLKs belong to the serine/threonine kinase family that play differentiated and critical roles as key cell cycle regulators in tumor genesis and development (7, 8). PLKs are widely distributed in eukaryotic cells and the human PLKs family consists of five members, including PLK1, PLK2, PLK3, PLK4, and PLK5 (9).

Polo-like kinase1 (PLK1) is a highly conservative serine/threonine kinase widely found in eukaryotic cells and plays crucial roles in the cell cycle process (10). PLK1 is characterized by C-terminal serine domain (7), which can regulate N-terminal serine/serine kinase domain, mediates protein interaction and intracellular localization. PLK1 is also responsible for a wide range of cellular functions. It plays an important role in centriole maturation (11–13), Golgi disintegration (14), spindle assembling and function (15, 16), kinetochore function (17, 18), centromere assembling (19) and cytokinesis (20). It also facilitates DNA replication (21), mitotic entry (22), separation of sister chromatid (23), chromosome condensation (24) and APC/C activity (25). It has been reported that PLK1 is frequently over-expressed in numerous cancers (such as esophageal cancer, colon cancer, breast cancer, non-small cell lung cancer, endometrial cancer, etc.), and facilitates the occurrence and progress of these cancers acting as an oncogene (26). Although there has been a mass of researches on the roles of PLK1 in cancer about cell cycle, few analyses of PLK1 about tumor immunity have been conducted. To remedy this deficiency, we conducted an analysis of PLK1 in glioma immune regulation.

In this present study, we have comprehensively explored the PLK1 expression and its relationship with the prognosis of tumor patients in glioma across some datasets. And 100 glioma samples collected from surgeries were obtained to further validate the correlation between PLK1 mRNA expression and glioma grades or prognosis. Besides, the hypothesis that PLK1 is closely related to genetic alterations, immune, and cell cycle in tumors was also supported by KEGG and GO enrichment analysis of its related genes in glioma. Then, it was confirmed that PLK1 might be related to the tumor immunity of glioma by M1-like macrophages infiltration and polarization assays and intracranial xenograft mouse models. Some experiments such as flow cytometry and EdU also confirmed that aberrant expression of PLK1 lead to the occurrence and progression of glioma by regulating the cell cycle. In addition, we also explored the potential mechanisms of aberrant expression of PLK1 by analyzing PLK1 methylation and ceRNA network.



2 Materials and methods


2.1 Experimental methods


2.1.1 RNA-seq of glioma samples

RNA-Seq data (lllumina HiSeq X Ten, Novogene) and corresponding pathological and clinical data of external 100 glioma samples were obtained to further validate the correlation between PLK1 mRNA expression and glioma grades or prognosis. All human glioma samples were taken from patients undergoing surgery at the First Affiliated Hospital of Zhengzhou University (Supplementary Table 1). The inclusion criteria were as follows: a. adult patients (>18 years) surgically treated and pathologically diagnosed primary WHO II-IV infiltrative gliomas, b. availability of clinical data. The exclusion criteria were as follows: a. incomplete survival data due to loss of follow up, b. recurrent glioma. Tissue samples were graded by neuropathologists according to the 2016 World Health Organization (WHO) standards and stored in liquid nitrogen. Glioma specimens were divided into LGG (33 cases) and HGG (67 cases). Our research was approved by the Human Scientific Ethics Committee of the First Affiliated Hospital of Zhengzhou University (FAHZZU) (Ethics approval: No. 2019-KY-176). All procedures performed in studies involving human participants were in accordance with the ethical standards of the institutional and national research committee and with the 1975 Helsinki declaration and its later amendments or comparable ethical standards. An informed consent was obtained from all individual participants included in the study.



2.1.2 Cell culture and transfection

Human astrocyte, human glioblastoma cell lines (U87, U251, LN229, A172 and B19) and human THP-1 monocytes were obtained from ATCC (the American Type Culture Collection, Manassas, VA, USA). The human astrocyte was grown in Astrocyte Medium (AM) (ScienCell, USA) medium supplemented with 10% fetal bovine serum (Thermo Fisher Scientific, USA). Human glioblastoma cell lines (U87, U251, LN229, A172 and B19) and murine glioblastoma GL261 cells were grown in DMEM medium supplemented with 10% fetal bovine serum (Thermo Fisher Scientific, USA). THP-1 monocytes are maintained in culture in RPMI-1640 medium with 10% fetal bovine serum (Thermo Fisher Scientific, USA). Cell lines were tested using the ATCC cell line authentication service and routinely tested for Mycoplasma. All cells have been growing at 37°C in a humidified atmosphere (95% humidity) with 5% CO2 (27).

In knockdown experiment, human glioblastoma cells (U87 and LN229) were treated with PLK1-siRNA (GenePharma, Shanghai, China) by using Lipofectamine RNAimax (Thermo Fisher Scientific, USA) according to the manufacturer’s instructions. PLK1 siRNA 1#: 5’-CGAUACUACCUACGGCAAATT-3’; PLK1 siRNA 2#: 5’-CGAGGUGCUGAGCAAGAAATT-3’.



2.1.3 RNA isolation and quantitative real-time PCR

The expression of mRNA in the cancer cell lines was detected by qRT-PCR. The total RNA of the cells was extracted using the TRIzol (Thermo Fisher Scientific, USA). The mRNA (1 µg) was reverse transcribed into cDNA by the reverse transcription kit (Promega, USA). The expression status of mRNA was measured on ABI QuantStudio 3 using GoTaq® qPCR Master Mix (Promega, USA). GAPDH was selected as the loading control for mRNA expression analyses. cDNA product (2 µl) was used as template in a 20 µl PCR system containing 10 µl of GoTaq® qPCR Master Mix and 2 µl of each primer. All reactions were performed in duplicate. Amplification protocols were as follows: 95°C for 10 min; 44 cycles of 95°C/10 s, 58°C/10 s, and 60°C/10 s. The primer sequences were as following: PLK1 Forward: 5’-TGACTCAACACGCCTCATCC-3’, Reverse: 5’-GCTCGCTCATGTAATTGCGG-3’. GAPDH Forward: 5ʹ-GGAGCGAGATCCCTCCAAAAT-3ʹ, Reverse: 5ʹ-GGCTGTTGTCATACTTCTCATGG-3ʹ. CCL2 Forward: AGCTTGTCTCAACCCCGCATC, Reverse: CCTTCAGGAACAGCCACCAATA. CCL5 Forward: CAGACCACGCAAGGAGTTCA, Reverse: CTTCCACCTTGGAGCACTGT. CCL7 Forward: TTGCTCAGCCAGTTGGGATTA, Reverse: TGGCTACTGGTGGTCCTTCT. CCL8 Forward: TGTCCCAAGGAAGCTGTGAT, Reverse: TGGAATCCCTGACCCATCTCT. CX3CL1 Forward: ACCACGGTGTGACGAAATG, Reverse: TGTTGATAGTGGATGAGCAAAGC. NOS2 Forward: CGCATGACCTTGGTGTTTGG, Reverse: CATAGACCTTGGGCTTGCCA. CD86 Forward: CTGCTCATCTATACACGGTTACC, Reverse: GGAAACGTCGTACAGTTCTGTG. CRR7 Forward: AGGAGAAGAAGGGTGCATTCG, Reverse: CGTCTTCCGTCACAAACTGC. Data were analyzed using the relative standard curve method and normalized to GAPDH (28, 29).



2.1.4 EdU assay

EdU assay was used to examine cell proliferation. Glioma cell lines in the logarithmic growth phase were seeded into 96-well plates at a density of 2×10³- 4×10⁴. After 24 h, the adherent cells to the wells were transfected. Five parallel wells were set up for each group. Cells in each well after transfection for 48 h were cultured with 100 μL EdU medium (RIBOBIO, China) for 2 h and fixed with 100 μL of cell fixation solution (PBS containing 4% polyformaldehyde) for 30 min at room temperature. Subsequently, the cells were incubated with 2 mg/mL glycine (Solarbio, China) for 5 min, rinsed with 100 μL of PBS containing 0.5% TritonX-100 (RIBOBIO, China) for 10 min, and stained using 1 × Apollo staining reaction solution (RIBOBIO, China) for 30 min in conditions devoid of light. Next, the cells were reacted with 100 μL of the 1 × Hoechst 33342 reaction solution (RIBOBIO, China) for 30 min and sealed with 100 μL of the anti-fluorescence quenching agent. Six to ten fields of view were randomly selected for each well and photographed under a fluorescence microscope.



2.1.5 Flow cytometry

Cell cycle arrest was analyzed by flow cytometry. The collected cells were washed with precooled 1×PBS for 3 times, and the supernatant was discarded after cell precipitation by centrifugation. After resuspend the cells with 0.5 mL 1×PBS, 3.5 mL 70% ethanol precooled was added quickly, beaten evenly, and stored overnight at 4°C. The supernatant of cells fixed by centrifugal ethanol was discarded, and then washed with 1×PBS for 3 times to remove the residual ethanol. The cells were resuspended with 1 mL Pi/Triton X-100 staining solution containing 0.2 mg RNase A (20 μg Pi/0.1% Triton X-100) and then stained at 37°C for 15 min. Finally, the cell cycle was measured by flow cytometry (Beckman Coulter, USA).



2.1.6 Induced M1-like macrophages and M1-like macrophages infiltration assay

THP-1 cells were differentiated into M0 macrophages by 48 h incubation with 150 nM phorbol 12-myristate 13-acetate (PMA; P6741, Solarbio, China). Then, M0 macrophages were polarized to M1 macrophages by incubation with 20 ng/ml of IFN-γ (P00028, Solarbio, China) and 10 pg/ml of LPS (L8880, Solarbio, China) for 48 h.

M1 macrophages infiltration assays were applied through seeding 1.0×105 M1 macrophages in the upper chamber of a transwell plate for 48 h (size 5mm, Corning, NY, USA). In bottom plate, U87/LN229 cells (1.0×105) were cultured in DMEM. After incubation for 48 h, the cells in the upper chamber were fixed with 4% paraformaldehyde for 10 min and stained with 0.1% crystal violet for 10s. The infiltrated M1 macrophages were counted in three randomly selected fields from each membrane and each experiment was performed three times.



2.1.7 Co-culture assay of macrophages and glioma cells

THP-1 cells were differentiated into M0 macrophages by 48 h incubation with 150 nM phorbol 12-myristate 13-acetate (PMA; P6741, Solarbio, China). For co-culture experiments, M0 macrophages were pre-inoculated in the 6-well plates (5.0×105 cells per plate) and U87/LN229 cells (1.0×105 cells per plate) were inoculated into the upper insert. After co-culture for 48 h, M0 macrophages were collected for the qRT-PCR to detect the effect of U87/LN229 cells on M0 macrophages polarization. All groups were repeated independently three times.



2.1.8 Mouse model of glioma

Female C57BL/6 wild-type mice (4 weeks old, 16-20g) were used in our study. Five animals were housed per cage. All animals were maintained at controlled temperature (22 ± 2°C) and humidity (60–70%), under a 12 h light-dark cycle. All animals with regular chow and filtered water ad libitum. The mice used in our study were supplied by the Beijing HFK Bio-Technology (Beijing, China). All the experimental procedures were approved by the Animal Ethical and Welfare Committee of ZhengZhou University.

To create the intracranial tumor model, GL261 cells were infected with luciferase lentivirus (Genechem, China). Ketamine and xylazine (75 and 7.5 mg/kg, respectively) were injected to anesthetize the C57BL/6 mice. Then, the cells were injected with a 10-μl Hamilton microsyringe. An infusion pump was utilized to control the infusion rate at 1 μl/min × 2 min (in a total of 2 × 105 cells per mouse). The injection site was selected at a depth of 3.0 mm in the right striatum of C57BL/6 wild-type mice (coordinates of bregma: 2.0 mm laterally). Standardized operations were adopted throughout the surgical procedures to avoid technical differences. The animals were randomly divided into control group (vehicle) and treatment group (PLK1 inhibitor volasertib). Starting on day 7 after tumor cell implantation, PLK1 inhibitor volasertib (20 mg/kg, i.p.) was given to the treated groups on twice a week for 3 weeks.

To acquire tumor growth status in live animals of different treatment groups by bioluminescent imaging on days 7, 14, 21, and 28, the mice were anesthetized and injected intraperitoneally with D-luciferin (150 mg/kg, beetle luciferin, potassium salt, E1605, Promega) 15 min prior to imaging with the IVIS imaging system (perkinelmer, USA) for 10-120 s. Four weeks after implantation, three animals per group were sacrificed and brain samples were collected for hematoxylin-eosin (HE) staining and immunofluorescence staining. The remaining mice in each group were used for bioluminescent imaging and survival analysis.



2.1.9 Hematoxylin-eosin staining and immunofluorescence staining

After four weeks of tumor injection, the mice were euthanized and their brains were surgically removed and fixed in 10% neutral buffered formalin.

For HE staining, the 5 μm slides were deparaffinized and brought through a graded ethanol series to dH2O before the nuclei were stained with hematoxylin; the sections were then rinsed in running tap water and stained with eosin before being dehydrated and mounted. Pictures were taken using an Olympus upright BX53 microscope (Olympus). CellSens Entry software equipped with a digital CCD camera (Olympus DP22) was used.

For IF staining, Paraffin-embedded sections containing mice brains were deparaffinized, rehydrated, and subjected to antigen retrieval for staining of the M1 macrophage marker iNOS (CST, 13120). The processed brain tumor sections were incubated with primary antibody anti-iNOS (1:500) overnight at 4°C. Then, the sections were washed with PBS and followed by incubation with FITC (492-520 nm) (ZSGB-BIO, ZF-0311, China) for staining at room temperature for 60 min. Excess antibody was washed out with TBS, sections were counterstained with DAPI at room temperature for 5 min. All pictures were taken using an Olympus upright BX53 microscope (Olympus).




2.2 Bioinformatic analyses


2.2.1 HPA: the human protein atlas

The Human Protein Atlas (HPA) (https://www.proteinatlas.org/) is a Swedish project launched in 2003 to map all human protein in cells, tissues and organs by integrating various omics technologies, including antibody-based imaging, mass spectrum-based protein omics, transcriptomics and systems biology (30–32).

The HPA online website was used to analyze PLK1 in “Tissue Atlas”, “Single Cell Type Atlas” and “Cell In Atlas” module. The expression data of PLK1 mRNA in different human normal tissues and tumor/non-tumor cells were obtained. The row data source was TMM normalized. Normalized eXpression (NX), the resulting transcript expression values, were calculated for each gene in every sample. Online website (https://www.proteinatlas.org/about/assays+annotation) showed the detailed information.



2.2.2 The oncomine database

The expression levels of PLK1 gene in different tumor types were investigated in Oncomine (https://www.oncomine.org/resource/login.html) (Supplementary Table 2). The parameters were shown below: P-value<0.001, FC (fold change)>1.5 and gene rank is all (33, 34).



2.2.3 The online platform: SangerBox

We obtained a simulation map of the subcellular localization of the PLK1 protein using the SangerBox online tool (http://SangerBox.com/Tool). The COX_OS (overall survival), COX_DFS (disease free survival), and Neoantigen analysis of PLK1 for different tumors was analyzed on SangerBox portal. Immune cells infiltration analysis in glioma was also conducted by Sangerbox. In addition, the SangerBox online tool can also perform PLK1-related s KEGG and GO enrichment analysis.



2.2.4 GEPIA2: gene expression profiling interactive analysis 2.0

The online website: Gene Expression Profiling Interactive Analysis 2.0 (GEPIA2) (http://gepia2.cancer-pku.cn/#index) is an interactive web that includes 9,736 tumors and 8,587 normal samples from TCGA and the GTEx databases, which analyses the RNA sequencing expression (35, 36). In this present study, GEPIA2 was also used to conduct survival curves, including overall and disease-free survival in 33 different cancer types. The correlation analysis of gene expression was conducted using the given TCGA expression dataset. PLK1 positively related genes in pan-cancer were also obtained in GEPIA2 database (Supplementary Table 3). The correlation coefficient was determined by Spearman’s statistical method.



2.2.5 Chinese glioma genome atlas and the cancer genome atlas datasets

The RNA-seq data and clinical information of CGGA-325 (http://www.cgga.org.cn/download.jsp) are shown in Supplementary Table 4; The RNA-seq data and clinical information of CGGA-693 (http://www.cgga.org.cn/download.jsp) are shown in Supplementary Table 5; The RNA-seq data and clinical information of TCGA (https://www.cancer.gov/about-nci/organization/ccg/research/structural-genomics/tcga) are shown in Supplementary Table 6.



2.2.6 The STRING database

We entered the STRING website (https://string-db.org/) using the query of a single protein name (“PLK1”) and organism (“Homo sapiens”). Next, we optioned the threshold as following: minimum required interaction score [“Low confidence (0.150)”], meaning of network edges (“evidence”), max number of interactors to show (“no more than 50 interactors” in 1st shell) and active interaction sources (“experiments”). At last, the PLK1-binding proteins and related PPI network that had been experimentally confirmed were obtained (37, 38).



2.2.7 The GEO databases

GSE67102 (https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE67102) and GSE46856 (https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE46856) databases were used to analyze the biological functions of PLK1 related genes. The differentially expressed genes were obtained after treating with inhibitors of PLK1 in GSE67102 and GSE46856 databases. Then KEGG and GO-BP enrichment analyses of PLK1 related genes was analyzed and mapped.



2.2.8 The cBioportal website

After logging into the cBioPortal website (https://www.cbioportal.org/), we chose the “TCGA Pan Cancer Atlas Studies” in the “Quick select” section and entered “PLK1” to query of the gene alteration characteristics of PLK1. We obtained the results of the alteration frequency, mutation type and copy number alteration (CNA) among all TCGA tumors in the “Cancer Types Summary” module. The information on the mutations site of PLK1 can be displayed in the protein structure diagram or 3D structure through the “Mutilations” module (39, 40).



2.2.9 The web portal TISIDB

TISIDB (http://cis.hku.hk/TISIDB/index.php) is an online website that integrates tumor and immune system interactions across multiple heterogeneous data types (41). We got the relationship between the abundance of tumor-infiltrating lymphocytes (TILs) and the PLK1 mRNA levels in this study. We also got the relationship between the immune cell chemokines levels and the PLK1 mRNA levels in TISIDB.



2.2.10 Genomic identification of significant targets in cancer 2.0

Databases of somatic mutations and somatic copy number alternations (CNAs) were obtained from TCGA datasets. CNAs correlated with PLK1 mRNA levels, and the threshold copy number at alteration peaks were analyzed by GISTIC 2.0 (https://cloud.genepattern.org/). The patients were divided into the first 25% PLK1-low (n=170) and the last 25% PLK1-high (n=170) groups according to the expression value of PLK1. The maftools package was also used in R software (https://www.r-project.org/) to download and visualize the somatic mutations.



2.2.11 The UALCAN database

The UALCAN portal (http://ualcan.path.uab.edu/analysis-prot.html), an interactive web resource, is usually used to analyze cancer Omics data (42). In present study, we used it to compare the differential expressions of PLK1 protein in a specific tumor and its corresponding normal tissue and the methylation levels of the PLK1 promoter region between some primary tumors and normal tissues.



2.2.12 Single-cell RNA analysis

We processed the single-cell data expression matrix with the R package Seurat. We employed “NormalizeData” to normalize the gene expression data, followed by utilizing “FindVariableGenes” to identify 2,000 highly variable genes (HVGs). Then, we performed principal component analysis (PCA) with “RunPCA”, built a K-nearest neighbor graph via the “FindNeighbors” function, and grouped cells in the highest resolution with “FindClusters.” Finally, “TSNE” was used for visualization, and we performed a “Single R” R package for cell annotation. “VlnPlot” were used to visualize PLK1 expression. Single-cell pseudotime trajectories were reconstructed with package “Monocle”. GSE84465 (https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE84465) was used to conducted Single-Cell RNA Analysis in this study.



2.2.13 Statistical analysis

Through the online databases mentioned above, the statistical analysis was automatically computed in this study. These results were considered as statistically significant at *P<0.05, **P<0.01, ***P<0.001 and ****P<0.0001.





3 Results


3.1 The expression pattern of PLK1 mRNA in pan-cancer

The flowchart of this study is shown in Supplementary Figure 1. The Normalized eXpression (NX) levels of PLK1 were analyzed in various tumor tissues and their corresponding adjacent normal tissues as well as various tumor cells and the corresponding non-tumor cells in the Human Protein Atlas (HPA) database. PLK1 mRNA expression levels were higher in the normal human thymus, testis, and tonsil (NX>20; Figure 1A). In most other normal human tissues, PLK1 mRNA expression levels were detectable but low (NX<20) (Figure 1A). PLK1 mRNA expression levels were higher in the early spermatids, extravillous trophoblasts and erythroid cells (NX>20; Figure 1B). In most other normal human cells, PLK1 mRNA expression levels were detectable but low (NX<20) (Figure 1B). In human tumor cell lines, the expression level of PLK1 mRNA was the most abundant in human hepatocellular carcinomas cell lines (Hep G2), followed by human leukemia cell lines (HAP1) (Figure 1C). Moreover, in order to learn the differences of PLK1 mRNA expression in cancer and normal tissues, we analyzed the expression levels of PLK1 mRNA in different tumor tissues and normal tissues through the Oncomine website. The results suggested that the expression levels of PLK1 mRNA were higher in bladder, brain and CNS (Central Nervous System), colorectal, gastric, breast, esophageal, cervical, head and neck, ovarian, lung, liver, pancreatic cancer and lymphoma, sarcoma, leukemia compared to the normal tissues (Figure 1D). The integrated conditions of PLK1 expression in various cancers were collected in Supplementary Table 2. To further learn the PLK1 mRNA expression condition in different cancers, we tested the PLK1 mRNA expression across the RNA-seq data of a variety of malignancies in TCGA. There displayed the mRNA expression levels of PLK1 in all TCGA tumors. There is a significant difference of PLK1 mRNA expression levels among TCGA tumors (Figure 1E). Moreover, we further analyzed the differential expressions of PLK1 mRNA between tumor tissues and normal tissues using the TCGA and GTEx databases with SangerBox. The expression of PLK1 mRNA was statistically higher in 24 cancers: adrenocortical carcinoma(ACC), bladder rothelial carcinoma (BLCA), breast invasive carcinoma(BRCA), cervical squamous cell carcinoma and endocervical adenocarcinoma (CESC), cholangiocarcinoma (CHOL), colon adenocarcinoma (COAD), esophageal carcinoma (ESCA), glioblastoma multiforme (GBM), head and neck cancer (HNSC), kidney renal clear cell carcinoma (KIRC), kidney renal papillary cell carcinoma (KIRP), brain lower grade glioma (LGG), liver hepatocellular carcinoma (LIHC), lung adenocarcinoma (LUAD), lung squamous cell carcinoma (LUSC), ovarian serous cystadenocarcinoma (OV), pancreatic adenocarcinoma (PAAD), prostate adenocarcinoma (PRAD), rectum adenocarcinoma (READ), skin cutaneous melanoma (SKCM), stomach adenocarcinoma (STAD), testicular germ cell tumors (TGCT), uterine corpus endometrial carcinoma (UCEC), and uterine carcinosarcoma (UCS). Whereas, the PLK1 mRNA expressions were lower in acute myeloid leukemia (LAML) and thyroid carcinoma (THCA) (Figure 1F).




Figure 1 | The expression pattern of PLK1 mRNA in pan-cancer. (A). The expression status of the PLK1 mRNA in different human tissues were analyzed through HPA. (B). The expression status of the PLK1 mRNA in different human cells were analyzed through HPA. (C). The expression status of the PLK1 mRNA in different tumor cell lines were analyzed through HPA. (D). Increased or decreased PLK1 mRNA in datasets of different cancers compared with normal tissues in the Oncomine database (P<0.001, FC>1.5, gene rank=all). (E). PLK1 mRNA expression levels in different tumor types from TCGA database were determined by GEPIA2. (F). PLK1 mRNA expression levels in different tumor and normal tissues from TCGA and GTEx database were determined by SangerBox (***P<0.001).



Then, since our team specializes in glioma, we focused on the relationship between PLK1 mRNA levels and prognosis of patients with glioma. Next, we analyzed PLK1 mRNA expression levels in different WHO grades and histologic classifications of gliomas. The results showed that PLK1 expression levels were positively associated with glioma grades CGGA and TCGA databases (Supplementary Figure 2A). And the receiver operating characteristic (ROC) curve verified that PLK1 could be an effective factor for predicting WHO grades of glioma (Supplementary Figure 2B). Moreover, the expression levels of PLK1 mRNA correlated with the histologic classification of gliomas (Supplementary Figure 2C). Isocitrate dehydrogenase (IDH) mutations and chromosomal 1p/19q codeletions are associated with better survival outcomes of glioma patients. Furthermore, promoter methylation status of the O6-methylguanine DNA methyltransferase (MGMT) is a prognostic indicator of the clinical response to treatment of glioblastoma patients with temozolomide (TMZ). Then, we explored the relationship between PLK1 mRNA expression and the status of IDH gene mutations, 1p/19q codeletion, and MGMT promoter methylation. Analysis of the CGGA-325, CGGA-693 datasets and TCGA datasets showed that PLK1 mRNA levels in the glioma patients with wild-type IDH and chromosomal 1p/19q non-codeletion were significantly higher (Supplementary Figures 2D-E), however, there is no significantly difference in the glioma patients with MGMT promoter methylation in CGGA datasets (Supplementary Figure 2F).

In conclusion, the above results suggested that PLK1 mRNA levels were upregulated in several tumors. Furthermore, PLK1 expression levels correlated with the grades, the histologic classification, and clinical features of gliomas.



3.2 The expression pattern of PLK1 protein in pan-cancer

In this part, our aim was to explore the oncogenic roles of the human PLK1 protein. We investigated the expression characteristics of the PLK1 protein in 41 different normal tissues and various cancers using the HPA database, respectively. The analysis results appeared that the expression of PLK1 protein in human normal tissues was highest in testis, while the expression in other tissues was low or moderate (Figure 2A). Whereas, PLK1 protein in human cancer tissues was highest in thyroid cancer, while the expression in glioma tissues was moderate (Figure 2B). The conserved analysis of PLK1 protein among different species showed that the amino acid sequence and domain of PLK1 protein is conserved among different species (Figures 2C, D). The phylogenetic tree figure presented the evolutionary relationship of the PLK1 proteins among various species (Figure 2E). The CPTAC database of UALCAN online tool was used to explore the differential expressions of PLK1 proteins in tumor and normal tissues. The analysis results appeared that the PLK1 protein expression levels in UCEC, COAD, LUAD, HNSC and BRCA were overexpressed than that in normal tissues (Figure 2F).




Figure 2 | The expression pattern of PLK1 protein in pan-cancer. The expression status of the PLK1 protein in different human normal (A) and cancer (B) tissues were analyzed through HPA. (C). The conserved analysis of PLK1 amino acid among different species by NCBI. (D). The conserved analysis of PLK1 domain among different species by NCBI. (E). The phylogenetic tree data presents the evolutionary relationship of the PLK1 protein across different species. (F). The differential expression of PLK1 protein in normal tissues and tumors in UCEC, COAD, LUAD, HNSC and BRCA across the CPTAC database of UALCAN online tool.



These results suggested that the domain of PLK1 protein is conserved between different species, and PLK1 protein may play a carcinogenic role in some tumors, such as uterine corpus endometrial carcinoma, colon cancer and lung adenocarcinoma.



3.3 PLK1 expression is associated with the prognosis in pan-cancer including gliomas

First, we analyzed the correlation between PLK1 mRNA levels and prognosis in pan-cancer by GEPIA2 with TCGA database and plotted survival curves for overall survival (OS) and disease-free survival (DFS) respectively. The results showed that higher PLK1 mRNA levels were statistically related to poorer OS and DFS in pan-cancer (Figures 3A, B). Then we further analyzed the correlation between the expression levels of PLK1 mRNA and prognosis in specific tumor types. The analysis appeared that higher PLK1 mRNA expression levels were statistically related to the poorer OS of adrenocortical carcinoma (ACC), breast invasive carcinoma (BRCA), kidney chromophobe (KICH), kidney renal clear cell carcinoma (KIRC), kidney renal papillary cell carcinoma (KIRP), brain lower grade glioma (LGG), liver hepatocellular carcinoma (LIHC), lung adenocarcinoma (LUAD), Mesothelioma (MESO), pancreatic adenocarcinoma (PAAD), skin cutaneous melanoma (SKCM) (Figure 3C), and poorer DFS of adrenocortical carcinoma (ACC), breast invasive carcinoma (BRCA), kidney renal clear cell carcinoma (KIRC), kidney renal papillary cell carcinoma (KIRP), brain lower grade glioma (LGG), liver hepatocellular carcinoma (LIHC), lung adenocarcinoma (LUAD), Mesothelioma (MESO), pancreatic adenocarcinoma (PAAD), prostate adenocarcinoma (PRAD), Sarcoma (SARC), skin cutaneous melanoma (SKCM), thyroid carcinoma (THCA), uveal melanoma (UVM) (Figure 3D).Cox regression analysis of the SangerBox database showed that PLK1 mRNA levels were associated with OS and DFS of patients with multiple cancers. The results showed that the high mRNA levels of PLK1 were associated with shorter OS in breast invasive carcinoma (BRCA), Sarcoma (SARC), skin cutaneous melanoma (SKCM), head and neck squamous cell carcinoma (HNSC), skin cutaneous melanoma-metastasis (SKCM-M), lung adenocarcinoma (LUAD), liver hepatocellular carcinoma (LIHC), pancreatic adenocarcinoma (PAAD), kidney renal clear cell carcinoma (KIRC), brain lower grade glioma (LGG), Mesothelioma (MESO), Pan-kidney cohort, (KIPAN), glioma (GBM+LGG), cholangiocarcinoma (CHOL), kidney chromophobe (KICH), adrenocortical carcinoma (ACC), and kidney renal papillary cell carcinoma (KIRP) and shorter DFS in Sarcoma (SARC), skin cutaneous melanoma (SKCM), skin cutaneous melanoma-metastasis (SKCM-M), breast invasive carcinoma (BRCA), lung adenocarcinoma (LUAD), liver hepatocellular carcinoma (LIHC), pancreatic adenocarcinoma (PAAD), uveal melanoma (UVM), brain lower grade glioma (LGG), cholangiocarcinoma (CHOL), kidney renal clear cell carcinoma (KIRC), glioma (GBM+LGG), Mesothelioma (MESO), adrenocortical carcinoma (ACC), kidney chromophobe (KICH), prostate adenocarcinoma (PRAD), and kidney renal papillary cell carcinoma (KIRP) (Figures 3E, F).




Figure 3 | The prognostic potential of PLK1 mRNA expression levels in pan-caner. The overall survival (A) and disease-free survival (B) analyses of pan-cancer in TCGA about PLK1 mRNA level using GEPIA2. The overall survival (C) and disease-free survival (D) analyses of different tumors in TCGA about PLK1 mRNA level using GEPIA2. (E). Relationship between PLK1 mRNA level and Cox-OS of different cancers in TCGA datasets using SangerBox. (F). Relationship between PLK1 mRNA level and Cox-DFS of different cancers in TCGA datasets using SangerBox.



The correlation between PLK1 mRNA levels and the prognosis of patients with pan-glioma, LGG, and GBM was investigated using the CGGA and TCGA datasets. In the CGGA-325, CGGA-693, and TCGA datasets, high PLK1 mRNA levels were associated with shorter OS in pan-glioma and HGG patients (Supplementary Figures 3A, C). However, the relationship between PLK1 mRNA levels and OS in LGG patients was not statistically significant in any of the three datasets (Supplementary Figure 3B). And the ROC curve verified that PLK1 could be an effective factor for predicting pan-glioma in the CGGA-325, CGGA-693, and TCGA datasets (Supplementary Figure 3D). Moreover, high PLK1 mRNA levels were associated with shorter disease specific survival (DSS) and progression free survival (PFI) in pan-glioma and HGG patients in TCGA dataset (Supplementary Figures 3E, F). In addition, multiple Cox regression revealed grade, IDH mutations, 1p/19q codeletions, promoter methylation of MGMT, and PLK1 mRNA levels might be independent predictors of prognosis of glioma patients (Supplementary Figure 4A). Similarly, the nomogram showed similar results (Supplementary Figure 4B). Therefore, we next explored the relationship between these molecular indicators and the prognosis of patients with glioma. As shown in Supplementary Figure 5A, patients in PLK1-high group had poorer prognosis compared to those in PLK1-low group in both IDH mutated and non-mutated glioma patients in CGGA-325 and CGGA-693 datasets. As shown in Supplementary Figure 5B, patients in PLK1-high group had poorer prognosis compared to those in PLK1-low group only in 1p19q non-codeletion glioma patients in CGGA-325, CGGA-693, and TCGA datasets. As shown in Supplementary Figure 5C, patients in PLK1-high group had poorer prognosis compared to those in PLK1-low group both in MGMT promoter methylated and no-methylated glioma patients in CGGA-325, CGGA-693, and TCGA datasets. As shown in Supplementary Figures 5D, E, patients in PLK1-high group had poorer prognosis compared to those in PLK1-low group both in chemoradiotherapy and no-chemoradiotherapy glioma patients in CGGA-325 and CGGA-693 datasets.

Overall, the results demonstrated that the PLK1 mRNA levels were associated with the prognosis of multiple cancers. Moreover, higher PLK1 mRNA levels were associated with poorer prognosis of glioma patients.



3.4 Enrichment analysis of PLK1 related genes

In order to further explore the molecular mechanisms of PLK1 in tumorigenesis among pan-cancer, we mined PLK-binding proteins to conduct a protein-protein interaction network and the PLK1 expression-related genes to perform a battery of enrichment analyses. We obtained 50 PLK1-binding proteins with experimental verification based on the online website STRING. And the network diagram graphically showed the interactions of these proteins (Figure 4A). In order to determine the subcellular localization of the PLK1 proteins, we used the SangerBox database to investigate that the PLK1 proteins were mainly localized on the cytoskeleton of the cytoplasm (Figure 4B). Furthermore, we obtained a total of top 100 genes significantly positively correlated with PLK1 gene by GEPIA2 with TCGA database (Supplementary Table 3). Subsequently, we performed KEGG and GO-BP enrichment analyses using the top 100 positively correlated genes. The results of KEGG and GO-BP enrichment analyses are shown in Figures 4C, D. Our enrichment results showed that the top 100 genes were enriched not only in cell cycle-related pathways and terms but also in genetic alterations and immune related pathways and terms, such as “cell cycle”, “mismatch repair”, and “immune response” (Figures 4C, D).




Figure 4 | Enrichment analysis of PLK1-related genes. (A). The experimentally determined PLK1-binding proteins were obtained using the STRING tool. (B). The simulation of the intracellular localization of PLK1 protein. The KEGG (C) and GO-BP (D) enrichment analyses were applied with the top 100 positively genes correlated with PLK1 expression in pan-cancer.



In addition, we conducted enrichment analyses using PLK1 related genes in glioma. Analyses of PLK1 related genes in CGGA-325, TCGA and FAHZZU (The First Affiliated Hospital of Zhengzhou University) databases were performed using R package. Then, the heat map of PLK1-related genes was shown in Supplementary Figures 6A–C. And we performed KEGG and GO-BP enrichment analyses using the correlated genes (R>0.35 in CGGA-325; R>0.55 in TCGA; R>0.55 in FAHZZU) (Supplementary Figures 6A–C). Similarly, GSE67102 and GSE46856 databases were used to analyze the biological functions of PLK1 related genes. And the volcano plot, KEGG, GO-BP enrichment analyses of PLK1 related genes was analyzed and mapped in glioma by SangerBox portal (Supplementary Figures 7A, B). Like the results in pan-cancer, the results demonstrated that compared to glioma with low PLK1 expression, glioma with high PLK1 expression were enriched not only in classical carcinogenic signaling pathways and terms but also in cell cycle, genetic alterations, and immune related pathways and terms (Supplementary Figures 6, 7).

Therefore, based on these analysis results, we speculated that PLK1 might promote tumor genesis and development by affecting cell cycle, genetic alterations, and antitumor immune in pan-cancer, especially in glioma.



3.5 Alterations of PLK1 gene are associated with development and progression of pan-cancer including glioma

Enrichment analysis of PLK1 related genes showed that PLK1 might promote tumor genesis and development by affecting genetic alterations. Genetic alterations such as the mutations, deletions, or amplifications of oncogenes or tumor suppressor genes are associated with growth and progression of several tumors. Therefore, we first analyzed different types of alterations including mutations, structural variations, amplifications, and deep deletions in the PLK1 gene in using the TCGA cancer datasets with the cBioPortal portal. Among the 32 tumor types, PLK1 gene alteration frequency was the highest in UCEC cases (>5%), and the “mutation” type was dominant (Supplementary Figure 8A). What is noteworthy is that all MESO (~1.0% frequency) and PAAD (~0.5% frequency) cases with gene alteration are “amplification” type (Supplementary Figure 8A). In addition, we discovered that the most abundant mutation type of PLK1 was “missense mutation” in pan-cancer (Supplementary Figure 8B). R293H/C alteration in the Pkinase domain of PLK1 protein, which was discovered in 2 cases of COAD, 1 case of LUAD, 1 case of ESCA and 1 case of HNSC, can lead to missense mutation of the PLK1 gene, translating from R (Arginine) to H (Histidine) or C (Cysteine) at the site 293 of PLK1 protein, and changing the structure of PLK1 protein subsequently (Supplementary Figure 8B). The genetic alteration effect of R293H/C was displayed in the 3D structure of PLK1 protein (Supplementary Figure 8C).

In addition, to determine whether PLK1 expression levels were associated with specific genomic characteristics in gliomas, we performed copy number variation (CNV) and somatic mutation analysis using the TCGA dataset. A distinct overall CNV profile emerged from the comparison of the PLK1-low (n = 170) versus the PLK1-high (n = 170) cluster (Supplementary Figures 8D–F). Co-deletion of 1p and 19q, a genomic hallmark of oligodendroglioma, more frequently appeared to be associated with the PLK1-low cluster (Supplementary Figure 8D). Amplification of chr7 and deletion of chr10, which are both common genomic events in GBM, frequently occurred in the PLK1-high cluster (Supplementary Figure 8D). The comparison of the CNV profiles in the PLK1-low (n = 170) and PLK1-high (n = 170) samples is shown in Supplementary Figures 8E, F. In PLK1-high group, frequently amplified genomic regions included oncogenic driver genes, such as EGFR (7p11.2), IK3C2B (1q32.1), PDGFRA (4q12), and CDK4 (12q14.1), whereas deleted regions contained tumor suppressor genes, including CDKN2A/CDKN2B (9p21.3), PARK7 (1p36.23), and PTEN (10q23.3). In PLK1-low samples, significant amplifications showed peaks in 7p11.2, 8q24.13, 12p13.3, and 19p13.3, whereas the frequently deleted genomic regions were 2q37.3, 9p21.3, 13q21.33, and 14q23.2. The PLK1-low group (n = 170) showed high frequency of somatic mutations in the IDH1 (75%), TP53 (36%), ATRX (32%), and CIC (28%) genes and the PLK1-high group (n = 170) showed high frequency of mutations in the TP53 (38%), TTN (33%), PTEN (31%), and EGFR (30%) genes (Supplementary Figures 8G, H).

Overall, these results showed PLK1 gene mutations, amplifications, and deletions in multiple tumors and missense mutations were the most frequent type. Moreover, the glioma tissues showed distinct somatic mutations and CNVs based on the expression levels of PLK1. These results suggested that the alteration of PLK1 gene might be a potential mechanism to lead to the occurrence and development of various tumors, especially glioma.



3.6 PLK1 expression is associated with the antitumor immunity in pan-cancer including glioma

Enrichment analysis of PLK1 related genes implied that PLK1 might promote tumor genesis and development by affecting antitumor immune in pan-cancer. Therefore, we also analysis the relationship between PLK1 expression and the tumor immune microenvironment (TIM) in pan-cancer, especially in glioma.

First, we evaluated the correlation between ESTIMATE scores (ESTIMATE, immune, and stromal scores) and PLK1 mRNA levels in pan-cancer. Immune score reflects the proportion of infiltrated immune cells in the tumor tissues; stromal score reflects the proportion of stromal cells in the tumor tissues. ESTIMATE score is the sum of immune and stromal scores, and reflects the status of the tumor immune microenvironment and tumor purity. Our results demonstrated negative correlation between PLK1 mRNA levels and the ESTIMATE, immune, and stromal scores in glioblastoma multiforme (GBM), lung adenocarcinoma (LUAD), lung squamous cell carcinoma (LUSC), uterine corpus endometrial carcinoma (UCEC), testicular germ cell tumors (TGCT), esophageal carcinoma (ESCA), pancreatic adenocarcinoma (PAAD), cervical squamous cell carcinoma and endocervical adenocarcinoma (CESC), sarcoma (SARC), stomach adenocarcinoma (STAD), skin cutaneous melanoma (SKCM), head and neck squamous cell carcinoma (HNSC), and rectum adenocarcinoma (READ) (Figure 5A). This suggested that high PLK1 mRNA levels were associated with decreased infiltration of immune and stromal cells in these tumors. Figure 6 showed the negative correlations between PLK1 mRNA levels and ESTIMATE score, Immune score and Stromal score in GBM, suggesting low immune pressure in PLK1 overexpressed patients (Figures 6A–C). Quksza et al. conceive a model to elucidate that low immune pressure induces high tumor heterogeneous and tumor mutational burden (TMB). We therefore hypothesized that this low immune pressure would induce tumors much more heterogeneous and TMB in PLK1 overexpressed patients (43), which was consistent with our analysis results in many tumors including glioma (Figure 6D).




Figure 5 | The relationship between the PLK1 mRNA levels and antitumor immune in pan-cancer. (A). The correlations between ESTIMATE scores (ESTIMATE Score, Immune Score, and Stromal Score) and PLK1 mRNA levels were analyzed in various tumors by SangerBox portal. (B). The relationship between PLK1 mRNA levels and immune cell infiltration levels was analyzed in various tumors by SangerBox. (C). The relationship between PLK1 mRNA levels and abundance of tumor-infiltrating lymphocytes (TILs) using TISIDB. *P<0.05, **P<0.01, ***P<0.001, ****P<0.000.1.






Figure 6 | Correlation between PLK1 expression and ESTIMATE Score in glioma. The correlations between PLK1 mRNA level and Stromal Score (P=1.9e-8, R=-0.44) (A), Immune Score (P=1.6e-6, R=-0.38) (B) and ESTIMATE Score (P=4.1e-8, R=-0.43) (C) of GBM in TCGA dataset. (D). The relationship between PLK1 mRNA expression and TMB in multiple cancers.



Tumor-infiltrating immune (TIIs) cells, as an important part of TIM, are usually related to the occurrence, progression, treatment, or metastasis of tumor. Moreover, many reports have claimed that tumor-infiltrating lymphocytes (TILs) are critical predictors of sentinel lymph node status and survival in cancers (44). Thus, we then used the online tool Sangerbox and TISIDB to analysis the relationship between abundance of TIIs/TILs and PLK1 mRNA levels. PLK1 mRNA levels showed negative correlation with multiple TIIs/TILs in GBM (Figures 5B, C). Interestingly, it is also significantly negative correlated between PLK1 mRNA levels and M1 macrophages infiltration levels in GBM in TCGA dataset using the Quantiseq and X cell (Figures 7A, B). The same trend was observed between the expression of PLK1 and macrophages chemokines in TCGA dataset in glioma (Figures 7C, D).




Figure 7 | Correlation analysis between PLK1 expression and immune cell or chemokines in glioma. Comparison of immune cell infiltration between PLK1 low expression and PLK1 high expression groups in GBM by Quantiseq (A) and Xcell (B) in TCGA dataset.*P<0.05, **P<0.01, ***P<0.001, ****P<0.000.1. (C). The relationship between PLK1 mRNA expression and chemokines in multiple cancers. (D). The relationship between PLK1 mRNA expression and M1 macrophages-related chemokines/markers in GBM. *P<0.05, **P<0.01, ***P<0.001, ****P<0.000.1.



To further elucidate the correlation between PLK1 and infiltration of immune cells, we performed a single-cell RNA-seq analysis to reveal the expression level of PLK1 in different cell clusters in the tumor microenvironment of gliomas. First, we employed the R package “Seurat” for the processing of the single-cell data expression matrix. In this way, seven cell clusters were annotated, including myeloid cells, neoplastic cells, oligodendrocyte precursor cells, oligodendrocytes, astrocytes, neurons, and vascular cells (Figures 8A, B). Then, the expression level of PLK1 was visualized in all clusters. We found that PLK1 was mainly expressed in myeloid cells and neoplastic cells. So, the myeloid cells were further annotated into M1-like and M2-like macrophages (Figure 8C). Subsequently, we performed the pseudotime trajectory analysis of neoplastic cells and M1-like macrophages using the “Monocle” R package. In neoplastic cells, four main branches and three branch points were identified, and cells were divided into seven states (Figure 8D). In M1-like macrophages, seven main branches and six branch points were identified, and cells were divided into 13 states. Then we observed relatively high PLK1 expression in state one and state three of neoplastic cells (Figure 8E). Additionally, the expression level of PLK1 was upregulated in state five and state six of M1 macrophages. Overall, PLK1 is expressed at low levels throughout the development of M1 macrophages and neoplastic cells. However, according to previous research, the mRNA and protein level of PLK1 in glioma tissues is up-regulated. Therefore, PLK1 might be highly expressed in other cells in the tumor microenvironment, implicating the role of the local microenvironment in tumorigenesis.




Figure 8 | Single cell sequencing analysis for PLK1 in GBM. (A). Cells were annotated into seven clusters and were annotated as myeloid cells, neoplastic cells, oligodendrocyte precursor cells, oligodendrocytes, astrocytes, neurons, and vascular cells. (B). Violin plot of PLK1 expression distribution of seven cell clusters. (C). Cells were annotated into eight clusters and were annotated as neoplastic cells, oligodendrocytes, M2-like macrophages, M1-like macrophages, vascular cells, oligodendrocyte precursor cells, astrocytes, and neurons. (D). Single-cell trajectory analysis of neoplastic cells shows four main branches. Cells are colored based on states (left), pseudotime (middle), and PLK1 expression (right). (E). Single-cell trajectory analysis of M1 macrophages reveals seven branches. Cells are colored based on states (left), pseudotime (middle), and PLK1 expression (right).



In addition, we also investigated the effects of PLK1 mRNA levels on the TIM of GBM by screening seven metagenes, namely, HCK, IgG, Interferon, lymphocyte-specific kinase (LCK), MHC-I, MHC-II, and STAT1, which reflect the status of inflammation and immune responses. HCK: This cluster encompasses genes specific for macrophages and cells of the monocyte/myeloid lineage; IgG: Most of the genes in this cluster represent genes of immunoglobulins of the immunoglobulin gamma type mainly associated with B lymphocytes; Interferon: All genes in this cluster represent genes known to be interferon inducible and that are associated with the interferon response of cells; LCK: Genes in this cluster contain T-cell-specific markers; MHC-I: This cluster contains HLA-A, HLA-B, HLA-C, HLA-F and HLA-G genes of the major histocompatability class I complex common to all cell types for the presentation of intracellular antigens; MHC-II: This cluster contains the HLA-DP, HLA-DQ, HLA-DR genes of the major histocompatability class II complex expressed on the surface of professional antigen-presenting cells for their interaction with T cells; STAT1: The genes in this cluster are associated with interferon signal transduction and are also interferon inducible (45). Our results showed that PLK1 mRNA levels were negatively correlated with enrichment scores of Interferon (All genes in this cluster represent genes known to be interferon inducible and that are associated with the interferon response of cells) and LCK (Genes in this cluster contain T-cell-specific markers) (Supplementary Figure 9). This suggested that PLK1 might regulate interferon signaling and T cell signaling in GBM.

Overall, our results suggested that PLK1 could regulate immune cells infiltration to glioma TIM and might be a potential immune biomarker of glioma.



3.7 Experimental verification of PLK1 expression and phenotype in glioma

Although the results of a series of bioinformatics analyses had confirmed that PLK1 played oncogenic roles in pan-cancer, the experimental verification was more convincing. Therefore, we demonstrated the expression differences and biological roles of PLK1 in normal human astrocyte (HA) cell lines and several glioma cells lines through some experiments, taking glioma as the representative. Moreover, we confirmed the high expression of PLK1 in glioma tissues by RNA sequencing of 100 glioma tissues.

The qRT-PCR showed that PLK1 RNA expression levels in glioma cell lines were significantly higher than that in NHA cells, and the highest expression levels were found in U87 cells (Figure 9A). Moreover, analysis of 100 glioma cases collected by our group also showed that PLK1 mRNA level was positively correlated with glioma grade and poorer prognosis, which was consistent with our analysis results in CGGA and TCGA databases (Figures 9B, C).




Figure 9 | Experimental verification of PLK1 expression and phenotype in glioma. (A). The expression levels of the PLK1 mRNA in NHA cell and five different glioma cell lines (U87, U251, LN229, A172 and B19) by qRT-PCR. (B). The correlation between PLK1 expression and grades in 100 glioma samples, including LGG (n=33) and HGG (n=67) samples; (C). Overall survival (OS) of different PLK1 expression level in 100 glioma samples. (D). The mRNA expression levels of several chemokines of M1 macrophages were detected after knock-down PLK1 in U87 and LN229 cells. (E). The diagram of M1 macrophages infiltration assays. (F). Infiltration of M1 macrophages in si-NC (left), si-PLK1#1 (middle), si-PLK1#2 (right) of U87 and LN229 cells. (G). The diagram of co-culture assays of macrophages and glioma cell lines. (H). The mRNA expression levels of M1 macrophages markers were detected in M0 macrophages derived from THP-1 cells. (I). The scheme of tumor inoculation and systemic injection. (J). Representative tumor bioluminescence images of mice at 7, 14, 21, and 28 days after tumor implantation. (K). Tumor growth curves for mice by quantification of bioluminescent imaging signal intensities. (L). Kaplan-Meier survival analysis of mice bearing orthotopically transplanted 261 cells. (M). Representative image of immunofluorescence (iNOS) in control and volasertib-treated groups. *P<0.05, **P<0.01,
***P<0.001, ****P<0.000.1.



Subsequently, we selected the two cell lines (U87 and LN229) to conduct experiments related to cell proliferation in order to verify the results of enrichment analyses. The PLK1 gene in two glioma cell lines was knocked down with siRNA. Its expression was then confirmed across qRT-PCR (Supplementary Figure 10). The EdU assays showed that knockdown of PLK1 led to significantly decreased cell proliferation (Supplementary Figures 11A, B). The flow cytometry analyses showed that the percentage of cells in G2/M phase was increased in si-PLK1 group compared to the control group (Supplementary Figures 11C, D). These results suggested that si-PLK1 could induce G2/M arrest.

Furthermore, our qRT-PCR showed that CCL5, M1 macrophages chemokines, were significantly overexpressed after downregulating PLK1 in both U87 and LN229 (Figure 9D). Consistently, M1 macrophages infiltration was increased after knockdown of PLK1 (Figures 9E, F). THP-1 cells were differentiated into M0 and M1 macrophages on the basis of classical inducing methods (Supplementary Figure 12). To explore the effect of PLK1 on the polarization of macrophages, we co-cultured the U87/LN229 cells (transfected si-PLK1) with M0 macrophages. The qRT-PCR test confirmed that the expression of M1 macrophages marker CD86 in M0 macrophages was significantly up-regulated in the co-cultured with PLK1 knock-down U87/LN229 cells compared with the control cells. Therefore, these results demonstrated that PLK1 might promote glioma progression by inhibiting M1 macrophages infiltration and polarization (Figures 9G, H).

In order to investigate the effect of PLK1 on the TIM of glioma, we established mouse intracranial orthotopic implantation tumor model. Volasertib, a PLK1 inhibitor, can significantly inhibit tumor growth and prolong the survival of animals in intracranial xenograft models (Figures 9I–L and Supplementary Figure 11E). Moreover, compared with the control group, volasertib can increase the signal of M1 macrophages marker iNOS in the tumor region, which suggested that PLK1 inhibition could increase the M1 macrophages infiltration to glioma TIM (Figure 9M).

In conclusion, we verify the conclusions of the above bioinformatics analysis through experiments. That is, PLK1 promotes the malignant characteristics and progression of glioma by accelerating cell proliferation and inhibiting M1 macrophages infiltration and polarization.



3.8 The DNA methylation levels of PLK1 in different human cancers

In order to study the mechanism of abnormal expression of PLK1, we also performed PLK1 DNA methylation analysis. DNA methylation of oncogenes usually enhances their expression level and leads to tumor development (46).

The online tool UALCAN was used to explore the methylation level in the PLK1 promoter region. Similar to the above results, PLK1 promoter methylation levels were lower in thyroid carcinoma (THCA), uterine corpus endometrial carcinoma (UCEC), lung adenocarcinoma (LUAD), rectum adenocarcinoma (READ), bladder urothelial carcinoma (BLCA), liver hepatocellular carcinoma (LIHC), esophageal carcinoma (ESCA) and testicular germ cell tumors (TGCT) compared to the normal tissues (Supplementary Figure 13). These results may imply that the promoter methylation of PLK1 might contribute its abnormal expression.

Through the analysis of online tool MEXPRESS, we observed that the PLK1 mRNA expression levels were negatively related to the PLK1 methylation levels in both LGG and GBM (Supplementary Figure 14). The PLK1 mRNA levels were negatively related to the PLK1 methylation levels at probe ID: cg04138181 (r=-0.274, P<0.001) and probe ID: cg04758185 (r=-0.110, P<0.05) in LGG (Supplementary Figure 14A). The mRNA expression levels of PLK1 were negatively related with the methylation levels of PLK1 at probe ID: cg05657488 (r=-0.373, P<0.01) and probe ID: cg04138181 in GBM (r=-0.267, P<0.05) (Supplementary Figure 14B). Additionally, the relationship between PLK1 methylation levels and WHO grade of glioma was analyzed across the CGGA database. We also used the CGGA database to analyze the correlation between PLK1 methylation levels and survival of glioma patients. The results indicated that the levels of PLK1 methylation were negatively associated with the WHO grade of glioma. The methylation levels of PLK1 in WHO I gliomas were significantly higher than that in WHO II and WHO IV gliomas (Supplementary Figure 14C). In the survival analysis of primary glioma samples, the lower levels of PLK1 methylation were associated with poorer prognosis (Supplementary Figure 14D).

In summary, these results suggested that low methylation levels of PLK1 might contribute to its overexpression in pan-cancer, especially in glioma.



3.9 Construction of the upstream lncRNA-miRNA regulatory network that regulates PLK1 expression in glioma and other tumors

In recent years, several studies have shown that long non-coding RNAs (lncRNAs) play a significant role in tumorigenesis by regulating the expression of the downstream mRNAs through sequestering of their target miRNAs. Therefore, we investigated the lncRNA-miRNA network that may regulate PLK1 expression in various tumors especially in glioma. First, we screened the miRWalk, TargetScan, and miRmap databases and identified 47 miRNAs that potentially target the PLK1 mRNAs (Supplementary Figure 15A). The top 10 PLK1 mRNA-targeting miRNAs were hsa-miR-296-5p, hsa-miR-92a-2-5p, hsa-miR-3665, hsa-miR-4660, hsa-miR-1185-1-3p, hsa-miR-1185-2-3p, hsa-miR-509-3-5p, hsa-miR-509-5p, hsa-miR-3120-3p and hsa-miR-4728-5p (Supplementary Figure 15B).

Among these 10 PLK1 mRNA-targeting miRNAs, 4 miRNAs (hsa-miR-296-5p, hsa-miR-92a-2-5p, hsa-miR-509-3-5p, and hsa-miR-509-5p) were found in the CGGA database. Then, we analyzed the relationship between these 4 miRNAs expression levels and prognosis and glioma grades in CGGA dataset (Supplementary Figures 15C, D, 16). The results showed that hsa-miR-296-5p and hsa-miR-92a-2-5p expression levels had statistic relationship with both prognosis and grades. Moreover, hsa-miR-92a-2-5p expression level associated with better prognosis and the hsa-miR-92a-2-5p expression level was negatively associated with glioma grades, which implied that hsa-miR-92a-2-5p was tumor suppressor in glioma. Therefore, these results suggested that hsa-miR-92a-2-5p potentially targeted PLK1 mRNA in glioma.

Next, we identified lncRNAs that may target hsa-miR-92a-2-5p using the TargetScan database. The top 10 predicted lncRNAs and top 10 validated lncRNAs were used to construct a lncRNA-miRNA-PLK1 regulatory network using the cytoscape software (Supplementary Figure 15E). These results demonstrated the upstream lncRNA-miRNA regulatory network that may regulate the aberrant expression of PLK1 in the glioma.




4 Discussion

PLKs, in mammals, has diverged into five paralogues, PLK1-5. It has been widely reported that PLK1 is a member of PLK kinases family and plays important roles in cell cycle and mitosis (47). A large number of newly-presented literatures have reported that aberrant expression of PLK1 may lead to many clinical diseases, especially cancers (48). Whether PLK1 can exert effects in the pathological process of various cancers through some similar molecular mechanisms has yet to be explored. By searching literatures, we found that there was little analysis of the oncogenic roles of PLK1 in pan-cancer. Therefore, we used a number of databases to detect the molecular features of PLK1 gene expression, gene alteration, immune infiltration, cell cycle in pan-cancer, especially glioma. It is worth noting that PLK1 affects the TIM of glioma by regulating M1 macrophages infiltration. What’s more, we also explored the potential molecular mechanisms of PLK1 aberrant expression by analyzing methylation of PLK1 DNA and ceRNA network in glioma.

Firstly, we explored the expressions of PLK1 in various cancers and normal tissues since many previous studies have claimed that abnormal expressions of PLK1 can attract the occurrence of numerous diseases, including cancers (49). PLK1 was highly expressed in both mRNA and protein levels in several tumors (Figures 1, 2). The pan-cancer analysis also showed statistic correlation between PLK1 expression level and the prognosis (Figure 3). Since our specialty was neuro-oncology, we subsequently conducted a detailed study on the relationship between PLK1 expression and prognosis in glioma. In our studies, high PLK1 level was also associated with clinical features such as grade, IDH mutation status, 1p/19q co-deleted status, and methylation status of MGMT promoter in glioma (Supplementary Figure 2). RNA-seq of 100 glioma cases in our sample database discovered that glioma patients with high PLK1 level had poorer prognosis compared with patients with low PLK1 level (Figure 9C), which was consistent with the results using CGGA and TCGA datasets (Supplementary Figure 3A). Cox regression analysis showed that PLK1 was an independent prognostic predictor in glioma (Supplementary Figure 4). Recent research reported that aberrant upregulated PLK1 correlates with recurrence and poor prognosis in colorectal cancer patients (50). Qian et al. validated that PLK1 was highly expressed in clear cell renal cell carcinoma (ccRCC) tissues and promoted ccRCC cell proliferation, migration, invasion, and cell cycle (51). He et al. reported that PLK1 was highly expressed and predicted a poor prognosis in hepatocellular carcinoma patients (52). Similarly, Wang et al. demonstrated that PLK1 levels were elevated in glioma compared with those in normal brain tissues, and high expression of PLK1 was associated with poor prognosis (53). Overall, our analysis showed that PLK1 was highly expressed and a potential prognostic biomarker in various cancers, especially in glioma.

Secondly, in order to explore the oncogenic mechanisms of PLK1 in pan-cancer, the top 100 PLK1 positively correlated genes in pan-cancer were obtained to perform enrichment analysis (Figure 4). Consistent with the results in pan-cancer, PLK1-related genes were enriched not only in classical carcinogenic signaling pathways and terms but also in cell cycle, genetic alteration and immune related pathways and terms in glioma (Supplementary Figures 6, 7). Therefore, we mainly explored the molecular mechanism of PLK1 exerting oncogenic effects by regulating cell cycle, genetic alteration and immune microenvironment in detail.

PLK1 gene alteration was the most frequent in UCEC patients among 32 cancer types, and was mainly represented as mutation. Notably, missense mutation was the most abundant form of PLK1 gene alteration, and it mainly manifested as the mutation at the site 293 of PLK1 protein from R(Arginine) to C(Cysteine)/H(Histidine) (Supplementary Figures 8A–C). Gao et al. reported that the predominant type of mutation for PLK1 was missense mutation in cervical cancer, which consistent with the result of our pan-cancer analysis. In addition, since the R293C/H missense mutation occurred in the Pkinase domain of PLK1 protein, we speculated that the R293C/H missense mutation could lead to the genesis and progression of cancers by changing the Pkinase activity of PLK1 proteins. Nevertheless, we have not found the R293C/H missense mutations of PLK1 in previous studies. Therefore, the R293C/H missense mutation of PLK1 may serve as a new potential direction for tumor research in the future. Next, we explored the correlation between gene alterations of characteristic molecules and PLK1 expression level in glioma. Isocitrate dehydrogenase (IDH) mutation and chromosomal 1p/19q codeletions are associated with better survival outcomes of glioma patients. The chromosomes 7/10 were also molecular profiles characteristically altered in glioblastoma multiforme (GBM) according to the 2021 WHO classification of CNS tumors (54). In brief, amplification of chromosome 7 and deletion of chromosome 10 predicts poor prognosis in patients with glioma. The co-deletion of 1p/19q was significant, and the IDH mutation rate was up to 75% in glioma with PLK1 low expression. The amplification of chromosome 7 and deletion of chromosome 10 were significant in glioma with PLK1 high expression with high mutation rate of TP53 (38%) (Supplementary Figures 8D–H). These results suggest that both the variation of PLK1 itself and other gene variations related to PLK1 expression have an impact on the occurrence and progression of tumors, especially glioma.

Following, increasing literatures showed that immune effects played critical roles in anti-tumor mechanisms and may serve as new diagnostic and therapeutic potential targets in cancers. Several studies have shown that tumor-infiltrating immune cell/tumor-infiltrating lymphocytes (TIIs/TILs) are important components of the tumor microenvironment. Moreover, immunity/inflammatory-related metagenes can help tumor to obtain multiple hallmarks and regulate the tumor progression. Therefore, the association between PLK1 gene expression levels and tumor microenvironment was analyzed. The results of pan-cancer analysis implied that PLK1 expression levels were negatively corelated with the multiple TIIs/TILs levels in several cancer types (Figures 5B, C). Similarly, Takeshita et al. found that PLK1 mRNA expression was significantly associated with CD8+T cells, activated memory CD4+T cells, M0 macrophage, M1 macrophage, and M2 macrophage in ER positive Her2 negative breast cancer (55). And Park et al. claimed that PLK1 could be a universal tumor antigen recognized by cytotoxic T lymphocytes for cancer immunotherapy in murine tumor models (56). ESTIMATE analysis showed that the expression of PLK1 negatively correlated with the infiltration of immune cells and stromal cells in glioblastoma multiforme (GBM) (Figure 6). Similarly, PLK1 expression levels were negatively corelated with infiltration levels of multiple immune cells, especially with M1 macrophages in GBM in TCGA datasets (Figures 7A, B). These results suggested that PLK1 inhibited the infiltration of immune cells into glioblastoma multiforme (GBM), thereby enabling the tumor cells to evade the immune system. Zhou et al. found that inhibiting PLK1 could alter the tumor immune microenvironment by enriching T cells infiltration non-small cell lung cancer (NSCLC), which was consistent with our conclusion (57). In our study, we also found that PLK1 expression was negatively with the expression of M1 macrophage chemokines and the infiltration levels of M1 macrophages (Figure 7). What’s more, we verified that knockdown of PLK1 could increase the expression of the M1 macrophage chemokine CCL5 in glioma cell lines U87 and LN229 (Figure 9D). Interestingly, PLK1-knockdown U87/LN229 cells promoted the migration and polarization of M1 macrophages (Figures 9E-H). And PLK1 inhibitor volasertib can promote M1 macrophages infiltration to tumor region in vivo (Figure 9M). Therefore, we hypothesized that PLK1 might inhibit M1 macrophages polarization and infiltration, which the specific molecular mechanism is still being explored.

Our results about immunity/inflammatory-related metagenes showed that PLK1 mRNA levels were negatively correlated with enrichment scores of Interferon and lymphocyte-specific kinase (LCK) in glioblastoma multiforme (GBM) (Supplementary Figure 9), which implied that Interferon and LCK might be protective factors, different from PLK1. A previous study reported that “Immunity” metagene was associated with a better prognosis in HER2-positive/ER-negative breast cancers, which was consistent with our results (58). Callari et al. claimed that the IFN metagene was associated with a low risk of metastasis in 104 ERBB2+ tumors (59). Similarly, Ma et al. confirmed that the survival rate of patients with high LCK metagene expression was markedly higher than that of the low expression group in the endometrioid endometrial adenocarcinoma subtype group (60).

Furthermore, qRT-PCR has verified that PLK1 is high expressed in glioma cell lines and tissues (Figures 9A, B). And flow cytometry and EdU assays have verified that PLK1 can accelerate cell cycle and stimulate cell proliferation in glioma cell lines (Supplementary Figures 11A–D). Similarly, Wu et al. confirmed that of PLK1 significantly promoted cell proliferation, migration, invasion, and inhibited apoptosis of U87 and U251 glioma cells (61). Cheng et al. reported that down-regulation of PLK1 could inhibit growth, induce cell arrest in G2/M phase of cell cycle and apoptosis enhancement in glioma cells (62). Interestingly, some studies have shown that PLK1 inhibitors could inhibit glioma cell proliferation and glioma progression. Such as, Li et al. reported that BI2536 (PLK1 inhibitor) could diminish glioma stem cells (GSC) self-renewal in vitro, and increase survival of orthotopic tumor-bearing mice (63). Similarly, PLK1 inhibitor volasertib significantly inhibited tumor proliferation, prolonged the survival of animals, and increased the infiltration of M1 macrophages in tumor region in our mouse model of intracranial xenograft tumors (Figures 9I–M).

Lastly, to explore possible molecular mechanisms of aberrant expressions of the PLK1, we attempted to analyze whether PLK1 DNA methylation and ceRNA network could affect PLK1 expression levels. It has been reported that gene methylation often leads to low expression levels. Compared with normal tissue, the PLK1 gene promoter region was less methylation in several tumors (Supplementary Figure 13). Taking glioma as an example, the methylation level of PLK1 was negatively correlated with PLK1 expression level (Supplementary Figures 14A, B). Furthermore, high methylation levels of PLK1 contributed to poor prognosis and advanced grades in glioma patients (Supplementary Figures 14C, D). Consistent with our analysis, a previous study reported PLK1 which was typically hypermethylated in normal liver tissue but became hypomethylated and upregulated in liver tumor (64). In addition, we also conducted a lncRNA-miRNA regulatory network that may regulate the aberrant expression of PLK1 in glioma (Supplementary Figures 15, 16). The analysis results suggested that the gene methylation and ceRNA regulatory network of PLK1 might be the important molecular mechanisms that contribute to the aberrant expressions of PLK1.

In summary, our results suggested that PLK1 was overexpressed in various cancers and significantly correlated with the poorer prognosis. The results of bioinformatics analysis indicated that gene alteration and anti-tumor immunity might be the potential oncogenic mechanisms of PLK1 in pan-cancer, especially glioma. In vivo and in vitro experiments confirmed that PLK1 affected glioma progression and TIM by regulating the infiltration and polarization of M1 macrophages. The analysis results implied that hypo-methylation of PLK1 and abnormal regulation of ceRNA network are responsible for its abnormal expression. In conclusion, our present study suggested that PLK1 may have potential as a diagnosis and prognostic marker as well as immunotherapeutic targets for several malignant tumors, especially glioma.
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Gliomas have an extremely poor prognosis in both adult and pediatric patient populations as these tumors are known to grow aggressively and respond poorly to standard of care treatment. Currently, treatment for gliomas involves surgical resection followed by chemoradiation therapy. However, some gliomas, such as diffuse midline glioma, have more limited treatment options such as radiotherapy alone. Even with these interventions, the prognosis for those diagnosed with a glioma remains poor. Immunotherapy is highly effective for some cancers and there is great interest in the development of effective immunotherapies for the treatment of gliomas. Clinical trials evaluating the efficacy of immunotherapies targeted to gliomas have largely failed to date, and we believe this is partially due to the poor choice in pre-clinical mouse models that are used to evaluate these immunotherapies. A key consideration in evaluating new immunotherapies is the selection of pre-clinical models that mimic the glioma-immune response in humans. Multiple pre-clinical options are currently available, each one with their own benefits and limitations. Informed selection of pre-clinical models for testing can facilitate translation of more promising immunotherapies in the clinical setting. In this review we plan to present glioma cell lines and mouse models, as well as alternatives to mouse models, that are available for pre-clinical glioma immunotherapy studies. We plan to discuss considerations of model selection that should be made for future studies as we hope this review can serve as a guide for investigators as they choose which model is best suited for their study.
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Introduction

In adults, malignant brain tumors account for approximately one-third of all CNS tumors with glioblastoma (GBM) and diffuse low-grade gliomas (LGG) being the most common subtypes (1). In children, brain tumors are the most common form of solid malignancy and account for the majority of cancer mortality (1, 2). Brainstem tumors account for 10% of all pediatric tumors within the CNS with diffuse midline glioma (DMG) being the most common subtype. The prognosis for patients diagnosed with DMG is extremely poor as greater than 90% of patients die within 2 years of their initial diagnosis (2, 3). Typical treatment of malignant gliomas involves surgical resection (in surgically accessible tumors), as well as chemotherapy and radiation therapy in lesions that are deemed higher risk (4). Unfortunately, outcomes remain poor despite this multi-modal approach and there is a dire need for new therapeutic modalities (4–6).

Neoplastic cells are constantly generated throughout a person’s lifetime, most of which are inevitably removed by the host immune system through anti-tumor immunity. The few neoplastic cells that manage to escape anti-tumor immunity eventually become a tumor (7). The concept of immunotherapy is the promotion of immune recognition, activation, and elimination of neoplastic cells. Immunotherapy in the form of immune checkpoint inhibitors (ICI) have radically transformed the treatment paradigm of cancer. ICIs are able to induce dramatic and durable response in many solid tumors and have now become the first-line treatment for the treatment of melanoma, colorectal cancer, and non-small cell lung cancer (8). Other immunotherapy approaches include adoptive cell transfer, cytokine/chemokine-based therapies, and tumor vaccination. Given the lack of effective therapies in malignant gliomas and the effectiveness of immunotherapy for other solid malignancies, immunotherapy for malignant gliomas has become an area of great interest.

Pre-clinical studies in animal models of malignant gliomas have yielded many promising immunotherapy candidates, many of which have eventually failed in clinical trials (9, 10). This discrepancy between pre-clinical and clinical results, points to the failure of pre-clinical models of malignant gliomas at recapitulating the tumor immune cell interactions within the tumor microenvironment. Many pre-clinical options are currently available, each one with their own benefits and limitations. Informed selection of pre-clinical models for testing can facilitate translation of more promising immunotherapies in the clinical setting. Here, we review commonly used and recently developed glioma cell lines, mouse models, as well as alternative animal models, in an effort to highlight which of these may be best suited for immunotherapy studies.



Key considerations for pre-clinical models of glioma

Immunotherapy is a catch-all term that includes a wide variety of approaches of manipulating the host immune system to eliminate cancer. As such, there is no one perfect pre-clinical model to evaluate the different immunotherapy approaches in gliomas. We propose several key considerations that investigators should take when selecting pre-clinical models of glioma for evaluation of immunotherapy.


Tumor origin

The first and perhaps the most impactful decision the investigator has to make is the origin of the tumor. They can be from the same species as the model animal (allogeneic) or patient-derived (xenograft). Allogeneic tumors can be generated from spontaneously occurring tumors, carcinogen mutagenesis, genetic engineering, and transposon mutagenesis. Xenograft tumors are patient-derived cell lines and cancer stem cells (CSCs). Allogeneic tumors can be implanted on immunocompetent mice whereas xenograft models can only be implanted in immunocompromised or humanized mice.



Tumor antigen expression

Therapeutic approaches such as CAR-T and tumor vaccines require that animal models express some of the same tumor neo-antigens as the human tumor. In this respect, genetically engineered mouse models (GEMMs) of gliomas are not always the best choice. GEMM does a good job at recapitulating driver mutations, however, these tumors poorly express tumor neoantigens that are expressed by gliomas, limiting the usefulness of this model when evaluating immune therapies.



Tumor mutational burden

For some tumors residing outside the CNS, it has been observed that tumors having a higher mutational burden are better candidates for immunotherapy. This higher mutational burden often leads to the production of more tumor neoantigens which can be targeted by the immune system. This observation has been made in colorectal cancer, as well as other cancers outside the CNS (11, 12). However, the opposite has been observed in gliomas, where a higher tumor mutational burden is often associated with worse survival (12, 13). These findings highlight the need for paying close attention to tumor mutational burden when choosing a pre-clinical model for glioma immunotherapy studies as models having very high tumor mutational burden may not be best suited for immunotherapy studies.



Growth rate

Gliomas are known as aggressive malignancies that are known to grow quickly. It has been reported that GBM specifically has a median specific growth rate of 1.4% per day, with an equivalent volume doubling time of 49.6 days (14). Choosing a pre-clinical model that has a high growth rate is crucial for immunotherapy studies as these tumors grow quickly in patients. Additionally, GBM as well as other gliomas, grow in an infiltrative manner unlike most CNS tumors (15). Given these findings, it is crucial for investigators performing glioma immunotherapy studies to choose pre-clinical models that possess high growth rates and closely parallel glioma growth patterns as this will best replicate what is observed in patients.




Cell lines and mouse models of glioma


GL261

GL261 is an allogeneic tumor cell line that was originally created by intracranially injecting C57BL/6 mice with a known carcinogen, that being, 3-methylcholantrene (16). Small pieces of the tumor were taken and subjected to serial passaging over time which is believed to be one of the reasons that GL261 lacks important glial differentiation markers (17). The growth of intracranial GL261 tumors has been described in the literature as rapid with a slightly invasive growth pattern. Additionally, it has been noted that lymphocyte infiltration is extremely low in these tumors. Szatmári and colleagues found that after intracranially implanting 1 × 105, 1 × 104, 1 × 103 and 1 × 102 GL261 cells into immunocompetent mice, the mean survival time was 25, 27, 36 and 55 days respectively (16). It has been noted that a higher level of MHC1 antigens can be detected in wildtype GL261 tumors when compared to healthy brain, and it has been noted that MHC1 is upregulated in cells exposed to interferon-gamma (16). Compared to other tumor lines, GL261 has a higher mutational burden as whole exome sequencing has shown in vitro GL261 to have 212 frameshift and 4766 missense mutations (18). In the same study, it was shown that in vitro SB28 had 67 frameshift and 41 missense mutations (18). Commonly, GL261 cells are administered to mice via intracranial injection, but these tumors can also be grown in the subcutaneous space by injecting mice with GL261 cells in the flank.



SMA-560

After H. Fraser and colleagues observed the first incidences of mice developing spontaneous gliomas, Serano and colleagues developed the SMA-560 cell line after performing a serial transplantation of spontaneous murine astrocytoma (19). Specifically, tumor tissue underwent homogenization, in vitro culturing, and subsequent transplantation into VM/Dk mice (19). The median survival for animals bearing SMA-560 tumors following injection with 1×104 tumor cells/5 μl has been reported to be approximately 26 days (20). Notably, SMA-560 has high expression of glial fibrillary acid protein (GFAP) and the astrocyte marker glutamine synthetase, and low expression of S-100 proteins (21, 22). Additionally, it has been noted that while MHC1 expression is low in SMA-560 at baseline, it is upregulated in cells exposed to interferon-gamma (23). In a study by Johanns and colleagues, it was observed that SMA-560 had 2171 non-synonymous exome mutations as compared to 4,932 for GL261 (24). SMA-560 cells can be administered to mice via intracranial injection, but these tumors can also be grown in the subcutaneous space by injecting mice with SMA-560 cells in the flank.



CT-2A

CT-2A is an allogeneic cell line that was generated from a malignant astrocytoma that was formed in C57BL/6J mice that were injected in the cerebrum with a known carcinogen, that being, 20-methylcholanthrene (25). These cells have a high tumorigenicity as mice have a median survival of 20 days after intracranial injection with 1x104 cells (23). This tumor is known to have high levels of complex gangliosides and very low distribution of GM3 (monosialodihexosylganglioside) which has been classified as an anti-angiogenic ganglioside (26, 27). Additionally, CT-2A cells are known to be deficient in the tumor suppressor PTEN and are wild-type for p53. These tumors have a high mitotic index and unlike many other tumors, demonstrate high levels of microvascular proliferation (25, 28). Commonly, CT-2A cells are administered to mice via intracranial injection, but these tumors can also be grown in the subcutaneous space by injecting mice with CT-2A cells in the flank.



SB-28

SB28 is an allogeneic cell line that was generated by using sleeping beauty transposons to insert constructs capable of targeting the P53, RAS and PDGF pathways. These sleeping beauty transposon flanked pT2/CAG-NRasV12 and pT2/shp53/mPDGF constructs were then injected into the right ventricle of C57L/6 mice (23). It has been noted that SB28 bearing mice have extremely low MHC1 expression and limited CD8 T cell infiltration posing a challenge for immunotherapy-based studies using this cell line (18). The median overall survival for mice injected with 1x104 SB28 cells is 19 days and whole exome sequencing has demonstrated these cells have just 108 mutations as compared to the over 4900 mutations present in GL261 (18, 24). This cell line can be injected intracranially, but these tumors can also be grown in the subcutaneous space by injecting mice with SB28 cells in the flank.



U251

U251 is a xenograft cell line that was derived from a glioblastoma multiforme using explant technique (29). These cells must be injected into immunocompromised mice and the median overall survival for tumor bearing mice is 22 days (30). It has been noted in previous studies that B7-H4 expression is upregulated in U251 glioma stem-like cells and while U251 cells do not carry an IDH1 mutation, these cells do carry mutations in hTERT, PTEN and p53 (31). Additionally, these cells have a methylated MGMT status (31). These cells must be injected into immunocompromised mice, limiting their usability in immunotherapy-based studies.



U87

U87 is a xenograft cell line that was derived from a GBM in a female patient. Immunocompromised mice bearing U87 tumors have a median survival of 28.6 days following tumor implantation (30). Interestingly, it has been observed that U87 and U251 tumors only grow to kill their hosts when 1,000,000 or 1,500,000 cells, respectively, are injected in the striatum of nude mice (30). It has been shown that injecting less cells leads to a lack of tumor growth and avoidance of death of the host. It has been noted that U87 cells possess hTERT, ATRX and PTEN mutations, however, these cells do not carry p53 or IDH1 mutations (31). Additionally, these cells have a methylated MGMT status (32). These cells must be injected into immunocompromised mice and can be injected intracranially or into the flank region.



Qk/Trp53/PTEN (QPP) Triple-knockout glioma model

QPP is an immunocompetent murine spontaneous GBM model, in which three common patient-relevant tumor suppressor genes, Quaking (Qk in mouse and QKI in human), Trp53, and PTEN, were deleted (33). The tumors that were derived from this model displayed histopathological and transcriptomic heterogeneity, which can manifest the subtypes of GBM (33). The cell line QPP7, isolated from this model, was used to establish the syngeneic orthotopic glioma in C57L/6 mice with genetic manipulations in previous research (34). Importantly, this syngeneic mouse glioma demonstrated the landscape of the tumor immune microenvironment, including M1/M2-like macrophages, T cells, NK cells, and myeloid-derived suppressor cells (MDSCs) (34). Based on immune profiling and single-cell sequencing analyses, a most recent study reported that both implanted and spontaneous QPP models recapitulate the immunosuppressive myeloid dominant nature of the tumor microenvironment of human gliomas (35).



Cre-LoxP transgenic glioblastoma mouse model

The Cre-LoxP system allows for the targeting of tumor genes in mouse brain tissue of interest which provides for insight into the genetic drivers of GBM and the differences in genetic drivers between primary and secondary GBMs (36). To create this model, a mouse strain known as the “Cre driver strain” which has Cre recombinase with a promoter, and a mouse strain known as the “LoxP floxed strain” that has LoxP floxed exons of the target gene, were bred together (36). By breeding these strains together this would result in a deletion of the floxed region and a subsequent inactivation of the gene in the desired brain tissue of interest, leaving the target gene active in tissues outside this region (36). Specifically, this model has been used to test the role of p53 and PTEN function in GFAP positive GBM. In a study by Zheng and colleagues, the research team created a p53 and PTEN double knockout mouse where this knockout was targeted to astrocytes specifically (37). The research team found that a loss of both p53 and PTEN would regulate Myc levels and subsequently control NSC self-renewal and differentiation (37, 38). The Cre-LoxP mouse model is extremely valuable for testing immunotherapy applications as this model can activate or inactivate genes that can impact the tumor microenvironment, and this system has also been used to control the cytotoxic potential of CAR-T cells (39).



Humanized glioma mouse model (HGMM)

The HGMM model was developed by Huang and colleagues to better understand the role of CCL18 which is expressed in humans but not in rodents (40). Specifically, the research team developed this model to study the interaction of human glioma cells with human microglia. To create this model, the research team depleted intrinsic microglia from murine organotypic brain slices and then injected either human glioma cells into these slices, or injected both human glioma cells and human stem cell derived microglial cells into these slices (40). Interestingly, the research team found that in slices injected with both human glioma cells and human stem cell derived microglial cells, human stem cell derived microglial cells showed higher levels of sphericity and cell body volume highlighting how the tumor microenvironment impacts the morphology of these cells (40). Additionally, the research team assessed whether the presence of human stem cell derived microglial cells with human glioma cells created an increase in the expression level of genes known to be upregulated by the glioma environment. The research team found that there was an upregulation in IL-10, Osteopontin, MMP14, VEGF, TGF β, and CCL18 in samples containing both human stem cell derived microglial cells with human glioma cells, as opposed to samples containing human glioma cells alone (40).

Ultimately, this model highlights that the presence of human stem cell derived microglial cells with human glioma cells results in not only larger tumors but also an upregulation of genes similar to those known to be upregulated in certain gliomas (40–45). Recent findings have begun to shed light on how GBM can use microglia to induce immunosuppression within the tumor microenvironment. This model will be valuable in developing a deeper understanding of this hijacking and potentially enable therapeutic exploitation of this mechanism (46).




Alternative animal models of glioma

While glioma mouse models are beneficial to use in immunotherapy studies due to their low cost and availability, these models certainly have their limitations (47–49). Some of the limitations of mouse models include the lack of a highly immunosuppressive glioma microenvironment that is commonly observed in human gliomas, and that patient derived xenografts often must be transplanted into immunocompromised rodents (47, 48, 50). These limitations along with others highlight the need for creating alternative models that can be used in pre-clinical glioma immunotherapy studies.

Drosophila melanogaster is one alternative to glioma mouse models as 75% of human genes share functional orthologs with drosophila (50, 51). This finding makes drosophila a useful model for studying gliomagenesis as gliomas can be induced in this model using the GAL4/upstream activation sequence system (50, 52, 53). Additionally, this model is valuable for studying centromere dysfunction which has been shown to lead to tumor development as a result of perturbation of stem cell division (50, 54). However, it is important to note that this model lacks an adaptive immune system and relies on humoral and cell-mediated innate immunity for its defense against pathogens, limiting this models role in immunotherapy-based studies (55–57).

Canine brain tumor models are an exciting large animal model that have recently been developed for neuro-oncology studies (58). It has been demonstrated that intracranial gliomas spontaneously arise in canines and that these tumors share similar morphological and immunological characteristics with human gliomas (50, 59). Additionally, molecular characterization of canine gliomas has shown that these tumor share similar somatic alterations that are known drivers of human gliomas such as mutations in Tp53 and IDH (60–62). Immunotherapy studies in glioma-bearing canines are limited at this time as this model is still new to the neuro-oncology space and a limited number of canines develop gliomas on an annual basis (63). However, the limited number of studies that have occurred in glioma-bearing canines have highlighted the promise associated with this model (63–66).

Danio rerio (zebrafish) is a final alternative model that should be considered for glioma immunotherapy studies as zebrafish lack an adaptive immune system until six weeks of age, allowing for the implantation of human glioma cells that lead to an invasive glioma (50, 67, 68). Additionally, this model has a similar microenvironment with regards to density, to what is observed in the human brain (50). Limitations of this model include differences in the tumor microenvironment compared to that of humans, and that the optimal temperature for human cells is 37°C compared to fish cells which is 28°C (50, 69). Recently, a zebrafish model has been developed that can engraft human tumors at 37°C (70). It will be interesting to observe whether this model can be used in future immunotherapy studies.



Conclusion

In this manuscript we present glioma cell lines and mouse models, as well as alternative glioma animal models that can be used in immunotherapy studies. Additionally, we discuss some of the benefits and limitations associated with these animal models (see Table 1). When choosing a model we believe it is first crucial to assess where the tumor is derived from. Specifically, some allogeneic models such as GL261, CT2A, etc. were created by administering known carcinogens to mice, which is believed to be dissimilar to how gliomas arise within humans. Models created via carcinogens do not replicate the developmental biology of gliomas to the fullest extent and as such may not be best suited for immunotherapy studies as these models do not entirely possess the immunosuppressive mechanisms observed in human gliomas (9, 10, 91).


Table 1 | Benefits and limitations associated with animal models of glioma.



Tumor antigen expression and mutational burden are also important considerations when choosing a brain tumor model for pre-clinical brain tumor immunotherapy studies. Many gliomas, especially GBM and DMG, are known as “immunologically cold” tumors as these malignancies express few antigens and have low mutational burdens. Many allogeneic mouse models and some patient derived xenografts such as U87 have increased antigen expression and/or tumor mutational burden. This is problematic for pre-clinical immunotherapy studies as findings showing efficacy in these pre-clinical models may largely be due to there being more antigenic targets than there should be and/or an increased mutational burden, suggesting that a therapy is fit for clinical trial when it truly is not. Canine and zebrafish models may be beneficial in future glioma immunotherapy studies as canines spontaneously generate gliomas, and zebrafish can undergo transplantation with patient derived xenografts prior to their generation of an adaptive immune system. Ultimately however, we believe that selecting a model that is both patient derived, and “immunologically cold” is crucial for future pre-clinical glioma immunotherapy studies as we believe this will help reduce the number of failed immunotherapy clinical trials observed in the neuro-oncology space.
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  Glioblastoma (GBM) is the most malignant tumor in center nervous system. Clinical statistics revealed that senior GBM patients had a worse overall survival (OS) comparing with that of patients in other ages, which is mainly related with tumor microenvironment including tumor-associated immune cells in particular. However, the immune heterogeneity and age-related prognosis in GBM are under studied. Here we developed a machine learning-based method to integrate public large-scale single-cell RNA sequencing (scRNA-seq) datasets to establish a comprehensive atlas of immune cells infiltrating in cross-age GBM. We found that the compositions of the immune cells are remarkably different across ages. Brain-resident microglia constitute the majority of glioblastoma-associated macrophages (GAMs) in patients, whereas dramatic elevation of extracranial monocyte-derived macrophages (MDMs) is observed in GAMs of senior patients, which contributes to the worse prognosis of aged patients. Further analysis suggests that the increased MDMs arisen from excessive recruitment and proliferation of peripheral monocytes not only lead to the T cell function inhibition in GBM, but also stimulate tumor cells proliferation via VEGFA secretion. In summary, our work provides new cues for the correlational relationship between the immune microenvironment of GBM and aging, which might be insightful for precise and effective therapeutic interventions for senior GBM patients.
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  1. Introduction.

GBM is an aggressive brain cancer with a high incidence rate of 32 per 1,000,000 per year (1). GBM is hard for radical cures surgically and is invalid to radiotherapy and chemotherapy in clinic (2, 3). Patients died by rapid deterioration and shortage of effective medicines. The median survival time of GBM patients is about 15 months after diagnosis (4–6). GBM mainly occurs in the elderly and the median age of first onset is 64 (7). In general, tumors (i.e., leukemia or lung cancer) within younger patients tend to be more malignant (8), whereas GBM patients have worse prognosis with age. However, how and in what extent age influences on the prognosis of GBM are unclear.

Tumor heterogeneity exercises major influence on the prognosis of tumor patients. The heterogeneity in GBM cancer cells has been investigated intensively, which includes but is not limited to the divergence in gene mutations, epigenetic modifications and cell of origins and so on (9–12). The great impact of heterogeneity of tumor microenvironment and immune microenvironment in particular on the tumor progression has been recognized in recent years, which constitutes the theoretical basis of tumor immunotherapy (13–16). The studies on tumor immunology in GBM are limited because of the existence of brain blood barrier (BBB) that blocks the entrance of most of the peripheral immune cells. Bulk omics whose signals summarized over millions of cells are limited to characterize each kind of immune cell populations in GBM tumor environment. Various GBM scRNA-seq data reveal that resident microglia as well as infiltrated peripheral immune cells (including MDMs) contribute to the heterogeneity of GBM immune microenvironment (17–22).

To overcome the batch effects among various scRNA-seq and establish the landscape of immune microenvironment across age, we developed a machine learning method to integrate a variety of scRNA-seq data in public and analyzed the immune cells infiltrating in GBM collected from individuals of various ages. Our data suggested that the heterogeneity of immune cells across age led to the worse OS of aged GBM patients. MDM subpopulation in elderly suppressed the immunologic function and promoted tumor cell growth in a paracrine manner.


 2. Materials and methods.

 2.1. Integration of single-cell RNA sequencing datasets.

We constructed an atlas of cells in GBM by integrating six public scRNA-seq datasets generated by various studies. Because sequencing protocols and experiment conditions are different across these studies, batch effects shall induce an overwhelming number of technical variations in gene expression counts, which impede the integration of different scRNA-seq datasets and the discovery of true biological signals. It is noticed that two kinds of information are immune to technical variations in sequencing and experiment. First, it is the cell-type label that indicates the cell state. Among various GBM datasets, most cell states in tumor environments are similar. Second, the correlation between genes can combat technical variations. Let’s consider the example of face recognition. Even if someone wears a face mask, human visual neurons can precisely recognize the identity of the person. This is because the human brain neural network can utilize the correlation structure among facial features. Similarly, the gene-gene correlation can benefit the detection of true biological signals. The correlation structure among genes can be characterized by relative gene abundance, which is known as gene usage. Based on the above analyses, we designed a factor model called scClassifier to extract gene usages relating to cell states. scClassifier is implemented by using deep neural networks. After training with the cell-type annotated GBM datasets, scClassifier can automatically disentangle the factors regarding cell states and the factors regarding batch effects. The cell state-related factors encode true biological signals, and can be used to predict cell type as well as integrate multiple datasets. Details about scClassifier are given in the following.

Let’s introduce the mathematical notations used throughout the paper first. Let y and z 1 denote a factor variable corresponding to cell type and a factor variable accounting for technical variations, i.e., batch effect, respectively. The cell-type annotations y 1,···,yN  of N cells are given by users and are discrete variables. Thus, y is modeled by the Categorical distribution. Besides batch effect, technical variations of single-cell transcriptomics have multiple resources that have been not well charted. Therefore, z 1 is modeled with the normal distribution. For every cell, the complete hidden cell state zy  is determined by the factors y and z 1 with the procedure described as follows,

 

 

 

where a 0, μ 0, and ∑0 are the parameters of prior distributions. In practice, without loss of generality, we choose   L is the number of cell types. And we choose the mean vector  and the diagonal covariance matrix   d is the dimension of the hidden state. In the analyses of the paper, d is set as 50. The parameters μ  z  y   and ∑ z  y   are inferred from y and z 1 by using a deep neural network.

Once the complete hidden cell state zy  is determined, the generation of single-cell gene expression follows the procedure: first, gene usage η is sampled from a Dirichlet distribution, where the parameter is inferred from zy  by using a decoder neural network; second, gene expression counts are generated from η by using the multinomial distribution. Specifically,

 

 

 

The parameters of the proposed model are learned by using the stochastic variational inference introduced by the semi-supervised variational autoencoder (23), which can be scalable to large scRNA-seq datasets. To utilize the stochastic variational inference, we introduce the variational distribution,

 

We use the evidence lower bound (ELBO) as the loss for model training. The deep neural network-based factor model is recently introduced in computer vision. It has been successfully used to factorize various kinds of factors in handwritten digit images (24). In the paper, we extend the deep neural network-based factor model to process single-cell transcriptomics and to extract the variations of gene expression regarding cell states.


 2.2. Cell type annotation, clustering, and visualization.

Besides single-cell integration, scClassifier can be used in a variety of single-cell computational tasks, including the visualization of cell-to-cell variability and cell type annotation. First, the variance distribution model q(zy |X) yields 50-dimensional embeddings if gene expression matrix X is given. The 50-dimensional embeddings can produce the two-dimensional coordinates of cells through uniform manifold approximation and projection (UMAP). Besides, given gene expression matrix X, the model q(zy |X)q(y|zy ) can predict cell type of each cell (cell type annotation). The two-dimensional coordinates and cell type were used to draw the UMAP plots in the paper (25).

To find the subpopulation of every cell type, we needed to perform clustering on the two-dimensional coordinates of cells. Therefore, we built a model that can predict the sub-clusters using a python package Scikit-learn. This model allows for automatic estimation of the number of subpopulations, since the main components of the model are the Dirichlet process.


 2.3. Cell communication analysis of GBM by iTALK.

To explore the growth factor interactions associated with monocytes in GBM, we performed cell communication analysis with an R package iTALK published in 2019 (26). First, we calculated differentially expressed genes (DEGs) between adult and aged patients by using the Wilcoxon signed-rank test. Next, we selected growth factor pairs for our research from the L-R database. Meanwhile, a list of growth factor pairs matching the DEGs was generated by the “FindLR” function in iTALK package. Finally, we sorted the list using the logFC between the adults and aged, and selected monocytes-related growth factor pairs with top absolute value. The growth factor pairs were shown in the Circos plots with the “LRPlot” function. The T cell-associated immune checkpoint interactions within GBM were analyzed with the same procedure.


 2.4. Differential gene analysis and violin plots.

After obtaining the expression matrix corrected for batch effects, we constructed a new Seurat object, and then calculated its differential genes according to the FindMarkers function of the Seurat package. Violin plots are visualized by the VlnPlot function of the Seurat package. Besides, in order to merge different violin plots, we drew the stacked violin plots based on our code.


 2.5. Data access and survival analysis.

For OS data, we used The Cancer Genome Atlas (TCGA) from 606 (Firehose Legacy)) glioblastoma mutiforme samples (GBM_TCGA), and The Surveillance, Epidemiology, and End Results (SEER) Program of the National Cancer Institute (NCI) from 20878 glioblastoma multiforme. TCGA data are accessed by the R package cgdsr (ver 1.3.0). SEER data are downloaded from the SEERStat software (ver 8.4.0.1). To perform survival analysis, the R packages survival (ver 3.3.1) and survminer (ver 0.4.9) are used to calculate and plot the Kaplan-Meier curve. For legacy data, median levels were used to segregate cancer patients according to OS outcome. P value is adjusted with the Benjamini-Hochberg correction method.


 2.6. Gene ontology analysis.

We used the R package clusterProfiler (ver 4.0.5) to perform GO pathway enrichment analysis, where the GO annotation was given in the R package org.Hs.eg.db (ver 3.13.0). The GO enrichment results are shown as the bubble plots with the R package ggplot2 (ver 3.3.6). R version is 4.1.2.


 2.7. Human tissue specimens and immunohistochemistry.

Paraffin-embedded specimens from patients with IV GBM were obtained surgically, from the First Affiliated Hospital of Xiamen University. Collection of all samples was approved by the local ethical committee and the institutional review board of the hospital. Each patient gave written informed consent and patient data have been made anonymous. Detailed information of patients is included in  Supplementary Table 1 . For immunofluorescent staining, blocks were processed at 5 μm. After dewaxing and rehydration, heat mediated antigen retrieval was performed using citrate buffer. And then samples were incubated with lysozyme primary antibody (Abcam, Cat#ab108508) at 1/200 dilution overnight at 4°C. After washing with PBS, the sections were incubated with second antibody conjugated to Cy5 (Jackson ImmunoResearch Laboratories, 1:200) and DAPI (Thermo Fisher Scientific, Cat#D1306) for 1 h at RT. Immunofluorescence images were taken by Leica SP8.



 3. Result.

 3.1. Senior GBM patients have poor OS.

Analyzing TCGA and SEER data of GBM patients, we discovered a negative correlation between OS and age ( Figures 1A ,  S1A ) and showed a worse OS in senior GBM patients. Adding with the similar observations from other studies (27), it suggests that age is an independent risk factor of poor prognosis in GBM. Therefore, patients ( Figures 1A ,  S1A ) were grouped by ages and the OS of elder group is significantly poorer than the young group ( Figures 1B ,  S1B ). To clarify that OS was not affected by other factors, we did a survival analysis related to gender and mutation subtype in adults and aged. No significant sexual difference was found in the aged stage though women had a slightly better OS in the adult stage ( Figure 1C ). Neither TP53 nor PTEN mutations alters OS across age ( Figures 1D, E ). Similar results showed that patients with EGFR mutation in the aged group still had a poorer OS than those in the adult group, but this mutation could make the adult OS as poor as that in aged group, suggesting that EGFR mutations in adults could simulate the changes in old age, and EGFR might be involved in the regulation of age-related OS changes ( Figure 1F ). Taken together, age emerges as an independent risk factor of worse OS in GBM.

 

Figure 1 | Age is an independent risk factor of prognosis and overall survival. (A) Scatter plot of OS (logarithmically transformed) correlated with age from 606 samples in the TCGA database. (B) Kaplan-Meier curves of survival analysis used to compare the OS of GBM patients in the SEER database, divided into four groups according to age. (C–F) Kaplan-Meier curves of survival analysis used to compare the differences in OS between the two age groups [Adult (30≤age<50) and Aged (age≥64)] with different genders (C), TP53 mutation (D), PTEN mutation (E), or EGFR mutation (F). *(P< 0.05), **(P< 0.01), ***(P< 0.001), ****(P< 0.0001), ns (no significance). 




 3.2. Integration analysis of single-cell RNA-seq data from adult and aged patients.

The heterogeneity of tumor environment and the heterogeneity of tumor-associated immune cells in particular are unclear in GBM across ages. Herein we focused on immune microenvironment of GBM with scRNA-seq. We analyzed the transcriptome of 23 GBM patients across ages from 6 public scRNA-seq datasets. GBM patients were divided into two groups, adult (20<age< 50, n=10) and aged (age>64, n=13) ( Table 1 ). To build a comprehensive immune landscape of primary GBM, 6 datasets were integrated into a huge dataset for analysis ( Figure 2A ). The clustering and UMAP analysis ( Figure S2A, C ) on the huge dataset by traditional Seurat tools were disturbed by ineluctable batch effects that yielded from technical variations in sequencing protocols. Unexpectedly, the biological variations ( Figure S2B, D ) for clustering were removed when batch effects were corrected by classical harmony algorithm. Therefore, we developed a machine learning method named scClassifier to integrate various scRNA-seq datasets to capture the biological variations (Method1). Ultimately, 85,372 cells from the adult tumor samples and 29,634 cells from the aged tumor samples were integrated ( Table 1 ,  Figure 2B ). Then tumor cells, normal brain cells, and different kinds of immune cells ( Figure 2C ) were clustered by their universal marker genes ( Figure 2D ).

 Table 1 | Statistical chart shows details of all samples that we collected, such as cell counts and number of patients. 



 

Figure 2 | Integration of GBM scRNA-seq containing immune cells and tumor cells. (A) Workflow of scRNA-seq integration, data analysis, and validation based on the primary tumors, which are collected from nine adult and thirteen aged patients. (B) Corrected UMAP plots colored by the cell types which are identified by marker genes in GBM. (C) UMAP plots colored by the scRNA-seq source using our method in each GBM group. (D) Heatmap showing relevant expression across different cell subsets. The color is the same as the cell subsets in  Figure 2B . 




 3.3. More MDMs infiltrate in GBM of aged patients.

Immune infiltration is essential for tumorigenesis (28, 29). Hereby we surveyed the entire infiltrated immune cells in both GBM and normal brain tissues. As expected, the overall immune infiltration was higher in tumors than normal brains ( Figures 3A ,  S3 ) (30). Given the top incidence occurs over 65-years-old and 50% of GBM patients are older than 64, the ratio of infiltrated immune cells in aged patients was very close to that in general GBM patients. Compared with aged patients, adult patients had less immune infiltration ( Figure 3A ). 8 subpopulations of immune cells were found in tumor microenvironment. In general, brain-resident microglia composed the majority (31) and the number of other immune cells (e.g., B cells, T cells, DCs) were low no matter in adult or aged patients ( Figures 3B–E ). Comparing each population of immune cells in adult and aged patients, we found the ratio of GAMs was higher in aged patients. GAMs were composed with microglia and MDMs. The MDM rather than microglia population was significantly increased in aged patients ( Figures 3B–E ).

 

Figure 3 | GAM infiltration, especially MDM infiltration, increases more significantly in the aged group. (A) Histogram showing the proportion of immune cells, brain somatic cells, or tumor cells in integrated GBM scRNA seq data, grouped by adult and aged (each n=9). (B, C) UMAP plots of immune cells in GBM of adult (B) and aged (C) patients. (D) Stacked barplots showing cell types composition of all patients scRNA data from adult group (left) and aged group (right). (E) Histogram calculating and comparing all cell types proportion of immune cells in adult group(n=10) and aged group(n=13). (F, G) Immunofluorescent staining for lysozyme (MDM marker) in GBM sections from adult group and aged group (F). Amplified areas of white rectangles are shown below and the ratio of LYZ + cells is quantified (G), n=24 fields from 5 GBM samples for each group. All the quantification data are presented as mean ± SEM, two-tailed unpaired Student’s t-test. Scale bars, 100μm. *(P< 0.05), **(P< 0.01), ns (no significance). 



To verify the conclusion above, we stained human GBM tissue samples with LYZ, one of the MDM-specific markers ( Figures S4D, S4E ) yielded by feature plot and violin plot. As expected, LYZ + cells were increased in aged GBM patients. ( Figures 3F, G ).

We found that monocyte-associated growth factors were enriched in aged patients which might promote their proliferation ( Figures 4A ,  S5A ). The chemokines for monocytes were evidently up-regulated in tumor cells and other immune cells. For example, CCL2 was highly expressed in aged tumor cells ( Figures 4B ,  S5B ) to recruit monocyte from peripheral blood (32). Highly expression of CCL2 is regarded as an unfavorable factor for survival (33). Besides, CCL2 is also considered to induce M2 polarization of MDMs (34). In all, it may result in enhanced monocytes recruitment from peripheral tissue to GBM and promote them to differentiate into M2 MDMs.

 

Figure 4 | Increased proliferation and recruitment of monocytes. (A) Circos plot showing growth factor interactions between monocytes and other cells. The outer ring represents the cell type, and the inner ring represents the gene. The color of the line indicates the direction of upregulation (adult vs aged) and the width of the line indicates the degree of upregulation, as shown in the legend. (B) Violin plot showing the expression of CCL2 in each immune cell type, divided by adult and aged cells. 




 3.4. Aged MDMs present features of M2 macrophage.

To investigate how the heterogeneity of immune cells leads to the worse OS in aged patients, we performed DEG analysis on MDMs and followed by GO analysis for the top 100 genes. Although aged-MDMs rather than adult-MDMs presented typical macrophage signature ( Figures 5A, B ,  S6A ), further analysis using markers of pro-inflammatory features (M1) and anti-inflammatory features (M2) showed that the M2 type was dominant in aged MDMs ( Figure 5C ), which is suppressive to tumor immune activity. In consistent, TOP 5 highly expressed genes in aged-MDMs, i.e., FCGR2B, TGFBI, CD163 and GPNMB showed negative correlation with the patients’ OS by association analysis of gene expression and patient survival in TCGA ( Figure 5D ). Such correlation was not found in adult MDMs ( Figure 5E ). Thus, the increased immunosuppressive MDMs lead to the poor prognosis and OS in aged patients.

 

Figure 5 | MDMs in the aged group are much anti-inflammatory and unfavorable to OS. (A, B) GO (Gene ontology) analysis of top 100 specific genes of MDMs (A) or relatively highly expressed genes in aged MDMs (B). Data displaying the top 10 enriched GO terms ranked by p values. The color indicates p values for GO term enrichment and the circle size indicates the number of enriched genes for each GO term. (C) Heatmap showing the marker gene signatures of the identified M1 and M2 subtype cells in the adult group(left) and the aged group(right), and the ratio of each subtype in the adult or aged were counted on the top row of columns. (D, E) Boxplots showing the differences of OS between high or low expressions of the top 5 genes highly expressed in MDM aged group (D) or MDM adult group (E), respectively. Data are obtained from TCGA-GBM database. *P<0.05, **P< 0.01. All the quantification data are presented as mean ± SEM, two-tailed unpaired Student’s t-test. ns (no significance). 




 3.5. The MDM-B subgroup is significantly increased in older age and is critical for the regulation of age-related OS.

We further characterized the MDM sub-population that responded to the change of MDMs in both quantity and quality with age. MDMs were divided into four sub-clusters as MDM A\B\C\D ( Figure 6A ). MDM-A was dominant in adult MDMs and decreased with age; whereas the MDM-B increased significantly with age and prevailed in most of aged MDMs ( Figure 6B ). In addition, MDM-B presents typical M2 features ( Figures 6C ,  S7A ). Genes highly enriched in MDM-B ( Figures S7B–D ) and unfavorable to OS were the key factor for poor OS of aged patients. Therefore, a small portion of aged patients with low expression of those genes, such as C5AR1, CD14 and SLC11A1 had very close OS to that of adult patients ( Figures 6D–F ).

 

Figure 6 | The subgroup of MDM-B but not microglia was the key to age-related OS reduction. (A) UMAP plot of four MDM subpopulations in primary GBM. (B) Histogram showing the proportion of each MDM subgroup in total GBM cells from the integrated GBM scRNA seq data, grouped by adult (n=10) and age (n=13). ns (no significance). (C) Stacked barplot showing macrophage subtype proportion of four MDM subpopulations. M1 and M2 means classical macrophage classification by polarization. M0 means double-negative M1 and M2 features while M3 means double-positive M1 and M2 features. (D–G) Kaplan–Meier curves demonstrating the difference of OS in TCGA GBM patients in adult and aged groups with high or low expression of C5AR1 (D), CD14 (E), SLC11A1 (F), or CX3CR1 (G). All the quantification data are presented as mean ± SEM, two-tailed unpaired Student’s t-test. *(P< 0.05), **(P< 0.01), ***(P< 0.001), ns (no significance). 



Considering microglia are the most abundant population in all GBM-associated immune cells, microglia from patients across age were further clustered and showed a close proportion of M1/M2 subtypes, excluding the major role of microglia in worse prognosis with age ( Figures 6G ,  S7E, F ). These data suggest the anti-inflammatory MDMs in aged GBM caused the poor OS with age.


 3.6. Aged MDMs compromise tumor immune response and promote tumor growth in paracrine manner.

M2 macrophage inhibits T cell function (35) and M2 tumor-associated macrophage restricts T cells from killing tumor cells (36). To examine the immune activity of T cell in GBM, we performed checkpoint communication analysis in both adult and aged patients. We found the immune checkpoint genes were upregulated in T cells from aged patients ( Figures 7A ,  S8 ), which suggested an immunosuppressive state in aged GBM. In consistent, cytotoxic CD8 + T cells decreased and exhausted CD4 + T cells (HAVCR2 +) increased in aged GBM ( Figures 7B–D ).

 

Figure 7 | MDMs regulate age-related OS by affecting T cells and secreting growth factors. (A) Circos plot showing immune checkpoint interactions between T cells and other cells. The outer ring represents the cell type and the inner ring represents the gene. The color of the line indicates the direction of upregulation (adult vs aged) and the width of the line indicates the degree of upregulation, as shown in the legend. (B) Violin plot showing the expression of each T cell marker in adult or aged T cells, which divided them into two groups by CD4 and CD8 expression. (C, D) Pie plots exhibiting the proportion of CD4 + and CD8 + T cells in adult or aged T cells. (E) Kaplan–Meier curves demonstrating the difference of OS in TCGA GBM patients in Age<64 and Age≥64 two groups with high or low expression of TNFSF4 and VEGFA. All the quantification data are presented as mean ± SEM, two-tailed unpaired Student’s t-test. *(P< 0.05), ****(P< 0.0001). 



MDMs promote tumor growth by secreting growth factors (37). Among all the growth factors detected in GBM, VEGFA was highly expressed in MDMs and tumor cells ( Figure S5 ), suggesting that increased MDMs could lead to upregulation of VEGFA and promote tumor growth.

TCGA data showed that aged patients with reduced VEGFA and TNFSF4 (an immune checkpoint gene) expression had a better OS, which suggests two oncogenic functions by MDMs were synergistic ( Figure 7E ).



 4. Discussion.

In this article, we created an atlas of immune cells infiltrating in GBM by holistically analyzing six public scRNA-seq datasets from patients of variant ages. To integrate the six datasets, we developed a machine learning method named scClassifier. Besides, scClassifier shows better performance on cell-type annotation and integration than the standard methods ( Figure S9 ). Our data suggested that immune heterogeneity by ages contributed to the worse OS in aged GBM patients ( Figure 8 ). The number of infiltrated immune cells was increased with ages and GAMs had the most dramatic change. GAM infiltration has been associated with poor prognosis and OS (38, 39), but the effect of MDMs and microglia may be different by age. Previous studies have not found that MDMs is the immune cell population that changes the most significantly with age. According to TCGA data analysis, our research discovered targeting MDMs is probably more beneficial to improve OS of aged patients but not adult patients.

 

Figure 8 | GBM immune heterogeneity across ages. (A) A model figure of this article showing how aging influences immune microenvironment of GBM patients. 



This difference in the infiltration of MDMs with age may be useful for classification as subtype of GBM. Our study has successfully repeated the used MDM specific markers. Furthermore, we find FCGR2B, GPNMB etc are probable new MDM specific markers in GBM. These genes can be used to detect the level of MDMs, and to evaluate and predict prognosis and OS of non IDH-mut or EGFR mutation GBM.

MDMs are derived from monocytes. Monocytes are myeloid derived non-resident cells, which need recruitment from extracerebral circulatory vessels. Normal brain tissue is lowly infiltrated by monocytes/MDMs, while in GBM they infiltrate highly. This phenomenon is observed in this article, too. But the difference is that we find a significant increase of MDMs in aged patients. It is previously reported that CCL2 is secreted abundantly by GBM cells (35, 40). Zhu et al. has found that gliomas cell lines GPL261 and U87 can secret abundant CCL2 in vitro (41). Our research shows a high expression of CCL2 in tumor cells and MDMs, and the expression is much higher in aged group. This may induce a total up-regulation of CCL2, and finally induce a hyper accumulation of MDMs, as well as M2 differentiation. Current therapy targeting CCL2-CCR2 axis proves it is a promising target of GBM (42). Whether targeting CCL2-CCR2 axis is only favorable of age-related OS or highly MDM-infiltrated patients needs further exploration.

As for downstream of MDMs, current reports show that MDMs can exert immunosuppressive function through the regulation of T cells. Li et al. has discovered co-culture of naive T cell with glioma-associated MDMs can induce a differentiation into TGFBI and IL-10 secreted CD4 + Treg cell (43). Meanwhile, through highly expressing PD-L1 and PD-L2,(PD-1 ligands) CD80 and CD86(CTLA-4 ligands) and other immune checkpoint genes, MDMs interact with CD8 + T cells and then suppress their cytotoxic function (44). Our research reveals CTLA-4 and its ligand CD86 are much more highly expressed in aged T cells and MDMs. This verifies aged MDMs are probably more suppressive for T cells. In addition, many other checkpoint genes are found up-regulated in aged T cells. Among them TNFSF4 is likely to be a new therapy target to de-repress the negative regulation of T cells from MDMs. After that, TGFBI secreted by MDMs can also target CD8 + T cells directly, inhibiting its killing effect on tumor cells (45). This is corresponded with the largely upregulated immune checkpoint genes and high expression of TGFBI in aged MDMs in our study. Therefore, detecting the expression of these genes for targeted therapy may be able to better treat of GBM.


 Data availability statement

Publicly available datasets were analyzed in this study. This data can be found here: https://www.ncbi.nlm.nih.gov/geo/ Gene Expression Omnibus via GSE numbers: GSE117891 (46), GSE131928 (47), GSE163120 (21, 48), GSE89567 (49). GSE163120 can also be acquired by GBmap (https://doi.org/10.5281/zenodo.6962901). Group3 is available at DATE from https://registry.opendata.aws/cptac-3. Group6 is available at the Broad Institute Single-Cell Portal (https://singlecell.broadinstitute.org/single_cell/study/SCP503) (50). Two scRNA-seq datasets for normal brain tissue are available at Gene Expression Omnibus via GSE numbers: GSE126836 (51) and GSE140231 (52).


 Ethics statement

The studies involving human participants were reviewed and approved by the Scientific Ethics Committee at the First Affiliated Hospital of Xiamen University. The ethics committee waived the requirement of written informed consent for participation.


 Author contributions

SC, FZ, WM, ZW, and SW designed experiments, performed data analyses, and wrote the manuscript. SW, FH, XL, QC, SG, YY, YX, NX, and SC performed experiments and data visualization. SW and XK performed method comparison and assessment. FZ supervised the project. All authors contributed to the article and approved the submitted version.


  Funding

This work is supported in part by National Natural Science Foundation of China (61503314), Natural Science Foundation of Fujian Province (2019J01041), Nature Key R&D Program of China (2021YFA1101401), China Postdoctoral Science Foundation (2021M702737), National Natural Science Foundation of China (81902543) and Xiamen Municipal Health Commission, Xiamen Municipal Bureau of Science and Technology (3502Z20209005).


 Acknowledgments

All schematics were created with BioRender.com.


 Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.


 Supplementary material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fimmu.2023.1028775/full#supplementary-material 




 References

 1. Dolecek, TA, Propp, JM, Stroup, NE, and Kruchko, C. CBTRUS statistical report: Primary brain and central nervous system tumors diagnosed in the united states in 2005-2009. Neuro Oncol (2012) 14:1–49. doi: 10.1093/neuonc/nos218 

 2. Minniti, G, De Sanctis, V, Muni, R, Filippone, F, Bozzao, A, Valeriani, M, et al. Radiotherapy plus concomitant and adjuvant temozolomide for glioblastoma in elderly patients. J Neurooncol (2008) 88:97–103. doi: 10.1007/s11060-008-9538-0 

 3. Ma, Y, Yang, Z, Huntoon, K, Jiang, W, and Kim, BYS. Advanced immunotherapy approaches for glioblastoma. Adv Ther (2021) 4:1–16. doi: 10.1002/adtp.202100046 

 4. Chen, Z, and Hambardzumyan, D. Immune microenvironment in glioblastoma subtypes. Front Immunol (2018) 9:1004. doi: 10.3389/fimmu.2018.01004 

 5. Furnari, FB, Fenton, T, Bachoo, RM, Mukasa, A, Stommel, JM, Stegh, A, et al. Malignant astrocytic glioma: Genetics, biology ,and paths to treatment. Genes & Dev (2007) 21:2683–710. doi: 10.1101/gad.1596707.instability 

 6. Ohka, F, Natsume, A, and Wakabayashi, T. Current trends in targeted therapies for glioblastoma multiforme. Neurol Res Int (2012) 2012:1–13. doi: 10.1155/2012/878425 

 7. Magod, P, Mastandrea, I, Rousso-Noori, L, Agemy, L, Shapira, G, Shomron, N, et al. Exploring the longitudinal glioma microenvironment landscape uncovers reprogrammed pro-tumorigenic neutrophils in the bone marrow. Cell Rep (2021) 36:1–14. doi: 10.1016/j.celrep.2021.109480 

 8. Short, NJ, Rytting, ME, and Cortes, JE. Acute myeloid leukaemia. Lancet (2018) 392:593–606. doi: 10.1016/S0140-6736(18)31041-9 

 9. Varn, FS, Johnson, KC, Martinek, J, Huse, JT, Nasrallah, MP, Wesseling, P, et al. Glioma progression is shaped by genetic evolution and microenvironment interactions. Cell (2022) 185:1–16. doi: 10.1016/j.cell.2022.04.038 

 10. Gangoso, E, Southgate, B, Bradley, L, Rus, S, Galvez-Cancino, F, McGivern, N, et al. Glioblastomas acquire myeloid-affiliated transcriptional programs via epigenetic immunoediting to elicit immune evasion. Cell (2021) 184:2454–70. doi: 10.1016/j.cell.2021.03.023 

 11. Friebel, E, Kapolou, K, Unger, S, Núñez, NG, Utz, S, Rushing, EJ, et al. Single-cell mapping of human brain cancer reveals tumor-specific instruction of tissue-invading leukocytes. Cell (2020) 181:1626–42. doi: 10.1016/j.cell.2020.04.055 

 12. Ni, X, Wu, W, Sun, X, Ma, J, Yu, Z, He, X, et al. Interrogating glioma-M2 macrophage interactions identifies gal-9/Tim-3 as a viable target against PTEN-null glioblastoma. Sci Adv (2022) 8:1–17. doi: 10.14791/btrt.2022.10.f-1041 

 13. Abdelfattah, N, Kumar, P, Wang, C, Leu, JS, Flynn, WF, Gao, R, et al. Single-cell analysis of human glioma and immune cells identifies S100A4 as an immunotherapy target. Nat Commun (2022) 13:1–18. doi: 10.1038/s41467-022-28372-y 

 14. Lauko, A, Lo, A, Ahluwalia, MS, and Lathia, JD. Cancer cell heterogeneity & plasticity in glioblastoma and brain tumors. Semin Cancer Biol (2022) 82:162–75. doi: 10.1016/j.semcancer.2021.02.014 

 15. Gállego Pérez-Larraya, J, Garcia-Moure, M, Labiano, S, Patiño-García, A, Dobbs, J, Gonzalez-Huarriz, M, et al. Oncolytic DNX-2401 virus for pediatric diffuse intrinsic pontine glioma. N Engl J Med (2022) 386:2471–81. doi: 10.1056/NEJMoa2202028 

 16. Wang, Z, Mo, Y, Tan, Y, Wen, Z, Dai, Z, Zhang, H, et al. The ALDH family contributes to immunocyte infiltration, proliferation and epithelial-mesenchymal transformation in glioma. Front Immunol (2022) 12:756606. doi: 10.3389/fimmu.2021.756606 

 17. Yeo, AT, Rawal, S, Delcuze, B, Christofides, A, Atayde, A, Strauss, L, et al. Single-cell RNA sequencing reveals evolution of immune landscape during glioblastoma progression. Nat Immunol (2022) 23:971–84. doi: 10.1038/s41590-022-01215-0 

 18. Ginhoux, F, Yalin, A, Dutertre, CA, and Amit, I. Single-cell immunology: Past, present, and future. Immunity (2022) 55:393–404. doi: 10.1016/j.immuni.2022.02.006 

 19. Xia, H, Deng, L, Meng, S, Liu, X, and Zheng, C. Single-cell transcriptome profiling signatures and alterations of microglia associated with glioblastoma associate microglia contribution to tumor formation. Pathol Oncol Res (2022) 28:1610067. doi: 10.3389/pore.2022.1610067 

 20. Ravi, VM, Will, P, Kueckelhaus, J, Sun, N, Joseph, K, Salié, H, et al. Spatially resolved multi-omics deciphers bidirectional tumor-host interdependence in glioblastoma. Cancer Cell (2022) 40:639–655.e13. doi: 10.1016/j.ccell.2022.05.009 

 21. Pombo Antunes, AR, Scheyltjens, I, Lodi, F, Messiaen, J, Antoranz, A, Duerinck, J, et al. Single-cell profiling of myeloid cells in glioblastoma across species and disease stage reveals macrophage competition and specialization. Nat Neurosci (2021) 24:595–610. doi: 10.1038/s41593-020-00789-y 

 22. Zhang, Y, Fan, H, Zou, C, Wei, F, Sun, J, Shang, Y, et al. Screening seven hub genes associated with prognosis and immune infiltration in glioblastoma. Front Genet (2022) 13:924802. doi: 10.3389/fgene.2022.924802 

 23. Kingma, DP, Rezende, DJ, Mohamed, S, and Welling, M. Semi-supervised learning with deep generative models. Adv Neural Inf Process Syst (2014) 4:3581–9. 

 24. Siddharth, N, Paige, B, Van De Meent, JW, Desmaison, A, Goodman, ND, Kohli, P, et al. Learning disentangled representations with semi-supervised deep generative models. Adv Neural Inf Process Syst (2017) 30:5926–36. 

 25. Hao, Y, Hao, S, Andersen-Nissen, E, Mauck, WM, Zheng, S, Butler, A, et al. Integrated analysis of multimodal single-cell data. Cell (2021) 184:3573–3587.e29. doi: 10.1016/j.cell.2021.04.048 

 26. Wang, Y, Wang, R, Zhang, S, Song, S, Jiang, C, Han, G, et al. ITALK: An r package to characterize and illustrate intercellular communication. bioRxiv (2019), 507871. doi: 10.1101/507871v1.abstract 

 27. Lamborn, KR, Chang, SM, and Prados, MD. Prognostic factors for survival of patients with glioblastoma: Recursive partitioning analysis. Neuro Oncol (2004) 6:227–35. doi: 10.1215/S1152851703000620 

 28. Kollis, PM, Ebert, LM, Toubia, J, Bastow, CR, Ormsby, RJ, Poonnoose, SI, et al. Characterising distinct migratory profiles of infiltrating T-cell subsets in human glioblastoma. Front Immunol (2022) 13:850226. doi: 10.3389/fimmu.2022.850226 

 29. Feng, P, Li, Z, Li, Y, Zhang, Y, and Miao, X. Characterization of different subtypes of immune cell infiltration in glioblastoma to aid immunotherapy. Front Immunol (2022) 13:799509. doi: 10.3389/fimmu.2022.799509 

 30. Klemm, F, Maas, RR, Bowman, RL, Kornete, M, Soukup, K, Nassiri, S, et al. Interrogation of the microenvironmental landscape in brain tumors reveals disease-specific alterations of immune cells. Cell (2020) 181:1643–1660.e17. doi: 10.1016/j.cell.2020.05.007 

 31. Xiao, Y, Wang, Z, Zhao, M, Deng, Y, Yang, M, Su, G, et al. Single-cell transcriptomics revealed subtype-specific tumor immune microenvironments in human glioblastomas. Front Immunol (2022) 13:914236. doi: 10.3389/fimmu.2022.914236 

 32. Arvold, ND, and Reardon, DA. Treatment options and outcomes for glioblastoma in the elderly patient. Clin Interv Aging (2014) 9:357–67. doi: 10.2147/CIA.S44259 

 33. Kim, M, Ladomersky, E, Mozny, A, Kocherginsky, M, Shea, KO, Reinstein, ZZ, et al. Glioblastoma as an age-related neurological disorder in adults Neuro oncol adv. (2021) 3:1–13. doi: 10.1093/noajnl/vdab125 

 34. Ladomersky, E, Zhai, L, Lauing, KL, Bell, A, Xu, J, Kocherginsky, M, et al. Advanced age increases immunosuppression in the brain and decreases immunotherapeutic efficacy in subjects with glioblastoma. Clin Cancer Res (2020) 26:5232–45. doi: 10.1158/1078-0432.CCR-19-3874 

 35. Jordan, JT, Sun, W, Hussain, SF, DeAngulo, G, Prabhu, SS, and Heimberger, AB. Preferential migration of regulatory T cells mediated by glioma-secreted chemokines can be blocked with chemotherapy. Cancer Immunol Immunother (2008) 57:123–31. doi: 10.1007/s00262-007-0336-x 

 36. Sampson, JH, Gunn, MD, Fecci, PE, and Ashley, DM. Brain immunology and immunotherapy in brain tumours. Nat Rev Cancer (2020) 20:12–25. doi: 10.1038/s41568-019-0224-7 

 37. Zhou, W, Ke, SQ, Huang, Z, Flavahan, W, Fang, X, Paul, J, et al. Periostin secreted by glioblastoma stem cells recruits M2 tumour-associated macrophages and promotes malignant growth. Nat Cell Biol (2015) 17:170–82. doi: 10.1038/ncb3090 

 38. Geraldo, LHM, Garcia, C, da Fonseca, ACC, Dubois, LGF, de Sampaio e Spohr, TCL, Matias, D, et al. Glioblastoma therapy in the age of molecular medicine. Trends Cancer (2019) 5:46–65. doi: 10.1016/j.trecan.2018.11.002 

 39. Gutmann, DH, and Kettenmann, H. Microglia/Brain macrophages as central drivers of brain tumor pathobiology. Neuron (2019) 104:442–9. doi: 10.1016/j.neuron.2019.08.028 

 40. Desbaillets, I, Tada, M, De Tribolet, N, Diserens A, -C, Hamou M, -F, and Van Meir, EG. Human astrocytomas and glioblastomas express monocyte chemoattractant protein-1 (MCP-1) in vivo and in vitro . Int J Cancer (1994) 58:240–7. doi: 10.1002/ijc.2910580216 

 41. Zhu, X, Fujita, M, Snyder, LA, and Okada, H. Systemic delivery of neutralizing antibody targeting CCL2 for glioma therapy. J Neurooncol (2011) 104:83–92. doi: 10.1007/s11060-010-0473-5 

 42. Flores-Toro, JA, Luo, D, Gopinath, A, Sarkisian, MR, Campbell, JJ, Charo, IF, et al. CCR2 inhibition reduces tumor myeloid cells and unmasks a checkpoint inhibitor effect to slow progression of resistant murine gliomas. Proc Natl Acad Sci USA (2020) 117:1129–38. doi: 10.1073/pnas.1910856117 

 43. Li, Z, Liu, X, Guo, R, and Wang, P. CD4+Foxp3– type 1 regulatory T cells in glioblastoma multiforme suppress T cell responses through multiple pathways and are regulated by tumor-associated macrophages. Int J Biochem Cell Biol (2016) 81:1–9. doi: 10.1016/j.biocel.2016.09.013 

 44. Tu, S, Lin, X, Qiu, J, Zhou, J, Wang, H, Hu, S, et al. Crosstalk between tumor-associated Microglia/Macrophages and CD8-positive T cells plays a key role in glioblastoma. Front Immunol (2021) 12:650105. doi: 10.3389/fimmu.2021.650105 

 45. Yan, Z, Chu, S, Zhu, C, Han, Y, Liang, Q, Shen, S, et al. Development of a T-cell activation-related module with predictive value for the prognosis and immune checkpoint blockade therapy response in glioblastoma. PeerJ (2021) 9:1–24. doi: 10.7717/peerj.12547 

 46. Yu, K, Hu, Y, Wu, F, Guo, Q, Qian, Z, Hu, W, et al. Surveying brain tumor heterogeneity by single-cell RNA-sequencing of multi-sector biopsies. Natl Sci Rev (2020) 7:1306–18. doi: 10.1093/nsr/nwaa099 

 47. Neftel, C, Laffy, J, Filbin, MG, Hara, T, Shore, ME, Rahme, GJ, et al. An integrative model of cellular states, plasticity, and genetics for glioblastoma. Cell (2019) 178:835–849.e21. doi: 10.1016/j.cell.2019.06.024 

 48. De Vlaminck, K, Romão, E, Puttemans, J, Pombo Antunes, AR, Kancheva, D, Scheyltjens, I, et al. Imaging of glioblastoma tumor-associated myeloid cells using nanobodies targeting signal regulatory protein alpha. Front Immunol (2021) 12:777524 1–11. doi: 10.3389/fimmu.2021.777524 

 49. Venteicher, AS, Tirosh, I, Hebert, C, Yizhak, K, Neftel, C, Filbin, MG, et al. Decoupling genetics, lineages, and microenvironment in IDH-mutant gliomas by single-cell RNA-seq. Science (2017) 355:1–11. doi: 10.1126/science.aai8478 

 50. Richards, LM, Whitley, OKN, MacLeod, G, Cavalli, FMG, Coutinho, FJ, Jaramillo, JE, et al. Gradient of developmental and injury response transcriptional states defines functional vulnerabilities underpinning glioblastoma heterogeneity. Nat Cancer (2021) 2:157–73. doi: 10.1038/s43018-020-00154-9 

 51. Welch, JD, Kozareva, V, Ferreira, A, Vanderburg, C, Martin, C, and Macosko, EZ. Single-cell multi-omic integration compares and contrasts features of brain cell identity. Cell (2019) 177:1873–1887.e17. doi: 10.1016/j.cell.2019.05.006 

 52. Agarwal, D, Sandor, C, Volpato, V, Caffrey, TM, Monzón-Sandoval, J, Bowden, R, et al. A single-cell atlas of the human substantia nigra reveals cell-specific pathways associated with neurological disorders. Nat Commun (2020) 11:1–11. doi: 10.1038/s41467-020-17876-0 


Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2023 Wu, Li, Hong, Chen, Yu, Guo, Xie, Xiao, Kong, Mo, Wang, Chen and Zeng. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms. 




ORIGINAL RESEARCH

published: 13 February 2023

doi: 10.3389/fimmu.2023.1021678

[image: image2]


Lipid metabolism-related gene signature predicts prognosis and depicts tumor microenvironment immune landscape in gliomas


Junhong Li 1,2†, Shuxin Zhang 2†, Siliang Chen 2, Yunbo Yuan 2, Mingrong Zuo 2, Tengfei Li 2, Zhihao Wang 2 and Yanhui Liu 2*


1 Department of Neurosurgery, Chengdu Second People’s Hospital, Chengdu, Sichuan, China, 2 Department of Neurosurgery, West China Hospital of Sichuan University, Chengdu, Sichuan, China




Edited by: 

Quan Cheng, Central South University, China

Reviewed by: 

Yan Wang, Peking University Third Hospital, China

Liang Wang, Fourth Military Medical University, China

*Correspondence: 

Yanhui Liu
 liuyh@scu.edu.cn


†These authors have contributed equally to this work


Specialty section: 
 This article was submitted to Cancer Immunity and Immunotherapy, a section of the journal Frontiers in Immunology


Received: 17 August 2022

Accepted: 20 January 2023

Published: 13 February 2023

Citation:
Li J, Zhang S, Chen S, Yuan Y, Zuo M, Li T, Wang Z and Liu Y (2023) Lipid metabolism-related gene signature predicts prognosis and depicts tumor microenvironment immune landscape in gliomas. Front. Immunol. 14:1021678. doi: 10.3389/fimmu.2023.1021678




Background

Glioma is the most common primary brain tumor in adults and accounts for more than 70% of brain malignancies. Lipids are crucial components of biological membranes and other structures in cells. Accumulating evidence has supported the role of lipid metabolism in reshaping the tumor immune microenvironment (TME). However, the relationship between the immune TME of glioma and lipid metabolism remain poorly described.



Materials and methods

The RNA-seq data and clinicopathological information of primary glioma patients were downloaded from The Cancer Genome Atlas (TCGA) and Chinese Glioma Genome Atlas (CGGA). An independent RNA-seq dataset from the West China Hospital (WCH) also included in the study. Univariate Cox regression and LASSO Cox regression model was first to determine the prognostic gene signature from lipid metabolism-related genes (LMRGs). Then a risk score named LMRGs-related risk score (LRS) was established and patients were stratified into high and low risk groups according to LRS. The prognostic value of the LRS was further demonstrated by construction of a glioma risk nomogram. ESTIMATE and CIBERSORTx were used to depicted the TME immune landscape. Tumor Immune Dysfunction and Exclusion (TIDE) was utilized to predict the therapeutic response of immune checkpoint blockades (ICB) among glioma patients.



Results

A total of 144 LMRGs were differentially expressed between gliomas and brain tissue. Finally, 11 prognostic LMRGs were included in the construction of LRS. The LRS was demonstrated to be an independent prognostic predictor for glioma patients, and a nomogram consisting of the LRS, IDH mutational status, WHO grade, and radiotherapy showed a C-index of 0.852. LRS values were significantly associated with stromal score, immune score, and ESTIMATE score. CIBERSORTx indicated remarkable differences in the abundance of TME immune cells between patients with high and low LRS risk levels. Based on the results of TIDE algorithm, we speculated that the high-risk group had a greater chance of benefiting from immunotherapy.



Conclusion

The risk model based upon LMRGs could effectively predict prognosis in patients with glioma. Risk score also divided glioma patients into different groups with distinct TME immune characteristics. Immunotherapy is potentially beneficial to glioma patients with certain lipid metabolism profiles.
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Introduction

Glioma is the most common primary brain tumor in adults and accounts for more than 70% of brain malignancies (1). According to the latest 2021 World Health Organization (WHO) Classification of tumors of the central nervous system, gliomas are classified into 4 grades (1–4) and their diagnoses rely more on unique molecular biomarkers since which was first introduced in 2016 (2, 3). The grade 4 glioblastoma (GBM) represents the most lethal and malignant glioma with an incidence about 3.2 per 100000 population (4). GBMs are notorious for resistance to therapy. Despite surgical intervention and combined radio-chemotherapy, the median overall survival (OS) of patients with GBM is usually less than 2 years (5). Molecular therapies targeting oncogenic pathways or immune checkpoints in gliomas have been extensively studied, but very few concrete advances have been made to significantly improve patient outcome (6, 7).

Lipids, including phospholipids, fatty acids, triglycerides, sphingolipids, cholesterol, and cholesteryl esters, are crucial components of biological membranes and other structures in cells (8). Moreover, lipids are used in energy storge and metabolism and play important roles in cellular signaling pathway. Lipid metabolism dysregulation is among the most prominent metabolic alterations in cancer development (9). For example, tumor cells can increase lipogenesis, fatty acid (FA) uptake, and FA oxidation for energy production and lipid accumulation (10). Emerging evidence also indicates that cancer stem cells undergo lipid metabolism reprogramming, which helps maintain the properties of cancer stem cells (11, 12). Meanwhile, targeting the lipid metabolism regulating pathway has been regarded as a novel anti-cancer strategy (8).

Metabolism reprogramming occurs not only in cancer cell initiation and progression, but also in immune cells from tumor microenvironment (TME) (13, 14). Accumulating evidence has supported the role of lipid metabolism in shaping the TME. Recent studies revealed that lipid metabolism influences T cell differentiation, survival, and effector functions (15). Su et al. found accumulations of lipids in tumor-associated macrophages (TAMs) was crucial for their differentiation and function in tumor progression (16). Lipid metabolites also help modify the TME and affect the recruitment and of tumor-related immune cells (17). Kobayashi et al. reported that increasing lipid metabolism impaired the function of natural killer (NK) cells (18). Dysregulation of lipid metabolism in TME also influences the tumor-related immune response, which in most cases is presented as immunosuppressive effects (19). Nevertheless, the relationships between glioma and lipid metabolism remain largely unexplored.

With the rapid improvement of multiomic databases and tools that extract TME composition from bulk tumor transcriptomic data, we are now able to explore how dysregulation of lipid metabolism pathways associate with glioma progression and TME immune characteristics. In the current study, based on RNA-sequencing, we conducted a comprehensive and rigorous bioinformatic analysis to elucidate the prognostic ability of lipid metabolism-related genes (LMRGs) in patients with glioma, and disclosed its association with TME immune landscape.



Materials and methods


Data sources

The RNA-sequencing fragment per kilobase million (FPKM) transcriptome data and corresponding clinicopathological information of primary glioma patients were downloaded from The cancer Genome Atlas (TCGA, https://www.cancer.gov/) (20) and Chinese Glioma Genome Atlas (CGGA, http://www.cgga.org.cn/) (21), respectively. Recurrent gliomas and patients with incomplete survival data were excluding from the current research. A total of 666 patients from TCGA and 229 patients from CGGA were included in current study.

Another cohort from West China Hospital (WCH) which contains 78 patients with glioma were also included in the current research. ​After initial treatment of surgery, the patients were followed up every 3-6 months for evaluating prognosis. Overall survival (OS) was defined as the duration from the date of operation to death or the end of the observation period. The clinicopathological information of cohorts was list in Table 1.


Table 1 | Clinicopathological characteristics of glioma patients in TCGA, CCGA, and WCH cohort.





RNA extraction, sequencing, and differential analysis

Frozen glioma and adjacent brain tissue samples from West China Hospital were homogenized, and total RNA was isolated using Trizol reagent (Invitrogen, USA). After checking RNA quality, 2 μg RNA per sample was used as input material for the RNA sample preparations. mRNA was purified from total RNA by using poly-T oligo-attached magnetic beads. PCR products were purified (AMPure XP system). The mRNA was reverse-transcribed into a cDNA library and was sequenced on Illumina Novaseq S6000 platform to generate 150 bp paired-end reads. Clean reads were mapped to the hg19 genome and counted using STAR (2.6.0c). Differential expression analysis was conducted using R package limma. Genes with adjusted p value below 0.05 were defined as DEGs.



Screening of lipid metabolism-related genes

The LMRGs were obtained from the Molecular Signature Database (MsigDB, v7.5.1, https://www.gsea-msigdb.org/) (22), including the following pathways: glycerophospholipid metabolism, adipocytokine signing pathway, PPAR signaling pathway, glycerolipid metabolism, regulation of lipolysis in adipocytes, fatty acid metabolism, arachidonic acid metabolism, sphingolipid metabolism, cholesterol metabolism, fatty acid degradation, ether lipid metabolism, steroid hormone biosynthesis, fatty acid elongation, fat digestion and absorption, biosynthesis of unsaturated fatty acids, steroid biosynthesis, linoleic acid metabolism, alpha-linolenic acid metabolism, primary bile acid biosynthesis (Table S1). The LMRGs were further filtered by intersecting with DEGs between glioma and brain tissue samples in the TCGA dataset.



Prognostic lipid metabolism-related risk score construction and validation

An LMRGs-related risk score (LRS) was performed to establish a prognostic assessment method based on the expression of LMRGs. First, glioma patients from TCGA were randomly divided into a training group and a validation set with a ratio of 6:4. In the training group, the screened LMRGs were included in the univariate Cox regression to preliminarily filter for prognostic genes. Then least absolute shrinkage and selection operator (LASSO) Cox regression model was further used to select the strongest prognostic signature through minimizing the risk of over-fitting using “glmnet” R package. One hundred LASSO Cox-regression models were generated using different random number seeds. LMRGs with non-zero coefficients in over 50 models were selected to build a final Cox regression model. Finally, the LRS was calculated with the following algorithm:

	

In the formula, Exp and β represent the expression level and coefficient of each prognostic LMRG in the final Cox regression model, respectively. The “survminer” R package was utilized to determine an optimal cutoff value to divide the specific cohort into two risk group. Based on the optimal cutoff value of LRS, glioma patients were divided into low-risk group (LRS value <optimal cutoff value) and high-risk group (LRS value ≥optimal cutoff value).

Next, the prognostic ability of LRS was verified in training group and validation group respectively, and patients from CGGA and WCH were used as external group for further validation. In each cohort, the patients were divided into two risk group using the surv_cutpoint function from the survminer package. The function set an optimal cutoff of LRS between its 10% and 90% percentile by maximizing the log-rank statistics. Patients with LRS below the cutoffs were stratified into LRS low risk groups, while those with LRS above the cutoffs were stratified into the LRS high risk groups. Time-dependent receiver operating characteristic (ROC) curves of the LRS were constructed at 1, 2, and 3 years.



Construction and validation of nomogram for predicting prognosis

To understand the prognostic value of LRS in the context of other clinical and pathological factors. We conducted univariate and multivariate Cox regression analysis to screen for independent risk factors among a panel of variables including the LRS, age, sex, WHO grade, Karnofsky Performance Scale (KPS), IDH mutational status, 1p/19q codeletion status, chemotherapy, and radiotherapy. Variables with a p value <0.1 were included in multivariate Cox regression for further analysis, and variables with a p value <0.05 in multivariate Cox regression analysis were deemed as independent risk factors and were used to constitute the prognostic nomogram using the “rms” R package. Performance of the nomogram was assessed by calibration curve. Nomogram were built and evaluated in the TCGA, CGGA, and WCH cohort respectively.



Functional analysis of DEGs between LRS high and low risk groups

Differentially expressed genes between LRS high- and low-risk groups with adjusted p value below 0.05, and log (Fold Change) greater than 0.5 or below -0.5 were defined as LRS-associated DEGs. Functional over-representation and Gene-Set Enrichment Analysis of DEGs between the LRS high- and low-risk groups were performed and visualized by using the “clusterProfiler” R package. Gene set variation analysis (GSVA) were conducted using the “GSVA” R package. Differentially expression of gene sets was conducted using R package limma. The KEGG, Gene ontology (GO), and HALLMARK gene sets curated in the msigdbr package were used as the gene set database for the functional analysis.



Genetic alterations in LMRGs

Genetic alterations including deletion, amplification, and mutations of gliomas in the TCGA cohort were downloaded from cbioportal (https://www.cbioportal.org). We used the Genomic Identification of Significant Targets in Cancer (GISTIC) score data from the cbioportal to represent copy number variations. The mutational landscape of LRS low- and high-risk groups were presented using “maftools” R package.



Immune-related analysis based on LRG signatures

Estimation of Stromal and Immune cells in Malignant Tumor tissues using Expression data (ESTIMATE, https://bioinformatics.mdanderson.org/) is a tool for predicting tumor purity and the presence of infiltrating stromal/immune cells based on gene expression data (23). Three scores included stromal score (presence of stroma in tumor tissue), immune score (infiltration of immune cells in tumor tissue), and ESTIMATE score (related to tumor purity) were generated through the algorithm. The tumor purity data were computed as described by D.Aran et al. with the formula (23): Tumour purity=cosine(0.6049872018 + 0.0001467884 × ESTIMATE score).

CIBERSORTx (https://cibersortx.stanford.edu/) provide an estimation of the abundances of member cell types in a mixed cell population by using gene expression data (24). Furthermore, correlations between risk groups and expression of immune check points (ICP) were analyzed.



Therapeutic response prediction

Tumor Immune Dysfunction and Exclusion (TIDE, http://tide.dfci.harvard.edu/) was utilized to predict the immune checkpoint blockade (ICB) response in treating gliomas based on the functional status of cytotoxic T lymphocytes (25). In addition, TMZ sensitivity in treating glioma patients was assessed using “pRRophetic” R package (26).



Statistical analysis

R software (version 3.6.1) and the above-mentioned package were used to handle the RNA-sequencing relevant data. K-M analysis was conducted to evaluate prognosis of specific glioma groups using log-rank test. A two-sided p<0.05 was regarded as statistically significant and * indicated p<0.05, whereas ** p<0.01, *** p<0.001, **** p<0.0001 in the current study.



Ethics statement

This study was approved by the Ethical Committee of Sichuan University and conducted according to the principles expressed in the Declaration of Helsinki (Ethic number: 2018.569). All patients and their authorized trustees were informed before surgery and signed their informed consent to using their clinical data for research purposes.




Results


LMRGs determination in gliomas

The workflow of the current study was illustrated in Figure 1. A total of 471 LMRGs were downloaded from the MSigDB (Table S2). We then identified 6849 DEGs between glioma and normal brain samples according to the cutoff of false discovery rate (FDR) <0.05 (Figure 2A; Table S3), including 3494 upregulated genes and 3355 downregulated genes. Among these DEGs, a total of 144 LMRGs were in overlap with genes curated in the lipid metabolism related gene sets in the MSigDB (Figure 2B).




Figure 1 | Flow chart of the current study. LASSO, least absolute shrinkage and selection operator; ROC, receiver-operator characteristics; IDH, isocitrate dehydrogenase; TERT, telomerase reverse transcription; MGMT, O6-methylguanine-DNA methyltransferase; ATRX, alpha thalassemia/mental retardation syndrome X-Linked protein/gene; CNV, copy-number variation; CAFs, cancer-associated fibroblasts; MDSCs, myeloid-derived suppressor cells; TAMs, tumor-associated macrophages; TMZ, temozolomide.






Figure 2 | Screening of prognostic LMRGs. (A), DEGs between gliomas and normal brains in TCGA cohort; (B) Venn diagram for screening common genes in DEGs and LMRGs; (C) LASSO Cox regression for screening reliable prognostic LMRGs; (D) Forest plot of 11 prognostic LMRGs; (E) Expression levels of 11 prognostic LMRGs in tumor tissues and normal brains. LMRG, lipid metabolism-related gene; DEG, different expression gene; LASSO, least absolute shrinkage and selection operator. * indicated p<0.05, whereas ** p<0.01, *** p<0.001 in the current study.





Development and validation of the prognostic lipid metabolism risk score

After randomly splitting the TCGA cohort into training and validation set at a ratio of 6:4, we conducted univariate Cox regression analysis using the 144 LMRGs. In the training set, we found 96 candidate LMRGs were significantly associated with patient survival. Next, these candidate genes were filtered using repeated LASSO regression. A total of 11 LMRGs (Figure 2C) were selected to build the lipid metabolism-related risk score (LRS). Among the 11 prognostic LMRGs, 5 of them predicted better prognosis while the other 6 predicted worse prognosis (Figure 2D). Expression levels of the 11 prognostic LMRGs in tumor tissues and normal brains were shown in Figure 2E.

The LRS of glioma patients were calculated as follows: LRS= 0.250*GNAI3+0.116*ACACB+0.107*ADCY3+0.084*GLB1+0.038*G6PC3+0.022*PAFAH2-0.001*NEU4-0.010*LCAT-0.019*HADHA-0.051*SGPL1-0.150*ACADSB. Consistently, the protein expression of GNAI3 was higher in the more aggressive high-grade gliomas in the Human Protein Atlas immunohistology study (Figure S1A), while that of ACADSB exhibited a reverse trend (Figure S1B). Based on the optimal cutoff of LRS, the TCGA-training group was divided into high-risk group and low-risk group (range -2.058-4.738, optimal cutoff 0.947, Figure S1C). Otherwise, CGGA (range 2.938-19.828, optimal cutoff 8.352, Figure S1D) and WCH (range -0.078-1.244, optimal cutoff 0.553, Figure S1E) cohorts were divided into two risk groups based on the same algorithm. In the TCGA cohort, the LRS risk stratification showed profound prognostic value in both the training group and validation group (Figures 3A, B). The prognostic capability of LRS was also evaluated in CGGA (Figure 3C) and WCH (Figure 3D) cohort. Then univariate (Figure 3E) and multivariate (Figure 3F) Cox regression analysis was conducted to further demonstrated that LRS was an independent prognostic predictor (HR 1.44, 95%CI 1.11-1.88, p=0.025) among other clinical and pathological factors in the TCGA cohort. In TCGA validation group (Figure 4A), the AUC of 1-, 2-, 3-year survival ROCs were 0.849, 0.908, 0.901 respectively. The AUCs of 1-, 2-, 3-year survival were 0.764, 0.847, 0.889 in the CGGA cohort (Figure 4B), while in the WCH cohort (Figure 4C), they were 0.761, 0.708, 0.662, which indicated LRS was a robust and strong prognostic predictor. In TCGA validation group, when compared with other clinicopathological variables, we found 3-year survival ROC curve of LRS possessed maximum AUC (Figure 4D), which was consistent in CGGA (Figure S2A). In WCH, the AUC of the LRS was 0.688, which was smaller than IDH mutation and 1p19q codeletion (0.747 and 0.709, Figure S2B).




Figure 3 | Prognostic value of LRS. (A-D), K-M curves for assessing LRS in TCGA-training group, TCGA-validation group, CGGA, WCH cohort respectively; (E), Univariate Cox regression of clinical variables in entire TCGA cohort; (F), Multivariate Cox regression of clinical variables with a p value <0.1 in univariate Cox regression in entire TCGA. LRS, lipid metabolism risk score; K-M, Kaplan-Mier; TCGA, The cancer Genome Atlas; CGGA, Chinese Glioma Genome Atlas; WCH, West China Hospital.






Figure 4 | Prognostic predictive performance of LRS and nomogram construction. (A–C), ROC curves for predicting 1-, 2-, 3-year overall survival in TCGA-validation group, CGGA, and WCH cohort; (D), overall survival prediction based on clinicopathological variables in TCGA-validation cohort. (E), Nomogram construction based on independent prognostic clinical variables; (F–H), Calibration curve for assessing the performance of nomogram in entire TCGA, CGGA, and WCH cohort respectively. LRS, lipid metabolism risk score; ROC, receiver operator characteristic.





Nomogram construction for predicting prognosis of glioma patients

In the multivariate Cox analysis combining the LRS and clinicopathological factors, LRS, along with WHO grade, IDH mutation status, and radiotherapy were found to be independent prognostic factors. To find out if the LRS and these variables could be integrated to accurately predict the survival risks of glioma patients, a nomogram was established to predict 1-, 2-, and 3- years survival rates in the TCGA, CGGA, and WCH cohort (Figures 4E, S2C, D). Compared with LRS alone, the multivariate nomogram showed superiority in predicting prognosis (C-index 0.835 vs. 0.852 in TCGA; 0.774 vs. 0.788 in CGGA), but in the WCH cohort, the C-index of the multivariate model was 0.710 and 0.717 for LRS alone. The 1-, 2-, 3-year calibration curves for nomograms demonstrated the accuracy of the multivariate nomograms in predicting the survival time of patients in three cohorts (Figures 4F–H).



Associations between LRS and the clinical, pathological, and molecular characteristics of gliomas

To understand if high or low LRS was connected to certain clinical, pathological, and molecular features of the gliomas, we investigated the association between the LRS and available data in the TCGA cohort. First, we analyzed the correlations between LRS and clinicopathological parameters (Figure 5A). The results implied that LRS was significantly related to WHO grade, IDH mutation status, ATRX mutation status, MGMT promoter methylated status, TERT promoter mutation status, 1p19q codeletion status, and histology, but not sex (Figures 5B–I).




Figure 5 | Relationship between LRS and clinicopathological variables. (A), waterfall plot depicted relationship between LRS, 11prgnostic LMRGs and clinicopathological variables; Relationship between LRS and clinicopathological variables including gender (B), WHO grade (C), IDH mutation status (D), ATRX mutation status (E), MGMT promoter status (F), TERT promoter status (G), 1p19q codeletion status (H), and histology (I). LRS, lipid metabolism risk score; LMRG, lipid metabolism-related gene. ns, non-significant. *** p<0.001, **** p<0.0001 in the current study.



Next, we evaluated the relationship between LRS and the genetic aberrations of gliomas. We found that the 11 prognostic LMRGs had low frequency of genetic alterations compared with the common alterations in gliomas (n=644) like IDH-1 mutation, TP53 mutation, and EGFR alterations (Figure 6A). By comparing the top 20 genes with highest frequency of somatic mutations in low- (n=441) and high-risk (n=203) group, we found that higher frequency of IDH, ATRX, and CIC mutations in gliomas with low LRS risk (Figure 6B), while mutations of EGFR, PTEN, and NF1 were more frequent in the high-risk group (Figure 6C). Results of CNV analysis showed amplification of chromosome 7 and loss of chromosome 10 in the high-risk group, while loss of chromosome 1p and 19q were common in the low-risk group (Figure 6D).




Figure 6 | Genetic alterations of prognostic LMRGs in gliomas. (A), somatic mutations of 11 prognostic LMRGs; Top 20 genes with highest degree of mutations in low-risk group (B) and high-risk group (C); (D) CNV analysis of low- and high-risk group. LMRG, lipid metabolism-related gene; CNV, copy number variation.





Functional enrichment analysis according to risk groups

To further explore the biological differences between LRS high-risk and low-risk groups, we investigated the functional annotation of differentially expressed genes (DEGs). The top 10 KEGG pathways and Hallmark pathways were shown in Figures 7A, B. In KEGG pathways, DEGs were significantly associated with focal adhesion, immune-related pathways like antigen processing and presentation, allograft rejection. While in Hallmark gene sets, DEGs were enriched in EMT, KRAS signaling, G2/M checkpoint, Hypoxia, and interferon-related pathways, which were more tightly related to oncogenesis.




Figure 7 | Functional enrichment analysis of DEGs from low- and high-risk groups. Top 10 over-represented KEGG pathways (A) and Hallmark pathways (B); (C), Association between LRS and expression of Hallmark gene sets based on GSVA; Top 5 KEGG (D) and Hallmark gene sets (E) with highest normalized enrichment score based on GSEA.



GSVA was conducted to present the pathway functional status differences between two groups. In the Hallmark gene sets (Figure 7C), the results indicated that relevant pathways with high expression level in the high-risk group were IL6-JAK-STAT3 signaling, allograft rejection, interferon gamma response, interferon alpha response, TNFα signaling, coagulation, complement, apoptosis, hypoxia, angiogenesis, epithelial-mesenchymal transition (EMT), which were mainly involved in immune and inflammatory response and tumor progression. GSVA based on KEGG pathway gene sets suggests activation of anabolic pathways including DNA replication, mismatch repair, and amino/nucleotide sugar metabolism in the high-risk group (Figure S3A).

GSEA was also performed in the DEGs between the low- and high-risk groups to explore the cancer-related KEGG pathway and cancer Hallmarks based on LRS. The top 5 KEGG pathways and Hallmark pathways were list in Figures 7D, E. Among the KEGG pathway, the DEGs were significantly enriched in cell cycle and focal adhesion in the cancer Hallmark gene sets, they showed remarkable enrichment in the G2/M checkpoint and EMT hallmarks.

In addition, GO enrichment analysis indicated that DEGs enriched in neurogenesis, cell-cell signaling, biological adhesion, neuron differentiation in GO biological pathways (GO-BP, Figure S3B), signaling receptor binding, protein containing complex binding, calcium ion binding, passive transmembrane transporter activity in GO molecular function (GO-MF, Figure S3C), and synapse, intrinsic component of plasma membrane, neuron projection, plasma membrane region, cell surface in GO cellular compartment (GO-CC, Figure S3D).



Impact of LRS on immune TME landscape

To explore the relationship between LRS and TME immune landscape, ESTIMATE and CIBERSORTx algorithm that based on gene expression data were firstly applied. The results of ESTIMATE in three cohorts consistently indicated that LRS values were significantly correlated with stromal score, immune score, and ESTIMATE score, which meant high-risk group had higher stromal score, immune score, and ESTIMATE score (Figures 8A, C, E). Meantime, the results revealed that tumor purity of high-risk group was significantly lower than low-risk group (Figures 8B, D, F). Together, these results suggest higher infiltration of non-tumor stromal and immune cells in the LRS high-risk gliomas.




Figure 8 | Impact of LRS on TME immune landscape. ESTIMATE (A–F) and CIBERSORTx (G) algorithm for evaluating TME immune characteristics of glioma; (H), Expression level of ICPs in low- and high-risk groups in TCGA cohort. ** p<0.01, *** p<0.001, **** p<0.0001 in the current study.



Analysis from CIBERSORTx indicated that high-risk group had higher proportions of CD8 T cells, resting memory CD4 T cells, T follicular helper cells, regulatory T cells (Tregs), resting NK cells, all kinds of macrophages (M0, M1, M2), resting mast cells, and neutrophils. While low-risk group had higher proportions of plasma cells, naïve CD4 cells, activated memory CD4 cells, activated NK cells, monocytes, activated mast cells, and eosinophils (Figure 8G). Correlation analysis between the predicted immune cells fractions and expression of prognostic LMRGs revealed prominent correlations of M2 and plasma cells with the expression of GNAI3, GLB1, and ACADSB. (Figure S4A).

Representative immune checkpoint molecules including PD-1 (CD279), PD-L1 (CD274), CTLA-4 (CD276) were also investigated for association with LRS in entire TCGA cohort. The results of pairwise correlation relationship between the expression of ICPs and LRS were highly correlated (Figure 8H). Elevated LRS was significantly related to higher ICP expression levels in the vast majority of ICPs. Similar results were replicated in CGGA and WCH cohort (Figures S4B, C).

The above results indicated that compared with low-risk group, high-risk group a more immunosuppressive and complicated TME.



Therapeutic response prediction based on LMRG risk group

Based on the results of the TIDE algorithm, we found that compared with the low-risk group, the high-risk group possessed a larger proportion of glioma patients who were potentially more sensitive to ICBs in TCGA (Figure 9A) and CGGA (Figure 9B) cohorts. Same results emerged in WCH cohort (Figure 9C), but there existed no significant difference between the two risk groups.




Figure 9 | Therapeutic response prediction based on LMRG risk group. (A–C), TIDE algorithm for predicting therapeutic response of ICB for glioma patients in three cohorts; (D–F), pRRophetic for evaluating the sensitivity of TMZ for glioma treatment in three cohorts; (G). K-M curves for evaluating prognosis patients in LRS low- and high-risk groups receiving radiotherapy with or without TMZ. LMRG, lipid metabolism-related gene; TIDE, Tumor Immune Dysfunction and Exclusion; ICB, immune checkpoint blocker; K-M, Kaplan-Mier; TMZ, temozolomide. ns, non-significant. *** p<0.001, **** p<0.0001 in the current study.



The second-generation alkylating agent temozolomide (TMZ) is the first-line chemotherapeutic drug for glioma patients, which has shown good performance in prolonging OS and delaying disease progression (27). pRRophetic was implemented to assess the sensitivity of TMZ for glioma treatment based on different risk groups. The results indicated that glioma patients in low-risk group was more sensitive to the treatment of TMZ in all 3 cohorts (Figures 9D–F). In retrospective Kaplan-Meier analysis of patients in the TCGA cohort who have received radiotherapy, the LRS low-risk gliomas had significantly better outcome compared to the LRS high-risk gliomas. However, the survival benefit from TMZ was significant in patients with LRS high-risk gliomas but not LRS low-risk gliomas (Figure 9G).




Discussion

Transcriptome is a useful and practical tool in researching metabolism-related issues in spite of the difficulty in measuring and investigating them in a direct way. In the current study, by utilizing RNA-seq data from clinical specimens, we introduced an innovative lipid metabolism-related gene signatures in gliomas and elucidated their function in prognosis prediction and the association with TME immune characteristics. Taking advantage of a huge amount of bioinformation, we successfully depicted the prognostic and immune landscape in glioma patients based on LMRGs. These reflected that lipid metabolism reprograming in gliomas not only affect disease progression, but also participated in the remolding of TME immune populations.

A large amount of preclinical and clinical evidence over the years indicated that hyperactive lipid metabolism not only feed malignant cancer cells with abundant material and energy supply, but also participate in a crosstalk with oncogenic signaling pathways (28). In gliomas, lipid metabolism reprogramming plays important roles in tumorigenesis, progression, and drug-resistance (29, 30). As shown in the LRS formula, the expression of GNAI3, ACACB, ADCY3, and ACADSB emerged as the most important LMRGs that contribute to the risk signature of gliomas patients. Meanwhile, the LRS risk level were found to be associated with differential epithelial/mesenchymal cellular state in the functional enrichment analysis. These results led us to hypothesize on a model in which reprogrammed lipid metabolism supply a large amount of free fatty acids (FFA), acyl-CoA, acetyl-CoA, and other downstream products to promote malignant behaviors of tumor cells in the high-LRS gliomas (Figure S5). Consistent with this hypothesis, Shakya et al. observed elevated level of polyunsaturated fatty acids in the glioma stem cells compared to the non-stem cells, which coincided with reduced lipid droplet accumulation and neutral lipids (31). Additionally, our GSVA and TMZ sensitivity prediction results also suggest that the lipid metabolic shift with increasing LRS may contribute to the progression and drug-resistance of gliomas by promoting synthesis, saturation and plasticity of cell membrane, as well as histone acetylation of the cancer genome (32, 33). Indeed, the Kaplan-Meier analysis here found that under adjuvant radiotherapy plus TMZ, the LRS low-risk gliomas had significantly better outcome than those in the LRS high-risk group. However, when comparing patients receiving adjuvant radiotherapy with or without TMZ, no significant difference was observed in LRS low-risk group. This could be attributed to retrospective nature of the analysis where baseline risk differences may exist between patients receiving adjuvant TMZ or not for less aggressive gliomas, for example, comorbidity status and extent of resection. Therefore, prospective randomized trials are need to elucidate the confusion.

The impact of reprogrammed lipid metabolism is not restricted to cancer cells, but also implies changes in other cell types in TME (34). Specifically, accumulation of FFA in the TME could provide survival advantage to cells that favor fatty acids as energy source (19). Besides, growing evidence has shown that lipid metabolism causes transient generation or accumulation of toxic metabolites which leads to endoplasmic reticulum stress and then regulate the epigenetic modification of immune checkpoints (35). Lipid metabolism can also influence exosome transportation of checkpoints and the degradation of checkpoints (35). In addition, immune cells in TME like B cells (36), macrophages (37), infiltrating T cells (38), and NK cells (39) are all undergo the above-mentioned regulation caused by lipid metabolism, which is beneficial for tumor cells escaping immunological surveillance. Cancer-associated fibroblasts also involve in lipid secretion for cancer cell catabolism and lipid signaling (40). The associations between the tumor immune and lipid metabolism have been extensively studied in many cancers, including lung adenocarcinoma (41), colorectal carcinoma (42), hepatocellular carcinoma (43), etc. However, different to previously identified LMRGs in other cancers, the functional implications of gliomas LMRGs in the FFA metabolism suggest that the FFA enriched TME could be the potential primary culprit for the immunosuppressive TME of gliomas (Supplementary Figure 5).

In the current study, we found the representative ICP genes expression PD-1, PD-L1, CTLA-4 were different in specific LMRG risk group and the difference was significantly related to prognosis. For various tumor types, the PD-1/PD-L1 axis is the major speed-limiting step of the anti-cancer immune response (44). In most cases, tumors with high expression of PD-1 or PD-L1 have poor prognosis, but part of them are sensitive to ICI inhibitor, the representative example is triple negative breast cancer (45). Upregulation of ICP gene expression could attenuate the activity of immune cells, allowing cancer cells to escape immunosurveillance and improve their ability in surviving and metastasis (46). The treatments of anti-PD-1/PD-L1 therapy target gliomas have started in recent years, which most focus in GBM (47). Although there are many ongoing clinical trials exploring the efficacy of PD-1/PD-L1 blockades like pembrolizumab and nivolumab in primary or recurrent GBM, breakthroughs have not been achieved in improving prognosis due to the relatively immunosuppressive TME in central nervous system (6). Consequently, screening and targeting specific TME immunological patterns of GBMs or other malignant gliomas that are sensitive to immunotherapies is crucial in future research. Although, we have enough glioma samples and classify them into different subgroups with specific TME immune characteristics based on lipid metabolism-related genes enrichment, most of these patients in TCGA and CGGA have not received immunotherapy and we cannot make further analysis about drug susceptibility of these blockers. However, considering the immunosuppressive features of aberrant lipid metabolism, it might become therapeutic target in various tumors, especially in the organs which have high metabolic rate of lipid. Cutting off lipid supplies and blocking downstream lipid metabolism are the most practical ways. For example, the combined treatment of low toxic AMP-activated protein kinase (AMPK) activator and fatty acid synthase inhibitor synergistically impeded ovarian cancer peritoneal metastases (48).

There are still some limitations in our study. First, part of patients was excluded from the research due to incomplete clinic data, which might lead to selection bias. Second, due to the small number of patients with recurrent glioma from TCGA and CGGA, we only included primary gliomas in the research. This might weak the reliability of current conclusion. Third, because ICIs have not applied on a large scale in glioma patients, there lacks the relevant data about immunotherapy, so we can’t make analysis to accurately predict its therapeutic effects and responses on glioma patients. Fourth, it is not clear whether lipid metabolism or LMRGs are the core driver of remodeling TME, and experimental validation is needed to address this issue based on reasonable design.



Conclusion

In the current study, we found that the risk model based upon expression program of lipid metabolism-related genes could effectively predict prognosis in patients with glioma. A lipid-metabolism risk score based on the model could divide glioma patients into different groups with distinct clinical, pathological, and TME immune characteristics. Our results indicate that immunotherapy could be beneficial to certain glioma patients with specific lipid metabolism profile.
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Supplementary Figure 3 | (A), GSVA in low- and high-risk groups based on KEGG pathway. (B-D), GO enrichment analysis. Abbreviation: GSVA, gene set variation analysis; KEGG, Kyoto Encyclopedia of Genes and Genomes; GO, gene ontology; BP, biological process; MF, molecular function; CC, cellular component.

Supplementary Figure 4 | (A), LMRGs affected TME immune cells population; (B, C), Expression level of ICPs in low- and high-risk groups in CGGA and WCH cohorts. LMRG, lipid metabolism-related gene; TME, tumor microenvironment; ICP, immune checkpoint CGGA, Chinese Glioma Genome Atlas; WCH, West China Hospital.

Supplementary Figure 5 | Hypothetical mechanism models for the functional implications of LRS. The elevated G-couple protein GNAI3 induces production of cAMP by Adenylate Cyclase 3 (ADCY3), which promotes degradation of triglycerides (TG) and diglycerides (DG) release of free fatty acids (FFA) from lipid droplets (LD). The FFA were converted to acyl-CoA, acetyl-CoA, and other downstream products to facilitate malignant behaviors of high LRS gliomas, or enter the tumor-microenvironment (TME) to convey an immunosuppressive niche.
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Exosomes are progressively being detected as an indicator for the diagnosis and prognosis of cancer in clinical settings. Many clinical trials have confirmed the impact of exosomes on tumor growth, particularly in anti-tumor immunity and immunosuppression of exosomes. Therefore, we developed a risk score based on genes found in glioblastoma-derived exosomes. In this study, we used the TCGA dataset as the training queue and GSE13041, GSE43378, GSE4412, and CGGA datasets as the external validation queue. Based on machine algorithms and bioinformatics methods, an exosome-generalized risk score was established. We found that the risk score could independently predict the prognosis of patients with glioma, and there were significant differences in the outcomes of patients in the high- and low-risk groups. Univariate and multivariate analyses showed that risk score is a valid predictive biomarker for gliomas. Two immunotherapy datasets, IMvigor210 and GSE78220, were obtained from previous studies. A high-risk score showed a significant association with multiple immunomodulators that could act on cancer immune evasion. The exosome-related risk score could predict the effectiveness of anti-PD-1 immunotherapy. Moreover, we compared the sensitivity of patients with high- and low-risk scores to various anti-cancer drugs and found that patients with high-risk scores had better responses to a variety of anti-cancer drugs. The risk-scoring model established in this study provides a useful tool to predict the total survival time of patients with glioma and guide immunotherapy.
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Introduction

Exosomes are disk-shaped vesicles with a diameter of 30-150 nm, containing complex RNA and a variety of proteins, recognized as important regulators in the early stages of cancer genesis and progression, according to mounting data (1). Research on the anti-tumor immunity of exosomes can be traced back to the exploration of exosomes by Zitvogel et al (2).at the end of the 20th century. A large number of clinical trials have verified the impact of exosomes on tumor growth, particularly in anti-tumor immunity and immune function inhibition. Exosomes carrying tumor antigens can use dendritic cells to improve anti-tumor immunity because such exosomes can present MHC antigen peptide complexes to dendritic cells. Tumor cell-derived exosomes express FasL, which increases the rate of apoptosis and inhibits the differentiation of dendritic cells (3).

Glioblastoma (GBM) is a tumor derived from the neuroepithelium. Statistics show that gliomas account for more than 30% of primary brain tumors and are more common among intracranial malignant tumors (4). Gliomas can also be classified as glioblastoma multiforme, astrocytoma, and medulloblastoma (5). Infiltrative growth is the main feature of gliomas. Gliomas invade multiple brain lobes and destroy brain tissues during their growth. In general, traditional tumor treatment methods are ineffective in treating patients with GBM. The median overall survival (OS) of patients with GBM after chemoradiotherapy was 14.4 months. In the treatment of numerous malignancies, immune checkpoint inhibitors like PD-1/L1 and CTLA-4 have displayed astounding clinical efficacy (6). A small percentage of glioma patients, however, respond well to the current checkpoint treatment. It is consequently critical to creating more effective immunotherapies for gliomas.

The immune system is the most important line of defense of the body against tumor attacks. Tumor cells perform tumor immune escape by abnormally expressing related miRNAs (7). Exosomes play a bridging role in the process of information transmission, induce apoptosis of natural killer cells, inhibit the differentiation of dendritic cells, and promote immune escape. miR-130b and miR-32 in exosomes can stimulate the potential of the body’s autoimmune system, regulate phosphatase (PTEN) deletion on human chromosome 10, improve the transformation speed of M2 macrophages by PI3K/Akt signal transduction, and create a shortcut for glioma growth and migration (8).Several clinical trials have confirmed that hypoxic glioma-derived exosomes can promote glioma proliferation and migration (9). It uses miR-1246 to target the telomere repeat binding factor 2 binding protein (terf2ip), successfully activating the signal transducer and activator of transcription 3 (STAT3) signaling pathway and simultaneously inhibiting the nuclear transcription factor kappa B (NF-κB) signaling pathway (10). During the formation and growth of glioma, miR-21 in glioma-derived exosomes can directly downregulate targets such as BTG 2, PDCD 4 and NFAT5, thereby expanding the infiltration range and increasing the proliferation rate of microglia, the innate immune cells of the nervous system (11). Considering this, exosomes may represent a feasible target to alter the glioma patient’s tumor-associated immune milieu and make them more susceptible to immunotherapy.

In this study, we used the NMF clustering method to divide 273 exosome key genes into two groups and built a risk score using the genes screened by LASSO. We evaluated the relationship between the risk score and cellular components or cellular immune responses and compared the differences in immune responses under different algorithms. This in-depth research emphasizes the crucial part that tumor-derived exosomes play in determining the tumor-associated milieu and highlights their potential as a target for glioma immunotherapy optimization.



Materials and methods


Data collection and preprocessing

The Cancer Genome Atlas (TCGA) datasets, UCSC Xena (https://xenabrowser.net/), were used to retrieve the glioma gene-expression datasets and clinical annotations. The exosome-related gene expression of GSE106804 and three external validation datasets GSE 4412, GSE13041, and GSE43378 were downloaded from the Gene-Expression Omnibus (GEO; https://www.ncbi.nlm.nih.gov/gds/). The downloaded RNA sequencing (RNA-seq) data converted the number of fragments per million fragments (FPKM) into transcripts per million terabytes (TPM). Microarray data were generated using Affymetrix and Agilent, and quantile normalization and background correction were performed using the RMA algorithm.All data in the analysis process were analyzed using R software (version 3.6.1) and the R Bioconductor software package.



Identification and clustering of the exosome pattern genes

The exosome pattern genes were identified by two cohorts between 13 GBM and 6 normal samples in GSE106804. The R package limma was performed by significance criteria (P.Value< 0.05 & logFC> 1) (12). Using the NMF clustering method, the exosome pattern genes were classified into two clusters (13).



Establishment of the exosome-related risk signature

Univariate Cox regression analysis and Random Survival Forest were used to reduce the dimensionality of genes (14). Tuning parameter selection was performed by 1000 rounds of cross-validation to prevent overfitting and the partial likelihood deviance met the minimum requirements. A set of prognostic genes and their LASSO regression coefficients were obtained. The selected lasso gene was used to construct a risk score whose expression value was the sum of the LASSO regression coefficients (Supplementary Table 1).

	

The time-dependent receiver-operating characteristic (ROC) and Kaplan-Meier(K-M) curves were used to assess the clinical prognostic capacity of the exosome-related risk score using the R “survival”, and “survminer” packages.



Estimation of immune characteristics and immune infiltration

To evaluate the relationship between exosome-related risk score and cellular component or cellular immune response, the CIBERSORT (15), ESTIMATE (16),McCounter (17),ssGSEA (18),and TIMER Algorithms (19)were compared. A Heatmap was used to uncover differences in immune response under different algorithms.



Functional and pathway enrichment analysis

All gene sets were downloaded from the MSigDB database. Gene set enrichment analysis (GSEA) were performed using the clusterProfiler R package. Pathways enriched in exosome pattern genes were identified in Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) with a strict cutoff of P<0.05.



Prediction of immunotherapy response

A cohort of urothelial carcinomas treated with atelizumab is used to predict immunotherapy response in the IMvigor210 trial (http://research-pub.gene.com/IMvigor210CoreBiologies/) (20). A dataset (GSE78220) used to predict PD-1 immunotherapy response (pembrolizumab or nivolumab) was also utilized (21). We also explored the immune and genomic correlates of response to anti-PD-1 immunotherapy in glioblastoma.With a license from Creative Commons 3.0, complete expression data can now be downloaded from research-pub.gene.com/imvigor210corebiologies, and complete clinical data can be retrieved and downloaded. The raw data were standardized using the deseq2r software package, which converts the counts to TPM values and the FPKM-normalized values to TPM values. This creates a separate risk score for both datasets.



Statistical analysis

The Shapiro–Wilk normality test was used to test the normality of the variables. For normally distributed variables, unpaired Student’s t-tests were used to compare differences between the two groups. The Wilcoxon test for variables was used to compare non-normal distributions. Pearson’s correlation and range correlation were used to calculate the correlation coefficients. Data were visualized using the R package ggplot2. The random survival forest package was used to create a random survival forest. The survival ROC curves were plotted using the timeROC package, and the survival curves of the subgroups were generated and visualized using the Kaplan–Meier method. All survival curves were generated using the R packet survminer. All the heat maps were based on a pheatmap. All statistical analyses were performed using R software (https://www.r-project.org/, edition 3.6.1). All tests were two-sided, and P values<0.05 were considered statistically significant. Waterfall diagrams were implemented using the maftools package, and both GSEA and enrichment analyses were implemented using the R package cluster profiler.




Results


Identification of exosome pattern genes in GBM

A total of 273 exosome pattern genes were preliminarily screened by limma(P.Value<0.05 & logFC> 1) (Supplementary Table 2).The exosome pattern genes were divided into two groups using the NMF clustering method: cluster1 and cluster2. The comprehensive effectiveness increased with an increase in the number of clusters (Figures 1E, F). Survival analysis of cluster1 and cluster2 showed that there were significant differences between the two groups (Figure 1G). Figure 1A shows a volcano map of the two differential genes. These results indicate that there are significant differences between the cluster1 and cluster2 groups. The GO, KEGG analysis of exosome pattern genes were performed: BP participated in humoral immune response, humoral immune response mediated by circulating immunoglobulin, regulation of protein activation cascade, and acute inflammatory response; MF mainly regulated antigen binding, MHC class II receptor activity, and chemokine receptor binding, among others were mainly upregulated in blood microparticles, MHC class II protein complex, and MHC protein complex synthesis pathways. KEGG analysis revealed that the exosome pattern genes were mainly involved in Staphylococcus aureus infection, rheumatoid arthritis, viral protein interaction with cytokines and cytokine receptors, tuberculosis, phagosomes, systemic lupus erythematosus, asthma, hematopoietic cell lineage, intestinal immune network for IgA production, and leishmaniasis (Figure 1B).The GO, KEGG analysis of cluster 1 was performed: The immune response of BP was similar to that of exosome pattern genes.MF mainly regulated antigen binding. KEGG analysis revealed that Cluster 1 was mainly involved in Staphylococcus aureus infection and rheumatoid arthritis (Figure 1C).The GO, KEGG analysis of cluster 2 was performed: BP participated in gliogenesis,synapse maturation,glial cell differentitation and so on. MF mainly regulated hyaluronic acid binding. KEGG analysis revealed that Cluster 2 was mainly involved in gliogenesis, synapse maturation,glial cell differentitation and so on (Figure 1D).




Figure 1 | (A) Volcano map of cluster1 and cluster2 differential genes. Green coloration denotes genes with FC cutoff but no P cutoff. Green represents genes that meet FC cutoff standards but fail to meet P cutoff standards. Blue represents genes that meet FC cutoff standards but fail to meet P cutoff standards.Red represents genes that both meet FC cutoff and P cutoff standards.Gray represents genes that both meet FC cutoff and P cutoff standards (B) GO and KEGG analyses for Exosome pattern genes. (C) GO and KEGG analyses for cluster1. (D) GO and KEGG analyses for cluster2. (E, F) using NMF clustering method, the best clustering of exosome pattern genes is cluster1 and cluster2. The phenotypic coefficient decreases with the number of clusters. (G) Kaplan-Meier curves for the cluster1 and cluster2 differential genes. P<0.05.





Generation of prognostic gene signature and its functional annotation

Univariate analysis was used to screen 28 genes related to prognosis, and the random survival forest algorithm was used to rank the importance of prognosis-related genes. Lasso regression analysis was used to further reduce and validation the number of genes, and finally, three prognostic genes were screened, and a risk-scoring model was constructed (Figures 2A, B). To demonstrate the signature’s capacity to be distinguished, the risk score splits the high-risk and low-risk categories based on the cutoff value (Figure 2C). Next, we decide to measure the capability of the model we developed using the Kaplan-Meier (K-M) method. The training cohort’s high-risk group has a lower chance of surviving than the low-risk group, as shown in Figure 3A,which is statistically significantly different (p<0.001). The ROC analysis indicated that area under the curve (AUC) for three-gene signature risk score reached 0.905 (Figure 2D). Figure 2E shows that the three signature genes are correlated with the risk score. GSEA was used to analyze the regulatory relationship between riskScore and pathways. GO functional enrichment analysis found that the risk Score positive regulation dephosphorylation, immune response regulating cell surface receptor signaling pathway among others. KEGG pathways enrichment analysis found that the risk Score positive regulation calcium signaling pathway, chemokine signaling pathway, and jak stat signaling pathway among others. (Supplementary Figures 1, 2) (Supplementary Tables 3, 4).




Figure 2 | (A) Confidence interval under each lambda. (B) Trajectory of each independent variable, wherein the horizontal axis represents the log value of the independent variable lambda and the vertical axis represents the coefficient of the independent variable. Three lines of different part colors represent the three prognostic genes. (C) Risk Score, survival status and the expression of three genes in the whole TCGA dataset. (D) ROC curve and AUC of the three-gene signature.ROC curve measuring the sensitivity of risk score in predicting the 1-year, 3-year, and 5-year survival of the patients. The area under the ROC curve was 0.741, 0.8, and 0.905, respectively. (E) Heatmap of the three prognostic genes. **** Represents P <0.0001.






Figure 3 | (A) Kaplan-Meier curves for the TCGA patient groups with high and low risk scores. Test of log-rank, P< 0.001. (B-D) Kaplan-Meier curves in GSE4412, GSE13041, and GSE43378 for patient groups with high and low risk scores. Test of log-rank, P<0.001. (E) Kaplan-Meier curves for the CGGA patient groups with high and low risk scores. Test of log-rank, P< 0.05. (F) Univariate cox regression analyses analysis to assess the clinical prognostic value of independent glioma datasets in low/high risk groups. The hazard-ratio scale is log2 scaled. (G) Univariate and multivariate analysis regression analysis evaluates the clinical prognostic value of independent glioma datasets in low/high risk groups.





Confirmation of the prognostic capacity of the three exosome related genes signature

We applied our prognostic classifier to the external validation sets GSE13041, GSE43378, GSE4412 and CGGA in order to validate whether it had similar predictive abilities in various populations. As shown in Figures 3B–E, the clinical prognostic value of the high-risk and low-risk groups in the four independent glioma datasets was different, and Survival analysis showed that patients with high-risk scores had worse prognoses than those with low-risk scores. The univariate and multivariate Cox regression analyses showed that exosome related risk score is the independent prognostic factors (p<0.01) (Figures 3F, G).



Correlation between the tumor immune microenvironment and the risk score

A comparison was first made between the risk score and immune modulators (22), which were divided into seven categories: antigen-presenting molecules, co-stimulator molecules, co-inhibitors, cell adhesion proteins and receptors, ligands, and others. Most immune checkpoint molecules were positively correlated with an increased risk score (Figure 4A). Thereafter, we analyzed the correlation between prognosis and immune infiltration. Figure 4B shows the relationship between the risk score and cell composition or cellular immune response using the ESTIMATE, McCounter, ssGSEA, and TIMER algorithms. Heatmaps revealed differences in the immune response under different algorithms. The McCounter algorithm indicated that higher risk score is associated with more immune cell infiltration. Including T cells, CD8 T cells, Cytotoxic lymphocytes, B lineage, NK cells, Monocytic lineage, Myeloid dendritic cells, Neutrophils, and Fibroblasts. According to the ssGSEA methodology, more immune cell infiltration is correlated with higher risk scores. The cells involved are shown in Figure 4B. Simply put, a higher risk score meant that there had been greater immune cell infiltration. In accordance with the current CNS tumor classification recommendations, we conducted a survival analysis of glioblastoma IDH wild-type.As shown in Supplementary Figure 4, the statistically significant difference (p<0.001) between the survival rates of the TCGA samples from the high-risk idh-wt group and those from the low-risk group.




Figure 4 | (A) Risk score-based immune checkpoint expression heatmap (B). Heatmap for immune responses based onESTIMATE, McCounter, ssGSEA and TIMER algorithms in risk store. *P <0.05; **P <0.01; ***P <0.001; ****P <0.0001.





Genomic features of the exosome-related gene pair score groups in glioma

Mutation landscapes in the high- and low-risk groups were compared, and somatic mutation analysis revealed that more mutation events occurred in samples with lower risk score group.TP53(40%) and EGFR (31%) mutations were more prevalent in the low-risk score group. In the high-risk group, TP53(24%) and EGFR (25%) mutations were significantly different from those in the low-risk group (Figures 5A, B). Except for NF1 and RB1, which frequently had frame-shifting deletions, missense mutations were the most common kind of gene modification in all of these genes. The strongest co-occurrent pairs of gene alteration in high-risk score group were CARD6-TP53 and PIK3CG-F5, DNAH3-PIK3CG (Figure 5C).VWF-SPTA1 and ATP2B3-PIK3CA were the strongest co-occurring gene pair changes in the low-risk score group. (Figure 5D). Figure 5E lists the top 3 most frequently altered cancer-related genes.




Figure 5 | (A) Genes with the highest frequency of somatic mutations in the group with high risk scores are listed below. (B) Genes with the highest frequency of somatic mutations in the group with low risk scores are listed below. (C, D) The heatmap showing the concurrence or mutual exclusivity of the top 25 most mutated genes in the two clusters.p< 0.05, *p< 0.01. (E) The Forest plot listing the top 3 most mutated genes between the two clusters.





Comparison of anti-cancer drug sensitivity based on exosome-related risk score

We compared sensitivity to 56 anti-cancer drugs in patients in the high and low risk score group to identify potential treatment modalities. The result shows that the IC50s of Axitinib, ARTA, AKT, BIRB.0796, CCT007093, Cisplatin, Cyclopamine, and Doxorubicin were significantly higher in patients with high-risk score group. The IC50s of Bicalutamide, BMS.754807, Bosutinib, and Bryostatin.1 were significantly higher in low-risk score group (Supplementary Figure 3).This effectively demonstrates the significance of the exosome-related gene signature.



The inference of the benefaction of risk signature in immunotherapy

By dividing up the patients in the melanoma dataset (GSE78220) cohort into various risk risk score groups, the capacity of the risk score to predict the response of patients to immune-checkpoint therapy was investigated. High-risk patients showed improved immunotherapeutic outcomes (Figure 6C).The ability of the risk score to predict a patient’s response to immune-checkpoint therapy was examined by segmenting the patients in the GBM dataset (SRP155030) cohort into different risk score groups.Patients at high risk had better responses to immunotherapy (Figure 6B) (23). The capacity of the risk score to predict the response of patients to immune checkpoint therapy was explored by relegating the IMvigor210 cohort patients (urothelial carcinoma dataset) to various risk score groups. Patients with a high-risk score exhibited better immunotherapeutic responses (Figure 6A). Patients who received atezolizumab as the anti-PDL1 medication and had a high-risk score showed a significantly reduced overall survival (OS) compared to those who had a low-risk score. (Figure 6D).




Figure 6 | (A) Anti-PD-1 clinical response status groups (CR/PR and SD/PD) with varying risk scores. Wilcoxon test was used to compare group differences (P = 0.0021 for Wilcoxon). (B) Immune and genomic correlates of response to anti-PD-1 immunotherapy in glioblastoma(P = 0.00019 for Wilcoxon). (C) Various anti-PD-1 clinical response statuses in groups with varying risk scores (CR, PR, SD, PD). The Kruskal-Wallis test was used to compare group differences (Kruskal-Wallis, P = 0.00025). (D) In the IMvigor210 dataset, Kaplan-Meier curves were created for the two risk score groups. Test of log-rank, P = 0.001.






Discussion

Exosomes, which play a role in intercellular communication, are extracellular vesicles released by the majority of eukaryotic cells (24). Exosomes are important regulators of cancer initiation and progression, and growing data show that they can promote the malignancy of gliomas by inhibiting the immune system or changing the tumor microenvironment (25–27).As exosomes are durable in peripheral blood, they are prospective tumor-derived materials for the characterization of tumor behavior. Exosomes can be monitored, and exosome-derived proteins and RNAs can also be used for diagnosis (28). As a result, it appears that analyzing the molecular make-up of exosomes released by glioblastoma cells is a very promising avenue for the creation of non-invasive diagnostic techniques for this disease (29).

To explore and confirm the predictive value of the exome in glioma, we developed a risk score based on genes found in tumor-derived exosomes. The risk score provided information on immunological and stromal states and predicted survival in glioma patients. Between low- and high-risk scores, there were notable discrepancies, showing high efficiency in predicting patients 3 years and 5 years survival probability. Cox regression analysis showed that the risk score was a better independent prognostic factor in patients with glioma than in those with other characteristics (P<0.001). Three novel tumor-derived exosome genes, insulin‐like growth factor binding protein 6 (IGFBP6), VGF (non-acronym), and T-cell Receptor Constant β Chain-1 (TRBC1), which significantly affected the risk score, were also identified. IGFBP6 is a soluble binding protein that is a part of the insulin-like growth factor (IGF) system (30). Through paracrine IGF2/IGF-1R signaling, IGFBP6 regulates the growth of chemoresistant glioblastoma, which is produced by scilicet chemosensitive tumor cells, and is secreted, which slows the evolution of GBM (31). The IGF-I receptor (IGF-IR) may be a promising target for GBM therapy because prior research has shown that GBMs overexpress IGF-IR and insulin-like growth factor receptor II (IGF-IIR) relative to the normal brain (32). One neuropeptide, VGF, has been linked to several mechanisms of action (33).Pro-BDNF is converted into mature the Brain Derived Neurotrophic Factor (BDNF) by the action of VGF, which also phosphorylates its receptor tropomycin receptor kinase B (TrkB) in an auto-regulatory loop induced by BDNF (34). An earlier study showed that immature dentate granule cells (DGCs) emit brain-derived neurotrophic factor (BDNF) and that glioblastoma stem cells (GSCs) express neurotrophic receptor kinase 2 (NTRK2), also known as TrkB, an appropriate receptor for BDNF (35). According to a study, BDNF-NTRK2 signaling promotes the AKT pathway to support GSC survival and development (36). By inhibiting the BDNF-NTRK-AKT-VGF axis, it may be possible to stop the DGC-GSC connection from generating tumors. TRBC1 is a T cell receptor-chain constant region with significant immunotherapeutic potential for T cell malignancies (37).

In recent years, increasing studies have demonstrated that the tumor immune microenvironment is crucial for the emergence of cancer (38). The use of immunotherapy for cancer treatment is a novel concept (39). There remains a huge challenge in identifying a novel method for classifying patients who would benefit from immunotherapy. Next, we attempted to create a solid link between the risk score and tumor immune microenvironment. The high-risk group also expressed more immune checkpoint markers, such as ICAM-1, CCL-5, PDCD1, and CXCL9, and had a higher ESTIMATE score, which tended to correspond to immune-invading cells. The effects of therapeutic inhibitors that block PD-1/PD-L1 on immunotherapy have been demonstrated in a previous study on multiple cancers, which is consistent with our results that the risk score could predict an effective treatment (40). To date, anti-PD-1 therapy has not been shown to confer survival benefits in patients with recurrent glioblastoma (41). Our study examined the effectiveness of anti-PD-1 therapy in the melanoma cohort GSE78220 based on the risk score. IMvigor210, a cohort of patients treated with atezolizumab in response to anti-PD-L1 antibodies, was used to analyze the immunotherapy responses (42). We further used glioma data to test the effect of response to PD-L1. Among patients with high-risk scores, anti-PD-1/PD-L1therapy was more likely to be beneficial, demonstrating that gliomas and melanoma have different immune invasive microenvironments. Therefore, we propose that the risk score may function as a sensitive measure for anticipating the response of glioma patients to anti-PD-1/PD-L1 therapy. The risk score developed in this study may also allow doctors to choose different anti-cancer medications to treat gliomas. To identify prospective treatment methods, the sensitivity to several anti-tumor medications was evaluated between the high- and low-risk score groups in this study.

A comparison of exosomal genes and risk scores led to significant results. This study provides information that enables us to increase the number of potential exosomal biomarkers and glioma prognostic indicators. To thoroughly evaluate exosome biomarkers compared to routine clinical signs, substantial randomized control trials are required. Our research recommends the development of non-invasive methods for the diagnosis and prognosis of diseases using exosomes from brain tumors.This study was a retrospective bioinformatic analysis that was unable to perform senescence analysis and exhaustion phenotype analysis of immune cells infiltrating the tumor microenvironment at a single-cell level, which was a weakness of this study; In future prospective studies we will focus on this area of exploration.
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Microglia/macrophages make up the largest population of tumor-infiltrating cells. Numerous studies have demonstrated that glioma-associated microglia/macrophages (GAMs) could promote the malignant progression of gliomas in various pathways. However, the primary function of GAMs in glioma remains inconclusive. First, by the CIBERSORT algorithm, we evaluated the content of microglia/macrophages in glioma tissues by bioinformatic analysis of omic data from thousands of glioma samples. Subsequently, we analyzed and confirmed the significant relationship between GAMs and the malignant phenotype of glioma, including survival time, IDH mutation status, and time of symptom onset. Afterward, Epithelial-Mesenchymal Transition (EMT) was identified by Gene Set Enrichment Analysis (GSEA) from numerous biological processes as the most relevant mechanism of malignant progression to GAMs. Moreover, a series of clinical samples were detected, including normal brain and various-grade glioma tissues. The results not only showed that GAMs were significantly associated with gliomas and their malignancy but also that GAMs were highly correlated with the degree of EMT in gliomas. In addition, we isolated GAMs from glioma samples and constructed co-culture models (in vitro) to demonstrate the promotion of the EMT process in glioma cells by GAMs. In conclusion, our study clarified that GAMs exert oncogenic effects with EMT in gliomas, suggesting the possibility of GAMs as immunotherapeutic targets.
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1 Introduction

Glioma is the most common malignant brain tumor and accounts for about 70% of the central nervous system’s tumors. Although applying microsurgery, radiotherapy, and chemotherapy for glioma therapy is extensive, the prognosis remains very poor, especially for high-grade glioma, with a five-year survival of less than 10% (1, 2). Recent studies have demonstrated that a large number of non-tumor cells in the tumor bulk, including cancer-associated fibroblasts (CAFs), tumor-infiltrating lymphocytes (TILs), etc., serve a crucial role in the malignant progression of tumors (3). Glioma has been characterized as a “cold” tumor containing almost no tumor-killing active immune cells, such as CD8+ T cells and Th1 cells (4, 5). Instead, the most infiltrating immune cells in gliomas are myeloid cells, including macrophages and microglia, contributing to one-third of the total tumor mass (6–8). Moreover, glioma-associated microglia/macrophages (GAMs), as tumor-supportive cells, have been shown to promote glioma progression in various ways (6, 9, 10). For example, one study proposed a CCL2/CCR2/interleukin-6 axis between glioma cells and GAMs, which could promote tumor invasiveness (11). Previous studies have reported that GAMs could release factors, such as epidermal growth factor (EGF), and transforming growth factor-β (TGF-β), to increase the migration and growth of glioma cells (9, 12). However, the most prominent functional regulation of glioma cells by GAMs remains to be elucidated.

In our study, we clarified the relationship between GAMs and the malignancy of gliomas. Subsequently, the bioinformatic analysis demonstrated that the epithelial-mesenchymal transition (EMT), a critical morphological event where polarized epithelial cells convert to contractile and motile mesenchymal cells, was most associated with the infiltration of GAMs (13). Furthermore, the close relationship between GAMs and EMT was verified by clinical samples, and the effect of GAMs on the EMT process of glioma cells was confirmed by in vitro experiments. In conclusion, our study reveals that EMT is the predominant mechanism by which GAMs regulate the malignant progression of glioma cells, among numerous complex regulatory mechanisms, and provides valuable theoretical support for glioma immunotherapy targeting GAMs.




2 Results



2.1 The infiltration of GAMs was significantly associated with the malignancy of glioma

To clarify the role of GAMs in gliomas, we performed immunohistochemistry (IHC) to detect the infiltration of GAMs in samples, including 35 gliomas and seven normal brain tissues. As shown in Figures 1A, B, the content of CD68-labeled GAMs in glioma samples was higher than that in normal brain tissue and positively correlated with glioma grade. Moreover, we found that the progression of glioma with high GAMs was more rapid compared to patients with low levels of GAMs, as evidenced by more severe edema (7.11 ± 1.58 vs. 5.59 ± 2.12) and earlier onset of symptoms (5.44 ± 4.86 days vs. 12.14 ± 3.13 days) (Table S1).




Figure 1 | Analysis of correlation between the infiltration of GAMs and glioma malignancy. (A, B). Detection of CD68 expression in normal brain tissues and glioma tissues with different malignant grades. The representative IHC of normal and glioma tissues (A). The statistical graphs of GAMs (CD68+) (B). (C-G). Analysis of RNA-seq of glioma samples from the TCGA dataset. The levels of GAMs in gliomas with different WHO grades (C), IDH mutation (D), and 1p19q deletion (E) status. Correlation between the contents of GAMs and the overall survival (F) and progression-free survival (G) of glioma patients. (Scale bars represent 200 μm; * for p-value< 0.05; *** for p-value< 0.01; **** for p-value< 0.0001).



We also analyzed RNA-seq or RNA-array data of thousands of glioma samples from several datasets for the correlation between the contents of GAMs and the malignancy of glioma. Consistent with the results of our clinical samples, the number of GAMs increased with the higher grade of glioma malignancy (Figures 1C, S1A, F, I). It is well known that wild-type isocitrate dehydrogenase 1 and 2 (IDH1 and IDH2, hereafter collectively referred to as IDH) and 1p19q non-deletion are two important genetic events in gliomas closely associated with rapid progression and high recurrence (14). Therefore, we examined the association of GAMs with these pathological features of gliomas. As shown in Figures 1D, E, the level of GAMs in gliomas with wild-type IDH or without 1p19q codeletion was higher than that of gliomas with mutant IDH or with codeletion of genome 1p-19q (Figures S1D, E, H). Meanwhile, our analysis showed that gliomas with higher GAMs infiltration had a worse prognosis in terms of overall survival and progression-free survival (Figures 1F, G, S1B, G, J). The recurrent gliomas also had higher GAMs infiltration than primary gliomas (Figure S1C). All these results suggested the critical role of GAMs in the malignant progression of gliomas.




2.2 Identification of the biological effects of GAMs on glioma malignancy

To explore the potential biological effects of GAMs on glioma malignancy, the CIBERSORT algorithm (15) was used to measure the amount of GAMs in samples from four independent glioma datasets, and then the Gene Set Enrichment Analysis (GSEA) was performed for the levels of GAMs in the samples. The gene sets that are potentially related to the levels of GAMs in glioma samples were obtained from each dataset (TCGA-Seq: 5, CGGA-Seq: 23, Rembrandt-Array: 18, CGGA-Array: 18). To identify the most core biological functions to GAMs, taking intersection was performed from the obtained gene sets to select the common parts. As shown in the Venn diagram (Figure 2A), three gene sets were finally filtered, including “Interferon-Gamma-Response”, “Coagulation”, and “Epithelial-Mesenchymal-Translation” (EMT). Moreover, these three functional gene sets were significantly enriched in gliomas (from the TCGA dataset) with high GAMs (Figure 2A, right). Because EMT is an essential process in tumor cell motility and migration that promotes tumor invasion, which is one of the most critical malignant phenotypes of glioma (16, 17), we further scored each of the glioma profiles for “EMT-ness” in multiple datasets by Creighton’s signature (18). The EMT scores showed a significant positive correlation with GAMs infiltration (Figures 2B, S2A). Moreover, the patients with high EMT scores suffered a worse survival than those with low EMT scores (Figures 2C, D, S2B). In addition, the EMT score was more prominent in the more malignant subtypes of glioma, including high grade, non-codeletion of 1p-19q, or IDH wild-type gliomas (Figures 2E–G, S2C, D). These results suggested that the infiltration level of GAMs in gliomas was significantly correlated with the EMT degree, which affected the malignant progression and the prognosis of gliomas.




Figure 2 | Investigation of the most prominent functions of GAMs in glioma samples via bioinformatics analysis. (A) Flow diagram of the bioinformatics investigation of biological functions associated with GAMs in gliomas: GSEA was performed on each glioma dataset (TCGA-seq, CGGA-seq, CGGA-array, and Rembrandt-array) to screen for functional gene sets associated with infiltration of GAMs, then the Venn diagram selected the gene sets from GSEA results of multiple datasets. (A. right) The enrichment plot of the three gene sets in samples from the TCGA-seq dataset ranked by GAMs. (B-G) Validation of the clinical features of EMT in the TCGA-seq dataset. (B) Correlation between EMT scores and GAMs content of glioma samples. The overall survival (C) and progression-free survival (D) plots for the glioma patients with different EMT scores. The EMT scores of gliomas with different characteristics, including WHO grades (E), IDH mutation (F), and 1p19q co-deletion (G) status. (**** for p-value< 0.0001).






2.3 Validation of the relationship between GAMs and EMT in clinical samples

To confirm the underlying relationship between GAMs and EMT processes in gliomas, we collected an independent sample set and examined the content of GAMs and the expression of EMT markers by IHC. As the degree of malignancy (WHO grade) increased, not only did the content of GAMs increase (Figure 3A), but the EMT markers exhibited significant changes, including the decrease of E-cadherin and the increase of N-cadherin and Vimentin (Figures 3B–G). Notably, as shown in Figures 3H–J, there were significant correlations between the content of GAMs and the expression of EMT markers. The expression of E-cadherin was negatively related to the level of GAMs infiltration (Figure 3H). On the contrary, the expression of N-cadherin and Vimentin were positively correlated with the infiltration of GAMs (Figures 3I, J). Interestingly, the correlation remained valid even in different regions in the same sample (Figure S3). These results indicated a critical role for GAMs in the EMT process of glioma.




Figure 3 | Analysis of the relationship between the degree of EMT and infiltration of GAMs in glioma samples. (A-G) Detection of the content of GAMs and the degree of EMT in normal brain and different grade glioma tissues by IHC. Representative IHC of GAMs (CD68+) in normal brain and different grade glioma tissues (A). Representative IHC and statistical graphs of expression of EMT markers, E-cadherin (B, E), N-cadherin (C, F), and Vimentin (D, G) in normal brain and different grade glioma tissues. (H-J) The relationships between GAMs and EMT markers’ expression in glioma tissues, including E-cadherin (H), N-cadherin (I), and Vimentin (J). (Scale bars represent 200 μm; ** for p-value<0.01, *** for p-value< 0.001, and **** for p-value< 0.0001).






2.4 GAMs could promote the invasion of glioma cells by regulating the EMT process

The above results suggested a potential correlation between GAMs and the process in gliomas. Therefore, in vitro experiments were performed to investigate the regulatory effects of GAMs on the EMT process of glioma cells. GAMs (CD68+) were isolated from glioma samples and cultured to obtain conditioned media (Figure S4). Then, we co-cultured glioma cells with the conditioned media to investigate the effects of soluble factors secreted by GAMs on the EMT of glioma cells. As shown in Figures 4A, B, conditioned media from GAMs significantly upregulated N-Cadherin and Vimentin, whereas downregulated E-Cadherin’s expression of RNA and protein in glioma cells. Moreover, the supernatant of GAMs significantly promoted the migration of glioma cells (Figure 4C). These results demonstrated that infiltration of macrophages could increase the malignant progression of gliomas by promoting the EMT process of glioma cells.




Figure 4 | Investigation of GAMs’ effect on the EMT process and invasion of glioma cells. (A, B) The glioma cell lines (DZH and T98G) were cultured with the supernatants of GAMs or DMEM media as a negative control for 12 hours. The expression of EMT markers in glioma cells was detected by q-PCR and immunocytochemistry (ICC). (A) The expression levels of E-Cadherin, N-Cadherin, and Vimentin were detected by q-PCR. (B) Representative ICC detection of E-Cadherin, N-Cadherin, and Vimentin in glioma cells, and the corresponding statistical graphs were shown in the bottom row. (C) The effect of GAMs’ supernatant on the invasion capacity of three glioma cell lines (T98G, DZH, and XL) was investigated by transwell assay (DMEM as control). The representative transwell images of different glioma cell lines (left) and corresponding statistical graphs (right) were shown. (* for p-value<0.05, ** for p-value< 0.01, and *** for p-value< 0.001).







3 Discussion

Glioma is the most common and lethal brain tumor in humans with poor survival. Advances in conventional therapies, including surgery, radiotherapy, and chemotherapy, have had minimal impact on the prognosis of this aggressive disease (1). Studies have demonstrated the pivotal role of infiltrating immune cells in the malignant progression of gliomas, while GAMs are the predominant infiltrating immune cells in malignant glioma and account for up to 40% of the tumor mass (6–8). And GAM density was increased in high-grade tumors that correlated with a pro-tumorigenic molecular signature (19). GAMs are believed to originate from two distinct sources. Among them is resident microglia, a particular lineage arising from embryonic yolk sac myelomonocytes (20). The second group of immune cell macrophage precursors in the CNS are peripheral bone marrow-derived mononuclear cells. Accumulating data from numerous studies demonstrated that Tumor-associated macrophages (TAMs) represent one of the main tumor-infiltrating immune cell types and are generally categorized into either of two functionally contrasting subtypes, namely classical activated M1 macrophages and alternatively activated M2 macrophages (21, 22). Human GBMs contain mixed M1/M2-like polarized GAMs. Previous studies demonstrated that TAMs are predominantly M2-like macrophages associated with cancer progression (23, 24). However, may be due to its extreme plasticity, recent studies showed that M2/M1-like macrophages associated with survival and outcomes are currently questioned in other types of tumors (25, 26). GAMs are believed to be essential in creating a local tumor microenvironment that is immunosuppressive and promotes glioma progression (27). For example, GAMs could exert immunomodulation effects by secreting potent immunosuppressive cytokines IL-10, IL-6, and TGF-beta. And GAMs could induce programmed death and suppress the immune response of lymphocytes by expressing FasL and B7-H1 (28–30). GAMs also induce a transition of glioblastoma cells into mesenchymal-like (MES-like) States (31). However, the relationship between GAMs and the malignancy of gliomas, and the most predominant way in which GAMs promote the progression of gliomas remain to be elucidated.

In the present study, we examined the GAMs infiltration in different WHO grades by IHC. We confirmed that GAMs infiltration levels were higher in 35 glioma samples than in 7 normal brain tissues. We also observed that the level of GAMs infiltration was positively correlated with tumor grading as there was a significant difference between high- and low-grade gliomas. In addition, by analyzing thousands of glioma samples, our study demonstrated the clinical significance of GAMs in glioma. The level of GAMs in gliomas has a definite correlation with molecular subtypes (IDH-mutation and 1p-19q codeletion status), as well as the prognosis of the patients (OS and PFS). Clinicopathologic characteristics analyses showed that increased infiltration of GAMs was positively associated with brain edema and shortened the time between first symptom and first examination, suggesting the rapid progression of the disease. These data indicated a vital role for GAMs in glioma progression as well as the prognosis of the patients, consistent with previous basic studies. For example, a study reported that GAMs could promote the growth of glioma cells by secreting CECR1 (32). Studies also reported that the localization of GAMs inside the vital tumor core seemed to be critical for the statistical evaluation of survival analysis (33), as well as peritumoral GAM have a unique gene signature and may influence disease outcomes by recruiting systemic monocytes to the glioma microenvironment (34). A recent study revealed interactivity between GAMs and astrocytes, which stimulated the JAK/STAT pathway in astrocytes to express various anti-inflammatory cytokines, including TGF-β, IL-10, and G-CSF, contributing to the migration and proliferation of gliomas (35). Furthermore, by analyzing and integrating the biological functions associated with GAMs in multiple independent datasets of glioma, the EMT process was suggested to be the most dominant carcinogenic role of GAMs in glioma. And our results from clinical samples showed that the degree of EMT was significantly correlated with the content of GAMs in gliomas. Moreover, in high-grade glioma consecutive sections, the area with GAMs nearby expressed significantly less E-cadherin and more N-cadherin and Vimentin and vice versa. These data indicated that the EMT process is critical for glioma progression, and GAMs may play an important role. To investigate the mechanism of EMT regulation by GAMs, we established two glioma cell lines from two glioblastoma patients (XL and DZH). Glioma cell line XL strongly expressed the E-cadherin. Together with the classical GBM cell line T98G, these two glioma cell lines were used to analyze the invasion and EMT affection by GAMs supernatant. Our results showed that the GAMs supernatant significantly increased the tumor invasion in all three glioma cell lines. We also observed that the EMT marks expression was fully and partially changed in these three cell lines in the RNA and protein levels.

In conclusion, this study provides evidence that GAMs is an effective factor for regulating glioma cell invasion by promoting the EMT process and presents GAMs as an tool for prognostic evaluation. However, our current study has some limitations. The biggest limitation of the current study is that we did not identify the GAMs subgroups which may potential associated with overall survival of patients (33). And the mechanism of GAMs promoting glioma EMT has not been studied in depth. Therefore, further experiments are needed to assess the underlying mechanism of our findings in this study.




4 Materials and methods



4.1 Bioinformatics analysis

All transcriptome datasets in this study, including RNA-seq (TCGA-Seq, CGGA-Seq) and Array (CGGA-Array, Rembrandt-Array), and corresponding clinical information were obtained from The Cancer Genome Atlas (TCGA, https://portal.gdc.cancer.gov/), Chinese Glioma Genome Atlas (CGGA, http://www.cgga.org.cn/), and Gene-Expression Omnibus (GEO-GSE108474, https://www.ncbi.nlm.nih.gov/geo/). These data were preprocessed by R software (v5.1) with the Limma package, including data washing and normalization (36). The content of GAMs in the tumors was assessed by the CIBERSORT algorithm (15). The “EMT score” of samples was calculated by the method reported by Chad J. Creighton (18). Gene Set Enrichment Analysis (GSEA) was performed by GSEA software (v3.1), and hallmark gene sets were used as reference (c1.all.v7.0.symbols.gmt) (37). |NES|>1, False discovery rate (FDR)< 0.25 and p-value< 0.05 were considered significantly enrichment.




4.2 Human glioma tissues and cell lines

This study was approved by the Ethics Committee of Sanbo Brain Hospital, Capital Medical University (SBNK-YJ-2020-001-01). Primary glioma tissues were collected from 35 patients at the Sanbo Brain Hospital, Capital Medical University. Diagnosis of gliomas was established histologically according to the 2016 WHO classification. Seven normal brain tissues were obtained from the patients undergoing emergency cranial surgery, where some of the brain tissue needed to be removed to ensure that the surgery could be performed properly to save lives. According to the preoperative MRI (enhanced T1WI, T2WI) of the patients, the maximum diameter and vertical diameter of the tumor in axial position (marked as a and b), as well as the maximum height in coronal position (marked as c), were measured respectively. According to the formula:  , the size of the lesion (V edema + V tumor) by T2WI, and the size of the tumor itself (enhanced T1WI, V tumor) were calculated, respectively. The edema index (EI) was calculated according to the formula:   (38). Human glioma cell line T98G was obtained from the Chinese Academy of Sciences cell bank. In this study, we established two glioma cell lines from two glioblastoma patients named XL and DZH. Primary GBM tumor cell lines XL and DZH (uniformly expressing the glial fibrillary acidic protein, GFAP+) were obtained by culture and expansion of ex vivo tumor specimens in the cell culture medium. Cells were used after 10–15 passages. All the glioma cell lines were cultured in Dulbecco’s modified Eagle’s medium (DMEM) supplemented with 10% fetal bovine serum (FBS), 100 units/ml penicillin, and 100 ng/ml streptomycin. All cells were incubated at 37°C in an atmosphere of 5% CO2.




4.3 Immunohistochemistry

Paraffin sections (4 μm) from samples were deparaffinized in 100% xylene and re-hydrated in descending ethanol series and water according to standard protocols. Heat-induced antigen retrieval was performed in 10 mM citrate buffer for 2 min at 100°C. Endogenous peroxidase activity and non-specific antigens were blocked with peroxidase blocking reagent containing 3% hydrogen peroxide and serum, followed by incubation with rabbit anti-human CD68 antibody (1: 200) (Abcam, United Kingdom), rabbit anti-human E-cadherin antibody (1: 150) (Zhongshanjinqiao, China), rabbit anti-human N-cadherin antibody (1: 150) (Zhongshanjinqiao, China), rabbit anti-human Vimentin antibody (1: 150) (Zhongshanjinqiao, China), overnight at 4°C. After washing, the sections were incubated with the biotin-labeled rabbit anti-goat antibody for 30 min at 37°C. The peroxidase reaction was developed using 3,3-diaminobenzidine (DAB) chromogen solution in the DAB buffer substrate. Sections were visualized with DAB, counterstained with hematoxylin, mounted in neutral gum, and analyzed using a bright field microscope.




4.4 Isolation, culture, and identification of GAMs from glioma tissue

Primary GAMs were prepared from high-grade fresh glioma tissue (WHO III-IV) as previously described (39–41). In brief, cells were isolated from gliomas by density-gradient centrifugation followed by immunomagnetic beads with CD11b and were suspended in the conditioned culture medium and plated at a final density of 5×105 cells/cm2. GAMs supernatant was harvested after 24 h for further studies. Conditioned media were prepared as follows: 24 h after seeding 1×106 XL cells or onto 100-mm dishes, the standard culture medium was exchanged for 8 mL of high-glucose DMEM with 10% FBS and GlutaMax (a medium used for a GAMs culture). Conditioned media were harvested after 24 h from 85 to 90% confluent cultures and centrifuged at 300g for 10 min to remove cell debris. Freshly prepared conditioned mediums were added to GAMs cultures.




4.5 Cell migration assays

For the cell migration assay, 1×104 cells in 100 μL DMEM medium without FCS were seeded on a fibronectin-coated polycarbonate membrane insert in a Transwell apparatus (Costar, MA). In the lower chamber, 600 μL DMEM with 10% FBS was added as a chemoattractant. After the cells were incubated for 12 h at 37°C in a 5% CO2 atmosphere, the insert was washed with PBS, and cells on the top surface of the insert were removed with a cotton swab. Cells adhering to the lower surface were fixed with methanol, stained with crystal violet, and counted under a microscope in five predetermined fields (200×). All assays were independently repeated at least three times.




4.6 Real-time quantitative PCR (RT-qPCR)

Total RNA was extracted from the cells with the TRIZOL reagent (Invitrogen, Camarillo, CA, USA). The total RNA (1 mg) from each sample was reverse-transcribed into cDNA with the M-MLV reverse transcriptase (Promega, Madison, WI, USA) according to the manufacturer’s instructions. Real-time qPCR was performed with SYBR Green (TransGen Biotech, Osaka, Japan) on an ABI 7500 Real-Time PCR System (Applied Biosystems, Foster City, CA, USA) according to the manufacturer’s protocol. The primers were designed using Primer Premier 5.0 software (PREMIER Biosoft International, Palo Alto, CA, USA) and are listed in Table 1. The amplification was conducted under the following conditions: 95°C for 30s, 95°C for 5s, 55°C for 10s, and 72°Cfor 45s for 35 cycles. In each PCR reaction, nuclease-free water (TIANGEN, Beijing, China) was substituted for the cDNA as a negative control. The relative gene expression was determined using the 2-ΔΔCt method according to the manufacturer’s recommended protocol.


Table 1 | The primer sequence of EMT marks.






4.7 Immunocytochemistry

E-cadherin, N-Cadherin, and vimentin expression were investigated with immunocytochemistry. Cells grown on glass coverslips were fixed in 3% H2O2 methyl alcohol for 5 min. After three washes in PBS, 0.2% Triton-X 100 was added to the cells. Cells were blocked with 10% goat serum and then double-stained with rabbit anti-human E-cadherin antibody (1: 150) (Zhongshanjinqiao, China), rabbit anti-human N-cadherin antibody (1: 150) (Zhongshanjinqiao, China), rabbit anti-human Vimentin antibody (1: 150) (Zhongshanjinqiao, China), overnight at 4°C. After washing, the coverslips were incubated with a biotin-labeled rabbit anti-goat antibody for 30 min at 37°C. The peroxidase reaction was developed using 3,3-diaminobenzidine (DAB) chromogen solution in the DAB buffer substrate. Finally, all cell nuclei were stained with hematoxylin. Coverslips were then mounted, and the slides were examined with a microscope




4.8 Evaluation of staining

The immunohistochemically stained tissue sections were reviewed and scored separately by two pathologists blinded to the clinical parameters. For immunohistochemically, the expression of CD68, E-cadherin, N-cadherin, and Vimentin were scored semi-quantitatively based on staining intensity and distribution using the immunoreactive score (IRS). Briefly, Immunoreactive score (IRS) = SI (staining intensity) PP (percentage of positive cells).SI was assigned as: 0= negative; 1= weak; 2= moderate; 3= strong. PP is defined as 0 = 0%; 1 = 0-25%; 2 = 25-50%; 3 = 50-75%; 4 = 75-100%. For categorization of the continuous CD68 values into low and high, we chose a commonly used cutoff point for the measurements (range 0–12, cut point ≤ 3 versus > 3). For immunocytochemistry, the IOD (integrated optical density) and whole-cell area in each view field (area sum) were analyzed by IPP (Image-Pro Plus) software. The expression of CD68, E-cadherin, N-cadherin, and Vimentin were scored semi-quantitatively based on average IOD (average IOD= IOD/area sum). Both in immunohistochemistry and immunocytochemistry, Cells stained with indicated antibodies were calculated per field of view, with at least 5 view fields per section evaluated at 400× magnification.




4.9 Statistical analysis

All quantified data represented an average of at least triplicate samples. SPSS 13.0 and Graph Pad Prism 5.0 were used for statistical analysis. Data are presented as mean ± SD. One-way ANOVA or two-tailed Student’s t-test was used for comparisons between groups. Pearson correlation analysis was used to evaluate the linear correlation between the two variables. Kaplan-Meier curve and Log-rank test were applied for survival analysis. Differences were considered statistically significant when P< 0.05.
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Supplementary Figure 1 | (Correspondence with Figure 1) Analysis of the relationship between GAMs and clinical features of gliomas from multiple datasets. (CGGA-Seq, CGGA-Array, and Rembrandt-Array). The levels of GAMs in gliomas with different characteristics, including WHO-grade (A, F, I), IDH mutation (D, H), 1p19q-codeletion (E), and primary or recurrent (C). Survival plots of glioma patients with different GAMs levels (B, G, J).

Supplementary Figure 2 | (Correspondence with Figure 2) Analysis of the relationship between EMT and malignancy of gliomas from CGGA-array dataset. (A) Correlation between GAMs and EMT scores of glioma samples. (B) The survival curves of patients with different EMT scores. The EMT scores of gliomas with different WHO grades (C) and IDH mutation status (D).

Supplementary Figure 3 | (Correspondence with Figure 3) The expression of EMT markers in GAMs in glioma samples. Representative IHC staining of CD68, E-Cadherin, N-Cadherin, and Vimentin in consecutive sections of a glioma tissue (WHO-III). (Scale bars represent 500 μm).

Supplementary Figure 4 | (Correspondence with Figure 4) The characterization of GAMs isolated from the glioma tissue. (A) The CD45+CD11b+ cells (GAMs) were sorted from single cell suspension of glioma tissues. (B, C) Representative ICC of sorted cells stained with CD68 (B), or without primary antibody (C).
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GAMs, glioma-associated microglia/macrophages; EMT, epithelial-mesenchymal transition; CAF, cancer-associated fibroblasts; TILs, tumor-infiltrating lymphocytes; EGF, epidermal growth factor; TGF-β, transforming growth factor-β; IHC, immunohistochemistry; ICC, immunocytochemistry; IDH1, isocitrate dehydrogenase 1; IDH2, isocitrate dehydrogenase 2; GSEA, gene set enrichment analysis; OS, overall survival; PFS, progress free survival; IRS, immunoreactive score; SI, staining intensity; PP, percentage of positive cells.
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Background

The main factors responsible for low-grade glioma (LGG)s’ poor prognosis and treatment effectiveness include recurrence and malignant progression. A specific type of programmed cell death, known as anoikis, which is crucial for tumor invasion and metastasis, however, has not yet been investigated in LGGs.





Methods

We downloaded data of 509 samples from the TCGA-LGG cohort, carried out cluster analysis for typing twice on the basis of 19 anoikis-associated genes, and the subtypes were evaluated the differences in clinicopathological and biological features. ESTIMATE and single-sample gene set enrichment analysis were employed to examine the immunological milieu of LGGs, and enrichment analysis was used to look into the underlying biological mechanisms in LGGs. Cox regression analysis and the Least Absolute Shrinkage and Selection Operator regression algorithm were used to create a prediction scoring system. The scoring system was used for classifying LGG into high- and low- anoikis riskscore (anoiS) groups. The impact of the anoiS on the prognosis, standard treatment, and immunotherapy of patients with LGG was assessed using survival analysis and drug sensitivity analysis. Cell experiments were employed for the verification of the differential expression between LGG cells and normal cells of the anoikis gene team that regard CCT5 as the core.





Results

Based on the expression profiles of the 19 anoikis-associated genes, all individuals with LGG were classified into four subtypes and two macrosubtypes. The different macrosubtypes had significantly different biological characteristics, and the anoirgclusterBD subtype manifested a significantly bad prognosis and a high immune level of infiltration. And subsequent secondary genotyping also showed good prognostic discrimination. We further constructed an anoikis scoring system, anoiS. LGG patients having a high anoiS had a worse prognosis in comparison to those having a low anoiS. The high anoiS group exhibited larger levels of immune infiltration and superior immunotherapy efficacy than the low anoiS group. The high anoiS group was also more susceptible to temozolomide (TMZ) than the low anoiS group, according to a drug sensitivity analysis of TMZ.





Conclusion

This study constructed a scoring system for predicting the prognosis of patients with LGG and their responsive to TMZ and immunotherapy.





Keywords: low-grade glioma, anoikis, temozolomide, prognosis, immune cell infiltration, immunotherapy




1 Introduction

As stated by the World Health Organization’s 2016 classification based on histological type, diffuse gliomas are classified as low-grade gliomas (LGGs; grades II and III) and glioblastomas (GBMs; grade IV) (1, 2). Grade II LGGs are defined as astrocytomas and grade III as oligodendrogliomas. LGGs grow more slowly than high-grade gliomas. LGGs comprise approximately 7.6% of all primary brain tumors, and their median survival rate is between 4.7–9.8 years (3). Although the prognosis of LGGs is significantly better than that of GBMs, LGGs are highly susceptible to recurrence and metastasis (4), and 45–74% of these recurrent metastatic cases progress to GBMs in patients with LGGs (5). Unfortunately, the existing key marker gene status (including isocitrate dehydrogenase (IDH) mutations, 1p19q co-deletions, and O6-methylguanine-DNA methyltransferase (MGMT) promoter methylation) does not manifest clinically important significance for LGGs as for GBMs. Therefore, new molecular typing and scoring systems should be developed to more accurately differentiate between patients with different prognostic risks and therapeutic sensitivities to develop individualized and precise treatment plans for each patient with LGG.

Standard treatment for LGG, temozolomide (TMZ) or PCV regimens based chemotherapy, radiotherapy and surgery, has not been very effective in preventing tumor recurrence and progression (6). Yao et al. (2021) found that overall survival after surgery and radiotherapy had improved following chemotherapy in newly diagnosed high-risk IDH-mutant patients with LGG, respectively; however, a proportion of individuals treated with TMZ developed TMZ-induced hypermutation recurrent tumors (7). Radiotherapy can provide survival benefits for most patients with LGGs. However, the optimal timing of radiotherapy remains controversial. It is unclear whether radiotherapy should be used early in the postoperative period or delayed until tumor progression has occurred (8). The advent and refinement of immunotherapy has had a significant influence on cancer treatment. Many clinical studies on immunotherapeutic agents are currently underway to ascertain the safety and efficacy in the treatment of gliomas (9). The clinical trials comprised only GBM patients; however, GBM patients have not shown any survival benefits from nivolumab (NCT02550249) administration (10). The tumor immune microenvironment (TIME) has a key involvement in cancer progression and tumor immunity, as it harbors key factors that may alter the efficacy of immunotherapy. The function of the TIME in LGGs requires systematic investigation, which may bring novel options for improving survival benefits in radiotherapy-resistant patients (11). Studies have shown that IDH mutations are not only a disease-defining biomarker and oncogenic driver in glioma, but are also a neoantigen and modulator of glioma immune evasion and are associated with an immunosuppressive phenotype (12, 13). This shows that immunotherapy may have a positive impact on how patients with LGG are treated.

A particular type of planned apoptosis, referred to as anoikis, is brought on by a lack of intercellular adhesion and cell-extracellular matrix (ECM) adhesion, or by an erroneous form of adhesion, and it is connected to a number of necessary cellular functions, for instance, cell migration and invasion (14, 15). Anoikis is generally triggered by the interplay of two apoptotic pathways, which can happen when mitochondria are interfered with or cell surface death receptors are activated (16–18). Cancer cells can avoid anoikis and acquire resistance to anoikis, which allows them to survive and colonize distant sites. Anoikis is a key mechanism that takes part in cancer invasion and metastasis (19–21). In the tumorigenesis models of breast cancer, it has been found that the deletion of E-cadherin (also known as CDH1) encourages angiogenesis and anoikis resistance, which in turn contributes to the development of metastatic disease. Moreover, HGF promotes anoikis resistance in endometrial cancer cells by elevation of cyclooxygenase-2 (COX-2) expression that is dependent on the PI3K-Akt pathway. A number of cancers have also been shown to overexpress promyosin-related kinase B (TrkB, also known as NTRK2), a powerful and selective inhibitor of anoikis. TrkB transfection confers anoikis resistance by activating the PI3K-Akt pathway in a highly anoikis-sensitive rat intestinal epithelial cells. Furthermore, in mammary epithelial cells, CDH1 acts synergistically with EGFR and ERBB2 protects cells from anoikis (22). CCT5 markedly promotes gastric cancer anti-anoikis to promote gastric cancer lymph node metastasis formation (23). In addition, several previously studies reported RAN, KIF11, ECT2, GDH1, and PLAG1 were related to anoikis resistance (24–27). And six datasets (GSE145806, GSE106592, GSE155457, GSE40690, GSE55958, GSE39220, and GSE40171) identified six anoikis-related genes. We then selected 19 ANOIRGs from those previously published articles (14, 22–27) and those six datasets (GSE145806, GSE106592, GSE155457, GSE40690, GSE55958, GSE39220, and GSE40171). Recent studies have shown that 27 anoikis-associated genes, based on gene set enrichment analysis (GSEA) screening of GBM, can predict patient prognosis and response to immunotherapy (28). Anoikis genes contribute to carcinogenesis, tumor invasion, and tumor infiltration despite the fact that few researchers have thoroughly evaluated their significance in LGGs. Our hypothesis was that LGGs develop a malignant phenotype and become anoikis resistant, which may explain their poor prognosis and aggressive metastatic spread.

First, we looked at 19 anoikis-related genes’ (ANOIRGs) differential expression and prognostic significance in LGGs. Then, based on 19 ANOIRGs, we developed new molecular typing using the Cancer Genome Atlas (TCGA) and China Glioma Genome Atlas (CGGA) databases, and we used ESTIMATE and single-sample gene set enrichment analysis (ssGSEA) algorithms to examine the intra-tumoral immune infiltrative landscape of LGGs. For predicting patient prognosis and responsiveness to TMZ treatment, an anoikis risk score (anoiS) was devised based on the anoikis potentially related genes (APRGs) identified from the screen. Studying anoikis-related gene expression patterns contributes to the personalization and improvement of treatment strategies for LGG patients by deepening our understanding of the aggressiveness of LGG.




2 Materials and methods



2.1 Data collection and processing

The GDC database’s (https://portal.gdc.cancer.gov/) TCGA-LGG cohort, which contains 509 LGG samples, was downloaded. Clinical information, FPKM values for gene expression, and RNA sequencing information were received from GDC. For further investigation, the FPKM values were subsequently transformed to transcripts per kilobase million (TPM) values (29). Table 1 displays the TCGA-LGG cohort’s starting data. The mRNA expression profiles of normal brain tissue were acquired from the Genotype-Tissue Expression Project (GTEx, https://www.gtexportal.org). Data of a total of 527 simple nucleotide variation from the GDC database were downloaded. Tumor mutation burden (TMB) (mut/mb) = total number of mutations (including synonymous and nonsynonymous point mutations, substitutions, insertions, and deletions mutations)/size of the target region coding area. For each sample, TMB values were computed taking into consideration the definition of TMB. From UCSC Xena (https://xenabrowser.net/datapages/), data for 533 gene copy number variants (CNVs) were retrieved. The CGGA database (http://www.cgga.org.cn) was used to download the gene expression profiles and clinical information for the CGGA cohort. The IMvigor210 dataset was obtained in order to assess the anoikis riskscore’s ability to forecast the immunotherapy response. Using previously released studies (14, 22–27) and datasets(GSE145806, GSE106592, GSE155457, GSE40690, GSE55958, GSE39220, and GSE40171), we chose 19 ANOIRGs.


Table 1 | Baseline Data Sheet of the TCGA-LGG cohort.






2.2 Multi-omics analysis based on 19 ANOIRGs

Mutation annotation format (MAF) files of TCGA mutation data were subjected to analysis utilizing the “maftools” R package, and waterfall plots were drawn to visualize the mutations of the 19 ANOIRGs in the TCGA-LGG cohort. A CNV landscape of 19 ANOIRGs was developed based on CNV data from the TCGA-LGG cohort. To examine the differences in mRNA expression between normal and LGG samples, a differential analysis of the 19 ANOIRGs based on the LGG integrated expression profiles of GTEx and TCGA was carried out. The samples were separated into low and high expression groups by employing an optimal cutoff value of the gene expression profile, and comparison of the difference in overall survival (OS) between the low and high expression groups was made using the log-rank test and univariate Cox regression. A co-expression prognostic network of 19 ANOIRGs was built employing univariate cox regression analysis and Pearson’s correlation analysis.




2.3 Unsupervised clustering based on 19 ANOIRGs

Unsupervised consistency clustering and classification based on 19 ANOIRGs was attempted via the “ConsensusClusterPlus” R package (30), re-sampling 80% of the samples 50 times using coalescent pam clustering with Euclidean distance. After that, the differences in OS between various subtypes were compared by employing the Kaplan-Meier (K-M) survival analysis, the expression of the 19 ANOIRGs between subtypes was compared using box line plots, and comparison of the distribution of the 19 ANOIRGs’ expression across subtypes was made using the t-Distributed Stochastic Neighbor Embedding (t-SNE). In an attempt to display the distribution of the 19 ANOIRG expressions and clinicopathological characteristics across the various subtypes, heat maps were produced using the “pheatmap” R package.




2.4 Gene set variation analysis

Molecular Signature Database (MsigDB, http://software.broadinstitute.org/gsea/msigdb/) was employed for obtaining data for the Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway, HALLMARK pathway and Reactome pathway and “c2.cp.kegg.v7.5.1. symbols.gmt”, “h.all.v7.5.1.symbols.gmt” and “c2.cp.reactome.v7.5.1.symbols.gmt” was obtained as the reference gene set. We subsequently performed Gene Set Variation Analysis (GSVA) (31) on various subtypes using the “GSVA” R package to examine the variation in the biological processes of different subtypes and visualize it using a heatmap.




2.5 Infiltration estimation of the immune microenvironment

The StromalScore, ImmuneScore, and ESTIMATEScore were computed using the “ESTIMATE” R program. The quantitative metrics known as the ImmuneScore and the StromalScore, which measure the quantity of stromal and immune components, respectively, are obtained from gene expression profiling data. Also, the two scores are added to create the ESTIMATEScore, which has a negative correlation with tumor purity (32). Using the ssGSEA method based on the “GSVA” R package, the enrichment score of 23 immune cells in the TIME was then calculated, which is a depiction of the relative infiltration abundance of individual immune cells (33).




2.6 Screening for differentially expressed genes and enrichment analysis

Using |logFoldChange|>1 and FDR<0.05, differentially expressed genes (DEG) were screened between various subtypes. Gene Ontology (GO) and KEGG functional enrichment analyses were performed by employing the “clusterProfiler” R package (34), and statistically significant results can be represented by adjusted p-value <0.05.




2.7 Second unsupervised clustering based on differentially expressed prognostic genes with strong prognostic significance

DEGs with p <0.05 were screened using univariate Cox regression analysis, and genes with differentially expressed prognostic genes with strong prognostic significance (SDEPGs) were subsequently selected based on a threshold of |1-HR| >0.5. Forest plots of the results from the Cox regression analysis, were drawn using the “forestplot” R package. A secondary unsupervised cluster analysis was then performed based on SDEPGs, classifying the samples into different subtypes with identical specific clustering parameters. Subsequently, we compared the OS differences between subtypes using survival analysis, compared the differential expression of 19 ANOIRGs between subtypes using box-line plots, and plotted heatmaps to show the distribution of SDEPGs expression and clinicopathological features between the subtypes.




2.8 Construction and validation of anoiS

The “glmnet” R package was used to execute the Least Absolute Shrinkage and Selection Operator (LASSO) regression analysis, which reduces the dimensionality of high-dimensional data by capping the sum of the absolute values of coefficients at less than a set threshold. Only genes with non-zero coefficients in the LASSO regression analysis were chosen for additional investigation since the coefficients of the relatively tiny contributing variables were zero. We increased the stability and reproducibility of the LASSO model by adding a random seed. Then, the “randomForest” R package was used to screen genes for anoikis characteristics. The default iteration number of random forest algorithm is 100. When 500 trees are constructed, the model is considered to be robust enough. Based on Gini coefficient method, the “important” function was used to score for genes screened by LASSO model, and genes with a score above two were proceeded for further analysis. Finally, the genes obtained were screened using the multivariate Cox proportional risk regression analysis to obtain 12 potentially relevant anoikis genes that were identified as the best predictive traits and named as APRGs. These genes were selected to further calculate the anoiS for each patient using a multivariate Cox regression model: anoiS = ho(t) * exp (β 1X1+ β 2X2+…. + β nXn). In the equation mentioned, β denotes the regression coefficient, and ho(t) refers to the baseline risk function. Multivariate Cox regression model was constructed from the “predict” function of the “rms” R package. Using the median anoiS, patients from the TCGA database were split into high- and low-anoiS groups. To ascertain the clinical independence of the anoiS for prognostic prediction, univariate and multivariate Cox analyses were utilized. The K-M survival analysis was then used to assess the differences in OS and progression-free survival (PFS) between LGG patients with high and low anoiS. Receiver operating characteristic (ROC) analysis and area under the curve (AUC) values were utilized for evaluating the prediction accuracy of the anoiS for 1-year, 3-year, and 5-year OS and PFS. The calibrate function of the “rms” R package plots the calibration curve, with a maximum resampling sample size of 1000. PFS and OS calibration curves for 1, 3, and 5 years were drawn. The forecast output of the model matches the actual one more closely the closer the calibration curve is near the line “y=x”. Last but not least, Sankey plots were created with the “ggalluvial” R package to show the relationship between various subtypes, an anoiS group, and prognosis. Comparison of the variations in anoiS between subtypes was achieved via box plots.




2.9 Exploration of anoiS-based immune microenvironment and immunotherapy

Through the correlation matrix, the ssGSEA algorithm was employed for quantifying the infiltration abundance of 23 different kinds of immune cells in the TIME, to show the correlation among the anoiS and immune cell infiltration levels, as well as investigate any potential relationships between the APRGs and the anoiS and 46 immune checkpoints. Finally, the prognostic predictive effect of the anoiS in the immunotherapy population was investigated using a survival analysis based on the IMvigor210 cohort.




2.10 AnoiS-based mutational analysis

First, we created distinct mutation landscapes for the high and low anoiS groups by making use of the “Maftools” R package. We analyzed variance to examine the variations in TMB levels between the high and low anoiS groups based on the TMB values of each TCGA-LGG cohort sample and Spearman’s correlation analysis to investigate the relation between anoiS and TMB. The optimal cutoff value was then determined using the “surv cutpoint” and “surv categorize” functions of the “survminer” R package and was taken into consideration as the boundary. Survival analysis was then conducted for the comparison of the differences in OS between patients with different anoiS and TMB statuses. The sample was then divided into high and low TMB groups.




2.11 Clinical subgroup analysis based on anoiS

“Age,” “gender,” “grade,” and “histological type” were selected as the clinical subgroup characteristics of patients with LGG, the distribution ratio of different clinical subgroup characteristics were counted in the high and low anoiS groups, and explored the differences of the anoiS among patients with different clinical subgroup characteristics.




2.12 Validation and exploration of the CGGA cohort

First, the prognostic differences between the whole population, chemotherapy alone, radiotherapy alone, and radiochemotherapy population were compared using the K-M survival analysis based on OS data. Next, the potential association of anoiS with three classical genetic statuses, 1p19q co-deletion, IDH mutation, and MGMT promoter methylation, was determined using differential analysis and correlation analysis, and the AUC values of ROC curves were employed for comparing the predictive efficacy of the three gene statuses, anoiS, and grade. For 1-, 3-, and 5-year OS survival, the corresponding calibration curves were plotted. Finally, we compared the differences of OS among people with different treatment modalities and genetic status in the high and low anoiS groups, respectively.




2.13 Temozolomide sensitivity analysis

The sensitivity to TMZ in patients with LGG was predicted using the “pRRophetic” R package (35) and the “oncopredict” R package (36) by predicting the IC50 value of temozolomide, ridge regression model was constructed to predict the AUC value of TCGA cohort by the “oncopredict” R package based on the expression profile data and AUC data of GDSC2 database. the lower the value of IC50 or AUC, the greater the sensitivity of the patient to TMZ. Differences in drug sensitivity to TMZ among the low and high anoiS groups were subjected to comparison, and correlations between the IC50 values of the anoiS and TMZ were demonstrated using Spearman’s correlation analysis. Correlation matrices were constructed to visualize the correlation between the 19 ANOIRGs with 12 APRGs and the IC50 values of TMZ.




2.14 Screening of key genes for anoikis and potential reciprocal genes

Based on the correlation matrix of genes with predicted IC50 values of TMZ, the genes with the largest negative correlation coefficients, when correlated with the IC50 values of TMZ obtained from the combination of the two algorithms, were screened from the 19 ANOIRGs. The results of the combined differential analysis and prognostic analysis were excluded for obtaining the anoikis key genes (AKGs), and the gene co-expression network was constructed by employing AKG and the 12 APRGs with a correlation coefficient |r|>0.5 as the threshold to screen APRGs closely related to AKG as their potential reciprocal genes by using Pearson’s correlation coefficient. Additionally, the Human Protein Atlas (HPA; https://www.proteinatlas.org/) database was used to acquire the protein level immunohistochemical (IHC) staining results for chaperonin containing TCP1 subunit 5 (CCT5) between normal and LGG tissues.




2.15 Cell culture

The Cell Bank of Type Culture Collection of the Chinese Academy of Science (Shanghai, China), supplied the human Hs683 low-grade glioma cell line employed in the current work. American Type Culture Collection (ATCC, Manassas, VA, USA) provided human astrocytes (NHA) and human SW1088 low-grade glioma cell lines. Hs683 cells were cultured in Dulbecco’s modified Eagle’s medium (DMEM; HyClone, Logan, USA) supplemented with 10% fetal bovine serum (FBS; Gibco, NY, USA) and 1% penicillin-streptomycin (HyClone, Logan, USA) at 37°C with 5% CO2. 10% Fetal bovine serum (FBS; Gibco, NY, USA) was supplemented to Leibovitz’s (L)-15 media to develop a culture media for SW1088 cells. The fetal bovine serum (FBS; Gibco, NY, USA), 15%, and 1% penicillin-streptomycin (HyClone, Logan, USA) were added as supplements to the Dulbecco’s modified Eagle’s medium (DMEM; HyClone, Logan, USA) for the NHAs’ culture.




2.16 Quantitative reverse transcription polymerase chain reaction

A faster reagent (Invitrogen) was used to extract total RNA from cultured cells. PrimeScript RT Reagent Kit (TaKaRa, Shiga, Japan) was employed to create cDNA from isolated RNA, and SYBR Green PCR Master Mix was utilized for quantitative reverse transcription polymerase chain reaction (qRT-PCR). GAPDH was employed as an internal loading control, and expression levels were quantified by employing the 2–ΔΔCt method. GraphPad Prism version 9.0.1 (GraphPad Software, San Diego, California USA, www.graphpad.com) was used for the visualization of qRT-PCR results and a two-sample unpaired t-test. Tsingke Biotech (Tsingke, China) synthesized the complete set of primers used for qRT–PCR. Supplementary Table 2 lists all the primer sequences used in this work.




2.17 Statistical analysis

R version 4.2.1 (R Foundation for Statistical Computing, Vienna, Austria) was used to perform analyses, and the Perl language, which was mainly used for batch cleaning and collation of the data. The “limma” R package (37) was employed for DEGs screening. The Wilcoxon test was applied for differential analysis to compare the two groups in the bioinformatics analysis part. For the Analysis of Variance, the Kruskal-Wallis test was employed for comparisons involving more than two groups. The Spearman’s correlation coefficient was employed in this study’s correlation analysis unless otherwise noted. The survival of the various patient groups was compared using the K-M survival analysis and the log-rank test. A two-tailed p value < 0.05 was regarded as statistically significant for all statistical analyses.





3 Results



3.1 Mutational landscape, transcriptional alteration, and prognostic value of ANOIRGs in LGGs

Figure 1 illustrates the workflow of this study. The differential expression and prognostic significance of 19 ANOIRGs in LGGs were analyzed using the combined expression profiles of the TCGA and GTEx cohorts and survival prognostic data of the TCGA cohort. The findings demonstrated that PLAG1 and SNAI1 were expressed at low levels in LGGs compared to normal tissues, and the remaining 17 ANOIRGs were highly expressed in LGGs (Supplementary Figure 1A). The co-expression prognostic network of the 19 ANOIRGs showed that GLUD1 and NTRK2 were protective factors based on Univariate Cox regression analysis, whereas the remaining 17 ANOIRGs were LGG risk factors. Broadly speaking, 17 risk ANOIRGs positively correlated with each other, whereas two protective ANOIRGs correlated negatively with each other (Supplementary Figure 1B). The K-M survival analysis showed that the remaining 18 ANOIRGs had a significant effect on the prognosis of patients with LGG except for WNT2 (p < 0.05; Supplementary Figure 1C). Mutation analysis showed that ANOIRGs-related mutations occurred in 43 of 523 samples, with an incidence of 8.22% (Supplementary Figure 2A). Among the 43 mutations, EGFR had the highest mutation frequency of 6%, mainly missense mutations (Supplementary Figure 2A). The outcome of CNV analysis showed that SPIB had the highest copy number deletion frequency, while EGFR had the highest increase in copy number frequency (Supplementary Figure 2B). Finally, we constructed a CNV landscape of 19 ANOIRGs at chromosomal loci (Supplementary Figure 2C).




Figure 1 | The flowchat of this study.






3.2 Identification of anoikis related subtype in LGGs

TCGA-LGG cohort samples were clustered according to the consistent expression of the 19 ANOIRGs into four different modification patterns representing four different molecular subtypes (Figure 2A). The consensus clustering results are shown in Supplementary Figures 3A–C. The K-M survival analysis revealed significant differences in OS among the four anoikis related subtypes, with patients in anoirgclusterA and anoirgclusterC having a better prognosis than those in anoirgclusterB and anoirgclusterD (p < 0.001, Figure 2B). In addition, we plotted box plots (Figure 2C) and heatmaps (Figure 2D) to visualize the differential expression of 19 ANOIRGs in different molecular subtypes and found that the expression of HGF, KIF11, ECT2, CCT5, ERBB2, POU3F2, SPIB and SNAI2 was higher in anoirgclusterB and anoirgclusterD than in anoirgclusterA and anoirgclusterC (p < 0.01). Compared with the histological type, there were mostly astrocytomas in anoirgclusterB and anoirgclusterD and oligoastrocytomas and oligodendeogliomas in anoirgclusterA and anoirgclusterC. Grade 3 was also the most common grade in anoirgcluster B and anoirgcluster D, while grade 2 was mostly observed in anoirgcluster A and anoirgcluster C (Figure 2D). Furthermore, GSVA was employed to compare the enriched pathway of both macrosubtypes of anoirgclusterA and anoirgclusterC, and anoirgclusterB and anoirgclusterD in the KEGG pathway (Supplementary Figure 4A), HALLMARK pathway (Supplementary Figure 4B), and Reactome pathway (Supplementary Figure 4C), and detected significant pathway variations between them (primarily enriched in cell cycle-related pathways).




Figure 2 | Identification of anoikis related subtypes and exploration of the clinical and biological features of subtypes. (A) Unsupervised consensus clustering divides LGG samples into four clusters (k=4) based on 19 ANOIRGs. (B) OS curves for the four subtypes of patients with LGG. (C) Expression differences analysis of 19 ANOIRGs among the four subtypes. (D) Difference distribution of clinicopathological features and ANOIRGs expression among the four subtypes. ANOIRGs, anoikis-related genes; ***p < 0.001.






3.3 Characterization of TIME in different anoikis related subtypes

Patients with different anoikis related subtypes exhibited t-SNE-based ANOIRGs’ expression distinguishability feature (Supplementary Figure 5A). Then, we applied stromal, immune, and ESTIMATE scores to all LGG samples to gauge the degree of TIME cell infiltration in various subtypes. According to Supplementary Figure 5B, anoirgclusterB and anoirgclusterD outperformed anoirgclusterA and anoirgclusterC in terms of StromalScore, ImmuneScore, and ESTIMATEScore (p < 0.001). Additionally, we employed ssGSEA for quantifying the infiltrating abundance of 23 immune cells and investigate the distinct patterns of the immune-infiltrating landscape of the four subtypes in order to characterize the immune cell infiltration in various anoikis-related subtypes. anoirgclusterB and anoirgclusterD manifested a higher infiltration level of activated B, dendritic, CD4 T, CD8 T, CD56 bright natural killer, macrophages, gamma delta T, immature B, mast, dendritic, natural killer, natural killer T, regulatory T, plasmacytoid dendritic, type 1 T helper, type 2 T helper, T follicular helper, and myeloid-derived suppressor cells (MDSCs) than anoirgclusterA and anoirgclusterC (p <0.05, Supplementary Figure 5C). The outcome suggests that anoirgclusterB and anoirgclusterD have an elevated degree of stromal and immune cell infiltration than anoirgclusterA and anoirgclusterC. Based on these results, we found that anoirgclusterAC and anoirgclusterBD have similar ANOIRG expression profiles and prognostic and immune infiltration characteristics, which supports our classification of samples into two macrosubtypes: anoirgclusterAC and anoirgclusterBD.




3.4 Identification and secondary clustering of DEGs among macrosubtypes

For an additional investigation on the potential biological behavior of various anoikis subtypes, we carried out a differential analysis of the two anoikis macrosubtypes. DEGs with |logFoldChange| >1 and p < 0.05 were then screened, and 1251 DEGs were identified. Volcano plots showed that DEGs mainly expressed in the large anoirgclusterBD subtypes were highly expressed (p < 0.05, Figure 3A). KEGG (Figure 3C) and GO (Figure 3D) enrichment analysis was conducted for these DEGs, showing that the top five pathways were based on adjusted p-values in KEGG and the corresponding network of relationships with associated genes (p < 0.05, Figure 3B). A number of pathways are associated with the cell cycle.




Figure 3 | Screening and enrichment analysis of DEGs between the two anoikis related macrosubtypes. (A) Volcano plot of differential analysis between the two macrosubtypes to identifity DEGs. (B) The network diagram shows the corresponding relationship between the five KEGG pathways with the lowest p-value and related genes. (C) KEGG enrichment analysis of DEGs between the two macrosubtypes. (D) GO enrichment analysis of DEGs between the two macrosubtypes. DEGs, differentially expressed genes; ANOIRGs, anoikis-related genes.



A univariate Cox regression analysis on 1251 DEGs associated with anoikis was performed for the identification of DEGs with prognostic significance for LGG, yielding 1218 differentially expressed prognostic genes. A further 669 genes (SDEPGs) were selected based on the criterion of |1-HR| >0.5. Based on the 669 SDEPGs, secondary clustering was performed two clusters were identified: genecluster C1 and C2 (Figure 4B). Supplementary Figures 3D–F presents the clustering results. As depicted by the K-M survival curves, a significantly better prognosis was predicted for genecluster C1 in comparison to genecluster C2 (p < 0.001, Figure 4A). Eighteen ANOIRGs had significantly different expressions between genecluster C1 and C2 (p < 0.001, Figure 4C). In addition, a heatmap was employed to show the distribution of expression of 669 SDEPGs and clinicopathological characteristics for both geneclusters (Figure 4D).




Figure 4 | Identification of two gene-subtypes and exploration of the clinical and biological features of gene-subtypes. (A) Unsupervised consensus clustering divides LGG samples into two gene-clusters base on 669 SDEPGs (k=2). (B) OS curves for the two gene-subtypes of patients with LGG. (C) Expression differences analysis of 18 significative ANOIRGs between the two gene-subtypes. (D) Difference distribution of clinicopathological features and ANOIRGs expression between the two gene-subtypes. ANOIRGs, anoikis-related genes; SDEPGs, differentially expressed prognostic genes with strong prognostic significance; *p < 0.05; **p < 0.01; and ***p < 0.001.






3.5 Construction of the anoiS in LGGs

First, we performed LASSO regression analysis for downscaling screening based on 669 SDEPGs (Supplementary Figures 6A, B) and obtained a total of 34 genes. We then calculated the gene importance scores based on the Gini coefficient method in random forest, selected genes with scores ≥2 as disease signature genes (Supplementary Figures 6C, D), obtained 20 genes to enter the multivariate cox regression analysis, and finally screened 12 APRGs to construct the anoikis scoring system anoiS. The results of the multivariate Cox regression analysis for the 12 APRGs are shown in Supplementary Table 1. Among them, KDELR2, SMC4, IQGAP2, WEE1, HOXD13, SLC43A3, CYP27B1, MAP3K1, PIM1, and APOBEC3C were highly expressed in LGGs (Supplementary Figure 7A), and their high expression was associated with poor prognosis (Supplementary Figure 7B). Next, we divided the cohort samples into high- and low-anioS groups based on the median anioS. The K-M survival analysis showed that patients in the high anoiS group had poorer OS and PFS than those in the low anoiS group (p < 0.001, Figures 5A, D). The ROC curves also showed strong predictive accuracy of anioS, with AUCs for OS at 1, 3, and 5 years of 0.922, 0.947, and 0.870 for OS, respectively (Figure 5B), and AUCs of 0.749, 0.705 and 0.726 for PFS at 1, 3 and 5 years, respectively (Figure 5E). It was discovered that the anoiS has good accuracy in predicting OS and PFS at 1, 3, and 5 years in patients with LGG by using the calibration curve to test the predictive utility of the model (Figures 5C, F, I). We also used the CGGA dataset to confirm the reliability and stability of the 12-gene signature prediction model. The prognosis of the high anoiS group was considerably poorer than that of the low anoiS group, according to a survival analysis (p < 0.001, Figure 5G). With AUCs of 0.741, 0.735, and 0.724 at 1, 3, and 5 years, respectively, the ROC curve data showed that anoiS had a significant prognostic prediction potential (Figure 5H). The anoiS appeared to be a clinically independent risk prognostic factor for patients with LGG in the TCGA-LGG cohorts, according to univariate and multivariate Cox regression analyses paired with other clinical subgroup features (p < 0.001, Figures 5J, K). Sankey plots revealed a correlation between the prognosis, anioS, and subtype (Supplementary Figure 6E). AnoirgclusterB and anoirgclusterD had a higher chance of matching geneclusterC2, higher anioS, and a worse prognosis in LGG patients. Boxplots were also used to confirm this conclusion. (p < 2.22e-16, Supplementary Figures 6F, G).




Figure 5 | Construction and validation of anoiS. (A) OS analysis between the high- and low-anoiS groups in the TCGA-LGG cohort. (B) ROC curves of anoiS in predicting OS at 1-, 3-, and 5-years in the TCGA-LGG cohort. (C) Calibration curve to verify the predictive value of anoiS regarding the 1-, 3-, and 5-year OS in the TCGA-LGG cohort. (D) PFS analysis between the high- and low-anoiS groups in the TCGA-LGG cohort. (E) ROC curves of anoiS in predicting PFS at 1-, 3-, and 5-years in the TCGA-LGG cohort. (F) Calibration curve to verify the predictive value of anoiS regarding the 1-, 3-, and 5-year PFS in the TCGA-LGG cohort. (G) OS analysis between the high- and low-anoiS groups in the CGGA cohort. (H) ROC curves of anoiS in predicting OS at 1-, 3-, and 5-years in the CGGA cohort. (I) Calibration curve to verify the predictive value of anoiS regarding the 1-, 3-, and 5-year OS in the CGGA cohort. (J, K) Verification of the clinical independence of anoiS by univariate Cox regression analysis (J) and multivariate Cox regression analysis (K). anoiS, anoikis riskscore.






3.6 Clinical subgroup analysis based on the anoiS

Stacked histograms were employed to demonstrate the percentage of individual clinical characteristics in the high and low anoiS groups and box plots were plotted to show the variations in the anoiS between various clinical subgroup features, in order to further investigate the relationship between the anoiS and clinical subgroup characteristics. Patients older than 45 years demonstrated a higher risk in comparison to those younger than 45 years (p = 6.1e-06, Figure 6A), the anoiS did not show significant differences between gender (Figure 6B), anoiS was higher in patients graded G3 than in those with G2 (p < 2.22e-16, Figure 6C), and patients with astrocytomas had higher anoiS than those with oligoastrocytomas and oligodendeogliomas (p < 0.05, Figure 6D).




Figure 6 | Clinical subgroup and tumor mutation analysis base on anoiS in the TCGA-LGG cohort. (A–D) Relationship exploration between clinical features and anoiS by difference comparison and ratio distribution: age (A), gender (B), grade (C) and histological type (D, E) Differential analysis of TMB between the high- and low- anoiS groups. (F) Spearman correlation analysis between anoiS and TMB. (G) OS analysis of patients with high- and low- TMB. (H) OS analysis among four groups of patients stratified by the anoiS and TMB. (I, J) Tumor mutation landscape in the high- and low- anoiS groups. anoiS, anoikis riskscore.






3.7 Mutation correlation analysis of high and low anoiS populations

We further investigated TMB’s connection to the anoiS because it is intimately tied to tumor immunity. The findings revealed a positive correlation between TMB and anoiS (Figure 6F) and that TMB in the high anoiS group was higher in comparison to that in the low anoiS group (Figure 6E). Additionally, the samples were split into high and low TMB groups using the optimal cutoff value as the boundary, and it was discovered that the high TMB group’s prognosis was poorer than the low TMB group’s (Figure 6G). Patients with high TMB and anoiS demonstrated the poorest prognosis, whereas those with low TMB and anoiS had the best prognosis, according to a combined study of the effect of TMB and anoiS status on patient prognosis (Figure 6H).

To elucidate the potential genomic mutational mechanisms associated with anoikis, we used waterfall plots to depict the mutational landscape in the high and low anoiS populations; IDH1, TP53 and ATRX had a higher mutation frequency in the cohort, with mutation rates of 64%, 50%, and 35% in the high anoiS group (Figure 6I) and 90%, 41%, and 33% in the low-anoiS group, respectively (Figure 6J). The mutation rates of IDH1 and IDH2 were lower in the high anoiS group than in the low anoiS group, while the mutation rate of TP53 was higher than that in the low anoiS group.




3.8 Exploring the association between anoiS and immune infiltration landscape

A correlation matrix (Figure 7A) was constructed for investigating the association between anoiS and immune cell infiltration, and we found that there was a substantial positive correlation between the two (p < 0.05, with the exception of CD56 dim natural killer cells and Eosinophils). In Supplementary Figure 8A, findings for particular individual cells have been displayed. With the utilization of ESTIMATE to assess the infiltration characteristics of the tumor microenvironment in LGG patients, it was found that the StromalScore, ImmuneScore, and ESTIMATEScore were substantially higher in the high anoiS group than in the low anoiS group (p < 0.05, Figure 7B). Thereafter, the association between anoiS and immunotherapy efficacy was verified using the IMvigor210 immunotherapy cohort. The outcome implies that individuals with a high anoiS had a good prognosis (Figure 7C). We additionally evaluated the correlation between the level of expression of 12 APRGs and the infiltration level of 23 immune cells. As shown in Supplementary Figure 8B, among the 12 APRGs, FAM133A negatively correlated with most immune cells (except CD56 dim natural killer cells and Eosinophils), CMYA5 negatively correlated with Eosinophils, whereas positively correlated with activated CD56 dim natural killers, CD4+T cells, CD8+T cells, type 1 T helper cells, and type 2 T helper cells, plasmacytoid dendritic cells. CYP27B1 negatively correlated with CD56 dim natural killer cells, type 1 T helper cells, Eosinophils, and Monocytes, whereas positively correlated with CD56 bright natural killers, activated CD4+T cells, and type 2 T helper cells. The remaining nine APRGs positively correlated with most immune cells (except CD56 dim natural killer cells, type 1 T helper cells, Eosinophils, and Monocytes). Next, we evaluated the correlation between the 12 APRGs and 46 immune checkpoint genes (ICGs). Most of the 12 APRGs positively correlated with a number of immune checkpoints, such as PD-1, PD-L1, CTLA-4, TIM-3, B7-H3, IDO1, and LAG3, while FAM133A negatively correlated with CTLA-4, TIM -3, PD-1, PD-L1, B7-H3, IDO1, and LAG3, and anoiS positively associated with most immune checkpoints, such as CTLA-4, TIM-3, PD-1, PD-L1, B7-H3, IDO1, and LAG3 (Figure 7D).




Figure 7 | Immune microenvironment and immunotherapy efficacy analysis based on anoiS. (A) The spearman correlation matrix between anoiS and infiltration level of 23 immune cells. Yellow means positive correlation, whereas blue means negative correlation. (B) Violin plot for difference comparison of StromalScore, ImmuneScore, and ESTIMATEScore between the low- and high-anoiS groups. (C) OS analysis based on anoiS grouping in the IMvigor210 Cohort. (D) The spearman correlation matrix among APRGs, anoiS and 46 ICGs. Red means positive correlation, whereas blue means negative correlation. APRGs, anoikis-potential related genes; anoiS, anoikis riskscore; ICGs, immune checkpoint genes; *p < 0.05; **p < 0.01; and ***p < 0.001.






3.9 Exploring the association between treatment modality and genetic status

The baseline data for the CGGA-LGG cohort is presented in Table 2. The proportion of individual gene status in the high and low anoiS groups was shown using stacked histograms and boxplots were plotted to show the difference in the anoiS between gene statuses. The findings depict that individuals with the IDH mutation (p<0.001, Figure 8A) and 1p19q co-deletion (p<0.001, Figure 8B) had lower anoiS, and patients placed in the high anoiS group manifested a lower proportion of IDH mutations (p<0.001, Figure 8A) and 1p19q co-deletion (p<0.001, Figure 8B). Patients with MGMT non-methylation had higher anoiS than MGMT-methylated patients, while MGMT methylation status did not vary substantially between patients in the low and high anoiS groups (p=0.024, Figure 8C). The comparison of clinical characteristics showed that the anoiS was the highest and MGMT promoter methylation was the lowest in AUC values at 1, 3, and 5 years of OS (Figures 8D–F)


Table 2 | Baseline Data Sheet of the CGGA-LGG cohort.






Figure 8 | Validation and exploration of anoiS in the CGGA cohot. (A-C) Relationship exploration between three genetic status and anoiS by difference comparison and ratio distribution: IDH mutation status (A), 1p19q codeletion status (B), and MGMT methylation status (C). (D-F) ROC curves of anoiS and other LGG prognostic factors (grade, IDH mutation status, 1p19q codeletion status, and MGMTp methylation status) in predicting OS at 1- (D), 3- (E), and 5-years (F) in the CGGA cohort. (G-L) OS analysis showing the effects of IDH mutation status (G, H), 1p19q codeletion status (I, J) MGMT methylation status (K, L) on prognosis of the high- and low- anoiS groups. *p < 0.05, ****p < 0.0001.



In the high anoiS group, the prognosis of patients in the IDH mutant group was better in comparison to that of patients in the IDH wildtype group, as shown by the survival analysis (p < 0.001, Figure 8G); in the low anoiS group, IDH mutant group and the patients placed in the IDH wildtype group, did not exhibit a significant difference in terms of the prognosis (Figure 8H). For 1p19q co-deletion, survival analysis demonstrated that the prognosis of patients in the 1p19q co-deletion group was improved in comparison to that of patients in the 1p19q co-deletion negative group, regardless of high or low anoiS (Figures 8I, J). For MGMT methylation status, regardless of the high and low anoiS, no significant difference existed in terms of patients’ prognosis in the MGMT methylation group and MGMT non-methylation group as depicted by the survival analysis (Figures 8K, L).

In addition, the prognosis was predicted separately for the different treatment modalities using the anoikis scoring system, and survival analysis depicted that patients placed within the high anoiS group manifested a significantly worse prognosis in comparison to the ones in the low anoiS group in the chemotherapy alone (p = 0.001, Figure 9A), radiotherapy alone (p < 0.001, Figure 9B), and radiochemotherapy (p < 0.001, Figure 9C) groups. Additionally, we found that for patients treated with radiotherapy alone or chemotherapy alone, the prognosis of tended to be better than that of the no-treatment and radiotherapy populations in both the high anoiS group (p = 0.031, Figure 9D) and the low anoiS group (p = 0.024, Figure 9E).




Figure 9 | The potential association exploration of anoiS with Standard therapy sin LGGs. (A-C) OS analysis of the high- and low- anoiS groups in the CGGA chemotherapy cohort (A), the CGGA radiotherapy cohort (B), and the CGGA radiochemotherapy cohort (C). (D, E) OS analysis among four patient groups stratified by the TMZ and radiotherapy in the high- anoiS group (D) and low- anoiS group (E).






3.10 Prediction of TMZ sensitivity and screening of key gene teams

We first predicted the IC50 values of TMZ in LGG samples using both “pRRophetic” and “oncoPredict” algorithms to reflect the sensitivity of patients to TMZ. Patients in the high anoiS group demonstrated lower IC50 values of TMZ (Figures 10A, B) and lower AUC values of TMZ (Figure 10C), The IC50 values (Figures 10D, F) and AUC values (Figure 10G) of TMZ were negatively correlated with the anoiS. We then constructed a correlation matrix of 19 ANOIRGs and 12 APRGs using TMZ IC50 values. CCT5 showed the strongest negative correlation with TMZ IC50 values among the 19 ANOIRGs (Figure 10E) and was a differential prognostic gene (Figures 11A, B), which plays a potential cancer-promoting role in LGGs. Therefore, we regarded CCT5 as the key gene for the study. We selected CCT5 and 12 APRGs for constructing a gene co-expression network and found that CCT5 had a strong positive correlation with KDELR2, WEE1, SMC4 and MAP3K1 (r > 0.5; Figure 11C). These four anoikis potential genes also showed differential prognosis, exerted potential pro-cancer effects (Figure 11D), and negatively correlated with the TMZ IC50 values. Therefore, we considered CCT5 and these four anoikis genes as potential gene teams. The key gene CCT5 showed the strongest negative correlation with the IC50 value of TMZ (Figures 10H, I). Additionally, qRT-PCR was used to detect the expression differences of CCT5 (Figure 11E), KDELR2 (Figure 11F), SMC4 (Figure 11G), WEE1 (Figure 11H), and MAP3K1 (Figure 11I) between NHA and LGGs cells (SW1088 and Hs683). In LGGs cells, the expression of these genes demonstrated a notable up-regulation in comparison to that in human astrocytes (NHA) (p <0.05).




Figure 10 | TMZ sensitivity analysis in LGGs of anoiS, ANOIRGs and APRGs. (A, B) Comparison of predictive IC50 value of TMZ between the high- and low- anoiS group by “pRRophetic” R package (A) and “oncopredict” R package (B). (C) Comparison of predictive AUC value of TMZ between the high- and low- anoiS group by “ oncopredict “ R package. (D, F) Correlation analysis between anoiS and predictive IC50 value of TMZ by “pRRophetic” R package (D) and “oncopredict” R package (F). (E) The pearson correlation matrix to show the relationship among predictive IC50 value of TMZ, 19 ANOIRGs and 12 APRGs. Red means positive correlation, whereas blue means negative correlation. (G) Correlation analysis between anoiS and predictive AUC value of TMZ by “oncopredict” R package. (H, I) Pearson correlation analysis between the expression of CCT5 and predictive IC50 value of TMZ by “pRRophetic” R package (H) and “oncopredict” R package (I). ANOIRGs, anoikis-related genes; APRGs, anoikis-potential related genes. *p < 0.05.






Figure 11 | Differential expression validation of CCT5 and 4 most relevant APRGs between LGG and normal samples. (A) The expression differential analysis of CCT5 between LGG and normal brain tissues based on TCGA-Gtex integrated expression profile. (B) The HPA database showed the expression of CCT5 at the tissue protein level by immunohistochemistry. Scale bars correspond to 200μm. (C) Correlation network between CCT5 and all 12 APRGs. The cutoff value of the correlation coefficient for generating a line between genes was 0.5. (D) The expression differential analysis of KDELR2, SMC4, MAP3K1 and WEE1 between LGG and normal brain tissues based on TCGA-Gtex integrated expression profile. (E-I) The mRNA expression differential analysis of CCT5 (E), KDELR2 (F), SMC4 (G), WEE1 (H), and MAP3K1 (I) in LGG cells (SW1088, Hs683) and human astrocytes (NHA) by qRT-PCR. ANOIRGs, anoikis-related genes; APRGs, anoikis-potential related genes; ***p < 0.001, ****p < 0.0001. qRT-PCR data are means ± SD, with n = 3. Error bars represent the SD of triplicate experiments.







4 Discussion

It is well known that LGGs have a better clinical prognosis than GBMs. However, after standard treatment, most patients with LGG develop recurrence and metastasis, and eventually even GBMs (38). There is still a lack of effective molecular typing and therapeutic targets to help clinicians differentiate between LGG patients with different prognostic risks and treatment responsiveness. Anoikis, a specific type of apoptotic death caused by cell loss or inappropriate cell adhesion, has a close association with tumor invasion and metastasis. Nevertheless, tumor cells evade anoikis through multiple factors that regulate anoikis resistance, leading to uncontrolled growth of these cancer cells at other sites (20). Resistance to anoikis has been reported to be associated with the ability of GBMs to invade, metastasize, and develop drug resistance (39). Nevertheless, only a few works have focussed on the precise function of anoikis-associated genes in predicting LGG prognosis and their effects on LGG aggressive metastatic ability and TMZ drug resistance.

We selected 19 ANOIRGs as a starting point for our study. Most of these were anti-anoikis genes, which are highly expressed in LGGs and are risk prognostic factors. It is suggested that anti-anoikis can indeed result in poor patient prognosis amongst individuals suffering from LGG. Based on the expression profiles of the 19 ANOIRGs, all patients with LGG were classified into four subtypes and two macrosubtypes. The different macrosubtypes had significantly different biological characteristics, and the anoirgclusterBD subtype had a significantly bad prognosis and a high immune level of infiltration. After differential and prognostic analyses, we found a large number of SDEPGs, and subsequent secondary genotyping also showed good prognostic discrimination. Ultimately, using machine learning and screening of prognostic patterns, we constructed a robust and high-power anoikis scoring system, anoiS. It serves as an independent prediction system to accurately distinguish between patients with different survival and recurrence risks. The AUC value for OS prediction in the TCGA cohort was approximately 0.9, which was better than the existing common predictors. In contrast, a feature consisting of five LGG relapse and progression-associated genes had an AUC value of around 0.8 for OS prediction in the TCGA cohort (40), and another feature consisting of six TMB-associated genes also had an AUC value of around 0.8 for OS prediction in the TCGA cohort (41), which was lower than the AUC value in our study. The high predictive power of the risk score model is evident from the ROC, and the results of the calibration curve also suggest that the risk score model’s predictions corroborate quite well with the actual.

The extent of immune cell infiltration in patients with LGG in the high anoiS group had a significantly higher proportion than in the low anoiS group, and the level of immune cell infiltration manifested a positive correlation with the anoiS, according to our subsequent assessment of the immune microenvironment infiltration landscape. Patients having high anoiS levels tended to be more sensitive to immunotherapy in the immunotherapy cohort IMvigor210. TMB has been demonstrated to be successful in a variety of tumor types, such as lung cancer, and is frequently regarded as a novel biomarker enabling response prediction to cancer immunotherapy (42). According to Wang et al. (2019), patients with a greater TMB may have a better prognosis if they receive immunotherapy for several malignancies (43).. In contrast, our study’s findings showed that LGG patients with a high TMB had a poor prognosis. The superimposed effect of TMB and anoiS gave the worst prognosis to those with a high TMB and anoiS, but this group might have better immunotherapy efficacy. This also suggests that the poor efficacy of immunotherapy in LGGs may be due to the existence of other potential pathways that cause an irreversible poor prognosis in patients with high levels of immune infiltration.

Genetic tests for the 1p19q co-deletion, IDH mutation, and MGMT methylation are required for GBMs because they help predict a patient’s prognosis and treatment sensitivity. However, in LGGs, these three genes did not show superior efficacy. Yet, it has been demonstrated that LGG patients who also had a 1p/19q co-deletion and an IDH mutation had the best clinical results (44). Patients with 1p/19q co-deletion in LGGs demonstrated a longer OS and better treatment response in comparison to patients with 1p/19q intact (45, 46). Studies have suggested the use of MGMT status assessment as an adjunct to assess prognosis (47), but there are no clear guidelines or recommendations.

In the CGGA cohort, we explored the association between different genetic statuses and treatment modalities with the anoiS. The National Comprehensive Cancer Network (NCCN) guidelines (48) state, TMZ and radiotherapy as the most important treatment modalities for patients with LGGs. The anoiS significantly predicted the prognostic risk across treatment modalities in all populations. By combining the three gene statuses for further analysis, it was found that patients with low anoiS demonstrated an improved prognosis, possibly associated with an increased probability of IDH mutations and 1p19q co-deletions. Similarly, the mutational landscape of the TCGA cohort demonstrated that individuals in the low anoiS group exhibited a higher proportion of IDH mutations. The ROC curves suggest that the predictive efficacy of our anoiS exceeds that of grade and the three gene statuses, and is expected to be a new first-line predictor of LGGs. After patients are classified into high and low anoiS groups using the anoiS, other indicators can be analyzed to further differentiate the prognostic risk. Continued testing for IDH mutations is recommended for individuals placed within the high anoiS group, while testing for this is not recommended for patients placed within the low anoiS group. The testing of 1p19q is required for patients in both high and low anoiS groups. In contrast, the detection of MGMT promoter methylation has no significant prognostic prediction for either high or low anoiS in patients.

The sensitivity of patients to TMZ was predicted by determining the TMZ IC50 value and AUC value in LGG samples based on the two algorithms. We found that patients in the high anoiS group demonstrated a higher TMZ sensitivity, which positively correlated with the anoiS. In addition, almost all ANOIRGs and APRGs showed a positive correlation with TMZ sensitivity. We identified a core team of key genes, which included CCT5, which exhibited synergistic pro-oncogenic and TMZ-sensitizing effects in LGGs. CCT5, together with other homologous subunits (TCP1, CCT2, CCT3, CCT4, CCT6A, CCT6B, CCT7, and CCT8), forms a large molecular weight complex, chaperonin containing TCP-1 (TCP (T-complex protein 1) ring complex (TRiC), CCT/TRiC) (49). CCT5 markedly promotes gastric cancer cell proliferation, anoikis, invasion, and lymphatic tube formation (23). CCT5 interacts with cell cycle protein D1 and positively regulates the PI3K/AKT-induced epithelial–mesenchymal transition (EMT) pathway to promote the migration and invasion of LUAD cells (50). The remaining four members were KDELR2, MAP3K1, SMC4, and WEE1. The KDEL receptor family includes a transmembrane domain protein called KDEL endoplasmic reticulum protein retention receptor 2 (KDELR2). KDELR2 accelerates the development of breast cancer, non-small cell lung cancer, bladder cancer, and GBM (51–54). According to research, KDELR2 is significantly expressed in GBM tissues and controls mTOR’s degree of phosphorylation (Ser2448), which encourages the growth of GBM tumors (52). Invasion and metastasis of cells are dependent on KDELR2-regulated Golgi secretion, and KDELR2 suppression lessens lung cancer metastasis, according to a new study (51). Serine/threonine kinase MAP3K1 belonging to the MAP3K family is a component of multiple signaling cascades and includes the ERK, JNK, and NF-κB signaling pathways. It is triggered by a multitude of stimuli, including cellular stress, growth hormones, and cytokines (55). Research has shown elevated MAP3K1 expression in GBMs, which is related to poor prognosis and treatment resistance (56). MAP3K1 promotes cell proliferation and invasion in esophageal cancer, and inhibits anoikis, thus playing a tumor-promoting role (57). The present work, therefore, suggests that LGG patients with a high MAP3K1 expression demonstrate a poor prognosis which is consistent with earlier reports. An SMC family member referred to as structural maintenance of chromosome 4 (SMC4) encodes the SMC4 protein, which has an elevated expression in a variety of malignancies and may play an oncogenic function (58–62). SMC4 increases the migration, proliferation, and invasion of glioma cells in GBMs via acting downstream of MiR-433-3p (60). WEE1 has an elevated expression in a number of cancer types, including adult GBMs, and breast, colon, and stomach cancers. High WEE1 expression is linked to poor prognostic indicators (63–66). Interestingly, SMC4 and WEE1 were closely associated with the cell cycle (67, 68), and our results from the GSVA analysis of macrosubtypes and GO/KEGG enrichment analysis of DEGs also suggested that the cell cycle is a potentially relevant pathway for anoikis in LGG. This may provide a theoretical basis for further exploration of anoikis in LGGs.

In summary, we have provided a new molecular typing and scoring system for patients with LGG based on anoikis. Our anoikis scoring system illustrates that higher anoiS may cause poorer prognosis, but at the same time brings the possibility of improved responsiveness to TMZ and immunotherapy in LGGs. This paradox may arise from the reduced proportion of IDH mutations and 1p19q co-deletions, because IDH mutations promote immune escape, leading to poor immunotherapy responsiveness, or from the influence of other underlying biological mechanisms of anoikis, such as regulation of the cell cycle. Nonetheless, it is anticipated that this new scoring system would result in more precise prognosis prediction, enhanced clinical diagnosis, and improved therapeutic approaches for individuals with LGG.

This work has a few limitations. Initially, further cohorts of TMZ therapy and immunotherapy are required to confirm the findings and enhance the score system’s prediction ability. Second, the study should take into account the surgical resection margin, a significant clinical determinant of LGGs. Lastly, this study applied lots of correlation analysis to explore the association and closeness between the variables, but could not exclude the existence of nonlinear relationship between the variables and could not determine the causal relationship of the variables.




5 Conclusion

To correctly forecast the prognosis of patients with LGG and evaluate their responsiveness to temozolomide and immunotherapy, a new molecular type and scoring system for LGG based on anoikis was developed in this work. Hence, creating more precise, tailored treatment strategies for individuals suffering from LGG seems potential.
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Supplementary Figure 1 | Differential expression and prognostic analysis of 19 ANOIRGs in TCGA-LGG cohort. (A) Differential expression of 19 ANOIRGs in LGG and normal tissue. (B) Prognostic correlation network of 19 ANOIRGs. The line represents the correlation between genes, the sphere represents the univariateCox test of each gene. (C) K-M survival analysis of 18 ANOIRGs in LGGs (OS, Log-rank test, p < 0.001). ANOIRGs, anoikis-related genes; * p < 0.05, ** p < 0.01, ***p < 0.001.

Supplementary Figure 2 | Genetic variation landscape of 19 ANOIRGs in TCGA-LGG cohort. (A) The Waterfall chart showing the types and frequencies of genetic variation in 19 ANOIRGs. (B) Frequencies of gain and loss of CNV in 19 ANOIRGs. (C) The Chromosome localization and the landscape of CNV in 19 ANOIRGs. ANOIRGs, anoikis-related genes.

Supplementary Figure 3 | Detailed results of consensus clustering. (A–C) Detailed results of consensus clustering to identifity anoikis related subtypes based on ANOIRGs: cumulative distribution curve (A), area under the cumulative distribution curve (B) and tracking plot (C). (D–F) Detailed Results of consensus clustering to construct gene-subtypes based on SDEPGs: cumulative distribution curve (D), area under the cumulative distribution curve (E) and tracking plot (F). ANOIRGs, anoikis-related genes; SDEPGs, differentially expressed prognostic genes with strong prognostic significance.

Supplementary Figure 4 | Difference comparison of enriched pathways of four different anoikis related subtypes by GSVA. (A–C) Heatmaps comparing GSVA pathway scores for four anoikis related subtypes from three items: KEGG (A), HALLMARK (B), and Reactome (C).

Supplementary Figure 5 | Tumor immune microenvironment analysis of four anoikis related subtypes. (A) t-SNE analysis of the four subtypes based on ANOIRGs expression (B) Differential analysis of TME scores between the four anoikis related subtypes. (C) The infiltration abundance of 23 kinds of immune cells was evaluated by ssGSEA in the four anoikis related subtypes. ANOIRGs, anoikis-related gene; *p < 0.05; **p < 0.01; and ***p < 0.001.

Supplementary Figure 6 | Construction of anoiS and grouping based on anoiS. (A) Screening of optimal parameter (lambda) and ANOIRGs with non-zero coefficients. When the number of genes with non-zero coefficients was 34, the Lasso model was the most stable. (B) Lasso coefficient profiles of the 669 SPDEGs. (C) The relationship between the number of trees and model error in random forest. The model has the smallest error when the number of trees is 303. (D) The top 30 genes were ranked by gene importance score based on Gini coefficient method. (E) Sankey diagram to show the correspondence among anoikis related subtypes, gene-subtypes, anoiS and survival outcomes. (F) Differential analysis in anoiS levels between the four anoikis related subtypes. (G) Differential analysis in anoiS levels between the two gene-subtypes. anoiS, anoikis riskscore; ANOIRGs, anoikis-related genes; SPDEGs, differentially expressed prognostic genes with strong prognostic significance.

Supplementary Figure 7 | Gene expression differential analysis and survival analysis of 12 APRGs in LGGs. (A) Gene expression differential analysis of 12 APRGs between LGG and normal tissue. (B) K-M survival analysis of 12 APRGs in LGGs (OS, Log-rank test, p < 0.001). APRGs, anoikis-potential related genes.

Supplementary Figure 8 | Spearman Correlation analysis among TME, anoiS and 12 APRGs. (A) Correlation scatter plot between anoiS and infiltration level of 21 significative immune cells. (B) Correlation matrix between expression level of 12 APRGs and infiltration level of 23 immune cells. anoiS, anoikis riskscore; APRGs, anoikis-potential related genes; *p < 0.05; **p < 0.01; and ***p < 0.001.
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Glioblastomas (GBMs) are highly aggressive brain tumors that have developed resistance to currently available conventional therapies, including surgery, radiation, and systemic chemotherapy. In this study, we investigated the safety of a live attenuated Japanese encephalitis vaccine strain (JEV-LAV) virus as an oncolytic virus for intracerebral injection in mice. We infected different GBM cell lines with JEV-LAV to investigate whether it had growth inhibitory effects on GBM cell lines in vitro. We used two models for evaluating the effect of JEV-LAV on GBM growth in mice. We investigated the antitumor immune mechanism of JEV-LAV through flow cytometry and immunohistochemistry. We explored the possibility of combining JEV-LAV with PD-L1 blocking therapy. This work suggested that JEV-LAV had oncolytic activity against GBM tumor cells in vitro and inhibited their growth in vivo. Mechanistically, JEV-LAV increased CD8+ T cell infiltration into tumor tissues and remodeled the immunosuppressive GBM microenvironment that is non-conducive to immunotherapy. Consequently, the results of combining JEV-LAV with immune checkpoint inhibitors indicated that JEV-LAV therapy improved the response of aPD-L1 blockade therapy against GBM. The safety of intracerebrally injected JEV-LAV in animals further supported the clinical use of JEV-LAV for GBM treatment.
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1 Introduction

Glioblastoma (GBM) is the most common and aggressive form of primary brain tumor. The current standard care for GBM involves the removal of the main tumor part through surgery, followed by radiotherapy and adjuvant therapy with systemic chemotherapeutic drugs (1). Although GBM patients respond to these multiple approaches; their response is mediocre and the median survival is <24 months (2). Immunotherapy is effective against other tumors; however, the clinical trials of immunotherapy for GBM have not provided satisfactory results (3–5).

Oncolytic viruses (OVs) can selectively kill infected tumor cells and effectively induce antitumor immunity. The recombinant oncolytic poliovirus PVSRIPO recently showed potential in a phase I study involving recurrent GBM patients by extending the overall median survival period of treated GBM patients to 2 years (6).

Japanese encephalitis virus (JEV) is a single-stranded positive-sense RNA flavivirus transmitted by mosquitoes. It is closely related to other emerging viral pathogens, including dengue fever virus, yellow fever virus, West Nile virus, and zika virus (ZIKV). Like most neurotropic flaviviruses, after entering the brain, JEV can infect pericytes, astrocytes, and microglia, preferentially targeting developing neurons and neuron precursors (7). These characteristics of flaviviruses allow the use of OVs for GBM treatment. For instance, preclinical studies have demonstrated that ZIKV can eliminate GBM in the mouse model by targeting GBM stem cells (GSCs) and CD8+ T cell-mediated antitumor immunity (8, 9). Therefore, we explored whether JEV can be used as an OV for GBM treatment.

The live attenuated Japanese encephalitis vaccine strain (JEV-LAV) SA14-14-2 has been administered to more than 300 million children since its clinical approval in China and other countries in 1989. Further, no vaccine-related encephalitis cases have yet been reported from these countries (10). No reports of JEV-LAV being used as an OV are currently available. Therefore, we here explored the use of JEV-LAV SA14-14-2 as an OV and elucidated its underlying action mechanism in GBM treatment.




2 Materials and methods



2.1 Animals and cell lines

Six-week-old C57BL/6J female mice were purchased from Beijing Huafukang Bioscience (Beijing, China). 4T1, A549, 3T3, BHK21, and GBM cell lines, including GL261, A172, T98G, U87, and U251, were purchased from ATCC and cultured in DMEM (Hyclone) media supplemented with 10% FBS (HyClone) at 37°C in the presence of 5% humidified CO2. Then, GL261 cells with a luciferase reporter gene (GL261-luc) were established via viral transduction and puromycin selection (2 µg/mL). All cell lines were negative for mycoplasma.




2.2 JEV strains

The JEV-LAV used in the present study was an attenuated JEV SA14-14-2 strain, which was kindly gifted by the Arbovirus Vaccine Laboratory of China Institutes for Food and Drug Control. The vaccine virus strain was screened as described previously (10). Briefly, the vaccine virus strain SA14-14-2 was derived from a wild-type JEV SA14 isolated from a pool of Culex pipiens mosquito larvae. The SA14 virus was attenuated through a continuous passage in primary hamster kidney (PHK) cell cultures. After 100 passages of the virus in PHK cells, followed by thrice cloning of plaque, one less virulent clone 12-1-7 was selected from 36 plaque clones. The selected virus was amplified in Vero cells and purified by ultrafiltration, and the viral titers were quantified with BHK21 cells purchased from ATCC.




2.3 TCID50

BHK-21 cells (1 × 104) were seeded into 96-well plates and incubated overnight in 100 μL of DMEM medium supplemented with 2% FBS. The vaccine strain SA14-14-2 was serially diluted 10-fold in 100 μL of DMEM medium supplemented with 2%FBS and transferred into 96-well plates. Then, an equal volume of DMEM medium supplemented with 2% FBS was added into the two columns that served as control. After 10 days of incubation, the plates were read to confirm the endpoint (cytopathic effect). The viral titers were calculated according to the method described by Reed and Muench. Three repeated plates were used to measure the titers.




2.4 In vitro viral infection and cell proliferation assay

GL261 cells were plated in 12-well plates and infected with JEV-LAV at an MOI of 0, 1, 5, and 25. The cells were stained with crystal violet staining solution (Sigma) for 5 min after 48 h of the infection.

GL261 cells were plated in 96-well plates and infected with JEV-LAV at an MOI of 0, 1, 5, and 25. The cell survival rates were calculated by using the Cell Counting Kit-8 (MedChem Express) after 48 h of the infection.

GL261, A172, T98G, U87, U251, 4T1, 3T3, and A549 cells were plated in 96-well plates and infected with JEV-LAV at an MOI 25. Cytotoxicity was evaluated by using CCK8 after 48 h of the infection.

GL261, U87, 4T1, and A549 cells were infected with JEV-LAV at an MOI of 10 for 72 h, and the resultant supernatant was collected. The viral titers in the cell supernatant were quantified by TCID50 with BHK21 cells.




2.5 Tumor implantation and treatment

GL261-luc cells (1 × 105) infected with 1 × 106 PFU JEV-LAV for 2 h were implanted into the right frontal lobe of mice by using stereotactic tumor establishment apparatus. A suspension of the same number of GL261-luc cells and inactivated JEV-LAV (achieved by heating in a 56°C water bath for 30 min) were injected as a control. After 5 days of implantation, we monitored the tumor development in mice through bioluminescence imaging.

Using the same coordinates as mentioned earlier, we implanted the single-cell suspension of GL261-luc cells (1 × 105 cells in 10 μL) into the right frontal lobe of the experimental mice. After 5 days of implantation, we randomly selected the mice with confirmed tumor formation and injected them intratumorally with 1.6 × 106 PFU JEV-LAV. The injection of inactivated JEV-LAV served as a control. On days 6, 8, 12, and 14 after implantation, the mice received an intraperitoneal injection of αPD-L1 antibodies (200 μg) or PBS.

GL261 cells (1 × 106 cells suspended in 100 µL of phosphate-buffered solution) were injected into the right flank. After 12 days of implantation, we randomly grouped the mice with confirmed tumor formation and injected them intratumorally with 1.6 × 106 PFU JEV-LAV. The injection of inactivated JEV-LAV served as a control. On days 13, 15, 17, and 19 after implantation, the mice received an intraperitoneal injection of αPD-L1 antibodies (200 μg) or PBS. All animal experiments were performed as per the guidelines of the Animal Care and Use Committee of West China Hospital, Sichuan University, China.




2.6 Bioluminescence imaging

The tumor development in the animals was monitored through bioluminescence imaging. After receiving the intraperitoneal injection of D-fluorescein (150 mg/kg, Gold Bio), the animals were anesthetized with isoflurane (2%) and imaged with the IVS50 imaging system (PerkinElmer). The data were analyzed with the Living Image 2.6 software (PerkinElmer).




2.7 Hematoxylin and eosin, immunohistochemical, and immunofluorescence staining

When the tumor-bearing mice in the control group displayed classic neurological symptoms, such as curling up into lumps, the two groups of mice were perfused with normal saline and 4% paraformaldehyde solution, and their brains were isolated. The brain tissues were then fixed in 4% paraformaldehyde solution for 48 h (SigmaAldrich), embedded in paraffin, and sliced into 5-μm-thick sections. These paraffin sections were deparaffinized in xylene (twice, 5 min each), gradually hydrated in a gradient series of alcohol (100%, 90%, and 70%, for 5 min each), and stained with hematoxylin and eosin (SigmaAldrich). To analyze the tumor-infiltrating immune cells, we sequentially incubated the treated sections with the primary antibodies (CD3, Abcam) and secondary antibodies, followed by staining of the nuclei with hematoxylin. To analyze the replication of the virus in a tumor, these brain sections were incubated with a primary mouse anti-JEV NS3 protein antibody (JeneTex; 1:500 dilution) overnight at 4°C and goat anti-mouse IgG conjugated with TRITC (1:500) at 37°C for 60 min, after which the nuclei were stained with DAPI (1:1,000 dilution) for 10 min at room temperature. The relevant images were acquired by confocal laser scanning microscopy (Zeiss).




2.8 Virus RNA detection by quantitative real-time PCR

The experimental mice were treated with inactivated JEV-LAV and JEV-LAV as described earlier and sacrificed on day 5 of the treatment, after which their brain and tumor tissues were harvested and weighed. Viral RNA was extracted with the Viral RNA Extraction Kit (Hengya). The viral RNA was quantified by qRT-qPCR using the Japanese Encephalitis Virus Detection Kit (Xybio) as per the manufacturer’s instruction.




2.9 Flow cytometry analysis

To analyze the effect of JEV-LAV on infiltrating immune cells in tumors and the PD-L1 expression of GBM tumor cells, we sacrificed the tumor-bearing mice 17 days after tumor inoculation (12 days after the administration). The brain-tumor quadrants were excised from the sacrificed mice and digested into a single-cell suspension. For the detection of the PD-L1 expression in GBM tumor cells in vivo, we only stripped the tumor tissues. After filtering through a 70-μm filter, the dead cells were stained with the Fixable Viability Stain 620 (BD Biosciences). The single-cell suspension was then incubated with Fc-block (BD Biosciences) for 10 min before staining. The following antibodies were used based on the cell surface staining procedure: APC/cy7 anti-CD3, FITC anti-CD4, PE/cy7 anti-CD8, PE anti-PD-1, APC anti-TIM-3, PE anti-CD25, APC/cy7 anti-CD45, Percp anti- CD11b, FITC anti-F4/80, APC anti-Gr-1, and PE anti-CD206. PE anti-Foxp3 was stained intracellularly according to the intracellular-staining protocol.




2.10 Safety evaluation of intracerebral administration of JEV-LAV in mice

Using the same methods as mentioned earlier, 6-week-old C57BL/6J female mice were intracerebrally inoculated with 1.6 × 106 PFU (consistent with the therapeutic dose) JEV-LAV, while PBS injection served as control. After injection, we monitored the physical state and weight of the mice every week for 2 weeks. Two weeks after the injection, we conducted various tests, including open field, elevated plus maze, rota-rod, and tail suspension, as described previously (8).




2.11 Statistical analyses

All data were analyzed using GraphPad Prism8. The statistical significance of total photon flux from the tumors was calculated by Sidak’s multiple-comparisons test. Kaplan–Meier survival curves were employed to assess the animal survival, and statistical significance was analyzed by the log-rank test. The statistical significance of other experiments was analyzed by unpaired Student’s t-test. *P < 0.05; **P < 0.01; ***p < 0.0001; ns, no statistical significance.




2.12 Study approval

The animal experiments were approved by the West China Hospital of Sichuan University Biomedical Ethics Committee, and all experiments conformed to all relevant regulatory standards.





3 Results



3.1 Safety evaluation of intracerebrally administered JEV-LAV

To test the safety of JEV-LAV, four behavioral tests were conducted to determine whether intracerebrally administered JEV-LAV causes adverse reactions in mice. These tests were the open field test, elevated plus maze test, tail suspension test, and rotarod test. We injected 1.6 × 106 PFU JEV-LAV intracranially into C57BL/6J mice. At 2 weeks after JEV-LAV administration, no abnormalities were observed in the mice (erected fur, diarrhea, loss of appetite, lethargy, and gait instability), except a slight weight loss (Figure 1A). The mice restored the lost weight in the third week. Results of the behavioral tests conducted after 2 weeks revealed that JEV-LAV- or PBS-injected mice exhibited the same degree of spontaneous exploration behavior, anxiety, depression, and exercise ability (Figures 1B–J). Until the 50th day of observation, no mouse from any of the groups died (Figure 1K). These results indicate that JEV-LAV is safe for intracerebral injection as OVs.




Figure 1 | Safety evaluation of intracerebral administration of JEV-LAV in the experimental mice. (A)Weight changes in the mice after 2 weeks of injection. (B–J) C57BL/6J mice were intracerebrally inoculated with 1.6 × 106 PFU (consistent with the therapeutic dose) JEV-LAV, while PBS injection served as control. The clinical signs and survival of the animals were monitored daily. Behavioral testing was conducted after 2 weeks. (B) The motion track of the mice in the open field test. (C) Overall distance covered by the mice in the open field test. (D) Movement distance in the center of the mice in the open field test. (E) Residence time in the center of the mice in the open field test. (F) The motion tracking of mice in the elevated plus-maze test. (G) The overall distance of mice in the open arm. (H) The residence time of mice in the open arm. (I) Total time of mice on the rod in the rota-rod teat. (J) Immobile time of mice within 5 min of tail suspension in the tail-suspension test. (K) Survival (n = 8/group). *P < 0.05; **P < 0.01; ***P < 0.0001; ns, no statistical significance.






3.2 Oncolytic activity of JEV-LAV against GBM tumor cells in vitro

First, the inhibitory effect of JEV-LAV on GBM GL261 (mouse glioma 261) cells infected at different multiplicities of infection (MOI: 0, 1, 5, and 25) was investigated after 48 h (Figures 2A, B). JEV-LAV dose-dependently inhibited GL261 growth. Because no report demonstrates the role of JEV in GBM treatment, we continued to characterize the oncolytic effect of JEV-LAV on several GBM cell lines to investigate whether JEV-LAV exhibits a broad killing effect. Thus, human A172, T98G, U87, and U251 cells were infected, and JEV-LAV was found to significantly inhibit the growth of all the GBM cells after 48 h (Figure 2C). However, JEV-LAV exhibited no inhibitory effect against the growth of breast and lung cancer cells. Similarly, JEV-LAV had no inhibitory effect on the growth of the mouse embryonic fibroblast cell line (NIH 3T3) (Figure 2C). Furthermore, the JEV-LAV infectious titers in the culture supernatant of GBM cells were significantly higher than those in the culture supernatant of other non-nervous system tumor cells (Figure 2D).




Figure 2 | JEV-LAV specifically infects and kills GBM cells, but does not harm other non-nervous system tumor cells. (A) Representative images of microscopy and crystal violet staining of GL261 cells infected with JEV-LAV. Scale bars = 200 μm. (B) The inhibitory effect on mouse GBM GL261 cells infected at different MOI. The surviving rate of cells infected at an MOI of 0 was set to 100%. Data were pooled from three independent experiments. (C) Cell viability of human GBM cells (U87, A172, T98G, and U251), human lung cancer cells (A549), mouse breast cancer cells (4T1), and mouse embryonic fibroblast cell (NIH 3T3) after 48 h of JEV-LAV infection (MOI = 25). (D) The replication of JEV-LAV in GBM cells and other non-nervous system tumor cells. **P < 0.01; ***P < 0.001; ns, no statistical.






3.3 JEV-LAV inhibits GBM growth in vivo and prolongs the survival of tumor-bearing mice

We used two models for evaluating the effect of JEV-LAV on GBM growth in mice. For the in vivo tumor formation experiment, non-inactivated and inactivated JEV-LAV-infected GL261 cells were intracranially injected into immunocompetent mice. Bioluminescence imaging revealed rapid GBM progression in mice inoculated with inactivated JEV-LAV-infected GL261 cells; all mice exhibited classic neurological symptoms and died within 19 days (Figures 3A–C). However, the mice inoculated with non-inactivated JEV-LAV-infected GL261 cells exhibited slow GBM progression (Figures 3A, B), and the median survival time was significantly extended from 17 days to 28 days (Figure 3C).




Figure 3 | JEV-LAV inhibits the growth of GBM in vivo and prolongs the survival of tumor-bearing mice. (A–C) C57BL/6J mice were intracranially implanted with 1 × 105 GL261-luc cells infected with 1 × 106 PFU JEV-LAV for 2 h or HI-JEV-LAV (control). (A) Individual tumor growth via bioluminescence at the indicated times. (B) Quantification of total photon flux from each animal. (C) Survival. (D–J) C57BL/6J mice were intracranially implanted with 1 × 105 GL261-luc cells and injected intratumorally with 1.6 × 106 PFU JEV-LAV or HI-JEV-LAV after 5 days. (D) Individual tumor growth via bioluminescence at the indicated time points. (E) Quantification of total photon flux from each animal. (F) Survival. (G, H) Representative pictures of hematoxylin and eosin staining of coronal brain slices on day 12 after JEV-LAV treatment. Scale bars = 2000 μm (left panel) and 50 μm (right panel). The immune cells infiltrating into the tumor are indicated by arrows. (I) Representative pictures of immunofluorescent staining of the glioma paraffin sections for JEV NS3 protein (red) and DAPI (blue). (J) Distribution of JEV-LAV in the brain and tumor of mice after 5 days of intracerebral administration. *P<0.05, **P<0.01, ***P<0.001,****p<0.0001, ns no statistical significance.



To analyze the JEV-LAV therapeutic efficacy in vivo, we intracranially injected GL261-luc cells into the right hemisphere of mouse brains. After 5 days, we confirmed tumor formation through bioluminescence and intratumorally injected the tumor-bearing mice with non-inactivated or inactivated JEV-LAV. Bioluminescence imaging revealed that the signal intensities of GBM tumors in the non-inactivated JEV-LAV-injected tumor-bearing mice were significantly weaker than those in inactivated JEV-LAV-injected mice (Figures 3D, E). In addition, GBM progression was slower in the non-inactivated JEV-LAV-injected mice than in the inactivated JEV-LAV-injected mice. Moreover, the median survival time of the non-inactivated JEV-LAV-injected mice was 8 days more than that of the inactivated JEV-LAV-injected mice (Figure 3F). Hematoxylin and eosin staining of brain sections revealed that the tumor size was smaller in the non-inactivated JEV-LAV group than in the inactivated JEV-LAV group on the 17th day after tumor implantation (12 days after JEV-LAV treatment). Tumors in the non-activated JEV-LAV group mice had fewer bleeding points and slower tumor progression than those in the inactivated JEV-LAV group mice (Figures 3G, H). Immunofluorescence staining revealed that the virus antigen was abundantly expressed in tumors from the JEV-LAV-treated mice (Figure 3I). In addition, viral RNA accumulation in the brain and tumors of the treated mice suggested that JEV-LAV selectively replicates in the tumor tissues (Figure 3J).




3.4 JEV-LAV increases D8+ T cell infiltration into tumor tissues

Using flow cytometry, we analyzed immune cells in tumor tissues 17 days after tumor implantation. The JEV-LAV group tissues had significantly increased (P < 0.05) number of CD45+ total leukocytes, CD3+ T cells, CD3+ CD4+T cells, and CD3+ CD8+T cells compared with the control group tissues (Figures 4A–D, Figure S1A, B). Consistent with the flow cytometry results, CD3 staining of the coronary brain slices also indicated that tumor infiltration with lymphocytes increased after JEV-LAV injection (Figures 4E, F). Overall, JEV increased lymphocyte infiltration in tumors, thereby improving the immune lymphocyte deficiency in GBM.




Figure 4 | JEV-LAV treatment increases the infiltration of CD8+ T-cells into the tumor tissues. C57BL/6J mice were intracranially implanted with 1 × 105 GL261-luc and injected intratumorally with 1.6 × 106 PFU JEV-LAV or inactivated JEV-LAV after 5 days. On day 17 after tumor implantation, the tumors were harvested, dissociated, stained with fluorescent dye-conjugated anti-mouse antibodies, and analyzed by multicolor FACS. Representative flow cytometry scatter plots and statistical analyses of the percentage of (A) CD45+cells, (B) CD3+ cells, (C) CD4+ cells in CD3+ cells, and (D) CD8+ cells in CD3+ cells. (E) Representative images of CD3 immunohistochemical staining of the coronal brain sections at day 17 of tumor inoculation. Scale bars = 50 μm. (F) Quantification of the numbers of CD3+ cells in each field of view of the microscope at 20×. The cell counts were obtained from at least three random fields/tumor sections. n = 4 or 5 per group. *P<0.05, **P<0.01, ***P<0.001.






3.5 JEV-LAV remodels the immunosuppressive GBM microenvironment

The major cellular players mediating GBM immunosuppression are CD4+ CD25+ Foxp3+ T regulatory cells (Tregs), myeloid-derived suppressor cells (MDSCs), and M2 polarized tumor-associated macrophages (TAMs). Moreover, the immune checkpoint coinhibitory receptors PD-1, CTLA-4, and TIM-3 highly expressed in T cells compete with the costimulatory receptor CD28 for binding to ligands CD80 and CD86, thereby inhibiting T cell activation. Therefore, we investigated whether JEV-LAV treatment can remodel the immunosuppressive GBM microenvironment. According to the flow cytometry analysis, although PD-1+TIM-3+ CD4+ T cell infiltration increased in the tumors of the JEV-LAV-injected mice (Figure 5A, Figures S1B, S2AB), this infiltration decreased significantly (Figure 5B, Figures S1B, S2A, B). Similarly, the number of CD4+CD25+ Foxp3+ Tregs and the ratio of Tregs to CD8+ T cells also significantly decreased (P < 0.05) (Figure 5C, Figure S1C). On analyzing the myeloid cells, we noted that the decrease in the number of M2-TAMs (CD45+CD11b+F4/80+CD206+) may have resulted in the decrease in the total number of TAMs (CD45+CD11b+F4/80+) (Figure 5D, E, Figure S1A). At the same time, MDSC (CD45+CD11b+Gr-1+) infiltration was significantly reduced (P < 0.05) (Figure 5F, Figure S1A). These observations indicate that JEV-LAV therapy can effectively transform the immunosuppressive GBM microenvironment into an immunostimulatory state conducive to immunotherapy.




Figure 5 | JEV-LAV remodels the immunosuppressive GBM microenvironment. The experimental mice were treated as described in Figure 4. The representative flow cytometry scatter plots and statistical analysis of the percentage of (A) PD-1+TIM-3+ cells in CD4+ cells, (B) PD-1+TIM-3+ cells in CD8+ cells, (C) CD25+Foxp3+ cells in CD4+ cells, (D) CD11b+F4/80+ cells in CD45+ cells, (E) CD206+ cells in CD11b+F4/80+ cells, and (F) CD11b+Gr-1+ cells in CD45+ cells. n = 4 or 5 per group. *P < 0.05; **P < 0.01; ***P < 0.001.






3.6 JEV-LAV therapy improves the response of aPD-L1 blockade therapy

Viral infection triggers the innate immune system-mediated IFN-γ response. IFN-γ upregulation stimulates tumor cells to increase the expression of immunomodulatory molecules (such as programmed cell death ligand 1, PD-L1). These molecules negatively regulate the antitumor immune response. Therefore, we tested whether in vitro infection and intratumoral injection of JEV-LAV change PD-L1 expression in GL261 cells and GBM tumor cells, respectively. PD-L1 expression was upregulated after 48 h of in vitro JEV-LAV infection (Figure 6A, Figure S2C). Similarly, the percentage of PD-L1+ cells among total GBM tumor cells 1 week after intratumoral JEV-LAV injection was close to 100% (Figures 6B, C).




Figure 6 | JEV-LAV therapy enhances the response of aPD-L1 blockade therapy. (A) The PD-L1 expression in GL261 cells infected with JEV-LAV in vitro. (B) PD-L1 expression in tumor cells in vivo after JEV-LAV treatment. (C) Percentage of PD-L1+ cells among the total cells isolated from the tumor. (D) Treatment schedule. C57BL/6J mice were intracranially implanted (I.C.) with 1 × 105 GL261-luc cells, injected intratumorally (I.T.) with 1.6 × 106 PFU JEV-LAV or inactivated JEV-LAV on day 5 and then injected intraperitoneally (I.P.) αPD-L1 antibodies (200 mg) on days 6, 8, 10, and 12. (E) Individual tumor growth via bioluminescence at the indicated time points. (F) Quantification of the total photon flux from each animal. (G) Survival. (H) Tumor volume. (I) Survival. *P<0.05, **P<0.01, ***P<0.001,****p<0.0001, ns no statistical significance.



We further evaluated whether JEV-LAV treatment in combination with anti-PD-L1 antibody (αPD-L1) can enhance the overall therapeutic effect in GL261 orthotopic glioma mice. JEV-LAV and αPD-L1 antibodies were injected intratumorally and intraperitoneally in the glioma mice, respectively, according to the schedule (Figure 6D). Bioluminescence imaging revealed that the signal intensities of GBM tumors in mice injected with JEV-LAV+α-PD-L1 were significantly weaker than those in the control group mice (P < 0.05), JEV-LAV-injected mice, and α-PD-L1-injected mice (Figure 6E, F). The median survival time of mice treated with JEV-LAV+α-PD-L1 was significantly prolonged compared with that of those in other groups (Figure 6G).

Typically, in GL261 studies, tumors are not detected on magnetic resonance imaging scans before days 10–14. Therefore, to investigate the efficacy of JEV-LAV+α-PD-L1 in the treatment of larger tumors, in vivo antitumor studies were conducted on C57/Bl6 mice bearing subcutaneous GL261 GBMs. The results of tumor volume and survival curve suggest that JEV-LAV enhances the antitumor effect of α-PD-L1 therapy (Figures 6H, I).





4 Discussion

GBM is among the most fatal malignant brain tumors. An in-depth understanding of GBM classification and underlying pathogenesis has been achieved through comprehensive molecular profiling technology; however, precision oncology approaches have not offered any satisfactory clinical insights (11, 12). This is mainly because of adaptive mutations and drug resistance resulting from molecular heterogeneity and redundant signaling pathways in GBM (13, 14). Cancer immunotherapy has recently made remarkable progress. The monoclonal antibodies ipilimumab, nivolumab, and pembrolizumab block the immune checkpoint and induce long-lasting remission of many cancer types. These antibodies have received approval for the treatment of various malignant tumors including melanoma, urothelial bladder cancer, head and neck squamous cell carcinoma, non-small cell lung cancer, and classical Hodgkin lymphoma (15, 16). Furthermore, cellular immunotherapy for cancers has achieved immense success in the treatment of hematological malignancies. Tisagenlecleucel and axicabtagen-ciloleucel, the two CD19-targeting chimeric antigen receptor T cell therapies, have been successfully applied for the treatment of acute lymphoblastic leukemia and diffuse large B-cell lymphoma. These therapies have also received FDA and EMA approval for clinical use (17, 18). Therefore, immune-based therapeutic approaches are good options for GBM.

The concept of the central nervous system (CNS) with immune privilege originates from the preliminary experimental data reported by Peter Medawar’s team 60 years ago (19, 20). Until 2015, the brain was believed to lack special lymphatic channels, which were speculated to limit antigen presentation from the brain to immune cells. However, recent data have expanded our understanding of active immune mechanisms in the CNS. CNS resident cells include microglia in the brain parenchyma (tissue-resident cells, TRM) and border-related macrophages (BAMs). TRMs support neuron development and function (21). BAMs are located in the CNS boundary area, which is related to their special barrier function and immune regulation (22). Moreover, the CNS in a stable state has been examined immunologically (23, 24). After infection in the CNS, the interaction between infiltrating T cells and activated microglia can maintain the function of T effector cells in CNS parenchyma (23, 25). Thus, these findings support that although the brain is a different part of immunology, the immune microenvironment provides sufficient opportunities for immunotherapy for the treatment of brain tumors.

However, immunotherapy for GBM has limited efficacy compared with that for other solid tumors. Several factors may limit the efficacy of immunotherapy against GBM. First, brain tumors with low lymphocyte infiltration are less responsive to immunotherapy (26). Second, the immunosuppressive GBM microenvironment is the primary reason for the aforementioned limited efficacy, especially for T cells, including immunosuppressive immune cells (Tregs, MDSCs, and TAMs), tumor cell-derived inhibitory cytokines, and the upregulated expression of immune checkpoint receptors on T cells and of PD-L1 on tumor cells. In addition to the immunosuppressive GBM microenvironment, a lot of evidence indicates that systemic GBM immunosuppression is also a major problem associated with conventional treatments and immunotherapy (27–29). Furthermore, the inability of ICIs to cross the blood–brain barrier (BBB) and disrupt immune checkpoint signaling in situ may be a reason for only a subset of advanced cancer patients responding to a single-agent immune checkpoint blockade (30). Some studies have shown that neurotropic viruses enter the CNS by breaching the BBB (31, 32). One study showed that laboratory-attenuated rabies virus, which is the same neurotropic virus as JEV, enhances BBB permeability (33).

OVs are natural or genetically modified viruses that specifically infect and lyse tumor cells, leading to the release of tumor antigens and induction of an antitumor immune response (34). Oncolytic virotherapy is a novel type of cancer immunotherapy. We here found that JEV-LAV has excellent replication ability and a potent oncolytic effect on GBM cells. JEV-LAV did not inhibit the growth of non-nervous system tumor cells and healthy cells. Furthermore, we conducted in vivo anti-mouse glioma experiments in immunocompetent mice to investigate the effect of JEV-LAV on the GBM immune microenvironment. Subsequently, the tumor tropism of JEV-LAV on human GBM cells will be examined in nude mice in the following experiments. The pre-existing attenuation properties of SA14-14-2 (the JEV-LAV used in this study) as a human vaccine strain are also crucial for being OV candidates (35). Currently, the oncolytic platforms for GBMs derived from human vaccine strains, including the vaccinia virus, poliovirus, and MVs, have entered the clinical stage (36). SA14-14-2 has cleared the clinically reliable safety verification by being used for vaccinating children and has been monitored for genetic stability and neurotoxicity through intracranial inoculation in mice (37–39). Although Chen et al.’s study demonstrated that JEV-LAV intracranially injected into 3-week-old BALB/c nude mice can induce lethal neurovirulence. Notably, intracranially injected JEV-LAV did not cause the death of C57BL/6J mice in our study. The neurovirulence of JEV-LAV has been tested in several laboratory animals, including weaned mice and rhesus monkeys (10). In immunocompetent mice, a dose of intracranially administered 106 PFU of JEV-LAV was deemed non-lethal (40). However, in rare cases, mice died with intracranially injected JEV-LAV (41). This extremely low incidence is related to several factors influencing the experiment, such as mice age and strain, particularly the differences in the mouse genetic background (42). For example, a noticeable variability in mortality was reported when two lineages of age-matched outbred ICR mice were intracranially inoculated with a mutant of ChimeriVax-JE that contained two amino acid substitutions (F107L and K138E) in the SA14-14-2 E protein-coding region. Therefore, the difference between our and past study results may be attributable to differences in mouse strains. Thus, JEV-LAV is a safe candidate OV agent for GBM treatment at this stage.

The conflict between OV and host immunity has always been controversial. Pre-existing antiviral immunity generally leads to premature OV clearance and causes the damage to the systemic delivery, replication, and therapeutic gene expression of OVs. The relative contribution of immune responses against tumors and/or viruses in OV efficacy is being debated (43). A study demonstrated that the efficacy of oHSV in GBM treatment correlates with tumor- and viral antigen-specific cytotoxic T-cell infiltration (44). Furthermore, recent results have suggested that the antiviral response is an opportunity for GBM OV therapy. For example, a study showed that tumor-bearing mice immunized with newcastle disease virus (NDV) before treatment exhibited better therapeutic effects than naive mice (45). Coincidentally, by comparing the efficacy and immune response of immature mice or mice immunized with VG161, an HSV-1 OV in a phase 2 clinical trial, another study reported that pre-existing antiviral immunity may enhance OV-induced antitumor immunity (46). Studies have shown that anti-virus T cells may cross-react with tumor-associated antigens homologous to viral peptides and actively participate in tumor clearance (47). Many current methods attempt to prevent antibody-mediated virus neutralization, such as those involving liposomes, nanoparticles, and other OV delivery systems under development, and virus retargeting or chemical modification (48–51).

OVs can remodel the tumor microenvironment, which is the key reason for their antitumor effect. First, OVs universally induce a large T cell infiltration to transform “cold” tumors into “hot” tumors. Here, JEV-LAV also increased CD8+ T cell infiltration into the tumors. Second, OV can also reduce the number of mediate immunosuppression-mediating immune cells in the tumor microenvironment to offer favorable immune stimulation conditions for T-cell activation. For instance, oncolytic Adv targeted GBM by reducing Treg infiltration and increasing the number of IFNγ+CD8+T cells (52). Furthermore, in NDV-treated tumors, IFN-γ+ T cell infiltration increased, whereas MDSC accumulation decreased (53). Our results also revealed that JEV-LAV reduced the number of Tregs and MDSCs in tumor tissues. JEV-LAV treatment also reduced the total number of TAMs, possibly due to a significant reduction in M2-TAMs. Treatment of a subcutaneous xenograft tumor model in nude mice with oncolytic VV GLV-1H68 significantly upregulated the expression of pro-inflammatory cytokines (IFN-γ, IP-10, and M-CSF-1) and enhanced pro-inflammatory macrophage infiltration (54).

Although OVs are considered a promising cancer treatment strategy, the ideal antitumor effect cannot be achieved with OV monotherapy. OV combination therapy represents the ideal therapeutic strategy for future exploration. The GBM microenvironment creates a greater challenge to single oncolytic virotherapy. Innate immune cells and GSCs inhibit the effective replication and spread of viruses. GBM tumor cells exhibit a high degree of immunosuppression, high PD-L1 expression on tumor cells and its upregulation on TAMs, and a high expression of immune checkpoints on T cells. Therefore, OV-induced CD8+ T cells infiltrating tumor tissues may not have sufficient activity. Nowadays, GBM treatment strategies involving ICIs are under continuous development (55–57). Several clinical trials testing ICIs for GBM are underway, including ipilimumab (blocks CTLA-4) and nivolumab (blocks PD-1) (NCT04817254, NCT03576612). The OV+ICI combination therapy is worthy of further investigation. On the one hand, OVs can increase the effectiveness of ICIs in GBM with low T-cell infiltration by recruiting T cells and inducing an antitumor T-cell response. On the other hand, OV-induced upregulation of PD-1 expression on T cells and PD-L1 on tumor cells after an inflammatory response also increases GBM sensitivity to ICIs (58, 59). Through in vitro and in vivo experiments, we showed that after JEV-LAV infection, the expression of the immune escape molecule PD-L1 increases, providing basic support for the combined PD-1/PD-L1 blockade. Subsequent in vivo antitumor experiments also revealed an increased therapeutic effect of this combination compared with OV monotherapy.

The current results highlighted the great potential of JEV-LAV as an OV for GBM treatment. We also demonstrated the excellent therapeutic effect of JEV-LAV on glioma-bearing mice. JEV-LAV-induced remodeling of the GBM microenvironment was further used for immune checkpoint-blocking therapy. Moreover, this study presented an excellent safety profile of JEV-LAV, further backing its use as cerebral oncolytic virotherapy.
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As one of the main components of the glioma immune microenvironment, glioma-associated macrophages (GAMs) have increasingly drawn research interest. Primarily comprised of resident microglias and peripherally derived mononuclear macrophages, GAMs are influential in a variety of activities such as tumor cell resistance to chemotherapy and radiotherapy as well as facilitation of glioma pathogenesis. In addition to in-depth research of GAM polarization, study of mechanisms relevant in tumor microenvironment recruitment has gradually increased. Suppression of GAMs at their source is likely to produce superior therapeutic outcomes. Here, we summarize the origin and recruitment mechanism of GAMs, as well as the therapeutic implications of GAM inhibition, to facilitate future glioma-related research and formulation of more effective treatment strategies.
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Introduction

Gliomas are one of the most common adult brain tumors. According to the WHO classification of central nervous system tumors, gliomas are graded as levels 1, 2, 3 or 4 (1). Over recent decades, the treatment of CNS tumors has greatly improved, with therapeutic options currently including surgery, radiotherapy, chemotherapy, and targeted therapy (2, 3). However, median survival time among glioma patients continues to remain low relative to that of patients suffering malignancies such as those of the thyroid or breast. Unfortunately, the median survival of patients suffering glioblastoma (GBM), the most malignant astrocytoma, was recently reported to be approximately 15 months (4, 5).

The tumor immune microenvironment (TME) has long been a focus in oncological research. The TME mainly consists of tumor-associated macrophages, dendritic cells, neutrophils, lymphocytes, astrocytes, and other non-tumor-related cells, and plays a primary role in the promotion of glioma pathogenesis (Table 1) (13–16). Glioma-associated macrophages (GAMs) comprise approximately 25% of tumor volume (17) and primarily consist of microglia and macrophages. The presence of both cell types is understood to significantly positively correlate with the malignant progression of glioma (18) and is associated with the cellular acquisition of properties similar to the M2 macrophage phenotype (19, 20). Detailed study of GAM-TME interaction is thus warranted to facilitate development of novel glioma treatment methods and effectively improve glioma patient prognosis.


Table 1 | Classification and function of immune cells in the immune microenvironment of brain tumors.







The origin and physiological function of glioma-associated macrophages in the tumor microenvironment

As the pathogenesis of malignancy progresses, interactions among tumor cells and adjacent tissues result in the formation of the TME, especially in the case of solid malignancy (21, 22). The TME provides a favorable environment for malignant cell growth and enables more effective proliferation as well as resistance to drugs and immunity (23). As the TME develops, a variety of immune cells including tumor-associated macrophages (TAMs), lymphocytes, dendritic cells, and neutrophils are recruited to the vicinity of the tumor (24). However, alterations in molecular interactions within the TME often result in an emergence of many immunosuppressive cells [such as regulatory T cells (25) and TAMs (26)] in and around the tumor. In concert with tumor-promoting molecules, these cells accelerate tumor progression (27, 28). Similarly, GAMs are abundant in and around gliomas (29). Prior studies have confirmed that GAMs in the central nervous system primarily originate from brain-resident microglia and peripherally-derived mononuclear macrophages that enter the central nervous system due to breakdown of the blood-brain barrier (Figure 1) (30). While peripherally-derived mononuclear macrophages are mainly distributed in the core region of the tumor, microglia are generally localized in the area surrounding the tumor (17). Of course, this distribution may be related to the recruitment characteristics of the corresponding cytokines. Studies have shown that some cytokines are more likely to recruit macrophages derived from monocytes in peripheral blood (31).




Figure 1 | Glioma-associated macrophages are recruited by glioma cells to accumulate in the tumor microenvironment. It mainly includes resident macrophages in the brain and macrophages from peripheral sources, which affect the malignant process of glioma. (By Figdraw).



Microglia, derived from yolk sac progenitor cells, appear in the central nervous system at an early stage of ontogeny. The presence of microglia is detected in the brain as early as the ninth embryonic day (32). Traditionally, the distinction between microglia and peripherally-derived mononuclear macrophages is made based on differences in levels of CD45 expression; high levels of CD45 expression (CD45high) is considered a characteristic of peripherally-derived cells while low levels of CD45 expression (CD45low) is characteristic of microglia (33, 34). However, microglial expression of CD45 was reported to be up-regulated in the TME (35). Distinguishing between the two aforementioned cell subtypes, collectively referred to as GAMs, can thus be challenging. Of course, previous researches have shown that CXCR1+/CCR2- can be used for marking microglia, and CXCR1-/CCR2+ mark monocyte-derived macrophage. And this method is well accepted by the researchers (36). Despite their different origins, both microglia and peripherally-derived mononuclear macrophages play roles in promoting glioma progression (37)

Cytokines promote GAM migration to the site of the glioma and gradually increase the proportion of GAMs within brain tissue from 10-15% to 30-50%, eventually resulting in GAMs becoming the primary component of the glioma TME (20). Under the influence of glioma immune microenvironment, the polarization direction of Gams changed significantly, forming the GAM population dominated by M2 type (38). And as the grade of glioma increased, the proportion of M2 type GAM is also increasing. This type of GAMs produce cytokines such as TGF-β and IL-6, and generally promote tumor progression (39, 40). Such pathologic changes facilitate cellular invasion and angiogenesis, mediate tumor immune evasion, influence T cell infiltration and function, and induce Treg responses, thus significantly promoting malignant progression of glioma (26, 41). Furthermore, massive GAM infiltration of glioma tissue correlates with a poor patient prognosis; reduction of GAM infiltration often facilitates glioma treatment (26, 42). However, the distinction between M1 and M2 GAMs remains unclear. Frequent co-expression of M1 and M2 genes in the same cell suggests that these two subtypes may not be static (43). Furthermore, use of certain drugs (such as rapamycin), decreased M2-type GAM activation, and increased M1-type GAM activation were reported to restore GAM cytotoxic capabilities and result in glioma cell destruction (44). Although inducing changes in the polarization direction of macrophages may yield the greatest therapeutic benefits, due to the complexity of the in vivo system, it is difficult to simulate various conditions in vitro. Effectively reducing the number of immune microenvironments in glioma may be a more reasonable therapeutic strategy. However, a recent study on Liposomal honokiol (Lip-HNK) indicated that Lip-HNK repolarizes M2 macrophages into M1 phenotype, which effectively enhances the tumor inhibitory ability of GAM. This may be more reasonable and effective than simply inhibiting GAM. At present, Lip-HNK has entered the phase I clinical trial stage for glioma treatment, and various experiments for this drug are being improved step by step, and its further clinical therapeutic effect is also worth our expectation (45).





GAM recruitment, activation, and polarization

As mentioned above, 10-15% of brain tissue is normally composed of microglia. Effectively regulate the development and physiological functions of the central nervous system. As glioma pathogenesis progresses, weakening of blood-brain barrier function contributes to TME formation and significantly increased the proportion of GAM in TME (46).

Within the TME, a variety of factors such as cytokines and growth factors activate GAMs and influence cellular polarization. GAMs are generally classified into M0, M1 and M2 subtypes; M2 GAM can be subclassified into functionally different M2a, M2b and M2c cells. Interactions among the aforementioned GAMs phenotypes and glioma cells influence tumor cell invasion and migration, angiogenesis, the tumor-mesenchymal transition as well as immunosuppression (Figure 2) (47).




Figure 2 | Under the influence of the glioma microenvironment and corresponding drugs, tumor-associated macrophages are recruited toward the tumor. And under the action of certain cytokines, the polarization direction of tumor-associated macrophages changes, resulting in different physiological functions. (By Biorender).



Among the primary factors influencing glioma pathogenesis, GAM accumulation within the TME has long been a research focus. Chemokines, complement receptor ligands and miRNAs all function to recruit macrophages toward the glioma (31, 48). Numerous studies of chemokines have revealed them to play a leading role in the directional migration of microglia. The most extensively studied of these have been CC chemokine ligand 2 (CCL2; MCP-1), stromal cell-derived factor 1 (SDF-1), colony stimulating factor 1 (CSF-1), granulocyte-macrophage colony stimulating factor (GM-CSF), tumor necrosis factor (TNF) and glial cell derived neurotrophic factor (GDNF). Some of these chemokines additionally influence subsequent activation and polarization of GAMs, thereby significantly affecting TME function (49). In this review, major chemokines previously identified to function in macrophage recruitment are summarized to provide foundations for future research directions.





Major immune cell recruitment factors within the glioma microenvironment




I. CCL2/CCR2 axis

Also known as MCP-1, CCL2 plays an important role in tumor growth and macrophage recruitment in the setting of a number of malignancies (Figure 3A) (50). For example, breast cancer, gastric cancer, ovarian cancer, etc. (51–53) CCL2 is also present in the central nervous system. A potent chemoattractant, CCL2 is produced by many central nervous system cells such as astrocytes, endothelial cells and microglia (54). Glioma cells also express high levels of CCL2 (17). This was reported to significantly positively correlate with GAM quantity within the glioma TME. However, whether CCL2 directly acts on tumor cells remains unclear. An earlier study of the U87 glioma cell line utilized flow cytometry to confirm that these cells lack CCR2, the CCL2 receptor. Moreover, CCL2 did not appear to markedly influence proliferation or migration of U87 cells (55). A different study of the U251 glioma cell line, however, suggested differently: after CCL2 knockdown, glioma cells exhibited significantly decreased proliferation and migration, and significantly increased apoptotic activity, as compared to control cells (56). Effects of CCL2 on glioma cells thus warrant further clarification.




Figure 3 | Major recruitment factors of GAMs in the glioma immune microenvironment. (A) CCL2 secreted by glioma cells acts on its receptor CCR2 on macrophages, effectively mediating the migration of macrophages to tumor sites and the secretion of tumor-promoting cytokines; (B) The three main receptors of CXCL12 secreted by gliomas: CXCR4, CXCR7, ACKR3, exist on the surface of both tumor cells and macrophages. Mediates the recruitment of macrophages, as well as tumor cell proliferation, metastasis and angiogenesis. (C) As ubiquitous cytokines, CSF-1 and IL-34 act on the receptor CSF-1R to mediate the recruitment of macrophages and the proliferation and differentiation of macrophages. (D) OPN is secreted by tumor cells and macrophages and induces the recruitment and polarization of macrophages. (By Biorender).



A number of molecules also influence macrophage infiltration of the central nervous system via interactions with CCL2 and thereby affect glioma pathogenesis. Among these, MEX3A expression was found to be significantly increased in the setting of glioma and significantly positively correlated with the degree of malignancy as well as poor prognosis. A likely downstream target of MEX3A, CCL2 is also regulated by this protein. Possible relevant pathways include PPARα/RXRα activation and AMPK signaling (57). Under CCL2 knockout conditions, the tumor-promoting effect of MEX3A was found to be significantly attenuated (56). Homeobox C10 (HOXC10), known to induce angiogenesis via VEGFR upregulation, is also highly expressed in the setting of glioma and exerts a similar regulatory effect on CCL2 (58). As HOXC10 knockdown was confirmed to inhibit CCL2 expression, it thus likely plays an important role in CCL2-mediated macrophage recruitment (59). Proteins such as ELF-1 and Notch1 also exert upstream regulatory effects on CCL2, thus affecting macrophage recruitment (60–62).

Upon CCL2 interaction with CCR2, release of IL-6 from microglia is promoted in addition to cellular recruitment. Greater IL-6 levels further increase TME microglia, reduce cytotoxic CD8+ T cells within the TME, and effectively promote malignant proliferation and metastasis (63). Interestingly, a number of studies have reported that CCL-7 (MCP-3) plays a more significant role in GAM infiltration in glioma as compared to CCL2 (64). However, a relatively early publication year of this study, as well as a lack of relevant follow-up research, necessitates verification.





II. The SDF-1 (CXCL12)-CXCR4/CXCR7 axis

Stromal cell-derived factor-1 (SDF-1), also known as chemokine CXC ligand 12 (CXCL12), is expressed and secreted by a variety of cells including myeloid, endothelial, epithelial and tumor cells (Figure 3B) (65). CXCR4, expressed primarily by monocytes and neutrophils in the immune microenvironment, is the primary receptor for CXCL12, but there are others (66). For example, CXCR7 and atypical chemokine receptor 3 (ACKR3) also bind CXCL12 and exert corresponding downstream regulatory effects. Signaling pathways such as the mitogen-activated protein kinase ACCRA (MAPK)/extracellular signal-regulated kinase (ERK) and phosphatidylinositol 3-kinase (PI3K)/protein kinase B (PKB) are activated under the influence of the CXCL12-CXCR4/CXCR7 axis, thus affecting cellular proliferation and metastasis (67, 68). The regulation of angiogenesis by the CXCL12-CXCR4/CXCR7 axis attracts increasing research attention. Studies have reported that the CXCL12/CXCR4 axis effectively upregulates VEGF expression within the TME, thereby promoting angiogenesis. Inhibition of VEGF alone, however, is known to increase CXCR4 expression. Existing experimental treatment methods therefore utilize CXCR4 and VEGF inhibitors in combination have achieved good therapeutic effect (66). The CXCL12-CXCR4/CXCR7 axis also influences resistance to radiotherapy and chemotherapy, immune cell infiltration into the TME and tumor stem cell proliferation. Although the relevant mechanisms of these phenomena are not described in detail in this review, such activity greatly affects malignant pathogenesis (69–73).

In glioma, CXCL12-CXCR4/CXCR7 was reported to be significantly increased. Indeed, increased expression of CXCR4 is considered to be one hallmark of malignant glioblastoma (74). Its ligand CXCL12 was further identified as a potential biomarker of cancer stem cell resistance to radiotherapy, likely via induction of autophagy among malignant cells (75, 76). CXCR4 was preferentially expressed in glioma stem cells. As the differentiation degree of glioma increased, the expression level of CXCR4 decreased gradually, instead, the expression level of CXCR7 increased (77, 78). This axis is involved in malignant processes such as tumor angiogenesis, inflammatory response, immunosuppression and reprogramming (79). Recruitment of monocytes is one of the many tumor-promoting effects exerted by CXCR4.

A study of tumor-associated fibroblast (CAF)-induced monocyte migration revealed that CXCL12-supplemented media significantly increased monocyte chemotaxis (80). In glioma, the CXCL12-CXCR4/CXCR7 axis similarly plays a decisive role in macrophage recruitment (77). CXCR4 and CXCR7 are highly expressed on the surface of both microglia and glioma cells (78). As CXCL12 concentration within the TME increases, microglia (mainly M2 macrophages) are increasingly recruited toward the vicinity of the malignancy.

Hypoxia, an essential characteristic of the TME, results in enhanced resistance to damage by tumor cells due to an adaptive modulatory response (81). In the setting of glioma, hypoxia further promotes malignant pathogenesis as well as drug resistance (82). The hypoxic microenvironment upregulates members of the hypoxia-inducible factor (HIF) family, which influence glioma phenotype via effects on angiogenesis, cellular resistance to therapy and enhanced metastasis (83). Members of the HIF family also affect macrophage recruitment via CXCL12 regulation. An earlier study showed that HIF-1α, as an upstream regulator of CXCL12, effectively influences CXCL12 release (84).While HIF-1α regulates CXCL12, it is also activated by CXCL12 via RAS/ERK1-2 and PI3K/AKT signaling (85). In another study of a mouse model of astrocytoma revealed that SDF-1 (CXCL12) effectively promotes GAM recruitment to the vicinity of the malignancy in a concentration-dependent fashion within the hypoxic TME. Co-localization of HIF-1 and CXCL12 by immunofluorescence subsequently complemented the aforementioned findings (86).

In the setting of the hypoxic TME, HIF members play regulatory roles in the CXCL12-CXCR4/CXCR7 axis along with other cytokines such as VEGF and CD26 (87, 88). A 2006 study of the U251 glioma cell line revealed that VEGF increases expression of both SDF-1 and CXCR4 mRNA, thus effectively improving metastatic capabilities (89). In addition, CXCL12 induces macrophage polarization toward the M2 subtype, thus further promoting malignant process (73).





III. The CSF-1/IL-34-CSF-1R axis

Colony-stimulating factor 1 (CSF-1) and IL-34 are ubiquitous cytokines of great significance to the regulation of monocyte function. Their common ligand, CSF-1R, is a transmembrane tyrosine kinase receptor widely expressed on the surface of cells such as monocytes and marrow-derived macrophages. Ligand-receptor interaction results in effective promotion of monocyte proliferation and differentiation via downstream signaling pathways such as JAK-STAT and PI3K/AKT (Figure 3C) (90–93).

Expression of CSF-1 and IL-34 in various tumors is significantly increased. In breast cancer, significant upregulation of CSF-1 effectively promotes migration of non-resident macrophages to the TME and induces their polarization toward the M2 subtype (94). In melanoma, the ERK pathway-mediated RUNX1 transcription factor promotes CSF-1R expression, increasing tumor cell survival and malignancy (95).

In normal brain tissue, CSF-1 and IL-34 are respectively secreted by resident microglia and neurons (96). Both cytokines significantly affect microglial development, maturation and function (97). However, in glioma, especially glioblastoma, these cytokines influence tumor progression. While CSF-1R, CSF-1 and IL-34 directly support tumor cell growth, CSF-1, highly expressed by glioma cells, effectively promotes macrophage recruitment and indirectly promotes malignant pathogenesis via GAM interactions (98). One study of the SETDB1 enzyme revealed significantly increased expression in glioma and resultant promotion of CSF-1 secretion via AKT/mTOR signaling, thereby enhancing macrophage recruitment and polarization (99). Inhibition of CSF-1R signaling in vivo was similarly reported to reduce macrophage infiltration of the TME, further validating the roles CSF-1 and IL-34 play in immune cell recruitment (100).

A number of studies have investigated macrophage recruitment by CSF-1. Although administration of anti-CSF-1R therapy to glioma experimental animals exhibited an excellent initial reaction, nearly half of experimental animals eventually developed drug resistance and tumor recurrence. PTEN/PI3K pathway activation and increased levels of IGF-1 were found in the drug-resistant glioma setting. As such, targeting of the above two mechanisms with a combined therapeutic strategy involving CSF-1R inhibition was reported to improve therapeutic outcome (101). Although these findings suggest that CSF-1 and IL-34 are susceptible to regulation, anti-CSF-1R therapy warrants further study for effective use in glioma treatment.





IV. OPN/SPP1

Osteopontin (OPN), also known as secreted phosphoprotein-1(SPP1), is highly expressed in microglia of the early postnatal brain and injured adults (102). It is an exocrine immunoregulatory protein involved in the inflammatory process, and also expressed in fibroblasts, dendritic cells and macrophages. It is involved in both physiological and pathological processes such as bone formation, osteoarthritis, obesity and Alzheimer’s disease, as well as carcinogenesis and metastasis (103–106). In the central nervous system, OPN effectively monitors acute or chronic injuries in the central nervous system, such as inflammation (102). In various pathological settings, OPN plays roles in mediating inflammation, inducing immune cell proliferation and attracting mature macrophage migration to the vicinity of the lesion (Figure 3D) (103, 107, 108).

A component of the extracellular matrix, OPN primarily binds three receptors relevant in the TME including α4β1, αvβ3 and CD44. Activation of corresponding pathways promotes macrophage recruitment, angiogenesis and T cell inhibition, thereby promoting malignant progression (109). Increased expression of OPN in glioma was reported to significantly positively correlate with the degree of malignancy (110). It has been reported that the increased expression of OPN in glioma is significantly positively correlated with the degree of malignancy, and its expression is effective in maintaining the survival and angiogenesis of glioma cells. Furthermore, OPN increases secretion of metalloproteinase-2 (MMP-2), thereby promoting glioma metastasis. OPN also effectively reduces glioma cell sensitivity to the immune system (106, 111). Selective inhibition of OPN expression in glioma was noted to significantly reduce malignant cell proliferation (112).

As previously mentioned, in various diseases, the secreted glycoprotein OPN effectively induces macrophage migration to the lesion site in a dose-dependent manner (104). Recruitment of M0 and M2 (but not M1) macrophages to tumor tissue via αvβ5-integrin signaling facilitates a continued increase in OPN secretion and further enhances macrophage recruitment (111). Interestingly, existing literature is inconsistent regarding effects of OPN on macrophage polarization within the TME. Studies focusing on obesity, liver cancer and colitis underscored that apart from promoting macrophage recruitment, OPN effectively induces macrophage polarization to the M2 phenotype via the αvβ3 and CD44 receptors, and activates the downstream STAT3/PPARg signaling pathway (103, 113, 114). However, a glioma study reported that despite regulation of macrophage recruitment via CD44, OPN does not significantly influence macrophage polarization (111). Mechanisms relevant to the function of OPN in malignancy thus require further study.

OPN offers unique immunotherapeutic prospects. After OPN knockout, significantly decreased levels of M2 macrophages and tumor cell expression of PD-L1 were reported. These phenomena are not due to direct effects of OPN on tumor cells, but rather due to indirect regulatory effects that induce secretion of CSF-1 by macrophages via the PI3K/AKT/NF-κB/p65 pathway. After CSF-1R inhibition, anti-PD-L1 treatment in a mouse model of OPN-expressing malignancy was significantly improved (113). However, these findings are limited to liver cancer, and CSF-1R inhibition therapy needs further investigation.






Significance of macrophage-targeting treatment in the management of glioma

Although glioma treatment has significantly improved over recent decades, surgical resection, adjuvant radiotherapy and temozolomide-based chemotherapy remain gold-standard treatments (115). Median patient survival time, however, has continued to remain relatively low (4). Furthermore, temozolomide treatment was reported to negatively influence myeloid-derived suppressor cells within the glioma immune TME, such as by increasing M2 macrophage phenotypic markers (115). As such, strategies that target GAM recruitment factors in the setting of glioma continue to draw increasing research interest.

Studies have confirmed that anti-CCL2 antibody treatment of glioma effectively reduces immune cell accumulation within the TME, improves the therapeutic effect of temozolomide and prolongs survival among tumor-bearing mice (116). Inhibition of CCL2 was also found to significantly reduce angiogenesis (117). In a study centered on the combination of CCR2 inhibition and PD-1 blocking, the use of a CCR2 antagonist (CCX872) in combination with anti-PD-1 therapy further improved the median survival of tumor-bearing mice (118).

Focus on the therapeutic potential of the CXCL12-CXCR4/CXCR7 axis revealed FTY720, an immunomodulatory drug used in multiple sclerosis treatment, to possess therapeutic activity against various tumors and improving sensitivity to temozolomide therapy (119, 120). Importantly, FTY720 was found to effectively regulate interactions between glioma cells and GAMs primarily via promotion of CXCR4 uptake and inhibition of MAPK-mediated IL-6 secretion.

Significant decreases in glioma volume after administration of CSF-1R inhibitors have also been reported (120, 121). As CSF-1R promotes maintenance of malignant cellular characteristics in the setting of glioma via ERK1/2 activation, use of the ERK1/2 inhibitor SCH772984 was reported to effectively reduce subsequent malignant progression (122).

Given the role of OPN/SPP1 on macrophage recruitment and promotion of malignancy, OPN inhibition and antagonism of its corresponding receptors (e.g. CD44) are potential therapeutic strategies that warrant investigation in the context of glioma. The proliferative capacity of glioma cells was reported to be significantly reduced in the setting of CD44 knockout and OPN silencing (123). Relevant upstream and downstream regulatory mechanisms similarly warrant detailed study.





Conclusion

As knowledge concerning glioma pathology has advanced, the role played by GAMs has drawn increasing interest. Although significant progress regarding GAM origin, polarization and function has been made, mechanisms involved in GAM recruitment remain unclear. Here, we review known GAM functions with the aim of facilitating development of future research focused on elucidation of macrophage recruitment mechanisms as well as effective therapeutic strategies.
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Siglec15 is a prognostic indicator and a potential tumor-related macrophage regulator that is involved in the suppressive immunomicroenvironment in gliomas
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Background

Siglec15 is rising as a promising immunotherapeutic target in bladder, breast, gastric, and pancreatic cancers. The aim of the present study is to explore the prognostic value and immunotherapeutic possibilities of Siglec15 in gliomas using bioinformatics and clinicopathological methods.





Methods

The bioinformatics approach was used to examine Siglec15 mRNA expression in gliomas based on TCGA, CGGA, and GEO datasets. Then, the predictive value of Siglec15 expression on progression-free survival time (PFST) and overall survival time (OST) in glioma patients was comprehensively described.The TCGA database was screened for differentially expressed genes (DEGs) between the high and low Siglec15 expression groups, and enrichment analysis of the DEGs was performed. The Siglec15 protein expression and its prognostic impact in 92 glioma samples were explored using immunohistochemistry Next, the relationships between Siglec15 expression and infiltrating immune cells, immune regulators and multiple immune checkpoints were analysed.





Results

Bioinformatics analyses showed that high Siglec15 levels predicted poor clinical prognosis and adverse recurrence time in glioma patients. In the immunohistochemical study serving as a validation set, Siglec15 protein overexpression was found in 33.3% (10/30) of WHO grade II, 56% (14/25) of WHO grade III, and 70.3% (26/37) of WHO grade IV gliomas respectively. Siglec15 protein overexpression was also found to be an independent prognostic indicator detrimental to the PFST and OST of glioma patients. Enrichment analysis showed that the DEGs were mainly involved in pathways associated with immune function, including leukocyte transendothelial migration, focal adhesion, ECM receptor interaction, and T-cell receptor signaling pathways. In addition, high Siglec15 expression was related to M2 tumor-associated macrophages (TAMs), N2 tumor-infiltrating neutrophils, suppressive tumor immune microenvironment, and multiple immune checkpoint molecules. Immunofluorescence analysis confirmed the colocalization of Siglec15 and CD163 on TAMs.





Conclusion

Siglec15 overexpression is common in gliomas and predicts an adverse recurrence time and overall survival time. Siglec15 is a potential target for immunotherapy and a potential TAMs regulator that is involved in the suppressed immunomicroenvironment in gliomas.





Keywords: SIGLEC15, gliomas, immune checkpoint, prognostic indicator, macrophages





Introduction

Glioma is the most prevalent primary central nervous system (CNS) malignancy, accounting for about 80% of all primary malignant brain tumors (1). Despite the variety of treatments available for glioma in modern medicine, it remains a fatal tumor disease with a very poor prognosis. Therefore, identifying new and effective treatment strategies is an urgent task for glioma treatment.

Immunotherapy is emerging as a novel treatment modality and improvs the prognosis of various types of cancers, including CNS malignancies (2, 3). Important advancement in cancer immunotherapy includes immune stimulation, adoptive T-cell transfers, vaccination strategies, and checkpoint inhibitors (4). Nevertheless, checkpoint inhibitors, such as anti-CTLA4, anti-PD-1 and anti-PD-L1, have poor clinical efficacy in glioma (4). Therefore, further exploration of glioma-related immunotherapeutic targets to improve the effectiveness of immunotherapy are urgently required.

The sialic acid-binding immunoglobulin-like lectin (Siglec) family is the largest family of vertebrate lectins known to recognize sialylated glycans. Siglec15 is a type I transmembrane protein containing only a V-set immunoglobulin (Ig) structural domain and a C2-set immunoglobulin that is highly similar to PD-L1 (5), in contrast to other members of the Siglec family (6). Siglec15 plays an important role in maintaining immune homeostasis, and its dysregulation may lead to cancer progression by suppressing T cells through different pathways (5, 7). Siglec-15 is up-regulated in bladder, colon, endometrial, kidney, lung and thyroid cancers and may have prognostic significance (8). In a phase I clinical trial for patients with advanced non-small cell lung cancer (NSCLC), improved outcomes for patients treated with a Siglec-15 inhibitor (NC318) (NCT03665285) were observed (NCT03665285). However, the role of Siglec15 in glioma remains unreported, and a better understanding of the function of Siglec15 in glioma will contribute to the further development of cancer immunotherapies.

In the present study, a comprehensive analysis of Siglec15 mRNA and protein levels in gliomas is presented herein by bioinformatics methods and immunohistochemistry, respectively. In addition, prognostic significance of the Siglec15 mRNA and protein overexpressions in glioma patients were analysed. Finally, the potential mechanism of Siglec15 in the regulation of the immunosuppressive microenvironment of gliomas was explored using bioinformatics methods. These findings imply that Siglec15 is a novel prognostic marker and a potential target for anti-tumor associated macrophages (TAM) immunotherapy in gliomas.





Methods




Public data collection and analysis

The GTEx database was used to retrieve the RNA-seq data for normal brain tissues (9). A search of the Cancer Genome Atlas (TCGA) database for fragments per kilobase million (FPKM) values of RNA-seq data and the respective clinical information yielded 698 samples. A total of 693 samples with FPKM values of the RNA-seq data and their clinical background was obtained from the Chinese Glioma Genome Atlas (CGGA) database. The inclusion criteria were as follows: 1) the average of the repeated sequencing downloaded from the database were calculated; 2) samples selected for analysis must contain complete clinical information about the patient, including survival time, survival status, age, and gender. Samples without any of these clinical information were excluded. The final number of glioma samples downloaded from the TCGA database was 703, of which 670 met our criteria. 693 cases were downloaded from the CGGA database, all of which met our criteria. Data which only contain mRNA expression of glioma tissues and normal brain tissues obtained from the NCBI Gene Expression Omnibus (GEO, GSE50161, and GPL570 platform) were then applied for supplementary validation.





Siglec15 expression analysis

Data from the TCGA and CGGA databases were used to explore the relationship of Siglec15 transcript expression with age, WHO grade, isocitrate dehydrogenase (IDH) status, 1p/19q codeletion and primary treatment outcome. Statistical analysis was conducted using R software (version 4.1.3/3.6.3) and visualisation was carried out using the “ggplot2” package.





Survival analysis

Kaplan−Meier survival analysis was performed to determine the correlation between Siglec15 expression levels and progression-free survival (PFS) or overall survival (OS) in glioma patients. The glioma cohort was divided into two groups by median Siglec15 mRNA expression (high expression group: 50%–100%; low expression group: 0%–50%). Moreover, to perform subgroup analyses on OS, glioma patients were grouped according to their clinical characteristics. The “survival” and “survminer” packages were used for statistical analysis and visualization, respectively.





Patient selection

In the validation study, 95 consecutive patients with pathologically confirmed gliomas at Shandong Provincial Hospital Affiliated to Shandong First Medical University between February 2008 and August 2019 were included. Preoperative Karnofsky performance score of each patient was >70. We selected patients who had not received chemotherapy or radiotherapy prior to surgery and for whom preoperative and postoperative CT and/or MRI could be retrieved. Pathological sections of the selected patients were re-evaluated and reclassified by two pathologists according to the criteria of the new World Health Organization classification (2021) (10). The demographic data and tumour characteristics of all samples are shown in Table 1. We understand from the pathology department that the hospital only uses immunohistochemistry to routinely examine IDH1/2, while the examination of some other molecular indicators is at the discretion of the clinician in consultation with the patient. This study was examined and approved by the Research Ethics Committee of Shandong Provincial Hospital Affiliated to Shandong First Medical University. The normal brain tissue in this study were from 6 patients with spontaneous cerebral haemorrhage. The study was conducted after written consent was obtained from all patients or their legal representatives.


Table 1 | Characteristics of patients with glioma from TCGA and CGGA database.







Immunohistochemistry and immunohistochemical assessment

The Envision PV-style two-step method (PV-9000 Polymer Detection system, Zhongshan Goldenbridge Biotechnology, Beijing, China) was used for immunohistochemical assessment. Formalin-fixed paraffin-embedded tissue sections (4 µM thick) were baked, dewaxed and rehydrated. Heat-induced antigen recovery was performed [EDTA antigen repair solution (pH 9.0) was maintained in a water bath at 98°C for 20 minutes] and endogenous peroxidase activity was then quenched. Primary antibody (anti-Siglec15, ab198684, Abcam, 1:35) was applied overnight at 4°C and then rewarmed at 37°C for 30 min, followed by rewarming at 37°C for 25 min using Polymer Helper (Zhongshan Goldenbridge Biotechnology), followed by 25min at 37°C using polyperoxidase anti-goat IgG (Zhongshan Goldenbridge Biotechnology). Diaminobenzidine and hematoxylin were used as a substrate for specific antibody localization and a nuclear stain, respectively. Siglec15 sections were scored and examined by two independent observers without knowledge of the clinicopathological background of the patient’s samples. When different evaluations were identified, sections were reevaluated simultaneously by observers using a double-headed microscope. Human medulloblastoma served as a positive control. Slides were incubated with phosphate buffered saline in place of the primary antibodies to serve as a negative control.

A total immunostaining score (TIS) was calculated by dividing a proportion score (PS) by an intensity score (IS) to assess Siglec15’s immunoreactivity (11). The PS represents the estimated percentage of positively stained cells (0, none; 1, <10%; 2, 10–30%; 3, 31–50%; 4, >50%). The IS stands for the estimated staining intensity in comparison with control cells (0, no staining; 1, weak; 2, moderate; 3, strong). The TIS (TIS = PS × IS) ranges from 1 to 12 with only nine possible values (0, 1, 2, 3, 4, 6, 8, 9, and 12). Expression of Siglec15 was analysed as a dichotomous covariate in survival analysis, with high Siglec15 (TIS > 4) versus low Siglec15 expression (TIS ≤ 4) (11). In each sample, 500 tumour cells were counted in six independently stained areas with evenly distributed immunopositive staining.





Operating characteristic curve (ROC) analysis of Siglec15

Time-dependent subject ROC analysis was carried out with the use of the “timeROC” package to illustrate the validity of Siglec15 expression in predicting OS at one, two and three years. In order to visualize the data, the “ggplot2” package was utilized.





Differentially expressed gene analysis

DEGs were identified among Siglec15 groups with different expression levels (high expression group: top 50%; low expression group: bottom 50%) in the TCGA database. Statistical analysis was performed using the “DEseq2” package. Up- and down-regulated DEGs were processed, adjusted for P-values < 0.05 and absolute log2 fold change (FC) > 1 for subsequent analysis and visualised using volcano and heat maps.





Gene set enrichment analysis

Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) analyses were performed using R based on the identified DEGs. The “clusterProfiler” package was used for Gene set enrichment analysis (GSEA), which contains 1000 alignments and weighted enrichment statistics. Genes with a false discovery rate (FDR) < 0.25 and p.adjust < 0.05 were statistically significant and visualized using the “ggplot2” package.





Glioma immune microenvironment analysis

Using the ‘ESTIMATE’ R package, we assessed the tumour purity, tumorpurity, immune score, and stromal score of glioma patients in the TCGA database. Based on the Cell type Identification by Estimating Relative Subsets of RNA Transcripts (CIBERSORT) algorithm, 22 types of immune cells were identified. For subsequent analysis, only samples with P < 0.05 in CIBERSORT were selected. The Wilcoxon rank-sum test was used to assess the significant differences in the proportion of immune infiltrating between the high and low expression of Siglec15. The levels of 29 immune-related and tumor-related markers were analysed by the “GSVA” R package using single sample gene set enrichment analysis (ssGSEA) in each sample. The association between the expression of Siglec15 and immune checkpoints and immune-related markers in TCGA glioma samples was also analysed.





Immunofluorescence

FFPE tissue sections (4-µM in thickness) was deparaffinized, and rehydrated. Subsequently, antigen-retrieval was performed in the waterbath. Primary antibodies included Anti-Siglec15 (1:35; ab198684, Abcam) and Anti-CD163 (1:200; clone number [EPR19518]; ab182422, Abcam) were diluted in PBS containing 1% BSA. Slides were incubated overnight at 4°C, and then washed and incubated with corresponding secondary antibodies (1:1,000 of Goat anti-Mouse IgG (H+L) Cross-Adsorbed Secondary Antibody, Alexa Fluor 488 and Goat anti-Rabbit IgG (H+L) cross-Adsorbed secondary Antibody, Alexa Fluor 594) for 1 hour at room temperature and then washed. Slides were mounted with Fluorescent mounting medium (10105463, Dako, Glostrup, Denmark) and detected using a Zeiss fluorescence microscope (Image A2 Zeiss, Oberkochen, Germany).





Statistical analysis

The statistical significance between two groups was tested using the Wilcoxon rank-sum test, and the Kruskal−Wallis test was used to compare multiple groups. Spearman’s correlation coefficient was used to analyse the correlation between Siglec15 expression and other immune-relevant genes. Student’s t test was used to determine the difference in double-tailed cell counts between disparate grades of gliomas. Based on a Kaplan–Meier analysis and a two-sided log-rank test, we determined the prognostic significance of variables univariately. In order to evaluate the effect of multiple independent prognostic factors on survival outcome, a Cox proportional-hazards model was applied in a stepwise manner. All statistical analyses were performed using R software (version 4.1.3/3.6.3), and two-tailed P < 0.05 was considered statistically significant.






Results




The upregulation of Siglec15 expression is associated with the malignant phenotype of glioma

First, Siglec15 mRNA expression levels were analysed in glioma tissues and normal brain tissues using data obtained from the TGGA, CGGA, and GEO databases. The charateristics of patients were shown in Table 1. It was found that Siglec15 transcript levels were elevated in gliomas compared with normal brain tissues (P < 0.05, Figure 1A). To explore the potential impact of Siglec15 in glioma progression, subgroups were analysed by stratifying patients with various clinical features in the CGGA and TCGA datasets.




Figure 1 | Expression level of Siglec15 mRNA in glioma and normal brain tissues. (A) Siglec15 expression in TCGA, CGGA, and GEO gliomas and normal brain tissues with GTEx database as control. (B) Different Siglec15 mRNA expression levels between aged <60 years and aged >60 years groups in TCGA and CGGA glioma patients. (C) Siglec15 mRNA expression levels was higher in high-grade (WHO grade IV) than in low-grade (WHO grade II and III) gliomas. (D) Siglec15 mRNA was higher in gliomas with wildtype IDH than those with mutated IDH. (E) Siglec15 mRNA was higher in gliomas without 1p/19 codeletion than those with 1p/19q codeletion. TCGA, the cancer genome atlas; CGGA, Chinese gliomas genome atlas; IDH, isocitrate dehydrogenase. n.s. non-significant, *P <0.05, **P <0.01, ***P < 0.001.



In terms of age at diagnosis, we found significantly increased levels of Siglec15 in patients aged over 60 years (P < 0.001, Figure 1B). Although no significant difference in Siglec15 expression was revealed between grade II and grade III in the TGGA datasets, Siglec15 expression levels were significantly higher in GBM (grade IV) than in low-grade gliomas (grade II and III) (TCGA: WHO grade II vs III, P = 0.224; WHO grade II vs IV, P <0.001; WHO grade III vs IV, P < 0.001; CGGA: WHO grade II vs III, P = 1; WHO grade II vs IV, P <0.001; WHO grade III vs IV, P < 0.001, Figure 1C). In both the CGGA and TCGA databases, patients with higher levels of Siglec15 expression were related to wild-type IDH (P <0.001, Figure 1D). We then evaluated the potential association between Siglec15 expression and 1p/19q status in these two databases. Siglec15 was found to be upregulated in 1p/19q noncodeletion glioma tissues (P < 0.001, Figure 1E). Taken together, these findings demonstrated a positive correlation between high Siglec15 expression and the malignant phenotype, poor treatment efficacy, and worse clinical outcomes in gliomas.





Increased Siglec15 expression correlated with shortened recurrence time and unfavorable prognosis of glioma patients

Since high Siglec15 expression may be predictive of the malignant phenotype of gliomas, we subsequently investigated the predictive value of Siglec15 expression in the clinical prognoses of glioma patients.

First, we compared Siglec15 expression between the initial and recurrent glioma tissues (Figure 2A) and between the patients with relatively malignant (progressive disease [PD]) and benign (stable disease [SD], complete response [CR] or partial response [PR]) clinical courses (Figure 2A). Siglec15 expression was found to be higher in recurrent gliomas as well as in those that did not respond to conventional resistance. These outcomes indicate that Siglec15 expression may be correlated with a more malignant phenotype and treatment resistance.




Figure 2 | The impact of Siglec15 mRNA overexpression on the overall survival time and progression-free time of glioma patients. (A) Siglec15 mRNA expression levels were higher in recurrent than in initial glioma patients (left panel), and were higher in gliomas patients showed no response to treatment, compared with those were responded to treatment (right panel). (B) Glioma patients with high Siglec15 expression showed shortened progression-free time compared with those with low Siglec15 expression. (C) Glioma patients with high Siglec15 expression showed shortened overall survival time compared with those with low Siglec15 expression. (D–G) In different subgroups of gliomas patients stratified by various clinical characteristics including age (D), gender (E), 1p/19q codeletion status (F), and response to initial treatment (G), TCGA glioma patients with high Siglec15 expression all showed adverse overall survival time, except in 1p/19q codeletion and progressive disease subgroup. (H) Time-dependent ROCs for Siglec15 expression, grade, age, IDH, 1p19q and MGMT in glioma using TCGA database. (I) Time-dependent ROCs for Siglec15 expression, grade, age, IDH, 1p19q and MGMT in glioma using CGGA database. TCGA, the cancer genome atlas; CGGA, Chinese glioma genome atlas; SD, stable disease; PR, partial response; CR, complete response; PD, progressive disease; ROCs, receiver operation curves. *P <0.05, **P <0.01.



In terms of recurrence time, the results revealed that glioma patients with high Siglec15 expression had a shortened PFS compared with those with low expression (HR [95% CI], 1.87 [1.51–2.32], P < 0001, Figure 2B).

Next, we analysed the impact of the Siglec15 expression level on the OS of glioma patients. The results revealed that the OS of glioma patients with increased Siglec15 expression levels was unfavorable according to Kaplan−Meier survival analysis of TCGA database (P < 0.001) and CGGA database (P < 0.001) (Figure 2C). In addition, the ROC results showed that the AUC of Siglec15 expression in glioma patients was 0.728 for 1-year survival, 0.694 for 2-year survival and 0.686 for 3-year survival in the TCGA database and 0.623 for 1-year survival, 0.627 for 2-year survival and 0.632 for 3-year survival in the CGGA database. This evidence suggests that high levels of Siglec15 expression are associated with poor prognosis in patients with glioma.

To confirm the reliability of our findings on patient survival, we also examined the correlation between Siglec15 expression and OS in various subgroups of patients stratified by various clinical characteristics in the TCGA database.

The outcomes consistently revealed that patients with gliomas with the higher Siglec15 expression had significantly the poorer OS compared to those with a low Siglec15 level in subgroups including age, sex, 1p/19q status, and primary therapy outcome (Figures 2D–G). Interestingly, although there was no significant difference in the expression of Siglec15 between males and females, a high expression level of Siglec15 was remarkably associated with a poor OS in glioma patients in the male and female subgroups.

Furthermore, we performed time-dependent receiver operating characteristic (ROC) analysis. The area under the curve (AUC) of the ROC curve of Siglec15expression in glioma patients was 0.728 for 1-year survival, 0.694 for 2-year survival and 0.686 for 3-year survival in the TCGA database (Figure 2H) and 0.623 for 1-year survival, 0.627 for 2-year survival and 0.632 for 3-year survival in the CGGA database (Figure 2I). Collectively, high Siglec15 transcript levels indicate a worse clinical course and shortened recurrence. In addition, a clear positive result for age, grade and siglec15 can be seen in the multi-factorial ROC curve.





Siglec15 protein expression was upregulated and was associated with adverse recurrence and survival time in gliomas

To validate the expression of Siglec15 and its impact on PFST and OST in gliomas, we subsequently performed immunohistochemistry in a series of glioma patients who received surgical resection in our hospital. Characteristics of the patients were summarized in Table 2.


Table 2 | Characteristics of patients with glioma for immunohistochemical assess.



Immunohistochemical analysis revealed that Siglec15 was not highly expressed in normal brain tissues but was overexpressed in 54.3% (50/92) of total gliomas. In more details, overexpression of Siglec15 was found in 33.3% (10/30) of WHO grade II, 56% (14/25) of WHO grade III, and 70.3% (26/37) of WHO grade IV gliomas, respectively (Table 2).

The expression of Siglec15 in various grades of glioma is shown in (Figure 3A). The log rank test showed that Siglec15 overexpression correlated with reduced OST in patients with gliomas(P < 0.001) (Figure 3B). Within subgroups divided by WHO grades, Siglec 15 overexpression was related with shortened OST in WHO grade II (P = 0.039) (Figure 3C), grade III (P < 0.001) (Figure 3D) and grade IV (P = 0.040) (Figure 3E), respectively. Moreover, the prognostic value of radiotherapy, chemotherapy, resection extent and malignancy was also revealed in total glioma patients (Table 2). Subsequently, we performed Cox multivariate analysis to stratify these variates and to validate prognostic value of Siglec15. Siglec15 protein overexpression was revealed to be an independent adverse prognostic indicator of OST [P = 0.039, hazard ratio 0.49, 95% CI (0.249–0.965)]. Additionally, radiotherapy (P <0.001), chemotherapy (P < 0.001), resection extent (P = 0.030), and malignancy (WHO grades, P < 0.001) were also found to serve as significantly independent indicators of OST (Table 3). Nevertheless, IDH-1 was found to serve as significantly independent indicator of OST only in univariate survival analysis (P < 0.01), but not in multivariate analysis (P = 0.852).




Figure 3 | Representative images of immunohistochemical staining of Siglec15 in glioma and the impact of Siglec15 protein overexpression on the overall survival time of glioma patients. (A) Representative low and high Siglec15 expression in gliomas of different WHO grades by immunohistochemistry staining. (B–E) Siglec 15 overexpression was found to be associated with reduced overall survival time in total (B), WHO grade II (C), WHO grade III (D), and WHO grade IV (E) glioma patients.




Table 3 | Log rank test and Cox multivariate analysis.







Functional enrichment analysis of DEGs

To investigate the potential biological role of Siglec15 in gliomas, we identified DEGs between patients with high and low Siglec15 expressions. We identified a total of 1124 significantly different DEGs, of which 1093 were upregulated and 31 downregulated genes from the TCGA database (Figures 4A, B). GO enrichment analysis revealed that the DEGs were enriched in leukocyte migration, T-cell activation, MHC protein complex, immune receptor activity, cytokine activity, cytokine receptor binding, cytokine binding, chemokine activity, and chemokine receptor binding, among others (Figure 4C). In line with this, in KEGG analysis, we observed cytokine−cytokine receptor interactions, viral protein interactions with cytokines and cytokine receptors, the IL-17 signaling pathway, ECM-receptor interactions, the chemokine signaling pathway, the PI3K-Akt signaling pathway, protein digestion and absorption amoebiasis, the relaxin signaling pathway, rheumatoid arthritis, bladder cancer, focal adhesion, the AGE-RAGE signaling pathway in diabetic complications, hematopoietic cell lineage, the NF-kappa B signaling pathway and the TNF signaling pathway as underlying pathways in regulating Siglec15 expression (Figure 4D).




Figure 4 | Functional Enrichment Analysis of differentially expressed genes (DEGs) derived from the cancer genome atlas (TCGA) database. (A) Volcano plot shows 1124 DEGs. (B) Heat maps showing top 18 upregulated and 10 downregulated DEGs. (C) Top 30 terms of Go enrichment analysis. (D) Top 16 terms of GSEA analysis. (E) Top 22 terms of KEGG enrichment analysis. *P < 0.05; **P < 0.01; ***P < 0.001.



In addition, we completed GSEA to determine the possible biological functions of Siglec15 in gliomas. Correspondingly, enrichment analysis showed that upregulation of Siglec15 was related to leukocyte transendothelial migration, focal adhesion, ECM receptor interaction, and the T-cell receptor signaling pathway, in line with the results of GO and KEGG analyses (Figure 4E). Our findings highlighted the potential functions of Siglec15 in tumor immunity and ECM remodelling, allowing us to revisit its biological role in subsequent analyses.





Siglec15 was related to immune cell infiltration

As mentioned previously, it was apparent that the elevated expression level of Siglec15 relates to adverse prognosis and immune response in glioma patients, and we subsequently elaborated on the effect of Siglec15 in reshaping the tumor microenvironment. First, we calculated the immune scores, tumorpurity, stromal scores and estimate scores, and these three scores were all positively correlated with Siglec15 expression (p <0.0001) among patients with glioma (Figure 5A). Next, we analysed the presumed immune cell infiltration in glioma tissue in TCGA datasets (Figure 5B). We found that CD8+ T cells, gamma delta T cells, M0 macrophages, M1 macrophages, M2 macrophages, and neutrophils infiltrated obviously more in glioma tissue, with Siglec15 being highly expressed, and resting memory CD4+ T cells, monocytes and activated mast cells remained markedly enriched in the low Siglec15 group. Additionally, we assessed the association between Siglec15 expression and immune cell infiltration levels to confirm our findings (Figure 5C). Consistently, the amount of infiltration of CD8+ T cells, activated memory CD4+ T cells, Tregs, gamma delta T cells, M0-, M1-, and M2 macrophages and neutrophils was positively correlated with the expression of Siglec15, while activated NK cells, monocytes and eosinophils were negatively correlated with the expression of Siglec15.




Figure 5 | Siglec15-related Immune Cell Infiltration Analysis derived from TCGA database. (A) Correlation between Siglec15 expression with stromal score, immune score, tumorpurity, and ESTIMATE score. (B) Relationship between Siglec15 expression and presumed immune cell infiltration in glioma tissue. (C) Correlation analysis between Siglec15 expression level and CIBERSORT score of 22 immune cells. ***P < 0.001.



To validate these results, we counted 29 immune components in 698 glioma samples from TCGA using ssGSEA and compared the level of immune infiltration between the high and low Siglec15 expression groups. Further differential analysis of the level of immune infiltration revealed that the levels of immune infiltration of all 29 immune components were higher in the high Siglec15 expression subgroup than those in the low group (Figure S2).





Association of Siglec15 with immunoregulatory, TAM-regulatory, and angiogenic genes

To investigate the role of Siglec15 in immune modulation, we examined the relationship between Siglec15 expression and immunoregulatory molecules in gliomas. We also discovered that the expression of a great majority of HLA-related genes was higher in the Siglec15 high expression group than that in the low expression group (Figure 6A). Correspondingly, Siglec15 could potentially interact with immune-related checkpoints, including PD1, PDL1, PDL2 and CD276 (B7-H3), implying a pivotal immunoregulatory role of Siglec15 in the glioma immune microenvironment (Figure 6B). In addition, Siglec15 was closely related to genes that are critical in the regulation of recruitment, differentiation, and activation of TAMs (CCL2, CCL3, CCL5, CCR5, IL-6, GM-CSF, VEFG, and CXCL8) and to angiogenic genes (SDF-1, CXCR4, HIF1a, CCL2, and VEGF), which are important targets in antiogenic therapy (Figure 6C).




Figure 6 | Correlation of Siglec15 expression with HLA-related, immunoregulatory, and angiogenic genes. (A) High Siglec15 expression correlated with a majority of HLA-related genes. (B) Siglec15 expression was closely related to a variety of immunoregulatory genes, including PD-1, PD-L1/2, LAG3, CTLA4, TIGIT, CD276, IDO1, and CD47. (C) Siglec15 correlated with genes which are critical in the regulation of recruitment, differentiation, and activation of TAMs and angiogenic genes. n.s. non-significant, **P<0.01, ***P < 0.001.







Increased Siglec15 expression on M2-like tumor-associated macrophages and N2-like tumor-associated neutrophils

Based on CGGA and TCGA databases, we analyzed the correlation between expression of Siglec15 and phenotypic characteristics of macrophages and neutrophils. According to our findings, Siglec15 correlated extremely well with M0 and M2 markers of TAMs (M2-type macrophages promote tumor progression) rather than M1 markers (M1-type macrophages do not promote tumor progression) (Figure 7A). A similar correlation was found between Siglec15 and TANs’ N2 phenotype marker (Figure 7B). In the TME of gliomas, Siglec15 expression substantially alters immune cell infiltration, leading us to explore its cellular basis and distribution.




Figure 7 | Relationship between Siglec15 expression and tumor-associated macrophages (TAMs) and tumor-associated neutrophils (TANs). (A) Siglec15 expression level was related to M2 TAMs. (B) Siglec15 was in association with N2 TANs. (C–E) Immunofluorescence shows that Siglec15 colocalize with CD163. (F) Double-stained cell counts (Siglec15 and CD163) in glioma with different grades. ***P < 0.001.



To confirm the expression of Silgec15 on M2 macrophages, the colocalization of Siglec15 and the well-established M2 macrophage marker CD163 was analysed using immunofluorescence. The results demonstrated that Siglec15 was substantially colocalized with CD163 (Figures 7C–E). In addition, the number of Siglec15+ CD163+ cells was higher in WHO grade IV gliomas than in grade II and III gliomas (Figure 7F).

Consequently, our results strongly indicated that Siglec15 expression was high in M2-like macrophages within the glioblastoma tumor microenvironment.






Discussion

Despite the emergence of many novel treatment strategies based on standard surgical resection and chemoradiotherapy, such as targeted therapy and nanomaterial-based photodynamic and photothermal therapies, the overall survival of glioma patients has not improved significantly (12).

Glioma has an immunosuppressive nature, suppressing immunological surveillance against tumors. Checkpoint molecules, including PD-L1, CTLA-4, and IDO, have been demonstrated to be involved in the immune escape of glioma cells (13, 14). The introduction of checkpoint inhibitors has shown therapeutic efficacy by reducing tumor-infiltrating regulatory T (Treg) cell numbers and increasing overall survival (15). Despite the promising therapeutic effects of checkpoint inhibitors in preclinical studies of gliomas, the efficacy of these inhibitors is unsatisfactory in clinical settings (15). Therefore, deeper insight into the immunosuppressive microenvironment in glioma will aid in the improvement of immunotherapy.

Siglec15 belongs to the Siglec family, which includes important cell-surface transmembrane proteins with a characteristic sialic acid-binding immunoglobulin-type lectin structure (6). Siglec15 shows high structural homology with PD-L1, and the protein sequence of its extracellular domain bears 20%–30% identity to the B7 family (5). Siglec15 is crucial in the maintenance of immune homeostasis (5, 7). Additionally, Siglec15 acts as a critical immune suppressor with broad upregulation in a broad spectrum of malignancies (5). Currently, several Siglec15 inhibitors are undergoing clinical trials, including NextCure’s NC318 for solid cancer (phase II), Medimmune for AML (patent filed), and Daichi Sankyo’s DS-1501 (phase I) (16). Nonetheless, little is known about the expression and role of Siglec15 in gliomas. In our research, that Siglec15 is higher expressed in glioma than in normal tissues, which is the same as lung, break, head, and neck square cell carcinoma and bladder cancer (5, 17, 18). Furthermore, We report here in for the first time that Siglec15 is upregulated and associated with clinicopathological features such as ageing, higher WHO grade, IDH wildtype, 1p/19q non-coding, reduced PFST and OST, and infiltrating immunosuppressive cells in gliomas.

For decades, scholars worldwide have been in search of biomarkers of glioma that possess genetic predictors. Possessing predictors that influence prognosis provides good treatment strategies and helps clinical predictions for better clinical management and counselling (19). In this study, a high Siglec15 expression level was associated with an adverse prognosis and shortened recurrence, consistent with previous reports on many other tumors, including lung cancer (20), pancreatic ductal adenocarcinoma (21), breast cancer, thyroid carcinoma, sarcoma, and uterine corpus endometrial carcinoma (8). In addition, the impact of high Siglec15 expression levels on recurrence and overall survival was not influenced by age, sex, or 1p/19q codeletion. Further validation using immunohistochemistry confirmed that high Siglec15 expression could serve as a new biomarker and genetic predictor.

There is a growing body of research related to the role of gender and age on cancer incidence and survival. Although recent studies suggest that age alone does not predict survival in glioblastoma (22). However, higher age at diagnosis is the most powerful prognostic factor and is valid in all poor prognostic age groups, particularly in GBM (23). The prognosis for GBM worsens with increasing age (24). In cancer, there are significant gender differences in the incidence of most tumour types, suggesting that fundamental biological differences between males and females impact cancer incidence (25). The overall incidence rate and the incidence of most glioma subtypes were significantly higher in men compared to women in all age groups (26). Siglec15 has statistical significance in predicting adverse recurrence time and overall survival in different age and gender groups, which further illustrates the extensive application of Siglect15 as a prognostic indicator.

Together with stromal cells, immune cells, vascular endothelial cells, and their secreted factors and extracellular matrix (ECM) components, tumor cells can form a protumor progression microenvironment (27). Interestingly, we found that upregulated Siglec15 expression was associated with leukocyte transendothelial migration, focal adhesion, ECM receptor interaction, and T-cell receptor signaling pathways, indicating that Siglec15 might play a critical role in the immunosuppressive microenvironment of gliomas.

The ECM of tumor tissue is the noncellular component present within the tumor, providing physical support and activating the biochemical and biomechanical signals needed for tissue morphogenesis, differentiation and homeostasis (28). In GBM, the ECM is dramatically changed, and this altered ECM plays an important role in glioma cell invasion (29). In addition, the ECM controls many cellular activities through cytokines and chemokines, including morphogenesis, survival, differentiation, growth, migration, homeostasis, and immune function (28, 30).

Innate and adaptive immunity in the body are able to work in concert to identify and eliminate malignant cells. However, cancer cells can create various mechanisms to evade the immune system, thus allowing the tumor to progress to an advanced stage. Immune checkpoints are one of the mechanisms by which cancer cells camouflage themselves in the body. In our study, Siglec15 was broadly and positively correlated with immune checkpoints that have been reported as potential biomarkers of glioma, such as PD1, PDL1, PDL2, Lag3, CTLA4, TIGIT, CD276 (B7-H3), IDO1 and CD47. These results suggest a potential role and tandem effect of Siglec15 as a pivotal immune checkpoint in glioma. In addition, further evaluation using immune scores, matrix scores and evaluation scores also supported the relationship between Siglec15 expression and glioma immunity.

As the tumor progresses, immune cells infiltrating the tumor microenvironment not only exert antitumour effects but also promote immune evasion and tumor growth (31). Depending on the cytokine level in the tumor environment, macrophages can be classified as classically activated (M1, antitumour) or alternatively activated (M2, protumor) macrophages. Activated M2 macrophages contribute to immunosuppression, tumor growth and progression, and angiogenesis (32). Additionally, the number of TAMs in human tumors is associated with higher tumor grade and shorter survival in almost all tumors (33), except colon cancers (34). Currently, important precision molecular therapies in glioma include those targets involved in the regulation of recruitment, differentiation and activation of TAMs (CCL2, CCL3, CCL5, CCR5, IL-6, GM-CSF, CSF-1, VEGF and CXCL8); some of these molecules are already in the animal testing phase, such as CSF-1 (35). Interestingly, our results demonstrated that Siglec15 was broadly positively correlated with the expression of these genes, indirectly confirming its potential role in targeted macrophage therapy. Given the structural resemblance with the B7 family and dominant expression pattern on myeloid cells, it is reasonable to hypothesize that Siglec15 could exert an immunosuppressive effect through its expression on TAMs. In fact, a previous study on colon carcinoma validated the essential function of Siglec15 expressed by TAMs (16). Siglec15 blocking mAbs significantly inhibited tumor growth in mice inoculated with colon carcinoma cells mixed with wild-type bone marrow-derived macrophages (BMDMs) but not with Siglec15 knockout BMDMs (16).

T lymphocyte reactivation is an established therapeutic strategy for a variety of cancers (36). The focus on CD8 T cells as the central immune cell for tumor clearance is well reasoned. Nevertheless, CD8 T cell response may be not sufficient for an organ as immunologically unique as the brain. The anti-PD-1 therapy, however, did not show a helpful effect compared to standard therapy in a recent phase 3 clinical trial for patients with recurrent GBM (37). The diminished efficacy of anti-PD-1 therapy may be attributed to a number of factors, including infiltration of immunosuppressive myeloid cells, sequestration of T cells, release of inhibitory metabolites, and glucocorticoid-induced lymphopenia (38), which exhausts T cells (39). CD8 T cells in glioma do not play the same role as other tumors in clearing tumor cells for 2 main reasons: 1) CD8 cell possess the ability to directly kill tumor cells presenting tumor antigens via MHC I. However, there are a number of limitations to this approach in many cancers. Several cancers,including GBM, downregulate MHC I expression, as evidenced by the absence of MHC I expression on GBM cells that have invaded normal brain tissue (40); 2) There are multiple components of the glioma immune microenvironment, including myeloid-derived suppressor cells, that inhibit CD8T cell activation (41), TAM and other ingredients. TAMs are capable of expressing numerous compounds that act as antagonists to the isogenic receptors expressed on T cells, thereby reducing their ability to activate and proliferate. Additionally, TAMs release various inhibitory cytokines that impair T cell antitumour responses (42). Therefore, it is theoretically possible to use Siglec15 as an adjuvant therapy for PD-1 and CTLA-4 (43).

Despite their primary role in tissue homeostasis and host defense, neutrophils can also contribute to tumor formation in an altered state (44). It has been reported that TANs infiltrate human gliomas and that the degree of infiltration significantly correlates with tumor grade (45). N2 TANs promote tumor development and invasion and maintain cancer cell stem cells, angiogenesis and immunosuppression (46). It has been demonstrated in preclinical studies that N2 neutrophils support the expansion of the glioma stem cell pool by interacting with the S100 protein, thereby promoting glioblastoma progression (47). Thus, the correlation between Siglec15 and N2 TANs suggested that Siglec15 might also contribute to immunosuppression by overexpression on N2 TANs.

Previous studies have shown that macrophage/myeloid-associated Siglec-15 suppresses antigen-specific T-cell responses within the body (5).The function of Siglec15 affects both T cells and macrophages, which is consistent with our results. High Siglec15 expression is associated with M2 macrophage differentiation and may inhibit the CD4+ T-cell response in the immune microenvironment by being highly expressed on macrophages. Due to the immunosuppression experienced by glioma patients and the infiltration and polarization of macrophages and neutrophils that make glioma resistant to chemotherapy and radiation (48). It is reasonable to predict that Siglec15 is involved in glioma drug resistance through modulating the immune response.

Nevertheless, there are many limitations in our work. First, the sample size of the immunohistochemical and survival studies was not large enough. Second, immunohistochemistry might not accurately measure Siglec15 expression. Third, since the potential immunosuppressive role of Siglec15 in gliomas was obtained from bioinformatics analysis, efforts such as functional experiments need to be made to understand how Siglec15 dysregulation occurs in the tumor immune microenvironment and to determine whether Siglec15 inhibitors may have therapeutic effects in gliomas in preclinical studies. This might be helpful to develop a novel and effective immunotherapy strategy and benefit glioma patients with improved prognoses.





Conclusion

We find that Siglec15 overexpression is an unfavorable prognostic biomarker and potentially plays a significant role in the tumor microenvironment of gliomas. High Siglec15 expression is associated with M2 macrophage polarzation and may inhibit the CD4+ T-cell response in the immune microenvironment by being highly expressed on macrophages. Apart from this, the expression of Siglec15 on glioma cells and immune cells may mediate immune escape through cell adhesion. Thus, Siglec15 may serve as a potentially pivotal immune checkpoint for glioma. In conclusion, our research provides a theoretical basis for the possibility of Siglec15 inhibitors as a synergistic or alternative therapeutic option to the existing immune checkpoint inhibitors.
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Intoroduction

Nuclear receptor subfamily 2 group F member 6 (NR2F6) is a promising checkpoint target for cancer immunotherapy. However, there has been no investigation of NR2F6 in glioma. Our study systematically explored the clinical characteristics and biological functions of NR2F6 in gliomas.





Methods

We extracted RNA sequencing (RNA-seq) data of 663 glioma samples from The Cancer Genome Atlas (TCGA) as the training cohort and 325 samples from the Chinese Glioma Genome Atlas (CGGA) as the validation cohort. We also confirmed the NR2F6 gene expression feature in our own cohort of 60 glioma patients. R language and GraphPad Prism softwares were mainly used for statistical analysis and graphical work.





Results

We found that NR2F6 was significantly related to high tumor aggressiveness and poor outcomes for glioma patients. Functional enrichment analysis demonstrated that NR2F6 was associated with many biological processes that are related to glioma progression, such as angiogenesis, and with multiple immune-related functions. Moreover, NR2F6 was found to be significantly correlated with stromal and immune infiltration in gliomas. Subsequent analysis based on Gliomas single-cell sequencing datasets showed that NR2F6 was expressed in immune cells, tumor cells, and stromal cells. Mechanistically, results suggested that NR2F6 might act as a potential immunosuppression-mediated molecule in the glioma microenvironment through multiple ways, such as the recruitment of immunosuppressive cells, secretion of immunosuppressive cytokines, M2 polarization of macrophages, in addition to combining with other immune checkpoint inhibitors.





Conclusion

Our findings indicated that intracellular targeting of NR2F6 in both immune cells and tumor cells, as well as stromal cells, may represent a promising immunotherapeutic strategy for glioma. Stromal cells, may represent a promising immunotherapeutic strategy for glioma.





Keywords: NR2F6, glioma, immunotherapy, glioma progression, immune and stromal infiltration, immunosuppression, clinical outcome





Introduction

Glioma is the most aggressive and lethal type of the central nervous system that originates from neuroglial stem or progenitor cells, with glioblastoma (GBM) being the worst malignant subtype (1). According to the world health organization (WHO), glioma is categorized into oligodendroglioma, astrocytoma, glioblastoma, and mixed gliomas (2); and classified into low grade glioma (I and II) and high grade glioma (III and IV) (3). Despite multimodal treatment approaches consisting of maximal surgical resection, followed by external radiotherapy with concomitant and adjuvant Temozolomide, there has been relatively little improvement, with a median overall survival (OS) of less than 15 months, 7 to 8 months of median progression-free survival (PFS), and a 5-year rate of only 6.8% (4–8). This is profoundly associated with heterogeneous tumors, with different regions of the tumor exhibiting distinct cellular and molecular features which facilitate immune evasion (9, 10). Moreover, high level of immunosuppressive cell infiltration (e.g., regulatory T cell (Treg), tumor-associated microglia, tumor-associated macrophages, and myeloid-derived suppressor cells) and a high prevalence of exhausted T cells represent a significant barrier to immunotherapies in GBM (11–16). Although, different immunotherapeutic modalities have been combined with conventional therapies to enhance the clinical outcomes of GBM patients, including oncolytic virus, checkpoint inhibitors, vaccines, T-cell therapy, adoptive T-cell transfer, and chimeric antigen receptor (CAR) (17), currently, a small percentage of patients experience more durable responses and are still alive two years following diagnosis, and in fewer cases, they survive even longer (7, 18, 19). Moreover, immunotherapy is assumed to elicit an anti-tumor response, PD-1 and CTLA-4 inhibition have shown significant effectiveness in treating several solid cancers, such as melanoma and lung cancer (20–22). However, GBM patients are refractory to current immunotherapies assessing nivolumab, an anti-programmed cell death protein 1 (anti–PD-1) therapy, alone or in combination with radiotherapy and temozolomide (6, 23). According to recent reports, immunotherapy failure may be related to upregulation of various immune checkpoints in glioma patients after blocking the PD1/PDL-1 pathway (24), indicating the importance of deciphering novel biomarkers for an additive or synergistic impact on glioblastoma patients to guide and improve immune-mediated therapy concepts (25, 26).

Recently, NR2F6 has attracted particular interest as a potential novel immune checkpoint receptor target (27). NR2F6 acts as a transcriptional repressor in different cell subsets, such as Th0, Th17, CD4 T cells, and CD8 T cells, by antagonizing the DNA accessibility of NFAT and AP-1 transcription factors through direct binding to multiple regions within key cytokine promoter loci such as IL-2, IFNγ, and TNFα (28). Different research has provided an overview regarding the proper contribution of NR2F6 in the immune response. Overall, NR2F6 plays a crucial role in cellular homeostasis and various diseases, including cancer (29–32). NR2F6 has been reported to be ubiquitously weakly expressed in resting T cells and highly expressed in effector T cells, where it triggers an anti-inflammatory response (27). Moreover, NR2F6 is overexpressed in a variety of malignancies, including lymphoma, head and neck squamous cell carcinoma, acute myeloid leukemia (AML), colon cancer, and breast cancer (33–37). Consequently, the researchers found that NR2F6 expression appears to be associated with quicker tumor progression and worse overall patient survival (27, 38). Furthermore, evaluating tumor-infiltrating lymphocytes from non-small cell lung cancer (NSCLC) patients’ biopsies provides substantial preclinical evidence that NR2F6 overexpression at the tumor niche produces effector T cells unable to mount a robust immune response against malignancy (39). Interestingly, genetic knockout of NR2F6 significantly improves responses to PD-1/PDL-1 cancer immune checkpoint inhibition (39).

As a promising intra-cellular immune checkpoint inhibitory, NR2F6 might be a good target for immunotherapy besides those present on the cell surface. Nevertheless, a rigorous assessment of NR2F6 involvement in glioma patients has yet to be handled. Therefore, we set out to explore NR2F6 mRNA profiling in glioma through 1048 samples. The RNA-sequencing dataset from the Cancer Genome Atlas (TCGA) was used as a training cohort, and our results were validated in an independent cohort using the Chinese Glioma Genome Atlas (CGGA) dataset and the Moroccan glioma patient cohort. The present study is the first to clinically, molecularly, and immunologically characterize NR2F6 expression in gliomas.





Materials and methods




Clinical samples

A total of 60 tumor samples from glioma patients were collected from the Ibn Rochd University Hospital, neurosurgery department from May 2016 to April 2022 (30 specimens of high-grade glioma: 22 glioblastomas, 3 astrocytomas grade III, and 5 ependymomas grade III and 30 specimens of low-grade glioma: 19 astrocytomas grade I, 2 astrocytomas grade II, 3 oligoastrocytomas grade II, 5 ependymomas grade II, and 1 xantoastrocytoma grade II) (Table Supplementary 2). All patients underwent surgery, and fresh tumor tissue was obtained during surgery. Moreover, none of them received any chemotherapy or radiotherapy before tumor resection. Signed informed consent forms were obtained from all subjects. The Ethical Board of the Ibn Rochd University Hospital of Casablanca approved this study.





Public data acquisition and preprocessing

From the TCGA dataset, RNA sequencing expression data and the clinicopathological characteristics from 663 glioma samples (glioblastoma (GBM) 150 cases, low-grade glioma (LGG) 513 cases) (Table Supplementary 1), were analyzed in our study (http://cancergenome.nih.gov). In order to corroborate the findings that we have revealed in the TCGA dataset, 325 glioma samples from the CGGA dataset were used as a validation cohort (Table Supplementary 1). CGGA transcriptome sequencing data were generated using the Illumina Hiseq platform, which is publicly available (http://www.cgga.org.cn/). The Limma package (40) of R software was utilized for the normalization of RNA expression profiles and the batch effect between TCGA-LGG samples and TCGA-GBM samples was corrected using the SVA package (41).

We established the following criteria for patients screening: WHO Grade II-III-IV, IDH mutation status, sex, age, histopathological type, survival status and overall survival data. As long as the six types of data mentioned above were available, we would include these subjects in this study, and there are no additional exclusion criteria.





RNA extraction and cDNA synthesis

Total RNA from 60 fresh biopsies was isolated using Trizol reagent (Invitrogen, France) (42, 43). We analyzed RNA concentration and purity with the use of a NanoVueTM Plus Spectrophotometer (GE Healthcare, UK). The samples were then diluted with ultrapure water to ensure that each tube had the same concentration of RNA. According to the manufacturer’s instructions, cDNA was synthesized from 1 μg of RNA included in a 20 μl reaction mixture containing RNase-Free Water Random Hexamer Primer (Bioline, France) and incubated at 70°C for 5 min. Afterward, 1 µL RNase-free water, 4 µL Tetro reverse transcriptase buffer, 0.5 µL RNase inhibitor (Invitrogen, France), 4 µL dNTP (10 mM), and 0.5 µL Tetro reverse transcriptase enzyme (Bioline, France) were added, followed by incubation at 25°C for 10 min, then at 45°C for 30 min, and finally at 85°C for 5 min.





Real-time quantitative PCR

The expression levels of NR2F6 and β-Actin were assayed using fluorescence-based quantitative real-time PCR (RT-qPCR) (SYBR Green PCR Master Mix; (Thermo Fischer)). A reagent mixture of 18 µL (7 µL ultra-pure water, 0,5 µL of each primer sequence (forward and reverse), and 10 µL SYBR Green) besides 2 µL of cDNA were added to each well of the PCR plate. Instead of cDNA, 2 µL of ultra-pure water were used in the negative control well. The genes were amplified under the following conditions: hold stage at 95°C for 10 min, followed by 40 cycles of denaturation at 95°C for 15 s, and annealing and extension at 60°C for 1 min. The relative expression level was calculated using the 2^(−ΔCT) method described by Livak and Schmittgen (44) and the house-keeping gene β-Actin was used as an internal reference. At the end of the assay, a melting curve and electrophoresis were constructed to verify the specificity of the reaction.

The primers used for qPCR were as follows: β-actin, forward: 5′- GAGATGGCCACGGCTGCTT-3′ and reverse: 5′- GCCACAGGACTCCATGCCCA-3′, product length was 446 bp, instead of β-actin, forward:5′-TGGAATCCTGTGGCATCCATGAAAC-3′ and reverse: 5′-TAAAACGCAGCTCAGTAACAGTCCG-3′, product length was 144 bp.





CIBERSORT

CIBERSORT is a deconvolution algorithm that characterizes the cell composition of complex tissue from their gene expression profiles (9, 45). This method enables the quantification of a specific cell type abundance and has been verified by fluorescence-activated cell sorting (FACS) (46). We used CIBERSORT (https://cibersortx.stanford.edu/) to assess the relative fractions of 22 tumor-infiltrating immune cell types in high and low NR2F6 expression groups, with the algorithm run using the LM22 signature matrix at 1000 permutations. These TIICs included 7 T-cell types (Tregs, naïve CD4+ T cells, CD8+ T cells, resting memory CD4+ T cells, T follicular helper (Tfh) cells, γδ T cells, activated memory CD4+ T cells), activated NK cells, resting natural killer (NK) cells, macrophages (M1 macrophages, M2 macrophages, M0 macrophages), monocytes, resting mast cells, resting dendritic cells (DC), activated DC, activated mast cells, memory B cells, naïve B cells, eosinophils, plasma cells, and neutrophils. The sum of all evaluated immune cell-type fractions equals 1 for each sample.





xCell

xCell, reported by Aran (47), a method based on ssGSEA (single sample gene set enrichment analysis) that estimates the abundance scores of 64 cell types, was used to evaluate the proportion of the 12 types of stromal cell: Adipocytes, Endothelial cells, Chondrocytes, Fibroblasts, MSC, Osteoblast, Pericytes, Preadipocytes, Skeletal muscle, Smooth muscule, ly Endothelial cells, mv Endothelial cells and 34 types of immune cell: B-cells, CD4+ T-cells, CD4+ Tcm, CD4+ memory T-cells, CD4+ naive T-cells, CD8+ T-cells, CD8+ Tcm, CD8+ Tem, CD8+ naive T-cells, Class-switched memory B-cells, Memory B-cells, NK cells, NKT, Plasma cells, Tgd cells, Tregs, Th1 cells, Th2 cells, naive B-cells, pro B-cells, Basophils, Dendritic cells, Eosinophils, Macrophages, Macrophages M1, Macrophages M2, Mast cells, Monocytes, Neutrophils, Activated dendritic cells, Conventional dendritic cells, Immature dendritic cells, Plasmacytoid dendritic cells.





Single-cell level analysis

We obtained GBM single-cell sequencing data (GSE102130, GSE103224, GSE135437, GSE138794, GSE141383, GSE141982, GSE148842, GSE162631, GSE163108, GSE70630, GSE139448, GSE131928) Based on the Tumor Immune Single-Cell Hub (TISCH) online database (http://tisch.comp-genomics.org/) (48, 49), which was used to classify stromal cells, immune cells, and malignant cells by hierarchical clustering. Then, NR2F6 expression in these cells was evaluated, and the results were illustrated by heatmaps.





Identification of differentially expressed genes

The differentially expressed genes between low-NR2F6 and high-NR2F6 were performed using limma package with the voom function (40). We removed genes with low expression levels to correct the batch effect. We used the calcNormFactors function to calculate the normalization factor for each patient and the voom function to perform CPM normalization, adjusted by the TMM method. Quantile normalization was used to normalize RNA-seq data. The results are presented as a table of genes ordered by significance (Table Supplementary 3, 4), and a |log fold change (FC)| > 0.4 and adj. P value < 0.05 were further conducted as the cutoff criteria for the DEGs screening. The GO enrichment analysis of DEGs was shown by heatmap using the visual hierarchical cluster analysis by the web-based Morpheus software (https://software.broadinstitute.org/morpheus/). VennDiagram package in R software was used to identify overlapping DEGs between TCGA and CGGA.





Gene functional and pathway enrichment analysis

The biological functions and signaling pathways related to NR2F6 were explored by Gene ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) analyses using the Database for Annotation, Visualization, and Integrated Discovery (DAVID) (https://david.ncifcrf.gov) (50–52). Terms with p-value <0.05 was considered significantly enriched.





Statistical analysis

The statistical software R (version 4.0.3) and GraphPad Prism 8 software (version 8.0.2) were used for the statistical analysis and generation of figures. The median value of NR2F6 expression was considered as the cutoff value to separate patients into the high and low groups. Survival analysis was conducted using Kaplan-Meier analysis and the log-rank test. The Wilcoxon Signed Rank test, Mann-Whitney and unpaired t-test were used for statistical analysis between two groups, while the Kruskal-Wallis test was applied to statistical analysis between more than two groups. Non-parametric Spearman test was conducted to evaluate the correlation of two variables. All statistical tests were independently performed by two different scientists, and a p-value less than 0.05 was considered statistically significant.






Results




High NR2F6 expression was related to higher tumor malignancy in glioma

To explore the expression pattern of NR2F6 in glioma, we first assessed NR2F6 expression in 663 RNA sequencing samples from the TCGA database, according to glioma grades. The NR2F6 expression level increased with increasing tumor grade (Figure 1A). The higher expression of NR2F6 was significantly observed in high-grade versus low-grade glioma tissues (Figure 1B). We also validated our findings in CGGA database (Figures 1D, E), as well as in the in-house cohort (Figures 1G, H). IDH mutation status is a well-established clinically relevant molecular biomarker of glioma (53). Therefore, we analyzed the NR2F6 expression pattern based on IDH mutation status. NR2F6 expression was significantly up-regulated in IDH-wildtype gliomas than IDH-mutated gliomas in TCGA as well as CGGA and in-house cohort (Figures 1C, F, I). Taken together, these results indicated that NR2F6 expression was more prevalent in aggressive glioma. The correlation between NR2F6 expression and clinicopathological characteristics of patients with gliomas in the TCGA, CGGA, and in-house cohorts is presented in Supplementary Tables 1, 2, respectively.




Figure 1 | Association of NR2F6 expression with clinical glioma parameters in TCGA, CGGA databases, and in in-house cohort. NR2F6 expression level significantly increases with increasing tumor grade in gliomas (A, D, G). The NR2F6 gene is strongly expressed in high grade compared with low grade glioma tissues (B, E, H). NR2F6 expression is significantly enriched in IDH wild-type glioma (WT) compared with IDH mutant (Mut) (C, F, I). In all statistical analyses, p values less than 0.05 were considered statistically significant, **p<0.01; ***p<0.001; ****p<0.0001.







NR2F6 expression was relevant to worse survival in glioma

As we discussed above, higher expression of NR2F6 was observed in higher grades of glioma, highlighting the possible relationship between NR2F6 expression and a poorer prognosis. Thus, we divided glioma patients into low and high-expression groups to evaluate NR2F6’s prognostic value. The Kaplan–Meier curves of the overall survival (OS) of patients with gliomas are illustrated in Figure 2. As shown, patients with glioma with lower NR2F6 expression exhibited significantly longer OS compared with patients with higher NR2F6 expression in both TCGA and CGGA cohorts (Figures 2A, B). These results indicated that high expression of NR2F6 conferred worse outcomes in glioma patients.




Figure 2 | Survival analysis of glioma patients based on NR2F6 expression. Kaplan–Meier analysis indicated that high expression of NR2F6 was related to significantly worse prognosis in glioma patients, in TCGA (A) and CGGA (B) cohorts. Patients were divided into two groups based on the median value of NR2F6 expression. The red curve represents patients with high expression of NR2F6, and the blue curve represents patients with low expression of NR2F6.







Differential gene enrichment analysis between NR2F6 groups

Since NR2F6 expression in glioma was strongly associated with malignancy, we inferred that NR2F6 may have important biologic functions in glioma. The GO functional analysis with DAVID was used to determine the biological role of NR2F6 in gliomas. First, we performed a differential gene analysis between low- and high-NR2F6 expression samples. According to adjusted P < 0.05 and |log2FoldChange| ≥ 0.4, 2159 genes were identified as DEGs in TCGA, of which 1127 were downregulated and 1032 were upregulated (Supplementary Table 3), and CGGA contained 772 DEGs, including 397 downregulated genes and 375 upregulated genes (Supplementary Table 4). GO Enrichment analysis of differential genes showed upregulation of many biological processes related to glioma progression such as extracellular matrix organization, collagen fibril organization, and angiogenesis. Of note, upregulated genes were also involved in several immune processes, such as leukocyte migration, cytokine-mediated signaling pathway, and inflammatory response. GO terms related to biological processes that are normal and indispensable, such as neuron projection development and nervous system development were downregulated. All the results mentioned above were shared by the two datasets (Figures 3A, B). In line with previous studies (27), these results indicate that NR2F6 might have dual pro-tumor activity in tumor cells and immune cells in the glioma microenvironment.




Figure 3 | Biological function analysis for NR2F6 in glioma. NR2F6-related gene ontology (GO) terms in TCGA (A) and CGGA datasets (B). Red to blue represents high to low DEG expression. The samples were ranked according to NR2F6 expression, from high (red color) to low (green color). The color bars at the right side of the heatmap represent the enriched gene ontology terms of upregulated and downregulated DEGs. DEGs, differentially expressed genes.







NR2F6-related immune signatures in glioma

To further identify the NR2F6-associated immune signature in glioma, we downloaded gene sets of the immune system from AmiGO 2 web portal (http://amigo.geneontology.org/amigo). We identified 226 overlapping upregulated DEGs in TCGA and CGGA datasets, which were ranked according to adjusted P <0.01 (Figure 4A). GO and KEGG enrichment analyses were used to clarify the biofunctions of these genes. The results showed that overlapping genes were highly enriched in innate immune response, T cell receptor signaling pathway, I-kappaB Kinase/NF-kappaB signaling, and response to cytokines in GO terms (Figure 4B). The KEGG pathway analysis suggested that NR2F6 may be involved in TNF signaling pathway, leukocyte transendothelial migration, Toll-like receptor signaling pathway, NOD-like receptor signaling pathway, and other immune-related pathways (Figure 4C). These findings suggest that NR2F6 may be associated with both innate and adaptive immune responses.




Figure 4 | NR2F6-related immune signatures in glioma. A total of 226 common upregulated DEGs were identified from TCGA and CGGA datasets (A). Gene ontology (B) and KEGG pathway analysis (C) of the 226 DEGs. The bar charts represented the P value and the color represented the count. The vertical axis represents the item name. KEGG, Kyoto Encyclopedia of Genes and Genomes.







NR2F6 was associated with infiltrating immune and stromal cells in glioma microenvironment

To get a better understanding of the relationship between NR2F6 and the infiltrated cells, we analyzed the proportion of 22 immune cells between high and low NR2F6 expression groups in both TCGA and CGGA datasets using CIBERSORT software (45). We compared the analytical results of TCGA (Figure 5A) and CGGA (Supplementary Figure S1A), where we found a similar statistically significant difference in the distribution of T cells follicular helper, monocytes, NK cells resting, NK cells activated, M0 macrophages, M2 macrophages, and Mast cells activated. The increase in NR2F6 expression was associated with an increase in the proportion of T cells follicular helper, NK cells resting, M0 macrophages and M2 macrophages, and a decrease in the proportion of monocytes, NK cells activated and Mast cells activated. This suggests that NR2F6 has a remarkable influence on the infiltration level of immune cells. To further determine these findings, we next employed xCell (47) to analyze the correlation between NR2F6 expression and 46 immune and stromal cell populations. As shown in Figure 5B and Supplementary Figure S1B, in both TCGA and CGGA datasets, NR2F6 expression was significantly associated with immune score, stroma score, and microenvironment score. NR2F6 was remarkably positively correlated with the majority of stromal cells, as well as Treg, macrophages, M2 macrophage phenotype, and neutrophils, whereas B cells, eosinophils, plasma cells, Th1, Th2, CD8+ T cells, and CD8+ Tcm were negatively correlated with NR2F6 expression. These results strongly suggested that NR2F6 has an important influence on the infiltration of immune and stromal cells in the glioma microenvironment. The TME plays a pivotal role in tumor occurrence and development, which may accelerate tumor deterioration and affect the prognosis. We further used the TISCH database to analyze NR2F6 expression in TME-related cells. We found that NR2F6 was expressed in immune cells, malignant cells, and stromal cells. NR2F6 expression was the highest in malignant cells and stromal cells in the microenvironment of gliomas (Figure 6). These findings demonstrated that NR2F6 was closely related to TME in glioma.




Figure 5 | Analysis of tumor immune and stromal cell infiltration relative to the NR2F6 level in the TCGA dataset. (A) Proportions of the 22 types of tumor-infiltrating immune cells (TIICs) in different NR2F6 groups. (B) Correlation between NR2F6 expression and xCell scores in gliomas. Each colored square within the figure illustrates the correlation between NR2F6 and immune, stromal, and microenvironment scores and 46 cell types. blue, positive correlation; red, negative correlation. *p<0.05; **p<0.01; ***p<0.001; ****p<0.0001; ns, not significant.






Figure 6 | Expression levels of NR2F6 analysis by using TISCH in malignant cells, immune cells, and stromal cells. The lift figure shows the heatmap of NR2F6 expression using glioma single-cell sequencing datasets. The middle figure shows uniform manifold approximation and projection (UMAP) lots showing the glioma cell landscape. The right figure shows the UMAP plots illustrating the expression of NR2F6 clusters based on the GSE103224 and GSE139448 datasets.







NR2F6 was associated with immunosuppressive properties

Immunosuppressive cells promote immune evasion by producing immunosuppressive cytokines in the tumor microenvironment, resulting in dysfunctional T cells. Our analysis of the tumor-infiltrating immune cells showed that NR2F6 was related to immunosuppressive cells such as regulatory T cells (Tregs), macrophages, and neutrophils. Therefore, we postulated that NR2F6 could be implicated in the immunosuppressive properties of glioma. To validate this, a correlation analysis was performed to determine the relationship between NR2F6 expression and critical immunosuppressive cytokines secreted by Tregs, tumor-associated macrophages, myeloid-derived suppressor cells, and tumor-associated neutrophils, as well as chemokines attracting these cells toward the tumor (54–56). We found that NR2F6 was significantly positively correlated with the majority of the chemokines and immunosuppressive cytokines (Figures 7A, B). TAMs are the most important immune cells in the glioma microenvironment, which skew towards an M2 phenotype and play a critical role in immunosuppression (57, 58). Interestingly, NR2F6 was positively associated with key factors driving M2 phenotype differentiation (54, 55) (Figures 7C, D). Taken together, these findings revealed that NR2F6 might play an important immunosuppressive role in glioma through recruiting and promoting immunosuppressive cells to secrete immune-inhibitory cytokines, as well as regulating M2 transformation.




Figure 7 | NR2F6 correlates with immunosuppressive activities. (A, B) Correlation of NR2F6 and immunosuppressive cells chemokines and immunosuppressive cytokines. The color intensity of the square is proportional to the correlation coefficients. Purple, positive correlation; Brown, negative correlation. (C, D) Correlation between NR2F6 and M2-promoting differentiation factors. Plot size and color depth show the intensity of the relationship, purple, positive correlation; brown, negative correlation; larger plot indicates a stronger correlation. *p<0.05; **p<0.01; ***p<0.001; ****p<0.0001; ns, not significant.







NR2F6 was correlated with other immune checkpoint markers in gliomas

Considering the increasing clinical benefits of targeting immune checkpoints as a combination therapy (59, 60), we enrolled several immune checkpoint molecules that have been examined in clinical trials or clinical situations into correlation analysis to assess their relationship with NR2F6 in glioma samples using both TCGA and CGGA datasets (61, 62). NR2F6 showed a positive association with PD-1, LAG-3, and B7-H3 in both datasets (Figures 8A, B), indicating the potential synergistic effects of NR2F6 with these checkpoint members.




Figure 8 | Association between NR2F6 and immune checkpoint markers in gliomas. the correlation of NR2F6 with other immune checkpoints including PD-1, PD-L1, CTLA-4, LAG-3, and B7-H3, based on TCGA (A) and CGGA (B) datasets. The color intensity of the square is proportional to the correlation coefficients. Blue, positive correlation; Red, negative correlation. **p<0.01; ****p<0.0001; ns, not significant.








Discussion

Glioma, especially glioblastoma, is the most aggressive type of brain cancer and has a severe impact on patient health (63–65). Even with intensive therapies, the prognosis for glioblastoma patients is still dismal. This highlights the urgent need for new therapeutic approaches. In recent years, glioblastoma immunotherapy has gained increased interest, particularly in blocking immune checkpoints CTLA-4 and PD-1 (66). Glioma checkpoint inhibitor therapies have made continuous progress. However, a large proportion of patients do not respond to a single checkpoint inhibitor, therefore, it is necessary to explore novel immune checkpoints for additive or synergistic anti-tumor activities (66–68).

In this study, we comprehensively analyzed the expression pattern and related biological characteristics of the new immune checkpoint NR2F6 and its clinical significance in glioma. First, we proved that the expression of NR2F6 was significantly upregulated in the higher malignant pathological type of gliomas. Moreover, we also found that high expression of NR2F6 was highly enriched in the phenotype of known malignant molecule, the IDH wild-type state. All these results indicated that NR2F6 expression was associated with more malignant biologic process as other solid and hematologic malignancies (33, 36, 69, 70). Most likely, these malignant biologic behaviors have contributed to tumor recurrence and resistance to therapy. Revealing the mechanism of NR2F6 in glioma may be the key to triumphing over this fatal disease. Our findings also showed that a high expression level of NR2F6 in glioma was relevant to a worse prognosis in both the TCGA and CGGA databases. This was consistent with previously reported results (34, 69, 71), overexpression of NR2F6 predicted poor patient prognosis in various malignant tumors, such as ovarian cancer, early cervical cancer, and head and neck cancer.

Through an in-depth analysis of the biological function of NR2F6 in glioma, we found that NR2F6 was involved in extracellular matrix organization, angiogenesis, cell adhesion, and other biological processes related to glioma progression. Meanwhile, NR2F6 was involved in multiple immune-related functions and pathways, such as leukocyte migration, inflammatory response, T cell receptor signaling, and innate immune response. Moreover, the results of the tumor-infiltrating cells analysis showed that NR2F6 expression significantly correlates with infiltrating stromal and immune cells in the glioma microenvironment. More interestingly, we found that NR2F6 was expressed in both immune and malignant cells, as well as stromal cells in glioma patients using the TISCH database. Hence, the function of NR2F6 in glioma may be realized by the wide expression of NR2F6 in immune cells, glioma cells, and stromal cells. Previous studies have demonstrated that NR2F6 plays a dual function in immune cells and in tumor cells. In effector T lymphocytes, NR2F6 negatively controls TCR/CD28-mediated signal transduction by antagonizing the DNA accessibility of activation-induced NFAT/AP-1 transcription factors at critical cytokine gene loci such as IL2 and IFNg (28, 72). Recently, it has been shown that the genetic elimination of NR2F6 improves intratumoral CD4+ and CD8+ T-cell infiltration as well as effector functions by increasing the production of effector cytokines, resulting in strongly decelerated tumor growth in different spontaneous as well as transplantable mouse tumor models (39, 73). Besides its role in immune cells, NR2F6 is upregulated in various human cancer cells, such as cervical cancer (69), ovarian cancer (71, 74), colon carcinoma (36), leukemia (33, 35), lung cancer (70), breast cancer (37), and hepatocellular cancer (75), indicating that NR2F6 is involved in tumor promotion and progression.

Immune evasion and suppression are significant factors that prevent current immunotherapies from effectively fighting glioma. In tumors, immune-suppressive microenvironments promote the lesion’s growth and malignant properties while evading the body’s immune response (76–78). Thus, the discovery of potential immunosuppressive features of glioma has considerable importance. Here, we conducted correlation analysis with two different large datasets, and found that NR2F6 expression significantly positively correlates with chemokines that recruit immunosuppressive immune cells, such as Treg, macrophages, and neutrophils, as well as key immunosuppressive cytokines secreted by these cells. Macrophages are the main immune cells in the glioma microenvironment, which may constitute up to 50% of the total cellular composition and are usually polarized to M2 phenotype (79). In gliomas, M2 macrophages exhibit an immunosuppressive phenotype and are associated with poor prognosis (80). Our analysis found that NR2F6 was positively related to M2 differentiation factors, suggesting that it may contribute to a tumor microenvironment favorable for tumor growth through promoting the M2-polarization of tumor-associated macrophages. In addition, a positive association was observed between NR2F6 and multiple immune checkpoints. Studies have revealed that the upregulation of immune checkpoints such as PD-1, LAG-3, and B7-H3 in glioma aids tumor immune evasion, resulting in T cell dysfunction (81–86), which suggests that NR2F6 may promote glioma immune evasion through upregulation of immune checkpoint expression.

Collectively, we can speculate that, on the one hand, NR2F6 functions as a nonimmunological regulator: expressed in cancer, facilitating angiogenesis and tumor invasion. On the other hand, NR2F6 functions as an innate and adaptative immunity regulator: expressed in immune and stromal cells, promoting tumor escape from immune surveillance, resulting in poor outcomes for glioma patients. Mechanistically, NR2F6 might regulate the immunosuppressive microenvironment by recruiting immunosuppressive cells to produce immunosuppressive cytokines, regulating M2 polarization, and combining with other immune checkpoint inhibitory molecules.

In comparison with monotherapy, immunotherapies targeting combined checkpoint inhibitory pathways have demonstrated profound clinical benefits (87, 88). Specifically, combination treatment approaches were more effective and associated with significantly longer progression-free survival compared to checkpoint monotherapy (87). Recent studies have shown that Nr2f6-deficient mice exhibit tumor growth inhibition due to an enhanced anti-tumor immune response against both solid tumors and metastases, leading to overall survival benefit (39, 73). More importantly, the genetic ablation of NR2F6 in combination with the established blockade of surface checkpoints (PD-L1, CTLA-4) has a strong synergistic effect compared to the inhibition of immune checkpoints alone (39, 89, 90). Moreover, anti-tumor immune responses in the Nr2f6−/− therapy groups did not show any signs of immune-related adverse events (irAE) (39). Thus, it can be inferred that the combination of NR2F6 blockade with other ICIs, such as PD-1, LAG-3, and B7-H3, may be an alternative treatment method for glioma patients.

The current study, which takes advantage of large population databases and systematic data analysis and shows promising transcriptional findings, provides novel insights regarding the involvement of the NR2F6 pathway in immune responses and cancer development. Therefore, it will greatly help with the development of more effective glioma treatment agents. However, future studies would help confirming the crucial role of NR2F6 in gliomas by examining NR2F6 expression at protein levels.





Conclusion

In recent years, immunotherapy research for glioma has increased exponentially due to the success of immune checkpoint blockade in other cancers. However, current immunotherapies have been proven ineffective for most patients. This has raised our interest in finding novel alternative checkpoint target, which could result in enhanced therapeutic benefits for glioma treatment.

This is the first study exploring the expression pattern, clinical value, and biological function of the immune checkpoint NR2F6 in glioma. We found that high expression of NR2F6 was closely related to high tumor aggressiveness and predicted a poor outcome, and that NR2F6 expression was involved in glioma immunosuppression, tumor invasion, and progression in the inflammatory microenvironment of glioma. Our results highlighted NR2F6, which positively interacts with other checkpoint proteins in glioma, as a promising candidate for immunotherapy. Further investigation is required on the potential use of NR2F6 pathway inhibition in combination with multiple other immune checkpoint blockade for the treatment of glioma.
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Supplementary Figure S1 | Analysis of tumor immune and stromal cell infiltration relative to the NR2F6 level in the CGGA dataset. (A) Proportions of the 22 types of tumor-infiltrating immune cells (TIICs) in different NR2F6 groups. (B) Correlation between NR2F6 expression and xCell scores in gliomas. Each colored square within the figure illustrates the correlation between NR2F6 and immune, stromal, and microenvironment scores and 46 cell types. blue, positive correlation; red, negative correlation. * p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; ns, not significant.


Supplementary Table 1 | Correlation between NR2F6 and clinicopathological characteristics in patients with gliomas in TCGA and CGGA.


Supplementary Table 2 | Correlation between NR2F6 and clinicopathological characteristics in patients with gliomas in in-house cohort.


Supplementary Table 3 | 2159 DEGs in TCGA, including 1032 upregulated and 1127 downregulated genes.


Supplementary Table 4 | 772 DEGs in CGGA, including 375 upregulated and 397 downregulated genes.
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Background

Lower-grade glioma (LGG) is a primary intracranial tumor that carry a high risk of malignant transformation and limited therapeutic options. Emerging evidence indicates that the tumor microenvironment (TME) is a superior predictor for tumor progression and therapy response. PLEKHA4 has been demonstrated to be a biomarker for LGG that correlate with immune infiltration. However, the fundamental mechanism by which PLEKHA4 contributes to LGG is still poorly understood.





Methods

Multiple bioinformatic tools, including Tumor Immune Estimation Resource (TIMER), Gene Expression Profiling Interactive Analysis (GEPIA2), Shiny Methylation Analysis Resource Tool (SMART), etc., were incorporated to analyze the PLEKHA4. ESTIMATE, ssGSEA, CIBERSORT, TIDE and CellMiner algorithms were employed to determine the association of PLEKHA4 with TME, immunotherapy response and drug sensitivities. Immunohistochemistry (IHC)-based tissue microarrays and M2 macrophage infiltration assay were conducted to verify their associations.





Results

PLEKHA4 expression was found to be dramatically upregulated and strongly associated with unfavorable overall survival (OS) and disease-specific survival (DSS) in LGG patients, as well as their poor clinicopathological characteristics. Cox regression analysis identified that PLEKHA4 was an independent prognostic factor. Methylation analysis revealed that DNA methylation correlates with PLEKHA4 expression and indicates a better outcome in LGG. Moreover, PLEKHA4 was remarkably correlated with immune responses and TME remodeling, as evidenced by its positive correlation with particular immune marker subsets and the putative infiltration of immune cells. Surprisingly, the proportion of M2 macrophages in TME was strikingly higher than others, inferring that PLEKHA4 may regulate the infiltration and polarization of M2 macrophages. Evidence provided by IHC-based tissue microarrays and M2 macrophage infiltration assay further validated our findings. Moreover, PLEKHA4 expression was found to be significantly correlated with chemokines, interleukins, and their receptors, further supporting the critical role of PLEKHA4 in reshaping the TME. Additionally, we found that PLEKHA4 expression was closely associated with drug sensitivities and immunotherapy responses, indicating that PLEKHA4 expression also had potential clinical significance in guiding immunotherapy and chemotherapy in LGG.





Conclusion

PLEKHA4 plays a pivotal role in reshaping the TME of LGG patients, and may serve as a potential predictor for LGG prognosis and therapy.
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Introduction

Glioma, characterized by its high mortality and morbidity, is one of the most common primary intracranial malignancies in adults (1, 2). Classically, based on 2016 WHO histopathological grading system, gliomas of adult can be classified as grade II to IV (3). Glioblastoma multiforme (GBM), or WHO grade IV glioma, is deemed as the most aggressive and deadliest form, with a dismal 2-year survival rate of 26-33% (4). Gliomas of WHO grades II and III, including subtypes of astrocytomas, oligodendrogliomas, and oligoastrocytomas, are designated as low-grade gliomas (LGG) (5). Although LGG patients have a relatively better prognosis than those of GBMs, nearly 70% of LGG patients are prone to transform into high grade gliomas (defined as secondary GBM), which appear to be more aggressive with significantly poorer clinical outcomes (the median overall survival is about 7.8 months) than primary GBM (6–8).

Many molecular changes are recognized as predictors and prognostic indicators for LGG. It has been confirmed that biomarkers including S100A, TEAD4, SRSF9, METTL7B, CSPP1, and CKS2 have significant relevance to the diagnosis and prognosis of LGG patients (9–14). In addition, iron metabolism-related genes, cuproptosis-related genes, necroptosis-related gene, autophagy-related signatures, as well as autophagy related DNA methylation signature, are also important prognostic factors for LGG (15–19). However, these clinical pathologic and genetic factors used for predicting LGG in clinical practice is poor, which limits their early diagnosis and treatment. Hence, it is particular important to identify robust yet feasible cell-type-specific biomarkers to better guide the prognosis and therapy for LGG patients.

Current treatment for LGG favors maximum resection with consideration of combined chemoradiation for patients deemed “high risk”. Even though LGG patients are relatively sensitive to radiation and chemotherapy, the curative effect varies among individuals, and patient outcomes remain limited (7). Immunotherapy, mainly including immune checkpoint inhibitors (ICIs) that targeting cytotoxic T lymphocyte-associated antigen-4 (CTLA-4), programmed death-1 (PD-1), and programmed death ligand-1 (PD-L1), has become a promising and effective strategy with the ability to penetrate the blood-brain barrier (1, 20). A growing body of literature reported that immunotherapy efficacy and patient outcomes were closely related to the surrounding tumor microenvironment (TME), which is a complex and dynamic ecosystem consist of tumor cells, infiltrating immune cells, cancer-associated fibroblasts (CAFs), extracellular matrix (ECM), the tumor-related soluble factors, etc. (2, 21, 22). To be specific, tumor-associated macrophages (TAMs), including antitumor M1 macrophage or protumor M2 macrophage, are diverse and plastic under different stimulation in TME. Massive infiltration of M2 macrophages or enrichment of M2-related factors usually indicates cancer progression and a poor prognosis in LGG patients (23, 24). In addition, recent studies have revealed that, by remodeling ‘stroma’, CAFs play indispensable roles in conferring resistance to immune-based therapies (25–27). Moreover, TAMs and CAFs are also key players that give rise to cancer-induced immunosuppression, drug resistance, and tumor recurrence (23, 28, 29). Therefore, identification of specific yet robust biomarkers that may affect TME formation in LGG patients is of prominent significance, so as to predict patient prognosis as well as their potential response to specific therapies, allowing clinicians to identify individualized therapy for each patient.

In our original study, three GEO datasets (GSE44971, GSE109857, GSE116520) were analyzed to obtain differentially expressed genes (DEGs) between glioma and normal tissues. 52 overlapping DEGs from the three GEO datasets were screened. Protein-protein interaction enrichment analysis were performed using the online tool Metascape, and identified PLEKHA4 as a hub gene. PLEKHA4 (Pleckstrin Homology Domain Containing A4), also known as PEPP1 (Phosphoinositol 3-phosphate-binding protein 1), is a 779 amino acid protein that contains one pleckstrin homology (PH) domain, which is found in proteins that are involved in intracellular signaling. Previous studies have demonstrated that PLEKHA4 is a key modulator of Wnt and PCP signaling pathways through its function as an adaptor that tunes CUL3-KLHL12 activity at the plasma membrane (30). Moreover, PLEKHA4 was demonstrated to exert a potent effect on controlling melanoma proliferation through promoting Wnt/β-catenin signaling-mediated G1/S transition, and may act as a new avenue for the development of targeted therapies (31). Recently, PLEKHA4 has been reported to be upregulated and closely associated with immune infiltration in LGG patients (32, 33). However, the relationship among PLEKHA4 expression, DNA methylation signature, and clinical prognosis of LGG patients, as well as the biological role of PLEKHA4 in reshaping TME, are still not well understood. Whether PLEKHA4 could affect the immune response and drug sensitivities of LGG patients is still unclear.

To this end, we identified the expression profile and prognostic significance of PLEKHA4 in gliomas based on public data as well as clinical samples. Next, a prognostic model using identified independent prognostic factors was conducted. Calibration and Decision Curve Analysis (DCA) were subsequently performed to assess the clinical performance of the model. Then, genetic mutation, methylation alteration and coexpression network of PLEKHA4 in LGG were further explored. Gene Ontology (GO), Kyoto Encyclopedia of Genes and Genomes (KEGG) and Gene Set Enrichment Analysis (GSEA) were used to investigate the associated biological processes and pathways. Additionally, the potential link between PLEKHA4 expression and infiltrating immune cells, CAFs, as well as tumor-related soluble factors, was examined through the ESTIMATE, ssGSEA, TIMER and CIBERSORT algorithm. Experimental validations using THP-1-derived M2 macrophages and tissue microarrays confirmed the vital role of PLEKHA4 in regulating M2 macrophage polarization and infiltration. Finally, the clinical significance of PLEKHA4 in predicting the immunotherapy response and drug sensitivities was analyzed. Our research has discovered that PLEKHA4 may serve as an independent prognostic indicator, and shed light on the cellular and molecular basis of immune microenvironment in LGG patients, thereby providing an important basis for the evaluation of the clinical efficacy of immunotherapy and chemotherapy in LGG.





Materials and methods




Data acquisition

The mRNA-seq data used in pan-cancer analysis were downloaded from UCSC XENA database (https://xenabrowser.net), which provided unified RNA-seq data from the Cancer Genome Atlas (TCGA) and Genotype-Tissue Expression (GTEx) that were processed uniformly using Toil process, removing batch effects between databases (34). Principal Component Analysis (PCA) was performed to assess the contribution of any confounding factors and check whether the batch effects have been removed successfully. The mRNA-seq data and clinicopathological data of all glioma cases were retrieved from TCGA (http://cancergenome.nih.gov) and the Chinese Glioma Genome Atlas (CGGA) (http://www.cgga.org.cn/). In total, 528 LGG patients and 168 GBM patients from TCGA database were defined as training cohorts. 443 LGG patients and 249 GBM patients from CGGA database (mRNAseq_693), as well as 182 LGG patients and 139 GBM patients from CGGA database (mRNAseq_325) were defined as validation cohorts. Fragments Per Kilobase Million (FPKM) values were transformed to Transcripts Per Kilobase Million (TPM), and log2 (TPM+1) transformation was applied for the following analyses. LGG or GBM patients in the above cohorts were categorized into low- and high- expression groups according to their median expression of PLEKHA4. The demographic and clinical characteristics of enrolled patients with low and high PLEKHA4 expression are shown in Supplementary Tables 1-6.





PLEKHA4 expression analysis

Tumor Immune Estimation Resource (TIMER) database (http://cistrome.shinyapps.io/timer/) was utilized to explore the expression profiling of PLEKHA4 between tumor and adjacent normal tissues. As for pan-cancer analysis integrating TCGA and GTEx, all of the expression data were normalized by converting them into log2(TPM+1) format. The PLEKHA4 expression was compared between tumor and normal samples using R software (version 3.6.3). Details of the cancer and matched normal tissue samples from TCGA and GTEx were listed in Supplementary Table 7. Protein expression analysis of PLEKHA4 was acquired using UALCAN database (http://ualcan.path.uab.edu) (35). Gene Expression Profiling Interactive Analysis database (GEPIA, http://gepia2.cancer-pku.cn/#index) was implemented to evaluate the expression of PLEKHA4 in LGG and GBM, as well as in different LGG and GBM subtypes (TCGA data). Representative immunohistochemistry (IHC) staining images were obtained from the Human Protein Atlas (HPA) database (http://www.proteinatlas.org/). The “pROC” and “ggplot2” packages were used to construct the receiver operating characteristic (ROC) curve to illustrate the prediction efficacy of PLEKHA4. Additionally, clinical-pathologic correlation analysis was conducted by linking PLEKHA4 expression data with pathological characteristics.





Survival analysis

The glioma tissue microarray (ZL-BraG Sur1801) with detailed survival information of enrolled patients (Supplementary Table 8) was obtained from Shanghai Wellbio Biotech Co., Ltd (Shanghai, China). The LGG and GBM patients in TCGA and CGGA datasets, as well as the clinical samples included in the tissue microarray, were divided into high- and low- expression groups by median value of PLEKHA4, respectively. Overall survival (OS) and disease specific survival (DSS) analysis were performed using R software. Hazard ratios (HR) with 95% confidence intervals (CI) and log-rank P-value were determined using the R package “survival”. The “survminer” package was applied for visualization.





Univariate and multivariate cox regression analysis

Univariate and multivariate Cox analysis were utilized to investigate the prognostic potential of PLEKHA4, WHO grade, age, gender, histological type, isocitrate dehydrogenase (IDH) status, 1p/19q codeletion, primary therapy outcome, radiation therapy and chemotherapy on OS or DSS in LGG. P value <0.05 was set as the cut-off criterion. Forest plots showing the HR, 95% CI and P-value were constructed using the R package “ggplot2”.





Prognostic model generation and prediction

Based on the independent prognostic factors identified by multivariate Cox analysis, nomogram models were constructed to predict the 1-, 3-, and 5- year OS or DSS in patients with LGG using the “rms” and “survival” R packages. Calibration and DCA analysis were also performed to evaluate the accuracy and clinical applicability of the nomogram models using the “survival”, “rms” and “stdca.R” R packages.





PLEKHA4 mutation profiles, methylation level and its prognosis

The copy number alteration (CNA) and mutation landscape of PLEKHA4 in LGG were investigated using the web-based platform cBioPortal (http://www.cbioportal.org). Shiny Methylation Analysis Resource Tool (SMART, http://www.bioinfo-zs.com/smartapp/) was used to analyze the pan-cancer methylation profiles of PLEKHA4, the correlation between CpG island methylation and PLEKHA4 expression, as well as the prognostic values of PLEKHA4 methylation in LGG (based on TCGA data). Integration and visualization of PLEKHA4 expression and DNA methylation in combination with the precise genomic location of the CpG sites were conducted using online tool MEXPRESS (https://mexpress.be/).





GO, KEGG, and GSEA

Differentially expressed genes (DEGs) between high- and low- PLEKHA4 groups in TCGA-LGG cohort were identified using R package “DEseq2”. DEGs with a |log2Fold Change| >1.0 and adjusted P<0.05 were visualized by a volcano plot using “ggplot2” package. Meanwhile, the top 10 upregulated and downregulated DEGs were depicted by a heat map. Additionally, GO and KEGG enrichment analysis of DEGs were performed using “clusterProfiler” package. The top 10 enriched terms were visualized with the combination of gene expression data using “Goplot” and “ggplot2” packages (36). Meanwhile, GSEA analysis was performed using the “clusterProfiler” package with 1,000 permutations. Gene sets of “h.all.v7.2.symbols.gmt [Hallmarks]”, “c2.cp.v7.2.symbols.gmt [Curated]” and “c5.all.v7.2.symbols.gmt [Gene ontology]” in the MSigDB collections were chosen as the reference gene collections, respectively. The items with a false discovery rate (FDR) <0.25 and adjusted P<0.05 were considered as significant enrichment. “ggplot2” package was utilized for visualization.





Identification of coexpression and interaction network

LinkedOmics (http://www.linkedomics.org/login.php) was utilized to screen genes coexpressed with PLEKHA4 using Spearman’s correlation test. Heatmaps of positively or negatively correlated genes with PLEKHA4 were acquired from the LinkFinder module. GSEA enrichment analysis was performed with the LinkInterpreter module. A PLEKHA4-related gene-gene interaction network was analyzed by GeneMANIA (http://www.genemania.org) online database (37). PLEKHA4 was also used to generate Protein-protein interaction (PPI) network using STRING (https://string-db.org/) database (38), and the minimum required interaction score was set at 0.4. The obtained PPI network was visualized by Cytoscape software.





Immune infiltration analysis

Tumor purity was assessed using transcriptomic profiles of LGG cohorts from TCGA and CGGA with the ESTIMATE algorithm. Single sample Gene Set Enrichment Analysis (ssGSEA) was performed to analyze 28 immune signatures using the GSVA package. Heatmaps were plotted to display the association of PLEKHA4 expression with GSVA scores and ESTIMATE scores. ImmuneScore, StromalScore, and ESTIMATEScore were also compared between the low- and high- PLEKHA4 groups. Subsequently, the correlations between PLEKHA4 expression and the infiltration of major immune and stromal cells (including dendritic cells, B cells, neutrophils, macrophages, CAFs, etc.) in LGG were also confirmed using TIMER database. Moreover, the proportions of 22 tumor-infiltrating immune cells in LGG patients were calculated using the CIBERSORT algorithm. The CIBERSORT scores of immune cell subpopulations were compared between the low- and high- PLEKHA4 groups. P values were corrected for multiple comparisons using Bonferroni’s test, and a P value <0.05 was considered significant. An association between infiltrating M2 macrophages and cumulative survival was also investigated using CIBERSORT scores of M2 cells.





Cell culture, siRNA transfection, and macrophage polarization

Human LN229 and THP-1 cells were maintained in DMEM or RPMI 1640 medium (HyClone, Logan, UT, USA) supplemented with 10% fetal bovine serum (FBS, Gibco, USA) and 1% penicillin and streptomycin (HyClone) at 37°C with 5% CO2. siRNAs targeting PLEKHA4 and negative control siRNAs were synthesized by Sangon Biotech (Shanghai, China). To induce PLEKHA4 silencing, siRNAs were transfected into LN229 cells for 48 h using Lipofectamine RNAiMAX (Thermo Fisher, Scientific, USA). The knockdown efficiency was then verified using RT-qPCR method as described previously (39). To polarize M0 to M1 macrophages, 2.5×105 THP-1 cells were seeded into 6-well plate and stimulated with 320 nM phorbol-12-myristate-13-acetate (PMA; Beyotime Biotechnology, China) at 37°C for 6 h. To polarize M2 macrophages, cells were further incubated with IL-4 (20 ng/ml; Beyotime) and IL-13 (20 ng/ml; Beyotime) for 72 h at 37°C (24, 40). Identification of THP-1 derived M2 macrophages was performed using immunofluorescence (IF) staining for CD163 (ab182422, Abcam; 1:1500 dilution), as reported earlier (39).





M2 macrophage infiltration assay

To examine the effect of PLEKHA4 on M2 macrophage infiltration, 2.5×105 M2 macrophages were suspended in 300 μl of serum-free medium and seeded into the upper chambers of a transwell plate (8.0 μm pores, Corning, USA). 2.5×105 LN229 cells were incubated with 700 μl of complete medium in the bottom chambers. After co-incubation at 37°C for 24 h, cells that infiltrated into the lower surface of the membrane were fixed with 500 μl methanol and stained with 1% crystal violet. Then, cells that on the upper surface of the membrane were wiped off using fluffy swabs, and the numbers of infiltrated M2 macrophages were counted manually in 6-8 randomly selected fields under the Olympus microscope (CKX53, Olympus, Japan). Six biological replicates were performed to determine the infiltration of M2 macrophages.





Immunohistochemistry -based tissue microarrays

The glioma tissue microarray HBra-Gli060PG-01 was obtained from Shanghai Outdo Biotech Co., Ltd (Shanghai, China). Basic clinicopathologic information of enrolled patients was listed in Supplementary Table 9. IHC staining was carried out as mentioned elsewhere (41), using glioma tissue microarray HBra-Gli060PG-01 or ZL-BraG Sur1801. In brief, the tissue microarrays were deparaffinized in xylene and rehydrated using graded alcohol after heating at 63°C for 1 h. Antigen retrieval was then performed on the automatic IHC pretreatment system (PT Link, Dako North America, Inc., USA). Subsequently, the tissue microarrays were incubated with antibodies against PLEKHA4 (sc-376408, Santa Cruz Biotech, USA; 1:50 dilution), PD-L1 (ab210931, Abcam, USA; 1:3000 dilution), AIF1 (ab178846, Abcam; 1:1500 dilution), CD163 (ab182422, Abcam; 1:1700 dilution), NOS2 (18985-1-AP, ProteinTech Group, USA; 1:2000 dilution), and GADD45A (ab203090, Abcam; 1:1200 dilution), at 4°C overnight, respectively. After 3 washes with PBST, specimens were further placed into automatic IHC staining system (Autostainer Link 48, Dako) for blocking, secondary antibody binding and DAB color reaction. Finally, the samples were counterstained with hematoxylin and imaged using a slide scanner (NanoZoomer S360, Hamamatsu Photonics).

Images of the specimens were evaluated by two independent pathologists blinded to the clinicopathologic information. The quantity of stained cells was categorized as 0 (≤10%), 1 (11%–25%), 2 (26–50%), 3 (51–75%), and 4 (>75%). IHC intensity was scored as 0 (negative), 1 (weak brown), 2 (moderate brown), and 3 (strong brown). And the final IHC score of individual samples was determined by multiplication of quantity scores and intensity scores.





Immunotherapy response prediction and drug sensitivity analysis

To predict patient response to Immune-Checkpoint Blocker (ICB) treatment, the mRNA-seq data from TCGA-LGG and CGGA-LGG were analyzed using the TIDE algorithms (Tumor Immune Dysfunction and Exclusion; http://tide.dfci.harvard.edu/) (42). Correlation analysis of PLEKHA4 expression with drug sensitivities was conducted via CellMiner database (http://discover.nci.nih.gov/cellminer) (43). Data were processed and visualized using the “limma” and “ggpubr” packages.





Statistical analysis

The Wilcoxon rank sum test was used to compare PLEKHA4 expression levels between tumor and normal samples, as well as the differences of immune infiltration between the low- and high- PLEKHA4 groups. The Wilcoxon rank sum test, Kruskal-Wallis’s test, Chi-Square test, Fisher’s exact test and Spearman’s correlation test were used to clarify the correlations between clinical-pathologic features and PLEKHA4 expression. Log-rank test was utilized to evaluate the survival differences between groups. Correlations between certain variables were assessed by Spearman’s or Pearson’s correlation tests, and displayed as lollipop charts or chord graphs, using “circlize” and “ggplot2” package. Differences were considered statistically significant at *< 0.05, **< 0.01, ***< 0.001, ****< 0.001.






Results




PLEKHA4 is dysregulated in cancers

To detect the expression profiles of PLEKHA4 in common human cancers, we evaluated the mRNA expression of PLEKHA4 in various tumor and normal tissues in TCGA dataset using TIMER2.0. As shown in Figure 1A, elevated PLEKHA4 expression was observed in various cancer types, including cholangio carcinoma (CHOL), colon adenocarcinoma (COAD), glioblastoma multiforme (GBM), kidney renal clear cell carcinoma (KIRC), kidney renal papillary cell carcinoma (KIRP), stomach adenocarcinoma (STAD), and thyroid carcinoma (THCA). On the contrary, PLEKHA4 was lower expressed in bladder urothelial carcinoma (BLCA), breast invasive carcinoma (BRCA), cervical and endocervical cancer (CESC), kidney chromophobe (KICH), liver hepatocellular carcinoma (LIHC), lung adenocarcinoma (LUAD), lung squamous cell carcinoma (LUSC), and Uterine Corpus Endometrial Carcinoma (UCEC).




Figure 1 | PLEKHA4 expression at pan-cancer level. (A) PLEKHA4 expression in different tumor types from TCGA database, as determined by the TIMER2.0. (B) Comparison of PLEKHA4 expression between tumor tissues from TCGA database and normal tissues from GTEx database. (C) Expression of the PLEKHA4 protein obtained from the large-scale proteome data available through UALCAN database. UALCAN projects used log-transformed expression values centered to standard deviations from the median within each cancer type. Z-values represent standard deviations from the median across samples for the given cancer type. *p < 0.05, **p < 0.01, ***p < 0.001.



The number size of normal tissues in the TCGA database is too small to be statistically convincing (e.g., the numbers of normal controls in GBM and LGG cohorts were 5 and 0, respectively), we therefore matched the normal tissues and cancer samples from GTEx and TCGA to reflect the PLEKHA4 expression in a more convincing manner. PCA analysis showed that samples from two databases tend to be clustered by sample types rather than by datasets, indicating that the sample type was the main factor causing the differences among samples (Supplementary Figure 1). Pan-cancer analysis were further carried out, and results showed that PLEKHA4 was dysregulated in majority of cancer types (Figure 1B). Specifically, PLEKHA4 expression was significantly elevated in CHOL, diffuse large B-cell lymphoma (DLBC), GBM, KIRC, KIRP, LGG, pancreatic adenocarcinoma (PAAD), skin cutaneous melanoma (SKCM), STAD, testicular germ cell tumors (TGCT), THCA, and thymoma (THYM). However, PLEKHA4 was down-regulated in adrenocortical carcinoma (ACC), BLCA, BRCA, colon adenocarcinoma (COAD), esophageal carcinoma (ESCA), KICH, acute myeloid leukemia (LAML), LIHC, LUAD, LUSC, ovarian serous cystadenocarcinoma (OV), prostate adenocarcinoma (PRAD) and UCEC, compared to GTEx normal controls.

Moreover, PLEKHA4 expression at a protein level was explored using the large-scale proteome data available through UALCAN. As displayed in Figure 1C, the protein expression of PLEKHA4 was strikingly elevated in glioblastoma samples (P<0.001), indicating that PLEKHA4 may play a vital role in the tumorigenesis of glioma.





PLEKHA4 is upregulated in glioma

To further confirm PLEKHA4 expression in glioma, GEPIA2 and UALCAN datasets were utilized to analyze PLEKHA4 expression at transcriptional and protein levels. As shown in Figures 2A, B, total LGG or GBM patients (left panel), as well as patients with different histological types (right panel), all displayed elevated PLEKHA4 expression than those in normal tissues. PLEKHA4 at protein level was also greatly upregulated in glioblastoma as compared with normal tissues (Figure 2C). To avoid the possible bias caused by a single database, PLEKHA4 expression was further examined using two independent CGGA datasets (mRNAseq_693 and mRNAseq_325), and results showed that PLEKHA4 was significantly upregulated in higher grade of gliomas (Figure 2D). Meanwhile, IHC results provided by the HPA database also displayed that PLEKHA4 protein, which was mainly distributed in the cytoplasm and membrane, was obviously elevated in both low grade and high-grade gliomas, compared with normal brain tissue (Figure 2E). This result was further validated using glioma and normal brain tissues provided by glioma tissue microarrays (Figure 2F). Furthermore, to determine the predictive power of PLEKHA4, ROC curves were constructed and the AUCs for LGG and GBM were 0.844 (95% CI=0.824-0.864) and 0.977 (95% CI=0.970-0.985), respectively (Figure 2G), suggesting that PLEKHA4 is an effective index for the diagnosis of LGG or GBM patients.




Figure 2 | PLEKHA4 expression in glioma. (A) The expression of PLEKHA4 between normal and LGG tissues (left panel), as well as LGG tissues of different histological types (right panel), from GEPIA database. (B) The expression of PLEKHA4 between normal and GBM tissues (left panel), as well as GBM tissues of different histological types (right panel), from GEPIA database. (C) Protein levels of PLEKHA4 in glioblastoma obtained from UALCAN database. Z-values represent standard deviations from the median across samples for the given group. Log2 spectral count ratio values from UALCAN were first normalized within each sample profile, then normalized across samples. (D) The expression of PLEKHA4 in glioma tissues from CGGA database. (E) Protein levels of PLEKHA4 visualized by IHC via the HPA database. (F) IHC staining for PLEKHA4 in glioma and normal brain tissues provided by glioma tissue microarrays (ZL-BraG Sur1801). Panorama: scale bar = 500 μm; Enlarged: scale bar = 100 μm. (G) ROC curves showing the predictive performance of PLEKHA4 for discriminating the LGG (left panel) or GBM (right panel) from normal. *p < 0.05, **p < 0.01, ***p < 0.001.







High PLEKHA4 expression predicts poor prognosis in LGG

Kaplan-Meier survival analysis was conducted to assess the prognostic potential of PLEKHA4 in LGG and GBM. As shown in Figure 3A, patients with higher PLEKHA4 expression achieved poor OS prognosis in the TCGA-LGG cohort (HR=3.09, 95% CI=2.13-4.49, P<0.001), CGGA-LGG (mRNAseq_693) cohort (HR=1.87, 95% CI=1.40-2.48, P<0.001), and CGGA-LGG (mRNAseq_325) cohort (HR=5.08, 95% CI=3.19-8.09, P<0.001). In contrast, no obvious correlations were revealed between PLEKHA4 expression and OS in all the tested GBM cohorts (Figure 3B). Meanwhile, as shown in Figure 3C, high- PLEKHA4 group also achieved relatively worse DSS in LGG (HR=3.11, 95% CI=2.10-4.61, P<0.001), but not in GBM (HR=1.10, 95% CI=0.70-1.45, P=0.955). Moreover, the association between PLEKHA4 and prognosis was also validated using clinical samples of LGG (n=84) and GBM (n=96), and results clearly showed that a high PLEKHA4 expression was significantly related to adverse prognosis of LGG patients (HR=8.63, 95% CI=4.46-16.72, P<0.001), but not GBM (HR=1.21, 95% CI=0.08-1.83, P=0.373, Figures 3D).




Figure 3 | Prognostic potential of PLEKHA4 in glioma. (A) Kaplan‐Meier survival analysis of OS in TCGA-LGG and CGGA-LGG cohorts. (B) Kaplan‐Meier survival analysis of OS in TCGA-GBM and CGGA-GBM cohorts. (C) Survival curves of DSS from TCGA-LGG and TCGA-GBM cohorts. (D) Overall survival rate of PLEKHA4 in LGG (n = 84) and GBM patients (n = 96).







Increased PLEKHA4 expression is correlated with malignant phenotypes in LGG

To clarify the correlations between PLEKHA4 expression and malignant phenotypes of LGG, samples from TCGA and CGGA cohorts were stratified into subgroups by WHO grade, IDH status, histological type, 1p/19q codeletion, gender and progression status. Differential mRNA levels of PLEKHA4 were compared in different subgroups. As shown in Figure 4, higher PLEKHA4 expression was displayed in subgroups of WHO G3 (P<0.001), IDH wild-type (P<0.001) and 1p/19q non-codeletion (P<0.001), in which LGG patients tended to be more malignant. Meanwhile, PLEKHA4 expression was significantly different among subgroups stratified by histological type (P<0.001) and primary therapy outcome (P<0.001), and patients of astrocytoma (A) or progressive disease (PD) types usually have higher PLEKHA4 expression levels. Moreover, the correlations of PLEKHA4 with MKI67 (proliferation index) or VIM (invasion index) were also investigated, and results showed that PLEKHA4 expression correlated weakly with MKI67 (r=0.279, P<0.001), but strongly with VIM (r=0.725, P<0.001). These results were further verified using CGGA-LGG cohorts of mRNAseq_693 and mRNAseq_325 (Supplementary Figure 2), confirming the synchronization of PLEKHA4 overexpression and the malignant clinicopathological characteristics of LGG patients.




Figure 4 | Associations between PLEKHA4 expression and different clinical characteristics in TCGA-LGG cohort. (A) WHO grade. (B) IDH status. (C) Histological type. (D) 1p/19q codeletion. (E) Primary therapy outcome. (F, G) Scatterplots showing the expression correlations of PLEKHA4 with (F) VIM or (G) MKI67. WT, IDH wild-type; Mut, IDH mutant; A, Astrocytoma; OA, Oligoastrocytomas; A, Astrocytoma; PD, Progressive Disease; SD, Stable Disease; PR, Partial Response; CR, Complete Response. *p < 0.05, ***p < 0.001.







PLEKHA4 shows good performance in predicting clinical prognosis

To investigate whether PLEKHA4 is an independent prognostic factor of LGG patients, Cox regression analysis was conducted using TCGA-LGG cohort. On univariate Cox regression analysis, the WHO grade (P<0.001), age (P<0.001), histological type (P=0.004), IDH status (P<0.001), 1p/19q codeletion (P<0.001), primary therapy outcome (P<0.001) and PLEKHA4 expression (P<0.001) were obviously correlated with the OS of LGG patients (Figure 5A, left panel). These factors were subjected to multivariate Cox regression analysis, and identified the WHO grade (P=0.019), age (P<0.001), IDH status (P=0.004), primary therapy outcome (P<0.001), and PLEKHA4 expression (P=0.008) as independent prognostic factors associated with OS (Figure 5A, right panel).




Figure 5 | Prognostic value of PLEKHA4 in LGG. (A, E) Univariate and multivariate Cox regression analyses of PLEKHA4 expression and other clinical pathological factors for (A) OS and (E) DSS in the TCGA-LGG cohort. (B, F) Nomograms were constructed with PLEKHA4 expression and clinicopathologic variables to estimate 1-, 3- and 5- (B) OS and (F) DSS of LGG patients. (C, G) Calibration plots to verify the accuracy of the predicted 1-, 3- and 5- (C) OS and (G) DSS of LGG patients in the nomograms. (D, H) DCA curves to evaluate the accuracy and clinical applicability of the nomogram models for 1-, 3- and 5- (D) OS and (H) DSS of LGG patients. WHO grade, Age, IDH status, Primary therapy outcome and PLEKHA4 curves represent its own prognostic value. Nomogram curve represents the synthetical prognostic value of the abovementioned factors. All positive curve represents the theoretical best prognostic value, and all negative curve represents no prognostic value.



Next, to further evaluate the prognostic prediction ability of PLEKHA4 and its potential in clinical application, a nomogram model integrating the PLEKHA4 expression and other independent prognostic factors was constructed to predict the 1-, 3- and 5-year OS rates of LGG patients. The C- index value for the nomogram model was 0.858, indicating a moderate predictive accuracy for OS in LGG (Figure 5B). Calibration curves were plotted to compare the nomogram-predicted 1-, 3- and 5-year OS with actual OS rates. As shown in Figure 5C, the bias-corrected curves in the calibration plot conformed well to the ideal line (the 45° line), demonstrating an excellent predictive ability of the nomogram. Moreover, the DCA curves were also constructed to verify the clinical usefulness and reliability of this nomogram model, and results showed that our nomogram was superior to the WHO grade, age, IDH status, primary therapy outcome or PLEKHA4 expression level alone in predicting OS (Figure 5D). Meanwhile, Cox regression analysis and nomogram model were also validated using CGGA-LGG (mRNAseq_693) cohort (Supplementary Figures 3A, B). Calibration and DCA curves of all independent factors also proved the good performance of the diagnostic nomogram (Supplementary Figures 3C, D).

Considering that PLEKHA4 overexpression are also closely related to a poorer DSS in LGG, we next assessed the clinical performance of PLEKHA4 for predicting DSS in LGG patients. As expected, PLEKHA4 expression (P=0.03), as well as the WHO grade (P=0.031), age (P<0.001), IDH status (P=0.004) and primary therapy outcome (P<0.001), were identified as independent prognostic factors of DSS (Figure 5E). Nomogram for 1-, 3- and 5-year DSS rates was also constructed with the incorporation of these independent prognostic factors, and the C-index for DSS prediction was 0.872 (Figure 5F). The calibration curves for the nomogram-predicted DSS at 1-, 3- and 5-year also showed optimal concordance with the actual outcomes (Figure 5G). Additionally, shown by DCA curves, the nomogram yielded modest additional net benefit for 1- or 3-year DSS probability from other clinical factors, illustrating that our nomogram had potential for clinical utility for estimating a patient’s DSS (Figure 5H).





DNA methylation correlates with PLEKHA4 expression and indicates a better outcome in LGG

The genetic mutation of PLEKHA4 in LGG was analyzed with the TCGA data available at the cBioPortal database. In Figures 6A, B, the frequency of PLEKHA4 mutation in LGG was about 4%, with “deep deletion” as the prominent CNA (copy number alteration) type. Patients with the “amplification” of CNA usually had a higher level of PLEKHA4 expression. Whereas, the “amplification” of CNA was only found in LGG subtype of anaplastic astrocytoma (AA) with an extremely low frequency (~1.49%). This suggests that CNA may not be the main cause behind the high expression of PLEKHA4 in LGG patients.




Figure 6 | Genetic mutation and methylation alteration of PLEKHA4 in LGG. (A) PLEKHA4 mutation frequency in LGG obtained from the cBioPortal database. (B) Type and frequency of PLEKHA4 genomic alterations in LGG according to the cBioPortal database. AA, Anaplastic Astrocytoma; O, Oligodendroglioma; A, Astrocytoma; AO, Anaplastic Oligoastrocytoma; OA, oligoastrocytomas; (C) Detailed chromosomal distribution of the methylation probes associated with PLEKHA4 was obtained from SMART App. (D) Correlation analysis between the methylation status of CpG islands and PLEKHA4 expression in LGG by SMART App. (E) Prognostic value of PLEKHA4-specific CpG site methylation in LGG.



Except for CNA, mRNA expression is also associated with the methylation level of genes. So, we further analyzed the status of PLEKHA4 methylation. As shown in Supplementary Figure 4A, PLEKHA4 gene in LGG was partially methylated, with a median β-value of 0.525. Genome-wide methylation mainly targeting CpG sites in gene expression regulatory elements, and a total of 11 CpG sites were found on PLEKHA4 gene. Detailed chromosomal distribution of the methylation probes associated with PLEKHA4 were shown in Figure 6C and Supplementary Table 10. The relationship between CpG methylation and PLEKHA4 expression was explored, and results showed that the overall methylation of CpG sites (Aggregation) negatively correlated with PLEKHA4 expression, with a correlation coefficient (R) of -0.53 (P<2.2e-16). With respect to CpG subtypes, methylation of cg06339706, cg01093065 and cg06705122 showed the strongest correlation with PLEKHA4 expression, and the correlation coefficients were -0.6 (P<2.2e-16), -0.43 (P<2.2e-16) and -0.42 (P<2.2e-16), respectively (Figure 6D). Furthermore, we systematically investigated the association of PLEKHA4 methylation and the clinical survival prognosis of LGG patients. Results showed that patients with low PLEKHA4 methylation had a worse survival probability than patients in the high group (Figure 6E, Aggregation). In terms of CpG subtypes, the methylations of cg06339706, cg01093065, cg06705122 and cg23002721 were highly associated with the adverse outcomes in LGG patients.

Meanwhile, visualization of PLEKHA4 expression, OS, and DNA methylation in combination with the precise genomic location of the CpG sites were obtained from the online tool MEXPRESS. The correlation among CpG methylation, PLEKHA4 expression, and survival prognosis in LGG were clearly shown on the integrated maps (Supplementary Figure 4B). It is worth noticing that, the methylation of cg23002721, cg01093065, cg06339706 and cg06705122, which were located in the promotor or near the transcription start site (TSS), was significantly down-regulated in high- PLEKHA4 group (Figure 7A). The correlation between DNA methylation/demethylation-related genes and PLEKHA4 was further analyzed. Results showed that PLEKHA4 expression was moderate correlated with DNA demethylation-related genes (GADD45A, MBD2, MBD4), but weakly correlated with transmethylases (DNMT1, DNMT3A, and DNMT3B) (Figure 7B), indicating that the dysregulation of CpG methylation on PLEKHA4 gene may be mediated by DNA demethylation. The expression correlation between PLEKHA4 and GADD45A were further verified using IHC based-tissue microarrays (r=0.563, P<0.001, Figure 7C). GADD45A-mediated CpG demethylation may be the main cause of PLEKHA4 upregulation in LGG. Moreover, the combined prognostic significance of PLEKHA4 and GADD45A was examined in clinical LGG samples (n=84). Survival curves clearly showed that LGG patients with high GADD45A and PLEKHA4 expression exhibited the worst cumulative survival (Figure 7D).




Figure 7 | The correlation among CpG methylation, PLEKHA4 expression, and survival prognosis in LGG. (A) Visualization of PLEKHA4 expression and DNA methylation in combination with the precise genomic location of the CpG sites were obtained from the online tool MEXPRESS. (B) The heat maps showing the correlations of PLEKHA4 and DNA methylation/demethylation-related genes. (C) Representative images of IHC-based tissue microarrays showing the expression patterns of GADD45A and PLEKHA4 in LGG tissues (panorama: scale bar = 500 μm; enlarged: scale bar = 50 μm). The correlation coefficient between GADD45A and PLEKHA4 was assessed according to their IHC scores. (D) Survival analysis showing the prognostic significance of GADD45A and PLEKHA4 in clinical LGG samples (n=84). *p < 0.05, **p < 0.01, ***p < 0.001.



Furthermore, the prognostic potential of CpG methylation was evaluated. As shown in Supplementary Figure 5, AUC curves illustrated that the methylation of cg23002721, cg01093065, cg06339706 and cg06705122 were protective factors for 1-5 year- OS. Nomogram was constructed with PLEKHA4 expression and four CpG sites to estimate 1-, 3- and 5- OS of LGG patients, and the C-index for OS prediction was 0.806. Calibration curves proved the good performance of the diagnostic nomogram. Moreover, DCA curves were also plotted to verify the clinical reliability of the nomogram model, and results showed that the synthetical analysis of CpG methylation and PLEKHA4 (nomogram) usually achieved better net benefit than using methylation or PLEKHA4 expression alone, in predicting OS.

Collectively, the methylation correlates with the expression of PLEKHA4 and indicates a better outcome in LGG patients. The synthetical analysis of CpG methylation and PLEKHA4 expression can be more helpful for predicting the OS of LGG patients.





PLEKHA4-related DEGs are highly enriched in immune processes

To interrogate the underlying effect of PLEKHA4 in LGG, DEGs between the PLEKHA4 high- and low- groups were analyzed using TCGA-LGG cohort. A total of 4169 DEGs were identified, of which 2767 genes were upregulated, and 1402 were downregulated (Figure 8A). The top 10 genes that were positively or negatively coexpressed with PLEKHA4 were shown in a heat map (Figure 8B). In the GO enrichment analysis, the top 5 enriched biological process (BP) terms were adaptive immune response based on somatic recombination of immune receptors built from immunoglobulin superfamily domains, lymphocyte mediated immunity, B cell mediated immunity, complement activation, immunoglobulin mediated immune response (Figure 8C). The top 5 enriched cellular component (CC) terms were immunoglobulin complex, external side of plasma membrane, immunoglobulin complex (circulating), plasma membrane receptor complex, collagen-containing extracellular matrix (Figure 8D). Among the molecular function (MF) terms, antigen binding, immunoglobulin receptor binding, and gated channel activity were significantly enriched (Figure 8E). Moreover, KEGG analysis indicated that neuroactive ligand-receptor interaction, cytokine-cytokine receptor interaction, cell adhesion molecules, Th1 and Th2 cell differentiation, Th17 cell differentiation, and chemokine signaling pathway were potential pathways in regulating the occurrence and development of LGG by PLEKHA4 (Figure 8F).




Figure 8 | Functional enrichment analysis of DEGs between the PLEKHA4 high- and low-groups. (A) The volcano plot of 4169 DEGs. (B) Heatmaps showing the top 10 upregulated and downregulated DEGs. ***p < 0.001. (C–E) Top 10 enriched terms in the (C) BP, (D) CC and (E) MF based on GO analysis were shown as circle plots. (F) Circle plots of the top 10 enriched signaling pathways by KEGG enrichment analysis.



Additionally, GSEA were also implemented to identify the key pathways related to PLEKHA4. Among the GO, KEGG and HALLMARK terms of GSEA, most signaling pathways affected by PLEKHA4 were related to immune response and remodeling of TME, including immunoglobulin complex, B cell mediated immunity, antigen binding, complement activation, cytokine-cytokine receptor interaction, primary immunodeficiency, antigen processing and presentation, natural killer cell mediated cytotoxicity, interferon gamma response, interferon alpha response, and inflammatory response (Supplementary Figures 6, 7).

Taken together, these data highlight the close relationship between PLEKHA4 and immune cell infiltration, which may affect TME and induce LGG heterogeneity.





PLEKHA4 are involved in the tumor-immune system interactions

To further explore the potential functions of PLEKHA4 in LGG, LinkedOmics database was used to study the coexpression patterns of PLEKHA4 screened from the TCGA-LGG cohort. The PLEKHA4-related genes were shown in a volcano map (Supplementary Figure 8A). The top 50 genes positively or negatively correlated with PLEKHA4 were selected and displayed in the heatmaps (Supplementary Figure 8B). Furthermore, GSEA enrichment analysis revealed that the coexpression genes of PLEKHA4 mainly participated in adaptive immune response, lymphocyte mediated immunity, regulation of immune effector process, type I interferon production, humoral immune response, etc. Reactome pathway analysis of GSEA indicated that these genes were positively related to antigen processing-cross presentation, interferon gamma signaling, interferon alpha/beta signaling, interleukin-10 signaling, etc. (Supplementary Figure 8C).

A PPI (protein-protein interaction) network was further constructed using STRING database and Cytoscape. The 5 nodes with the highest degree centrality were DNM2, MYO1C, TPM2, FLNC, MYL9 (Supplementary Figure 9A). Moreover, a gene-gene interaction network was obtained from the GeneMANIA database. Among the 20 genes associated with PLEKHA4, KLHL12, a regulator of Wnt signaling pathway and collagen export (30, 44), displayed greatest interacting frequency (Supplementary Figure 9B). Thereafter, KEGG enrichment analysis with respect to PLEKHA4-binding partners was carried out, and results showed that proteoglycans in cancer, leukocyte transendothelial migration, and synaptic vesicle cycle are among the top hits (Supplementary Figure 9C), further strengthened the potential of PLEKHA4 in modulating immune response and TME formation.





PLEKHA4 correlated with tumor immunity in LGG

Considering that the abovementioned functional enrichment analyses all implied the participation of PLEKHA4 in tumor immune response, we next evaluated the association between PLEKHA4 expression and tumor purity using ESTIMATE algorithm. Specifically, the ImmuneScore, StromalScore, and ESTIMATEScore were positively correlated with PLEKHA4 mRNA expression in both TCGA-LGG and CGGA-LGG (mRNAseq_693) cohorts (Figure 9A). Statistically, the PLEKHA4-high group achieved significantly higher ImmuneScore, StromalScore, and ESTIMATEScore (Figures 9B, C). Similar results were also acquired in CGGA-LGG (mRNAseq_325) cohort (Supplementary Figures 10A, B), implying that samples in the high PLEKHA4 group contained greater tumor-infiltrating immune cells and stromal cells.




Figure 9 | PLEKHA4 correlated with tumor immunity in LGG. (A) Heatmaps showing the association between PLEKHA4 expression and tumor purity (ESTIMATE algorithm), as well as the tumor-infiltrating immune cells (ssGSEA algorithm), in the TCGA-LGG and CGGA-LGG (mRNAseq_693) cohorts. (B, C) The comparison of StromalScore, ImmuneScore, and ESTIMATEScore between the high- and low- PLEKHA4 groups in the (B) TCGA-LGG and (C) CGGA-LGG (mRNAseq_693) cohorts. (D) Correlations between PLEKHA4 expression and the infiltration of B cells, CD8+ T cells, CD4+ T cells, macrophages, neutrophils, and DCs in LGG obtained from the TIMER database. (E, F) Comparison of tumor-infiltrating immune cells between the high- and low- PLEKHA4 groups in the (E) TCGA-LGG and (F) CGGA-LGG (mRNAseq_693) cohorts. ns (no significance), p ≥ 0.05, *p < 0.05, **p < 0.01, ***p < 0.001.



ssGSEA were further applied to analyze the correlation between PLEKHA4 expression and tumor-infiltrating immune cells. In the heatmaps of immune landscape (Figure 9A, Supplementary Figure 10A), PLEKHA4 expression presented strongly positive correlations with most immune cells in the tested three cohorts, including the macrophages, activated dendritic cells (DCs), central memory CD4 T cells, etc. To clarify the specific cell types modulated by PLEKHA4, the correlations between PLEKHA4 and diverse sets of immunological markers were assessed. As listed in Tables 1, 2 and Supplementary Table 11, PLEKHA4 expression was remarkably associated with DC markers (HLA-DPB1, HLA-DRA, etc.), M2 macrophage markers (VSIG4, TGFB1), monocyte markers (CD86, CD115), TAM markers (CCL2, CD68, etc.), neutrophil markers (CD11b, FCGR3B), Th1 markers (T-bet, STAT1), Th2 markers (STAT5A, IL6, GATA3), exhausted T cell markers (PD-1, TIM-3), etc. Besides, TIMER software was adopted to evaluated the immune infiltration status of LGG patients. Figure 9D showed that PLEKHA4 expression was strongly correlated with the infiltration of DCs (r=0.642, P=1.18e-56), CD4+ T cells (r=0.6, P=7.37e-48), macrophages (r=0.572, P=1.83e-42) and neutrophils (r=0.558, P=3.39e-40), and moderately with B cells (r=0.461, P=1.66e-26). However, PLEKHA4 was very weakly correlated with the infiltration of CD8+ T cells (r=0.131, P=4.11e-03). These findings further confirmed the robust interaction between PLEKHA4 and immune cells infiltration.


Table 1 | Correlation analysis between PLEKHA4 and various gene markers of immune cells in the TCGA-LGG cohort.




Table 2 | Correlation analysis between PLEKHA4 and various gene markers of immune cells in the CGGA-LGG (mRNAseq_693) cohort.



Furthermore, CIBERSORT algorithm was employed to calculate the proportions of tumor-infiltrating immune cells in samples of TCGA-LGG and CGGA-LGG cohorts. Data were compared between the PLEKHA4 high- and low- groups. As shown in Figures 9E, F and Supplementary Figure 10C, M2 macrophages, M1 macrophages, plasma cells and T cells CD4 naive were the main immune cells affected by PLEKHA4 expression. Among them, M1 and M2 macrophages were apparently increased, but T cells CD4 naive were decreased in the PLEKHA4-high group than those in the PLEKHA4-low group. It is worth noticing that, in the PLEKHA4-high groups of the tested TCGA-LGG, CGGA-LGG (mRNAseq_693) and CGGA-LGG (mRNAseq_325) cohorts, the proportions of M2 macrophages were strikingly higher than others, with the fractions up to (28.3 ± 12.5) %, (41.3 ± 13.7) % and (47.5 ± 13.5) %, respectively, inferring that PLEKHA4 might play a vital role in regulating M2 macrophage infiltration in LGG.





PLEKHA4 regulates M2 macrophage polarization in LGG and enhances the infiltration of M2 macrophages in vitro

Previous studies have shown that macrophage polarization from the type M1 to M2 promotes tumorigenesis in various cancers (45). To clarify the mechanism by which PLEKHA4 regulating M2 macrophage infiltration in LGG, the relationship between the expression of PLEKHA4 and classical phenotype markers of monocyte, M1, and M2 macrophage were investigated using the correlation coefficient analysis. Interestingly, we found that PLEKHA4 had strongly positive correlation with monocyte marker (AIF1) and M2 macrophage markers (CD163, VSIG4, TGFB1, MS4A4A), but very weakly correlated with M1 macrophage markers (IL1B, NOS2, PTGS2, IL12A) in TCGA-LGG, CGGA-LGG (mRNAseq_693) and CGGA-LGG (mRNAseq_325) cohorts (Figure 10A, Supplementary Figure 11A). The expression correlations between PLEKHA4 and those markers were further verified using TIMER database. As expected, PLEKHA4 were significantly correlated with M2 macrophage markers TGFB1 (r=0.614, P=7.78e-51) and MS4A4A (r=0.496, P=5.07e-31), whereas the correlation coefficients were extremely low with M1 macrophage markers NOS2 (r=-0.162, P=3.79e-04) and PTGS2 (r=0.073, P=1.13e-01) (Supplementary Figures 11B, C). Moreover, IHC based-tissue microarrays indicated that the intensity of AIF1 and CD163 was stronger in WHO grade III LGGs than that in WHO grade II. Spearman’s correlation analysis showed that PLEKHA4 expression was positively correlated with AIF1 (r=0.599, P=0.003) and CD163 (r=0.522, P=0.011). Whereas, NOS2 displayed no significant correlation with PLEKHA4 expression (Figure 10B). These findings further implicated that PLEKHA4 promoted the polarization of antitumor M1 to protumor M2 macrophages, which may be the leading mechanism by which PLEKHA4 regulating M2 macrophage infiltration in LGG.




Figure 10 | PLEKHA4 regulates the polarization and infiltration of M2 Macrophages in LGG. (A) The heat maps showing the correlations of PLEKHA4 and phenotype markers of monocytes (AIF1), M1 macrophages (IL1B, NOS2, PTGS2, IL12A), and M2 macrophages (CD163, VSIG4, TGFB1, MS4A4A) in the TCGA-LGG and CGGA-LGG (mRNAseq_693) cohorts. (B) PLEKHA4, AIF1, NOS2 and CD163 expression levels in LGG as determined by IHC-based tissue microarrays. Representative images were shown (panorama: scale bar = 500 μm; enlarged: scale bar = 50 μm). Scatterplots described the correlation coefficients of PLEKHA4 with AIF1, NOS2, or CD163. (C) Analysis of PLEKHA4 expression in LN229 cells transfected with siNC or siRNAs targeting PLEKHA4. ***p < 0.001. (D) Infiltration of THP-1-derived M2 macrophages in LN229 cells with siNC or siPLEKHA4 transfection. ***p < 0.001. (E) Kaplan‐Meier survival analysis showing the prognostic significance of PLEKHA4 based on M2 macrophage infiltration in the TCGA-LGG and CGGA-LGG (mRNAseq_693) cohorts.



To verify the effect of PLEKHA4 on M2 macrophage infiltration in vitro, THP-1 cells were differentiated into M2 macrophages according to the classical inducing methods (24, 40), and IF staining was employed to identify the THP-1 derived M2 macrophages. As shown in Supplementary Figure 12, more than 98% cells were strongly positive for CD163, indicating that the THP-1 cells have been successfully polarized into M2 macrophages. PLEKHA4 silencing was induced in LN229 cells using siRNAs targeting PLEKHA4 (Figure 10C). M2 macrophage infiltration assays showed that silencing of PLEKHA4 in LN229 cells remarkably reduced the infiltration of THP-1-derived M2 macrophages (Figure 10D).

Because elevated PLEKHA4 expression is correlated with unfavorable prognosis in LGG, and immune infiltration plays essential roles in patient outcomes (46), the prognostic significance of PLEKHA4 based on M2 macrophage infiltration was examined in TCGA-LGG and CGGA-LGG (mRNAseq_693) cohorts. Kaplan-Meier plotter results clearly showed that LGG patients with high PLEKHA4 expression and increased M2 macrophage infiltration exhibited the worst cumulative survival (Figure 10E). Meanwhile, in subgroups with low PLEKHA4 expression, LGG patients with higher M2 macrophage infiltration also displayed relatively poorer cumulative survival than those with lower M2 infiltration (Figure 10E). Similar results were also displayed in the CGGA-LGG (mRNAseq_325) cohort (Supplementary Figure 11D), indicating that the infiltration abundance of M2 macrophages was negatively correlated with the cumulative survival rate in LGG. Given that the PLEKHA4 expression is positively correlated with the infiltration level of M2 macrophages, our data indicate that PLEKHA4 may affect the LGG prognosis partially through intervening in the infiltration of M2 macrophages.





PLEKHA4 reshapes the tumor microenvironment in LGG

Except for tumor cells and infiltrating immune cells, TME also contains stromal cells and soluble factors that support tumor growth and progression. We next evaluated the correlation between PLEKHA4 expression with chemokines, interleukins, interferons and their receptors, as well as the infiltration of CAFs (a kind of stromal cells) in the TME of TCGA-LGG patients. In Figures 11A-C, PLEKHA4 expression was found to be significant correlated with chemokines (CCL5, CXCL16, CXCL10, CXCL9, CXCL11, etc.), interleukins (IL16, IL10, IL27, IL6, etc.), interferons (IFNG, etc.), and their corresponding receptors (CCR5, CCR1, CXCR3, CXCR6, IL12RB1, IL2RG, etc.), which have been found to direct immune cell infiltration and affect polarization state of macrophages (47–49). These results were further confirmed in the CGGA-LGG (mRNAseq_693) cohort (Supplementary Figure 13). Moreover, PLEKHA4 expression was closely related to the infiltration of the stromal CAFs (r=0.457, P=4.81e-26, Figure 11D), which can secret various cytokines, growth factors and chemokines, and consequently facilitate the recruitment of suppressive immune cells into the TME (50, 51). Taken together, our results indicate that PLEKHA4 may participate in the shaping of immunosuppressive TME in LGG patients.




Figure 11 | Association between PLEKHA4 expression and microenvironment of LGG. (A-C) Correlation analysis between PLEKHA4 and (A) cytokines, (B) interleukins or (C) interferons, as well as their corresponding receptors in the TCGA-LGG cohort. (D) Correlations between PLEKHA4 expression and the infiltration of cancer associated fibroblast by TIMER algorithm.







PLEKHA4 is a predictor for immunotherapy

PLEKHA4 was manifested to substantially intervene in tumor immunity, prompting us to gain insight into its clinical significance in predicting immunotherapy response. Spearman’s correlation analysis showed that PLEKHA4 was strongly and significantly correlated with well-known immune checkpoints CTLA4, PD-L1 (CD274), PDCD1, HAVCR2, PDCD1LG2, CD276, etc. in the tested three cohorts (Figure 12A, Supplementary Figure 14A). Glioma tissue microarrays were adopted to verify the expression patterns of PLEKHA4 and PD-L1 in clinical LGG specimens. IHC staining demonstrated that PLEKHA4 expression was positively correlated with PD-L1 (r=0.578, P = 0.004, Figure 12B). TIDE algorithm was further used to predict the response of LGG patients to ICBs therapy (anti-PD-1 and anti-CTLA4) in CGGA-LGG (mRNAseq_693) cohort. Specific TIDE scores were listed in Supplementary Table 12. The results demonstrated that patients in the high-PLEKHA4 group achieved higher TIDE scores, as well as T cell exclusion scores and dysfunction scores (Figure 12C), indicating that patients with higher PLEKHA4 expression could achieve less sensitivity to ICBs treatment because of T cell exclusion and immune dysfunction. Similar results were acquired in CGGA-LGG (mRNAseq_325) dataset (Supplementary Figure 14B, Table 13). Taken together, these data demonstrated that patients with low PLEKHA4 expression may benefit from immunotherapy more clinically and PLEKHA4 can serve as an immunotherapy predictor for LGG patients.




Figure 12 | Clinical significance of PLEKHA4 in guiding immunotherapy. (A) Chord diagrams showing the correlations of PLEKHA4 and immune-related checkpoints in the TCGA-LGG and CGGA-LGG (mRNAseq_693) cohorts. (B) Representative images of IHC-based tissue microarrays showing the expression patterns of PLEKHA4 and PD-L1 in LGG tissues (panorama: scale bar = 500 μm; enlarged: scale bar = 50 μm). The correlation coefficient between PLEKHA4 and PD-L1 was assessed according to their IHC scores. (C) Comparison of TIDE, T cell exclusion and dysfunction scores between the high- and low- PLEKHA4 groups in the CGGA-LGG (mRNAseq_693) cohort. **p < 0.01, ***p < 0.001.







PLEKHA4 expression correlates with drug sensitivities

CellMiner was utilized to explore the correlation between PLEKHA4 with drug response. The top 16 anticancer drugs that showed significant correlations with PLEKHA4 expression were depicted in Figure 13. The results suggested that high PLEKHA4 expression could increase the drug IC50s and decrease the drug sensitivities of B-Raf inhibitors, including PLX-4720, Vemurafenib, PLX-8394, SB-590885, Encorafenib, Dabrafenib, TAK-632 and MLN-2480, as well as the ERK and MEK inhibitors HYPOTHEMYCIN, GDC-0994 and CC-90003, indicating that PLEKHA4 expression might be related to the drug resistance of tumor cells. Whereas, PLEKHA4 was found to be significantly negatively correlated with IC50s of Pyrazoloacridine (inhibitor for topoisomerases 1 and 2), SAR-20347 (TYK2/JAK1/JAK2/JAK3 inhibitor), Palbociclib (selective CDK4/CDK6 inhibitor) and Docetaxel (microtubule depolymerization inhibitor), which provided guidance for the treatment of LGG patients with high PLEKHA4 expression.




Figure 13 | Correlation of PLEKHA4 expression with the sensitivities of anticancer drugs. The top 16 drugs with significant correlations with PLEKHA4 expression were showed.








Discussion

Glioma, including LGG and GBM, is the most common type of primary intracranial tumors with poor prognosis and limited therapeutic options. Even though the clinical outcome of LGG is relatively better than GBM, LGG always invariably develops into secondary GBM (6–8). Many tumor-related events occur prior to reaching this stage, providing an optimal intervention window for glioma management. Therefore, an urgent strategy is now needed to explore the molecular mechanisms of LGG tumorigenesis and identify novel biomarkers to develop individual therapeutic strategies and new treatments to improve patient outcomes.

In this study, PLEKHA4 expression was found to be significantly upregulated in LGG and GBM at both transcriptional and protein levels, compared with the normal tissues. However, Kaplan–Meier survival analysis demonstrated that PLEKHA4 overexpression was significantly associated with OS and DSS of LGG patients, but not with those of GBM. Meanwhile, increased PLEKHA4 expression was associated with grade, IDH wildtype, 1p/19q non-codeletion, histological type, and VIM expression (marker of invasion) in LGG patients, further supporting the synchronization of PLEKHA4 overexpression and the malignant behaviors of LGG patients. What is more, Cox regression analysis identified that, except for WHO grade, age, IDH status and primary therapy outcome, PLEKHA4 expression was also a strong prognostic factor associated with both OS and DSS of LGG. Nomograms were further constructed combining the identified independent prognostic factors. Calibration and DCA curves proved that the nomograms could accurately predict the 1-, 3- and 5-year OS or DSS for patients with LGG. Moreover, the discrimination of our nomograms was confirmed higher than any single predictors, indicating the importance of an integrated predictive model.

DNA methylation is found to be strongly associated with gene expression regulation and therefore in the development of different pathologies (52). In the current study, the mechanism of elevated PLEKHA4 expression in LGG was investigated, and results showed that PLEKHA4 overexpression was negatively correlated with the methylation of cg06339706, cg01093065, cg06705122 and cg23002721, which were located in the promotor or near the TSS of PLEKHA4 gene. Meanwhile, the high-PLEKH4 expression group showed obviously decreased methylation in above-mentioned CpG sites. PLEKHA4 expression was significantly correlated with GADD45A which mediates DNA demethylation (53). Although many mechanisms can give rise to elevated gene expression, the demethylation of CpG cites is one of the main regulatory mechanisms underlying PLEKHA4 expression. What is more, DNA methylation is reported as the sole type of methylation that has been largely translated into clinics and used for, mostly, early diagnosis and prognosis (54, 55). Interestingly, we found that the methylation of the above CpG sites was adverse associated with the prognosis of LGG, which is consistent with the prognostic value of the mRNA expression of this gene. The synthetical analysis of CpG methylation and PLEKHA4 performed better than any single index in predicting OS of LGG patients, indicating that these CpG sites can aid LGG tumor progression monitoring and serve as prognostic markers as well, to identify patients with “high-risk”.

To further elucidate the potential role of PLEKHA4 in LGG progression, GO, KEGG and GSEA enrichment analysis were performed using DEGs. Many terms associated with immune response and TME remodeling were identified, including adaptive immune response, lymphocyte mediated immunity, complement activation, cytokine-cytokine receptor interaction, Th1 and Th2 cell differentiation, complement activation, etc. Meanwhile, we also manifested that the PLEKHA4 level could alter chemokine and interferon signaling pathway, as well as collagen-containing extracellular matrix, in LGG patients. TME in LGG patients is usually consisted of multiple components, including tumor cells, infiltrated immune cells, parenchyma cells, tumor-related soluble factors, ECM, etc. (2, 21, 22). Since the above analysis implied that the PLEKHA4 expression was associated with immune response, tumor-related soluble factors, and ECM in LGG, it inferred that PLEKHA4 plays a vital role in the tumor-immune system interactions and TME formation in LGG patients. Analyses of the PLEKHA4-binding partners and coexpression network further supported our findings. It is worth noticing that, KLHL12, the E3 ligase that modulates Wnt/β-catenin signaling pathway and collagen export (30, 44), is shown to be the key binding partner with PLEKHA4. Wnt/β-catenin signaling was reported to play a key role in reshaping the TME via fine crosstalk between transformed cells in the latest developments (56–58), implying that PLEKHA4 may exert its effect on immunoediting through interacting with KLHL12. Further investigation should be carried out to clarify the interactions between them.

To better understand the relationship between PLEKHA4 and tumor-immune system in LGG, we examined the role of PLEKHA4 in immune infiltration using the ESTIMATE, ssGSEA, as well as the TIMER algorithms. The results showed that PLEKHA4 expression was positively corelated with an increased infiltration of various immune cell types in LGG, including macrophages, CD4+ T cells, activated DCs, neutrophils, etc. The immune cells aggregate and are involved in the tumor immune network, which consequently facilitating immune evasion. Multiple studies have shown that DCs can present antigenic peptides on MHC molecules, thus activating CD4+ cells (59). Naive CD4+ T cells are then differentiated into a variety of effector subsets that present distinct immune functions. These subsets include Th1, Th2, Th17, T follicular helper, and regulatory T cell populations, etc. (60). Th1 cells, which produce IFN-γ and IL-2, evoke cell-mediated immunity (61, 62). Whereas, Th2 cells, which produce IL-4, IL-5, IL-6, IL-13, etc., prompt strong antibody responses, but inhibit several functions of phagocytic cells (61, 62). This is consistent with our functional enrichment results which showed that PLEKHA4 was correlated with the biological process of antigen processing and presentation, Th1 and Th2 cell differentiation, immunoglobulin mediated immune response, etc.

At present, infiltration of TAMs is considered to be one of the major causes of the immunosuppressive microenvironment in LGG (63). The M1 macrophages, occurring after toll-like receptor 4 (TLR4) ligands and/or IFN-γ exposure, is pro-inflammatory and anti-tumor (45, 63, 64). Conversely, the M2 macrophages, typically acquired after stimulation with IL-4, IL-10 and/or IL-13, is considered protumorigenic (45, 63, 64). Interestingly, calculations of the proportion of infiltrating immune cells by CIBERSORT revealed that the majority of TME-resident immune cells in LGG were M2 macrophages, with a substantial proportion up to 17-47%. Multiple studies have shown that M2 macrophages can secret high levels of IL-10, TGF-β, EGF, and low levels of IL-12, which overall promote invasion and angiogenesis of tumors (63, 64). More importantly, we further manifested that the number of M2 cells was significantly abundant in PLEKHA4-high group compared to the PLEKHA4-low group, implying that PLEKHA4 may manipulate the immunosuppressive TME in LGG through regulating the polarization and infiltration of M2 macrophages. This point was further strengthened by M2 macrophage infiltration assay in vitro using THP-1-derived M2 macrophages and LN229 cells with PLEKHA4 silencing. What is more, correlation analysis, as well as IHC-based tissue microarrays, also showed that PLEKHA4 had strongly positive correlation with M2 macrophage markers, but weakly with M1 macrophage markers, further solidifying the relationship between PLEKHA4 and M2 macrophage polarization. M2 macrophage infiltration usually predicted a poor outcome in LGG patients. For instance, Liu et al. found that DNTTIP2 expression was associated with M2 macrophage activation and angiogenesis, which in turn causing an unfavorable prognosis in LGG (65). Zhang et al. reported that TP53 R273C mutation promoted the polarization of TAM toward M2 macrophage, leading to an immunosuppressive TME and poor prognosis in LGG (66). In the current study, M2 macrophage infiltration was also found to be negatively correlated with the cumulative survival in LGG, indicating that PLEKHA4 may affect the prognosis of LGG by regulating the polarization and infiltration of M2 macrophages.

Another important finding in this study is that PLEKHA4 modifies the compositions of stromal cells and soluble factors in the TME of LGG patients. In particular, PLEKHA4 expression is significantly correlated with the infiltration of cancer associated fibroblast, which can secrete chemokines and cytokines that promote tumorigenesis (67). What is more, PLEKHA4 expression is also positively correlated to the expression of chemokines (CCL5, CXCL16, CXCL10, CXCL9, CXCL11, etc.), interleukins (IL16, IL10, IL27, IL6, etc.), interferons (IFNG, etc.), and their corresponding receptors (CCR5, CCR1, CXCR3, CXCR6, IFNGR2 etc.). Chemokines, secreted by a variety of cells including TAMs, neutrophils, cancer associated fibroblasts, tumor cells, etc., support many tumor-sustaining processes such as tumor growth, angiogenesis and metastasis (68). Especially, CCR5/CCL5 and CXCR6/CXCL16 signaling modulates TAM polarization, as well as the proliferation and invasion of glioma cells (69, 70). CXCR3/CXCL9/CXCL10/CXCL11 axis leads to recruitment of tumor-promoting immune cells, including TAMs, T cells, etc., thus favoring tumor growth and metastasis (69, 71). Moreover, interleukins can also nurture an environment enabling cancer growth (72). To be specific, IL6 can activate carcinogenesis and tumor outgrowth, and mediate cytokine release syndrome (73, 74). IL10 promotes cytotoxicity but inhibits antitumor responses (75). IFNGR2, the receptor for interferon-γ, was recently identified as a prognostic-related biomarkers correlated with immune infiltration in LGG (76). The release of excessive interleukins, chemokines, and interferons coordinates immune responses, leading to unfavorable tumor behaviors and prognosis. Likewise, enrichment analysis based on DEGs also revealed that PLEKHA4 was potentially involved in the cytokine-cytokine receptor interaction, interferon gamma response, etc., further supported the aforementioned findings. Taken together, PLEKHA4 might play a pivotal role in reshaping the TME in LGG patients, leading to profoundly immunosuppression.

The dynamics of the TME is a superior predictor for therapy response, and knowing the TME can help optimizing immunotherapy (77). In recent years, ICBs therapy has made a breakthrough in the field of tumor immunotherapy (1, 78). However, only a small proportion of glioma patients can respond to ICBs therapy, and the main reason might be the limitations in their tumor immunity status (1, 78). To determine whether PLEKHA4 was capable of predicting the efficiency of ICBs therapy in LGG patients, correlation analysis, as well as TIDE analysis, was performed. We found that PLEKHA4 expression was closely correlated with the expression of immune checkpoints CTLA4, PD-L1, PDCD1, HAVCR2, PDCD1LG2, etc. Meanwhile, the high-PLEKHA4 group achieved higher TIDE scores, suggesting that LGG patients with higher PLEKHA4 expression might have an impaired response to anti-PD-1 or anti-CTLA4 immunotherapy, and PLEKHA4 could act as a predictive biomarker for the ICBs therapy in LGG. It was reported that M2 macrophages are capable of releasing various inhibitory cytokines (IL10, TGF-β, etc.) which further impair the antitumor function of T cells (79, 80). M2 macrophage infiltration might be main reason that causing T cell exclusion and dysfunction.

Additionally, TME features have also been verified to affect drug sensitivity (81). We found that PLEKHA4 expression was positively correlated with the IC50s of B-Raf, ERK and MEK inhibitors (PLX-4720, Vemurafenib, etc.), but negatively with Pyrazoloacridine, SAR-20347, and Palbociclib, etc. Pyrazoloacridine was reported to be a novel dual inhibitor of human topoisomerase I and II with broad antitumor activity (82). SAR-20347, an inhibitor of JAK1, JAK2, JAK3 and TYK2, has been developed as anti-cytokine therapy (83). Palbociclib, an oral inhibitor of CDK4/6, has also been pre-clinically identified as an effective option for glioma (84). Despite the limitations inherent to a small and heterogeneous cohort, this experience suggests that Pyrazoloacridine, SAR-20347 and Palbociclib represent some treatment options for LGG patients with a high level of PLEKHA4.

There were still some limitations in our study. Firstly, the data analyzed in our study were obtained mostly from publicly available datasets. The predicted results of immunotherapy were not verified due to the lack of appropriate glioma immunotherapy cohorts. Furthermore, the conclusions obtained from the limited bioinformatics analysis are insufficient, and further comprehensive experiments and clinical studies should be carried out to verify whether PLEKHA4 exerts such functions.

In conclusion, although some researchers indicated that PLEKHA4 was a prognostic biomarker that was closely correlated with immune infiltration in LGG patients (32, 33), the mechanism underlying PLEKHA4 dysregulation was still not well understood. Meanwhile, the prognostic value and biological role of PLEKHA4 in reshaping TME have not been rigorously studied. Through comprehensive and robust computational studies, we found that PLEKHA4 expression and clinical prognosis of LGG patients are closely related to the CpG methylation status. The synthetical analysis of CpG methylation and PLEKHA4 expression achieves better performance than any single index in predicting OS of LGG patients. Meanwhile, multidimensional bioinformatics analysis, IHC-based tissue microarrays and M2 macrophages infiltration assay in vitro revealed that PLEKHA4 reshapes the immunosuppressive TME mainly by affecting the polarization and infiltration of M2 macrophages. Moreover, PLEKHA4 has been proven to be of great significance in predicting the effiiency of immunotherapy and drug sensitivities, allowing clinicians to identify the best management for each patient. These findings help to elucidate the role of PLEKHA4 in carcinogenesis and lay a foundation for further studies.





Data availability statement

The datasets presented in this study can be found in online repositories. The names of the repository/repositories and accession number(s) can be found in the article/Supplementary Material.





Ethics statement

The studies involving human participants were reviewed and approved by Ethics Committee of Shanghai Outdo Biotech Company. Written informed consent for participation was not required for this study in accordance with the national legislation and the institutional requirements.





Author contributions

WZ and YW performed experimental study, the data analysis and visualization. CJ and YG were responsible for the data interpretation. QC undertook the statistical analyses. SZ and XM designed the research, prepared the draft, and provided the fund. WD participated in the design and revised the manuscript. All authors contributed to the article and approved the submitted version.





Funding

This work was supported by the Innovation and Entrepreneurship training Project for college students in Hubei Province, China (No. S202110488057), and the Health Commission of Hubei Province Scientific Research Project, China (No. WJ2021Q004).





Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.





Supplementary material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fimmu.2023.1128244/full#supplementary-material




References

1. Ghouzlani, A, Kandoussi, S, Tall, M, Reddy, KP, Rafii, S, and Badou, A. Immune checkpoint inhibitors in human glioma microenvironment. Front Immunol (2021) 12:679425. doi: 10.3389/fimmu.2021.679425

2. Barthel, L, Hadamitzky, M, Dammann, P, Schedlowski, M, Sure, U, Thakur, BK, et al. Glioma: molecular signature and crossroads with tumor microenvironment. Cancer Metastasis Rev (2022) 41(1):53–75. doi: 10.1007/s10555-021-09997-9

3. Louis, DN, Perry, A, Reifenberger, G, von Deimling, A, Figarella-Branger, D, Cavenee, WK, et al. The 2016 world health organization classification of tumors of the central nervous system: a summary. Acta Neuropathol (2016) 131(6):803–20. doi: 10.1007/s00401-016-1545-1

4. Netufo, O, Connor, K, Shiels, LP, Sweeney, KJ, Wu, D, O'Shea, DF, et al. Refining glioblastoma surgery through the use of intra-operative fluorescence imaging agents. Pharm (Basel) (2022) 15(5):550. doi: 10.3390/ph15050550

5. Colman, H. Adult gliomas. Continuum (Minneap Minn) (2020) 26(6):1452–75. doi: 10.1212/CON.0000000000000935

6. Zhao, L, Zhang, J, Liu, Z, and Zhao, P. Identification of biomarkers for the transition from low-grade glioma to secondary glioblastoma by an integrated bioinformatic analysis. Am J Transl Res (2020) 12(4):1222–38.

7. Youssef, G, and Miller, JJ. Lower grade gliomas. Curr Neurol Neurosci Rep (2020) 20(7):21. doi: 10.1007/s11910-020-01040-8

8. Motomura, K. [Lower-grade gliomas]. No Shinkei Geka (2021) 49(3):632–9. doi: 10.11477/mf.1436204437

9. Zhang, Y, Yang, X, Zhu, XL, Bai, H, Wang, ZZ, Zhang, JJ, et al. S100A gene family: immune-related prognostic biomarkers and therapeutic targets for low-grade glioma. Aging (Albany NY) (2021) 13(11):15459–78. doi: 10.18632/aging.203103

10. Yuan, HY, Lv, YJ, Chen, Y, Li, D, Li, X, Qu, J, et al. TEAD4 is a novel independent predictor of prognosis in LGG patients with IDH mutation. Open Life Sci (2021) 16(1):323–35. doi: 10.1515/biol-2021-0039

11. Liu, J, Wang, Y, Yin, J, Yang, Y, Geng, R, Zhong, Z, et al. Pan-cancer analysis revealed SRSF9 as a new biomarker for prognosis and immunotherapy. J Oncol (2022) 2022:3477148. doi: 10.1155/2022/3477148

12. Fu, R, Luo, X, Ding, Y, and Guo, S. Prognostic potential of METTL7B in glioma. Neuroimmunomodulation (2022) 29(3):186–201. doi: 10.1159/000519778

13. Wang, W, Zhang, J, Wang, Y, Xu, Y, and Zhang, S. Identifies microtubule-binding protein CSPP1 as a novel cancer biomarker associated with ferroptosis and tumor microenvironment. Comput Struct Biotechnol J (2022) 20:3322–35. doi: 10.1016/j.csbj.2022.06.046

14. Hu, M, Li, Z, Qiu, J, Zhang, R, Feng, J, Hu, G, et al. CKS2 (CDC28 protein kinase regulatory subunit 2) is a prognostic biomarker in lower grade glioma: a study based on bioinformatic analysis and immunohistochemistry. Bioengineered (2021) 12(1):5996–6009. doi: 10.1080/21655979.2021.1972197

15. Xu, S, Wang, Z, Ye, J, Mei, S, and Zhang, J. Identification of iron metabolism-related genes as prognostic indicators for lower-grade glioma. Front Oncol (2021) 11:729103. doi: 10.3389/fonc.2021.729103

16. Bao, JH, Lu, WC, Duan, H, Ye, YQ, Li, JB, Liao, WT, et al. Identification of a novel cuproptosis-related gene signature and integrative analyses in patients with lower-grade gliomas. Front Immunol (2022) 13:933973. doi: 10.3389/fimmu.2022.933973

17. Feng, S, Liu, H, Dong, X, Du, P, Guo, H, and Pang, Q. Identification and validation of an autophagy-related signature for predicting survival in lower-grade glioma. Bioengineered (2021) 12(2):9692–708. doi: 10.1080/21655979.2021.1985818

18. Ma, J, Jin, Y, Gong, B, Li, L, and Zhao, Q. Pan-cancer analysis of necroptosis-related gene signature for the identification of prognosis and immune significance. Discovery Oncol (2022) 13(1):17. doi: 10.1007/s12672-022-00477-2

19. Qiao, Q, Wang, Y, Zhang, R, and Pang, Q. Autophagy related DNA methylation signature predict clinical prognosis and immune microenvironment in low-grade glioma. Transl Cancer Res (2022) 11(7):2157–74. doi: 10.21037/tcr-22-310

20. Xu, S, Tang, L, Li, X, Fan, F, and Liu, Z. Immunotherapy for glioma: current management and future application. Cancer Lett (2020) 476:1–12. doi: 10.1016/j.canlet.2020.02.002

21. Tamai, S, Ichinose, T, Tsutsui, T, Tanaka, S, Garaeva, F, Sabit, H, et al. Tumor microenvironment in glioma invasion. Brain Sci (2022) 12(4):505. doi: 10.3390/brainsci12040505

22. Sadeghi Rad, H, Monkman, J, Warkiani, ME, Ladwa, R, O'Byrne, K, Rezaei, N, et al. Understanding the tumor microenvironment for effective immunotherapy. Med Res Rev (2021) 41(3):1474–98. doi: 10.1002/med.21765

23. Tan, YQ, Li, YT, Yan, TF, Xu, Y, Liu, BH, Yang, JA, et al. Six immune associated genes construct prognostic model evaluate low-grade glioma. Front Immunol (2020) 11:606164. doi: 10.3389/fimmu.2020.606164

24. Ma, W, Zhang, K, Bao, Z, Jiang, T, and Zhang, Y. SAMD9 is relating with M2 macrophage and remarkable Malignancy characters in low-grade glioma. Front Immunol (2021) 12:659659. doi: 10.3389/fimmu.2021.659659

25. Zhou, Z, Wei, J, Kuang, L, Zhang, K, Liu, Y, He, Z, et al. Characterization of aging cancer-associated fibroblasts draws implications in prognosis and immunotherapy response in low-grade gliomas. Front Genet (2022) 13:897083. doi: 10.3389/fgene.2022.897083

26. Barrett, R, and Pure, E. Cancer-associated fibroblasts: key determinants of tumor immunity and immunotherapy. Curr Opin Immunol (2020) 64:80–7. doi: 10.1016/j.coi.2020.03.004

27. Barrett, RL, and Pure, E. Cancer-associated fibroblasts and their influence on tumor immunity and immunotherapy. Elife (2020) 9:e57243. doi: 10.7554/eLife.57243

28. Zhang, H, Deng, T, Liu, R, Ning, T, Yang, H, Liu, D, et al. CAF secreted miR-522 suppresses ferroptosis and promotes acquired chemo-resistance in gastric cancer. Mol Cancer (2020) 19(1):43. doi: 10.1186/s12943-020-01168-8

29. Bu, L, Baba, H, Yasuda, T, Uchihara, T, and Ishimoto, T. Functional diversity of cancer-associated fibroblasts in modulating drug resistance. Cancer Sci (2020) 111(10):3468–77. doi: 10.1111/cas.14578

30. Shami Shah, A, Batrouni, AG, Kim, D, Punyala, A, Cao, W, Han, C, et al. PLEKHA4/kramer attenuates dishevelled ubiquitination to modulate wnt and planar cell polarity signaling. Cell Rep (2019) 27(7):2157–70 e8. doi: 10.1016/j.celrep.2019.04.060

31. Shami Shah, A, Cao, X, White, AC, and Baskin, JM. PLEKHA4 promotes wnt/beta-catenin signaling-mediated G(1)-S transition and proliferation in melanoma. Cancer Res (2021) 81(8):2029–43. doi: 10.1158/0008-5472.CAN-20-2584

32. Zhang, W, Li, L, Bian, PP, Luo, QP, and Xiong, ZT. PLEKHA4 is a prognostic biomarker and correlated with immune infiltrates in glioma. BioMed Res Int (2023) 2023:4504474. doi: 10.1155/2023/4504474

33. Huang, B, Pan, W, Wang, W, Wang, Y, Liu, P, and Geng, W. Overexpression of pleckstrin homology domain-containing family A member 4 is correlated with poor prognostic outcomes and immune infiltration in lower-grade glioma. Dis Markers (2022) 2022:1292648. doi: 10.1155/2022/1292648

34. Vivian, J, Rao, AA, Nothaft, FA, Ketchum, C, Armstrong, J, Novak, A, et al. Toil enables reproducible, open source, big biomedical data analyses. Nat Biotechnol (2017) 35(4):314–6. doi: 10.1038/nbt.3772

35. Chandrashekar, DS, Karthikeyan, SK, Korla, PK, Patel, H, Shovon, AR, Athar, M, et al. UALCAN: An update to the integrated cancer data analysis platform. Neoplasia (2022) 25:18–27. doi: 10.1016/j.neo.2022.01.001

36. Walter, W, Sanchez-Cabo, F, and Ricote, M. GOplot: an R package for visually combining expression data with functional analysis. Bioinformatics (2015) 31(17):2912–4. doi: 10.1093/bioinformatics/btv300

37. Franz, M, Rodriguez, H, Lopes, C, Zuberi, K, Montojo, J, Bader, GD, et al. GeneMANIA update 2018. Nucleic Acids Res (2018) 46(W1):W60–W4. doi: 10.1093/nar/gky311

38. Szklarczyk, D, Gable, AL, Nastou, KC, Lyon, D, Kirsch, R, Pyysalo, S, et al. The STRING database in 2021: customizable protein-protein networks, and functional characterization of user-uploaded gene/measurement sets. Nucleic Acids Res (2021) 49(D1):D605–D12. doi: 10.1093/nar/gkaa1074

39. Du, J, Li, Y, Su, Y, Zhi, W, Zhang, J, Zhang, C, et al. LncRNA pnky positively regulates neural stem cell migration by modulating mRNA splicing and export of target genes. Cell Mol Neurobiol (2022) 43(3):1199–218. doi: 10.1007/s10571-022-01241-4

40. Xu, Z, Chen, X, Song, L, Yuan, F, and Yan, Y. Matrix remodeling-associated protein 8 as a novel indicator contributing to glioma immune response by regulating ferroptosis. Front Immunol (2022) 13:834595. doi: 10.3389/fimmu.2022.834595

41. Cui, Y, Yang, J, Bai, Y, Li, Q, Yao, Y, Liu, C, et al. ENC1 facilitates colorectal carcinoma tumorigenesis and metastasis via JAK2/STAT5/AKT axis-mediated epithelial mesenchymal transition and stemness. Front Cell Dev Biol (2021) 9:616887. doi: 10.3389/fcell.2021.616887

42. Jiang, P, Gu, S, Pan, D, Fu, J, Sahu, A, Hu, X, et al. Signatures of T cell dysfunction and exclusion predict cancer immunotherapy response. Nat Med (2018) 24(10):1550–8. doi: 10.1038/s41591-018-0136-1

43. Reinhold, WC, Sunshine, M, Liu, H, Varma, S, Kohn, KW, Morris, J, et al. CellMiner: a web-based suite of genomic and pharmacologic tools to explore transcript and drug patterns in the NCI-60 cell line set. Cancer Res (2012) 72(14):3499–511. doi: 10.1158/0008-5472.CAN-12-1370

44. Matsui, Y, Hirata, Y, Wada, I, and Hosokawa, N. Visualization of procollagen IV reveals ER-to-golgi transport by ERGIC-independent carriers. Cell Struct Funct (2020) 45(2):107–19. doi: 10.1247/csf.20025

45. Boutilier, AJ, and Elsawa, SF. Macrophage polarization states in the tumor microenvironment. Int J Mol Sci (2021) 22(13):6995. doi: 10.3390/ijms22136995

46. Bruni, D, Angell, HK, and Galon, J. The immune contexture and Immunoscore in cancer prognosis and therapeutic efficacy. Nat Rev Cancer (2020) 20(11):662–80. doi: 10.1038/s41568-020-0285-7

47. Wang, H, Yung, MMH, Ngan, HYS, Chan, KKL, and Chan, DW. The impact of the tumor microenvironment on macrophage polarization in cancer metastatic progression. Int J Mol Sci (2021) 22(12):6560. doi: 10.3390/ijms22126560

48. Ozga, AJ, Chow, MT, and Luster, AD. Chemokines and the immune response to cancer. Immunity (2021) 54(5):859–74. doi: 10.1016/j.immuni.2021.01.012

49. Karin, N. Chemokines and cancer: new immune checkpoints for cancer therapy. Curr Opin Immunol (2018) 51:140–5. doi: 10.1016/j.coi.2018.03.004

50. Soongsathitanon, J, Jamjuntra, P, Sumransub, N, Yangngam, S, de la Fuente, M, Landskron, G, et al. Crosstalk between tumor-infiltrating immune cells and cancer-associated fibroblasts in tumor growth and immunosuppression of breast cancer. J Immunol Res (2021) 2021:8840066. doi: 10.1155/2021/8840066

51. Mao, X, Xu, J, Wang, W, Liang, C, Hua, J, Liu, J, et al. Crosstalk between cancer-associated fibroblasts and immune cells in the tumor microenvironment: new findings and future perspectives. Mol Cancer (2021) 20(1):131. doi: 10.1186/s12943-021-01428-1

52. Cortes-Mancera, FM, Sarno, F, Goubert, D, and Rots, MG. Gene-targeted DNA methylation: towards long-lasting reprogramming of gene expression? Adv Exp Med Biol (2022) 1389:515–33. doi: 10.1007/978-3-031-11454-0_18

53. Li, Z, Gu, TP, Weber, AR, Shen, JZ, Li, BZ, Xie, ZG, et al. Gadd45a promotes DNA demethylation through TDG. Nucleic Acids Res (2015) 43(8):3986–97. doi: 10.1093/nar/gkv283

54. Dai, X, Ren, T, Zhang, Y, and Nan, N. Methylation multiplicity and its clinical values in cancer. Expert Rev Mol Med (2021) 23:e2. doi: 10.1017/erm.2021.4

55. Weng, JY, and Salazar, N. DNA methylation analysis identifies patterns in progressive glioma grades to predict patient survival. Int J Mol Sci (2021) 22(3):1020. doi: 10.3390/ijms22031020

56. Luke, JJ, Bao, R, Sweis, RF, Spranger, S, and Gajewski, TF. WNT/beta-catenin pathway activation correlates with immune exclusion across human cancers. Clin Cancer Res (2019) 25(10):3074–83. doi: 10.1158/1078-0432.CCR-18-1942

57. Ruan, Y, Ogana, H, Gang, E, Kim, HN, and Kim, YM. Wnt signaling in the tumor microenvironment. Adv Exp Med Biol (2021) 1270:107–21. doi: 10.1007/978-3-030-47189-7_7

58. Patel, S, Alam, A, Pant, R, and Chattopadhyay, S. Wnt signaling and its significance within the tumor microenvironment: novel therapeutic insights. Front Immunol (2019) 10:2872. doi: 10.3389/fimmu.2019.02872

59. Balan, S, Saxena, M, and Bhardwaj, N. Dendritic cell subsets and locations. Int Rev Cell Mol Biol (2019) 348:1–68. doi: 10.1016/bs.ircmb.2019.07.004

60. Read, KA, Powell, MD, Sreekumar, BK, and Oestreich, KJ. In vitro differentiation of effector CD4(+) T helper cell subsets. Methods Mol Biol (2019) 1960:75–84. doi: 10.1007/978-1-4939-9167-9_6

61. Ruterbusch, M, Pruner, KB, Shehata, L, and Pepper, M. In vivo CD4(+) T cell differentiation and function: revisiting the th1/th2 paradigm. Annu Rev Immunol (2020) 38:705–25. doi: 10.1146/annurev-immunol-103019-085803

62. Kidd, P. Th1/Th2 balance: the hypothesis, its limitations, and implications for health and disease. Altern Med Rev (2003) 8(3):223–46.

63. Grabowski, MM, Sankey, EW, Ryan, KJ, Chongsathidkiet, P, Lorrey, SJ, Wilkinson, DS, et al. Immune suppression in gliomas. J Neurooncol (2021) 151(1):3–12. doi: 10.1007/s11060-020-03483-y

64. Wu, K, Lin, K, Li, X, Yuan, X, Xu, P, Ni, P, et al. Redefining tumor-associated macrophage subpopulations and functions in the tumor microenvironment. Front Immunol (2020) 11:1731. doi: 10.3389/fimmu.2020.01731

65. Liu, YJ, Zeng, SH, Qian, WH, Tao, MX, Zhu, YY, and Li, JP. DNTTIP2 expression is associated with macrophage infiltration and Malignant characteristics in low-grade glioma. Pharmgenomics Pers Med (2022) 15:261–75. doi: 10.2147/PGPM.S356326

66. Zhang, J, Liu, M, Fang, Y, Li, J, Chen, Y, and Jiao, S. TP53 R273C mutation is associated with poor prognosis in LGG patients. Front Genet (2022) 13:720651. doi: 10.3389/fgene.2022.720651

67. Biffi, G, and Tuveson, DA. Diversity and biology of cancer-associated fibroblasts. Physiol Rev (2021) 101(1):147–76. doi: 10.1152/physrev.00048.2019

68. Urbantat, RM, Vajkoczy, P, and Brandenburg, S. Advances in chemokine signaling pathways as therapeutic targets in glioblastoma. Cancers (Basel) (2021) 13(12):2983. doi: 10.3390/cancers13122983

69. Groblewska, M, Litman-Zawadzka, A, and Mroczko, B. The role of selected chemokines and their receptors in the development of gliomas. Int J Mol Sci (2020) 21(10):3704. doi: 10.3390/ijms21103704

70. Lepore, F, D'Alessandro, G, Antonangeli, F, Santoro, A, Esposito, V, Limatola, C, et al. CXCL16/CXCR6 axis drives microglia/macrophages phenotype in physiological conditions and plays a crucial role in glioma. Front Immunol (2018) 9:2750. doi: 10.3389/fimmu.2018.02750

71. Koper, OM, Kaminska, J, Sawicki, K, and Kemona, H. CXCL9, CXCL10, CXCL11, and their receptor (CXCR3) in neuroinflammation and neurodegeneration. Adv Clin Exp Med (2018) 27(6):849–56. doi: 10.17219/acem/68846

72. Briukhovetska, D, Dorr, J, Endres, S, Libby, P, Dinarello, CA, and Kobold, S. Interleukins in cancer: from biology to therapy. Nat Rev Cancer (2021) 21(8):481–99. doi: 10.1038/s41568-021-00363-z

73. Rose-John, S. Interleukin-6 family cytokines. Cold Spring Harb Perspect Biol (2018) 10(2):a028415. doi: 10.1101/cshperspect.a028415

74. Hirano, T. IL-6 in inflammation, autoimmunity and cancer. Int Immunol (2021) 33(3):127–48. doi: 10.1093/intimm/dxaa078

75. Ouyang, W, and O'Garra, A. IL-10 family cytokines IL-10 and IL-22: from basic science to clinical translation. Immunity (2019) 50(4):871–91. doi: 10.1016/j.immuni.2019.03.020

76. Zhang, X, Chu, H, Cheng, Y, Ren, J, Wang, W, Liu, X, et al. Identification of RUNX1 and IFNGR2 as prognostic-related biomarkers correlated with immune infiltration and subtype differentiation of low-grade glioma. Bosn J Basic Med Sci (2023) 23(3):405–25. doi: 10.17305/bjbms.2022.8086

77. Merlano, MC, Abbona, A, Denaro, N, and Garrone, O. Knowing the tumour microenvironment to optimise immunotherapy. Acta Otorhinolaryngol Ital (2019) 39(1):2–8. doi: 10.14639/0392-100X-2481

78. Qi, Y, Liu, B, Sun, Q, Xiong, X, and Chen, Q. Immune checkpoint targeted therapy in glioma: status and hopes. Front Immunol (2020) 11:578877. doi: 10.3389/fimmu.2020.578877

79. Wei, J, Chen, P, Gupta, P, Ott, M, Zamler, D, Kassab, C, et al. Immune biology of glioma-associated macrophages and microglia: functional and therapeutic implications. Neuro Oncol (2020) 22(2):180–94. doi: 10.1093/neuonc/noz212

80. Klemm, F, Maas, RR, Bowman, RL, Kornete, M, Soukup, K, Nassiri, S, et al. Interrogation of the microenvironmental landscape in brain tumors reveals disease-specific alterations of immune cells. Cell (2020) 181(7):1643–60 e17. doi: 10.1016/j.cell.2020.05.007

81. Da Ros, M, De Gregorio, V, Iorio, AL, Giunti, L, Guidi, M, de Martino, M, et al. Glioblastoma chemoresistance: the double play by microenvironment and blood-brain barrier. Int J Mol Sci (2018) 19(10):2879. doi: 10.3390/ijms19102879

82. Klausz, K, Kellner, C, Gehlert, CL, Krohn, S, Wilcken, H, Floerkemeier, I, et al. The novel dual topoisomerase inhibitor P8-D6 shows anti-myeloma activity In Vitro and In Vivo. Mol Cancer Ther (2022) 21(1):70–8. doi: 10.1158/1535-7163.MCT-21-0119

83. Choy, EH. Clinical significance of Janus Kinase inhibitor selectivity. Rheumatol (Oxford) (2019) 58(6):1122. doi: 10.1093/rheumatology/kez002

84. Li, Z, Zhang, J, Zheng, H, Li, C, Xiong, J, Wang, W, et al. Modulating lncRNA SNHG15/CDK6/miR-627 circuit by palbociclib, overcomes temozolomide resistance and reduces M2-polarization of glioma associated microglia in glioblastoma multiforme. J Exp Clin Cancer Res (2019) 38(1):380. doi: 10.1186/s13046-019-1371-0




Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.


Copyright © 2023 Zhi, Wang, Jiang, Gong, Chen, Mao, Deng and Zhao. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




[image: image]


OPS/images/fimmu.2022.1027631/fimmu-13-1027631-g005.jpg
0.00

100

e os{ R=035.p=54e05
e
__-E Q
&= 3

I || A——

R=055,p=14e-11

®  dnllde

s{ R=028.p=00011

GETscore

R=-085,p<220-16

U5

po—

T piky:

Innate immune score

Value

PoeoR

Clsseals Meserehymal_o Pronss





OPS/images/fimmu.2022.1027631/fimmu-13-1027631-g006.jpg
Fi3A1: @ @
oo
coLeas

coat]
coiazd

~GHIR-99021
®-XAV39
-58 216763
Vorinostat
Tubastatin A
AR42
LAs2¢
®-CUDC-101
@-cavio603
@ -Belinostat
@ Frese
~Phenformin H
PHA-763887 o N
THZ2-102-1
AT7519
~RO-3306 H
©-THz 249 S
-CaP-60474 o N Z
. -CGP-0829%6
. . o e:Lapaind

{ 1

o ® - Atatinib
® - -Cotuimab
. +Gefitnlo
~TGX221
PIK-93
KINOD1-102
©-25TKaT4
KINOD1-244
GSK690693
& ¢ AS-703026
©-GSK2126458
~CAL101
@ NPKrs 721
EMPS-1-IN-1
©:GsK1070916
@ ispinesi Mesylate E
Genentoch Cpd 10
UNGO838
“Midostaurin
@ wzsi0s
®-8Ha712 H
Lpazopan o ‘N
@ G018
XMD14-99
@-aLx92
@ Masiinid H F
. ~PHA-665752 N
~MP470 |
+TAEGB
L Grizotib 0
@-17-A4G
@ PcA-1 E
@ -BuISas541
YM201636
XMD13.2 o,
® -WZ-1-84 20
QLx-138 T
KINOO1-260 H
©-KIN0D1-236 )
@ w7241 H
- XMD8 85
a TL1-85 D
NG25
® Bnaeies PD-0325901
. +Elesciomol
. -FTL277
e  -oxsest
~Bortezomib
MG-132
+BMIS-509744
2610
o-snx21i2
©-QLXI61
. ~Cyciopamine
e o @ @i
. °
.

o TaK1S
LNk nhsor vit
 -Dasatinb S
* oo
-Saracatinib N
® Tamatnb

V4

o Lpo.0szso0t =
- selumetinib

@ -Bleomycin (50 uM)

@ tetrrrorate
5 Fuorouraci

@ Docetael F
L askassseon
Naviodax
osiozr

@-CP466722

®
°
°
°
.

LRy

Pla{
PTGS2+
MVE 1
cXcLe |
oxctsd
o201
Lumy
1GFBPe 1
DKK1{

d

coLaat 1
coLizaty

RARREST{

Speaman Gorslaion oroeom [8] 10[@] MEK1-2-inhibitor
— T

BE s N e

3
o]
@
s

Z-T





OPS/images/fimmu.2022.1027631/M1.jpg
)





OPS/images/fimmu.2022.1027631/M2.jpg
TP+FP @





OPS/images/fimmu.2022.1027631/fimmu-13-1027631-g001.jpg
== ACC
O F
0.84 1
0.829 0.8140 0,131
0.8110 9 gogg
0.8075 ( gog2 0.8068 ) gosy
08015 1 oon
0.80 1
0.78 4
07625 7606
0.76 1
0.7485 7459
0.74 4
0.72 1
0.70 _ " ‘
SVM-linear SVM-rbf SVM-sigmoid SVM-poly RF XGBoost ANN
=3 AcC c 1.00 5 + ACC
/| A * F1
08605 08599 [ AcC(std=0.026)
2| [ F1(std=0.026)
T Value within 1.5IQR
~— Median Line
08140 08131 08153 0.8137 08133 111 0.95 4 o e

Value

73 64 61

38

Number of immune signatures retained with 50, 70, 80, 90, 100 times, respectively

08050 0.8036
0.90 o .
0.85 —-
p 0.80 -—|—|—

ACC

+_ Outliers

F1





OPS/images/fimmu.2022.1027631/fimmu-13-1027631-g002.jpg
Risk - High sk ~ Lo isk ~+ Medan isk

Characteristics Coefficient Pvalue  Hazard Ratio(95% C))
Adipocytes 0284 o P<0001  133(1.19-148) b
Melanocytes 0224 - P<0.001 1.25(1.12-1.39)
Macrophages 022 ot P<0001  125(1.12-1.39) o
NKT 0223 o P<0001  125(1.12-14) -
CLP 0209 la gl P<0.001 1.23(1.11-1.37)
Macrophages M1 0206 o P<0001  123(11-137) &
Hepatocytes 0.187 o P<0001  121(1.09-133) PROOOY
Mesangial cells 0186 o P<0001  12(109-133) 000
Basophils 0223 ot P<0001  0.8(0.702-0.912) 0. o 02“":!“ snw‘lm) o 0w
Astrocytes 0165 o 0002 1.18(1.06-1.31) Number at risk
Sebocytes 0168 bgl 0002 1.18(1.06-1.32) 3 e e - 2 2 2 o
Keratinocytes 0159 o 0003 1.47(1.0613) % Medanriski 175 ) 0 0 0 0
o 1000 2000 3000 4000 5000
StromalScore 0.168 o 0003 1.18(1.06-1.32) Overal Sunvival(day)
MsC 0153 o 0003 1.17(1.051.29)
Epithelial cells 0.146. Ll 0.005 1.16(1.05-1.28) C Time-dependent ROC curve
SART3 0156 B 0005  0855(0.766-0.955)
innate_score 0148 Rl 0,006 1.16(1.04-1.29) =4
TumorPuity 0153 o 0006 0859(0.769-0.958) &
Smoothmuscle 016 o 0006 0.852(0.76.0956) =
CDS6brightnatural kiler.cell  -0.146 B 0008 0864(0.776-0.962) &
Monocytes 0141 o 0008 1.15(1.041.28) S
Eosinophils 0133 e 0016 1.14(1.031.27) <
CD4.Tem 0411 to 002 1.12(1.021.23) °
HAVCR2 0118 re 0027 1.13(1.011.25) 84
Fibroblasts 013 o 0032 0878(0.779-0.989)
Iy Endothelial cells 0113 : ‘vh : 004 1.12(1.01-1.25) S 1 . . . : . .
0 1 Py 0.0 0.2 04 06 0.8 1.0
Hazard Ratio AuC l?f ;2.::-2 = 0.663
Time-dependent ROC curve E Time-dependent ROC curve
e Sl
o | LA
S S
o | s
S S
< <
S S
& 8
S S
o | e |
e T T T T T T ° T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
1-Specificity 1-Specificity
AUC of 3 years = 0.781 AUC of 5 years = 0.903
Characteristics _Coefficient Pvalue Hazard Ratio(95% Cl) Characteristics ~ Coefficient Pvalue  Hazard Ratio(95% CI)
DH status 0622 e 0002 188(1.25.2.77) Risk score 0473 0045 1604(1.01-2549)
MGMTstatus 0673 —e——  P<0001  196(1.35284)
Saotiar i 5 TR IDH status 0827 026 2287(0.542-9.643)
R 0020 P<0001  103(1021.04) MGHT status 0735 —.— P<0001  2086(1423-3.06)
Risk score 1 —e— P<0001 272219337 Age 0,035 P<0001  1.036(1.019-1.053)

T T T

0o 1 2
Hazard Ratio

- T T

[ 2 4 6
Hazard Ratio






OPS/images/fimmu.2022.1027631/fimmu-13-1027631-g003.jpg
A

T

T

|

g

1 sobnge
Corss
i ot 081 osercryms

-
o6
ot
Witoe

[

o

i i \wmm

02!

Unmetyaed
remtes

Tumorputty
o5

I«sm

r—

v i

i -

. e
!
S [

B Clsscal B vesenchymal B Proneurs

L e E———

050

Sunvival probabilty

025

000

[ re— - p—

75

value

200 £
Overall Suival(day)

0
2 0
h 3

25

;;I e

gl-eo

200 000
Overall Sunival(day)

8 Casscsl £ mesercrymal £ proversl

§looo

3 .
ik o

B8 Classcal B Vesenchymel B Proneurl

20

05

3000

2000

1000

value

-1000

2000

85

o .
et e

8 Cassca £ Mosercryml S Provau

© e
e o

[ pr—— -

s

log2(expression)

o

ns

log2(expression)

N @
wogpl an R

\pe? pOCQ‘\\—G'L o

B Casscal B oserchyma B Proneurs

WMZGRCE oSt onil oo kez%"“@k‘ WP oE e R

J

4000

expression

2000

=

o

B8 Clascal B Mosenchymal B3 Proneura

1.25

08

value

04

00

B

TR o f o 5 e h R e W % ¥

1"

i

imm ﬁﬁﬁmﬂ;

Y —

1.00

0.75

value

0.50

0251

0.00

= T r™

Gl

vae&@eg@l‘géz“‘w‘“(% IR x@?ﬁgﬁﬁ&ﬂﬁ%

m
\Na

T s 3

TR
0 oo
Na\eé

va\ “\\\i‘“a\ \‘\\\B(

St 0556\‘“ Caee® s
e





OPS/images/fimmu.2022.1027631/fimmu-13-1027631-g004.jpg
KEGG_NOD_LIKE_RECEPTOR_SIGNALING_PATHWAY
KEGG_AMINO_SUGAR_AND_NUCLEOTIDE_SUGAR_METABOLISM
KEGG_HEMATOPOIETIC_CELL_LINEAGE

KEGG_LEISHMANIA_INFECTION 0
KEGG_CYTOKINE_CYTOKINE_RECEPTOR_INTERACTION
KEGG_VIRAL_MYOCARDITIS
KEGG_SYSTEMIC_LUPUS_ERYTHEMATOSUS

|| KEGG_LEUKOCYTE_TRANSENDOTHELIAL_MIGRATION
KEGG_TOLL_LIKE_RECEPTOR_SIGNALING_PATHWAY

REACTOME_INTERLEUKIN_10_SIGNALING
REACTOME_NEUTROPHIL_DEGRANULATION

REACTOME_SIGNALING_BY_INTERLEUKINS
| REACTOME_RESPONSE_TO_ELEVATED_PLATELET_CYTOSOLIC_CA2

REACTOME_INTERLEUKIN_4_AND_INTERLEUKIN_13_SIGNALING

REACTOME_COLLAGEN_FORMATION
REACTOME_ASSEMBLY_OF_COLLAGEN_FIBRILS_AND_OTHER_MULTIMERIC_STRUCTURES
REACTOME_COLLAGEN_DEGRADATION
REACTOME_CASPASE_ACTIVATION_VIA_DEATH_RECEPTORS_IN_THE_PRESENCE_OF_LIGAND
REACTOME_PURINERGIC_SIGNALING_IN_LEISHMANIASIS_INFECTION

GOMF_PROTEASE_BINDING
GOMF_FIBRONECTIN_BINDING
GOMF_CYTOKINE_BINDING
GOMF_CARBOHYDRATE_BINDING
GOMF_COPPER_ION_BINDING
GOMF_OPSONIN_BINDING
GOMF_CORECEPTOR_ACTIVITY
GOMF_CYTOKINE_RECEPTOR_BINDING
GOMF_NADPLUS_NUCLEOSIDASE_ACTIVITY
GOMF_COLLAGEN_BINDING

l GOBP_T_HELPER_2_CELL_DIFFERENTIATION

GOBP_REGULATION_OF_T_HELPER_2_CELL_DIFFERENTIATION
GOBP_REGULATION_OF_T_HELPER_1_CELL_DIFFERENTIATION
GOBP_POSITIVE_REGULATION_OF_T_HELPER_CELL_DIFFERENTIATION
GOBP_REGULATION_OF_T_HELPER_1_TYPE_IMMUNE_RESPONSE
GOBP_REGULATION_OF_MONONUCLEAR_CELL_MIGRATION
GOBP_REGULATION_OF_MONOCYTE_CHEMOTAXIS
GOBP_MONOCYTE_CHEMOTAXIS
GOBP_REGULATION_OF_MACROPHAGE_ACTIVATION
GOBP_OVULATION

KEGG_ECM_RECEPTOR_INTERACTION
KEGG_COMPLEMENT_AND_COAGULATION_CASCADES 0.5
KEGG_OTHER_GLYCAN_DEGRADATION

KEGG_LEUKOCYTE_TRANSENDOTHELIAL_MIGRATION
KEGG_NOD_LIKE_RECEPTOR_SIGNALING_PATHWAY 0
KEGG_GLYCOSAMINOGLYCAN_DEGRADATION
KEGG_AMINO_SUGAR_AND_NUCLEOTIDE_SUGAR_METABOLISM
KEGG_CYTOKINE_CYTOKINE_RECEPTOR_INTERACTION

KEGG_APOPTOSIS 0.5
KEGG_LYSOSOME

REACTOME_SYNDECAN_INTERACTIONS

| REACTOME_ELASTIC_FIBRE_FORMATION
REACTOME_CASPASE_ACTIVATION_VIA_DEATH_RECEPTORS_IN_THE_PRESENCE_OF_LIGAND
REACTOME_REGULATED_NECROSIS
REACTOME_RESPONSE_TO_ELEVATED_PLATELET_CYTOSOLIC_CA2
REACTOME_KERATAN_SULFATE_DEGRADATION
REACTOME_INTEGRIN_CELL_SURFACE_INTERACTIONS

REACTOME_REGULATION_BY_C_FLIP
REACTOME_MOLECULES_ASSOCIATED_WITH_ELASTIC_FIBRES
REACTOME_EXTRACELLULAR_MATRIX_ORGANIZATION

| GOMF_COLLAGEN_BINDING

GOMF_PROTEASE_BINDING

GOMF_FIBRONECTIN_BINDING

GOMF_INTEGRIN_BINDING
GOMF_CYSTEINE_TYPE_ENDOPEPTIDASE_ACTIVITY_INVOLVED_IN_APOPTOTIC_PROCESS
GOMF_TRANSFORMING_GROWTH_FACTOR_BETA_BINDING
GOMF_CARBOHYDRATE_BINDING
GOMF_EXTRACELLULAR_MATRIX_BINDING
GOMF_TUMOR_NECROSIS_FACTOR_ACTIVATED_RECEPTOR_ACTIVITY
GOMF_LAMININ_BINDING

GOBP_TUMOR_NECROSIS_FACTOR_MEDIATED_SIGNALING_PATHWAY
GOBP_POSITIVE_REGULATION_OF _I_KAPPAB_KINASE_NF_KAPPAB_SIGNALING
GOBP_RESPONSE_TO_TUMOR_NECROSIS_FACTOR
GOBP_CELL_CELL_ADHESION_MEDIATED_BY_INTEGRIN
GOBP_NEGATIVE_REGULATION_OF_INTERLEUKIN_8_PRODUCTION
GOBP_BIOLOGICAL_PROCESS_INVOLVED_IN_SYMBIOTIC_INTERACTION
GOBP_|_KAPPAB_KINASE_NF_KAPPAB_SIGNALING
GOBP_CELL_ADHESION_MEDIATED_BY_INTEGRIN

GOBP_ENTRY_INTO_HOST
GOBP_INTERLEUKIN_8_PRODUCTION

Subtypes
KEGG_COMPLEMENT_AND_COAGULATION_CASCADES l Classical
0.5

Mesenchymal

Subtypes Subtypes

Proneural
Mesenchymal





OPS/images/fimmu.2022.980378/table1.jpg
Variable n Overall, n = 1,018" High, n = 509! Low, n = 509" p-value2

Age 1,017 43 (35, 51) 45 (37, 55) 41 (34, 48) <0.001
Gender 1,018 03
Female 422 (41%) 202 (40%) 220 (43%)

Male 596 (59%) 307 (60%) 289 (57%)

survival 983 39 (11, 59) 29 (8, 40) 48 (17, 76) <0.001
status 989 <0.001
Alive 388 (39%) 113 (23%) 275 (56%)

Dead 601 (61%) 382 (77%) 219 (44%)

Grade 1,013 <0.001
I 291 (29%) 92 (18%) 199 (39%)

jits 334 (33%) 143 (28%) 191 (38%)

v 388 (38%) 271 (54%) 117 (23%)

Histology 1,013

Oligodendroglioma 112 (11%) 11 (22%) 101 (20%)

Oligoastrocytoma 9 (0.9%) 3 (0.6%) 6 (1.2%)

Astrocytoma 175 (17%) 79 (16%) 96 (19%)

Anaplastic Oligodendrolgioma 94 (9.3%) 16 (3.2%) 78 (15%)

Anaplastic Oligoastrocytoma 21 (2.1%) 10 (2.0%) 11 (2.2%)

Anaplastic Astrocytoma 214 (21%) 116 (23%) 98 (19%)

GBM 388 (38%) 271 (54%) 117 (23%)

Subtype 435 <0.001
Classical 162 (37%) 122 (40%) 40 (31%)

Mesenchymal 116 (27%) 99 (32%) 17 (13%)

Proneural 157 (36%) 87 (28%) 70 (55%)

IDH-status 966 <0.001
Mutant 531 (55%) 173 (36%) 358 (74%)

Wildtype 435 (45%) 308 (64%) 127 (26%)

codel_1p19q 940 <0.001
Codel 212 (23%) 27 (5.5%) 185 (41%)

Non-codel 728 (77%) 462 (94%) 266 (59%)

Recurrence 1,014 0.054
Primary 651 (64%) 314 (62%) 337 (66%)

Recurrent 333 (33%) 171 (34%) 162 (32%)

Secondary 30 (3.0%) 21 (4.2%) 9 (1.8%)

"Mean (IQR); n (%).
*Welch Two Sample t-test; Pearson’s Chi-squared test.
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Subjects Design

Healthy men Volunteers were randomized to 7 drug dose-escalating groups
between the ages of (20 for asunercept, 14 for placebo).

18 and 45

Transfusion- 14 and 6 patients received 100 mg and 400 mg asunercept per

dependent MDS
patients with low or

week, respectively.

intermediate risk
MDS

Two patients with
high-grade glioma

Patients received asunercept via intravenous infusion in
different doses.

Patients with first
or second

26 patients received reirradiation alone and 58 patients
received reirradiation combined with asunercept.
progression of

GBM

Newly-diagnosed
glioblastoma

3 patients received low dose (200 mg/week) of asunercept
combined with standard radiotherapy/temozolomide, while 7
patients received high dose (400 mg/week) of asunercept
combined with standard radiotherapy/temozolomide.

Safety and tolerability

60.0% patients who received
Asunercept reported 19 AEs
with an occurrence rate similar
to the placebo group (57.1%).
Only one possible treatment-
related AE (headache) reported.

AEs occurred in 18 (90%)
patients.

5 (25%) patients reported
serious SAEs, 2 patients were
considered experiencing
treatment related AEs

1 patient with GBM remained
stable for 12 weeks.

Relevant data for patient with
anaplastic oligodendroglioma

'WHO grade III was unavailable.

No impairment of QoL was
observed.

Most patients tolerated
reirradiation plus asunercept
treatment well.

68 AEs were reported in 10
people, mainly hair loss (60%)
and constipation (60%).

Only one possibly treatment
related AE (Grade 1 gingival)
was considered.

Efficacy

Unknown

Blood transfusion requirement
of 20 patients decreased
dramatically at 24 weeks after
treatment.

Unknown

Treatment with asunercept plus
reirradiation significantly
prolonged TtD compared with
reirradiation alone

PFS-6 was 3.8% in the
reirradiation group, while PFS-6
in the reirradiation plus
asunercept group increased to
20.7%

High dose of asunercept
increased PFS-6 from 33.3% to
57.1%.

In the high dose group, 4 of 7
patients had no disease
progression after one year.

AEs, adverse events; SAEs, serious adverse events; QoL, quality of life TtD, time to deterioration; PES-6, 6-month progression-free survival.

Reference

(128)

(129)

(128)

(130, 131)

(132)
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Survival proba

Survival proba

CGGA TCGA Rembrandt
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GSE16011 GSE4412 GSE43289
Strata == High == Low Strata == High == Low Strata == High == Low
1.00]
2 0759 2
a o
© ©
Q Q
[ [
G 0504 a
© ©
2 2
2 2
3 3
@ 0259 @
P
0004
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Time in months Time in months Time in months
SLC11A1 High Low Weight Weight Risk Ratio Risk Ratio
Study Events Total Events Total (fixed) (random) MH, Fixed + Random, 95% CI MH, Fixed + Random, 95% CI
CGGA 380 492 216 491 38.1% 17.9% 1.76 [1.57; 1.96] .
TCGA 182 334 57 333 10.1% 16.6% 3.18[2.46; 4.11] :
Rembrandt 181 200 134 197 23.8% 18.0% 1.33[1.20; 1.48]
GSE16011 117 133 122 138 21.1% 18.1% 1.00[0.91; 1.09]
GSE4412 32 43 27 42 48% 16.3% 1.16 [0.87; 1.54]
GSE43289 12 20 12 20 21% 13.2% 1.00 [0.60; 1.66]
Total (fixed effect, 95% CI) 1222 1221 100.0% = 1.59 [1.49; 1.70]
Total (random effects, 95% Cl) --  100.0% 1.44 [1.02; 2.05]

Heterogeneity: Tau? = 0.1725; Chi? = 162.15, df = 5 (P < 0.01); I? = 97%
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Log rank test Cox multivariate analysis

Chi square HR (95% Cl)
Siglec15 overexpression 15.859 <0.001* 0.48790 (0.24948-0.96556) 0.0369%
Resection extent 6644 0010 1.93127 (1.0651-3.502499) 0.031*
WHO grade 83.476 <0.001% 51.863 (20.486-131.300) < 0.001*
Radiotherapy 6.143 0013 3.606 (1.842-7.057) <0.001*
Chemotherapy 4741 0.029* 11.728 (4.941-27.839) <0.001*
IDH1/2 mutation ‘ 21171 <0.001* 1.073 (0.512-2.246) 0.852

*P < 0.05.
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Normal brain Glioma
WHO Il
Total no. of patients 6 30 25 37 92
Male 3 16 11 19 46
Female 3 14 14 18 46
[ Extent initial surgical resection (n)
GTR 18 19 22 59
STR or biopsy 12 6 15 33
‘ Radiotherapy
‘ Yes 23 18 30 71
No 7 7 7 21
Chemotherapy
Yes 16 16 29 61
No 14 9 8 31
[ Siglec15 expression
Low expression (TIS < 4) 6 20 11 11 42
High expression (TIS > 4) 0 10 14 26 50
IDH-1/2 mutation
Mutation 25 18 4 47
Wildtype 5 7 33 45
1p/19q co-deletion
|
Co-deletion 1 3 5 9
Non-codeletion 1 6 15 22
N/A 28 16 17 61
‘ TERT mutation
Mutation 1 6 11 18
Wildtype 1 3 9 13
N/A 28 16 17 61
‘ EGFR amplification
‘ Yes 0 2 9 10
No 2 7 11 21
N/A 28 16 17 61
‘ CDKN2A/B homozygous loss
Homozygous loss 0 1 4 5
Non-homozygous loss 2 8 16 26
N/A 28 16 17 61
‘ MGMT promoter methylation
Methylated 2 6 15 23
Unmethylated 0 3 5 8
N/A 28 16 17 61
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TCGA CGGA

Number of patients (n, %) 670 (100) 693 (100)
Age (y), median (range) 46 (14-89) 43(11-76)
Gender (n, %)

Male 386 (57.61) 398 (57.43)

Female 284 (42.39) 295 (42.57)

Histological grade (n, %)

WHO I 216 (32) 188 (27.13)
WHO 11T 237 (35) 255 (36.80)
WHO IV 7 160 (24) 249 (35.93)
N/A 57 (9) 1(0.14)

IDH status (n, %)

Mutation 424 (63.28) 356 (51.37)
Wildtype 478 (68.98) 286 (41.27)
N/A 70 (10.10) 51 (7.36)

1p/19q (n, %)
Co-deletion 168 (25.07) 145 (20.92)
Non-codeletion 496 (74.03) 478 (68.98)

N/A 6 (0.90) 70 (10.10)
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Descriptio Gene markers Cor

CD8+ T cell CD8A 0.23 il
CD8B 0.14 et
T cell (general) CD3D 048 o
CD3E 0.51 i
CD2 0.51 bl
CD3G 0.36 o
CD4 0.61 e
B cell CD19 0.50 o
CD79A 0.34 o
CD79B 0.46 i
MS4A1 0.16 b
Monocyte CD86 0.59 b
CD115 (CSFIR) 048 e
TAM CCL2 048 o
| CD68 0.62 fisd
IL10 047 i
M1 Macrophage TNOS (NOS2) -0.14 i
PTGS2 0.12 i
M2 Macrophage CD163 0.49 ki
VSIG4 0.52 e
| TGFB1 0.67 ot
Neutrophils CD11b (ITGAM) 0.54 L
‘ CCR7 0.26 s
FCGR3B 0.40 o
CXCR2 0.39 Ll
NK cell KLRF1 0.09 5
GNLY 043 i
NKG7 0.44 "
KLRD1 0.27 e
Dendritic cell ‘ HLA-DPB1 0.65 i
HLA-DQBI 0.46 L
HLA-DRA 0.66 o
HLA-DPA1 0.63 b
CD11C (ITGAX) 0.53 o
Thl T-bet (TBX21) 0.39 b
I | STAT1 0.40 ha
Th2 GATA3 045 o
STAT6 0.36 b
STAT5A 0.62 e
‘ IL6 0.41 kil
Tth BCL6 0.05 0.25
| CXCR5 0.07 0.11
Th17 STAT3 041 e
IL17A 0.053 0.23
Treg FOXP3 -0.17 il
STAT5B —0.08 0.07
Tex PD-1 (PDCD1) » 047 o
CTLA4 0.36 e
LAG3 0.32 b
TIM-3 (HAVCR2) 0.64 e
Mast cells TPSB2 -0.14 b
TPSABL 0.02 I 0.58
HDC » 0.18 b

TAM, tumor-associated macrophage; Th, T helper cell; Tth, Follicular helper T cell; Treg regulatory T cell, Tex, exhausted T cell; Cor, R value of Spearman’s correlation. *< 0.05, **< 0.01,
5 0,001,
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PLEKHA4, ARQ-680
Cor=0.533, p<0.001

Expression

PLEKHA4, SB-590885
Cor=0.470, p<0.001

IC50

PLEKHA4, PLX-4720
Cor=0.523, p<0.001

PLEKHA4, Vemurafenib
Cor=0.513, p<0.001

PLEKHA4, PLX-8394
Cor=0.502, p<0.001

Expression

PLEKHA4, Encorafenib
Cor=0.461, p<0.001

IC50

Expression

Expression

PLEKHA4, HYPOTHEMYCIN PLEKHA4, CC-90003

Cor=0.460, p<0.001

Cor=0.455, p<0.001
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TCGA CGGA WCH

Glioma Patients

cohort cohort cohort

Sample size 666 229 78
Normal Brain 5 - 16
Age 46 (14-89) 43 (10-79) 46 (14-77)
Sex

Female 282 87 31

Male 382 142 47

NA 2 0 0
Histology

Astrocytoma 343 84 22

Oligodendroglioma 168 60 21

Glioblastoma 155 85 35
WHO Grade | |

QG2 | 216 | 94 | 29

G3 237 50 14

G4 155 85 35

NA 58 0 0

IDH mutation status

Mutant 424 116 42
WT 237 112 36
NA 5 1 0

1p19q codeletion status

Codel 168 54 19
Non-codeletion 491 172 44
NA 7 3 15

TERT promoter mutation

status
Mutant 341 - 30
WT 157 - 24
NA 168 - 24

MGMT promoter methylation status

Methylated 473 99 36
Unmethylated 160 116 13
NA 33 14 29

ATRX mutation status -

Mutant 194 - 23
WT 461 - 53
NA 11 - 2

TCGA, The cancer Genome Atlas; CGGA, Chinese Glioma Genome Atlas; WCH, West China
Hospital; WHO, World Health Organization; IDH, isocitrate dehydrogenase; TERT, telomerase
reverse transcription; MGMT, O6-methylguanine-DNA methyltransferase; ATRX, alpha
thalassemia/mental retardation syndrome X-Linked protein/gene; W'T, wild; NA, not available.
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