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Editorial on the Research Topic 


Cancer metabolism: molecular insights, metabolic crosstalk in the tumor microenvironment, and implications for therapy





Introduction

Cancer, as one of the most pressing health issues of the world, continues to be a focal point of extensive research (1). Over the years, our understanding of this complex disease has evolved considerably, progressing from a primarily genetic perspective to encompass various other facets, including the intricate alterations in cellular metabolism (2). Metabolic reprogramming in cancer cells, often termed as one of the ‘hallmarks of cancer’, has garnered significant attention due to its potential as a therapeutic tractable vulnerability (3). Tumors are far from being homogeneous entities, and the tumor microenvironment - an intricate network composed of cancer cells, immune cells, fibroblasts, blood vessels, and extracellular matrix - plays a vital role in tumor development, progression and metastasis (4). Crucially, the metabolic interactions within this complex network, often referred to as ‘metabolic crosstalk,’ significantly influence cancer progression and the therapeutic response (5). The exploration of these metabolic alterations not only improves our understanding of the disease but also holds the promise of identifying novel therapeutic vulnerabilities for cancer treatment.

In this special Research Topic, “Cancer Metabolism: Molecular Insights, Metabolic Crosstalk in the Tumor Microenvironment, and Implications for Therapy”, we have compiled a series of 23 articles that delve into the various aspects of cancer metabolism, highlighting both the potential therapeutic implications and the advancements in our understanding of metabolic alterations in cancer cells and in the tumor microenvironment. These articles explore the depth and breadth of cancer metabolism, examining metabolic pathways’ reprogramming in cancer cells, the interplay between tumor cells and the tumor microenvironment, and the implications for therapy (6). This editorial provides an overview of these insightful articles, showcasing the crucial contributions they make to this important area of research.





Articles overview

The contributions to the Research Topic, “Cancer Metabolism: Molecular Insights, Metabolic Crosstalk in the Tumor Microenvironment, and Implications for Therapy,” cover various aspects of cancer metabolism. The fascinating realm of molecular biology has recently turned its lens to the mechanistic understanding of metabolic dysregulation displayed by cancer cells. As one of the most persistent and lethal diseases in human history, a thorough understanding of the cellular and molecular events that drive tumorigenesis, the disease aggressiveness and failure of therapy is critical. In this editorial, we bring together a series of recent studies that have each contributed unique insights into the metabolic dysfunctions that underlie cancer progression.





Molecular mechanisms and metabolic dysregulation in cancer cells and stromal cells in tumor microenvironment

The research landscape on molecular mechanisms and metabolic dysregulation in cancer is brimming with new insights, painting a clearer picture of the intricate interplay among genes, proteins, and metabolic pathways. With every breakthrough, we grow closer to unlocking therapeutic strategies that can harness these discoveries. The contributions under this theme span a broad spectrum, from the enigmatic roles of mitochondrial uncouplers to the potentials of ferroptosis in glioma treatment. One seminal study unveils the paradoxical effects of the mitochondrial uncoupler 2,4-dinitrophenol (DNP) on human glioma cells. Contrary to conventional viewpoint, chronic exposure to DNP enhanced tumor growth and metastatic attributes, exhibiting elevated glycolysis and oxidative phosphorylation levels. These findings raise provocative questions, urging caution in the therapeutic use of mitochondrial uncouplers and advocating further probing into this conundrum (Rai et al.). Aboouf et al. offer a comprehensive analysis of erythropoietin receptor (EPOR) and its influence on cancer cell mitochondrial metabolism and tumor growth. By uncovering the mechanisms by which EPOR regulates mitochondrial biogenesis and metabolism, the study identifies novel paths for research into tumor growth modulation.

Like glucose, cancer cells are also addicted to enhanced glutamine uptake and metabolism. A study in this topic reevaluates role of enhanced glutamine metabolism and regulation of glutamine addiction in cancer. By unraveling the multifaceted relationship between glutamine and oncogenes, the review highlights the importance of polytherapeutic strategies targeting glutamine metabolism (Ni et al.). The study’s emphasis on the overlooked glutaminase II pathway brings a novel angle to glutamine metabolism’s targeting, casting a new perspective on therapeutic interventions

In a study by Wang et al., the role of inorganic pyrophosphatase (PPA1) in malignant tumors is meticulously evaluated. Recognized for its participation in energy metabolism, PPA1 emerges as a promising avenue for tumor diagnosis and therapy, with implications across various malignancies. Another key area of research in cancer and metabolism is the regulation of altered lipid metabolism, redox state and oxidative stress. Altered lipid metabolism can hamper the cellular redox state and can cause oxidative stress which can lead to cells death. Ferroptosis is a new form of regulated cell death characterized by iron-dependent lipid peroxidation. A review article published in this topic highlights the regulation of ferroptosis and its roles in glioma. The authors outline the key regulators, pathways, and crosstalk with other cell death forms, positioning ferroptosis as a potential target in glioma treatment. The insights into therapeutic resistance associated with ferroptosis pave the way for future treatment strategies in neuro-oncology (Shi et al.). Another review article under this topic provide an illuminating view of the Uridine diphosphate (UDP)-glycosyltransferases (UGTs) superfamily and its part in tumor cell metabolism. This article unravels the complex roles of UGTs in lipid, drug, and hormone metabolism, with far-reaching implications for cancer development and prognosis (Liu et al.).

A research article in this Research Topic investigated the role of chromatin regulators (CRs) on tumor microenvironment remodeling and hepatocellular carcinoma (HCC) prognosis. This study yields a groundbreaking CRsscore, serving as an independent prognostic index. The study sheds light on the intertwining of epigenetics, energy metabolism, and cuproptosis in HCC, opening new avenues for therapeutic targeting and personalized interventions (Dai et al.). Lastly, the work by Benito-Lopez et al. probes the relationship between metabolic reprogramming and immune checkpoints in the tumor microenvironment (TME). By uncovering how metabolic changes modulate anti-tumor immune functions, the review provides advancements in the understanding of the TME’s complexity. The insights into an immunosuppressive feedback loop steered by nutrient deprivation and by-product accumulation hold potential for synergistic cancer treatments with metabolic and immune checkpoint inhibitors.

Together, these contributions form a rich tapestry of cutting-edge research that elucidates the intricate molecular mechanisms at play in cancer metabolism. The pioneering studies featured here add invaluable dimensions to the growing knowledge base, strengthening the foundation for future therapeutic innovations and personalized patient care.





Cancer metabolism as a therapeutic target: new insights and discoveries

Understanding the intricacies of cancer metabolism has become a crucial aspect of cancer research, heralding the discovery of innovative therapeutic targets and strategies. By harnessing the unique metabolic dependencies of cancer cells, researchers are opening doors to tailored treatments that promise more effective outcomes. This editorial delves into recent studies that have marked substantial progress in this field. Along with glucose metabolism, cancer cells also exhibit an altered lipid metabolism as it not only facilitates cancer cells to meet high energy demand but also help structural support such as biosynthesis of new plasma membrane (7). Taking this into consideration, targeting cholesterol metabolism could be an attractive therapeutic strategy for various cancer types. On these lines, a study spotlight the anti-tumor effects of stigmasterol, a plant-derived phytosterol, found in various plants such as herbs, soybeans, and tobacco. Not only is stigmasterol known for its anti-inflammatory and anti-diabetic properties, but it has also shown to have substantial anti-tumor activity in malignancies like breast, lung, liver, and ovarian cancers. Through mechanisms that include the regulation of the PI3K/Akt signaling pathway and effects on cyclins and cyclin-dependent kinases (CDKs), it demonstrates potential in promoting apoptosis, inhibiting proliferation, metastasis, and invasion, while inducing autophagy in tumor cells. Zhang et al.’s comprehensive review emphasizes stigmasterol’s promising role as a novel anti-tumor agent. Another study in this topic have taken an innovative prognostic approach by exploring fatty acid and lactate metabolism in osteosarcoma patients. Their research reveals that higher fatty acid and lactate risk scores may impair immune function and adversely affect patient prognosis. These findings could serve as a vital guide in shaping future osteosarcoma treatment strategies (Wu et al.).

The complex relationship between the tumor microenvironment (TME) and metabolic changes leading to drug resistance in cancer. An interesting study delve into studying the interaction between stromal and cancer cells in multiple myeloma (MM). By examining the interaction between MM cells and bone-marrow stromal cells (BMSCs), they uncover how the co-culture leads to a metabolic shift that favors drug resistance. Their work emphasizes the need for a more holistic approach to cancer biology, considering not only cancer cells but also their surroundings, which may reveal untapped therapeutic targets (Montoya et al.). Taking on the challenge of enhancing the effectiveness of STING agonists (STINGa) in cancer therapy, Moshnikova et al. present a pioneering method using pH Low Insertion Peptide (pHLIP). This approach extends the blood longevity of STINGa and targets them to acidic tumor components. The result is a remarkable potential to eradicate tumors and induce a sustained immune response against cancer recurrence. Moshnikova et al.’s study marks an essential development in cancer immunotherapy, shedding light on a strategy that not only targets tumors but also fortifies anti-cancer immunity by activating T-cells.

In conclusion, these recent studies collectively shed light on the dynamic landscape of cancer metabolism. From unveiling the potential of naturally occurring substances like stigmasterol to the innovative use of targeted peptides, the research pushes the boundaries of therapeutic intervention. By uncovering previously unexplored connections and emphasizing the complexity of metabolic network in cancer, they offer renewed hope for patients and practitioners alike. This fresh perspective on the metabolic aspects of cancer emphasizes the importance of continued research, collaboration, and innovative thinking in the relentless pursuit of better therapeutic outcomes.





Exploring predictive models in cancer metabolism and their translational implications

The rising tide of computational biology and modeling is revolutionizing translational research, especially in the realm of cancer therapeutics. Through the prism of predictive models, we can decipher the intricate molecular facets of diseases and pave the way for innovative therapeutic interventions. In this editorial, we spotlight recent contributions under this research theme, highlighting the myriad ways predictive models and their translational applications in bolstering the fight against cancer. These diverse studies, though exploring multiple topics, converge on a shared mission: unraveling the multifaceted disease mechanisms to improve therapeutic outcomes in cancer patients.

In a notable investigation, Zhang et al. delved into metabolic shifts in clear cell renal cell carcinoma (ccRCC). Their goal was to construct a prognostic model to aid clinical endeavors. Through meticulous analysis, they pinpointed metabolic genes integral to ccRCC prognosis. This led to a prognostic risk score model with six pivotal genes showing a strong link with patient survival rates. The model’s efficacy was reaffirmed in multiple cohorts, emphasizing its potential in clinical prognosis and therapy for ccRCC. Li et al. presented a comprehensive meta-analysis on the proline metabolism enzyme Δ1-Pyrroline-5-carboxylate reductase (PYCR1) and its role in cancer prognosis. In a meta-analysis by collating data from diverse sources, they unveiled the correlation of high PYCR1 expression with increased tumor progression and metastasis in multiple cancer types. Cao et al.’s research casts light on fatty acid metabolism’s relationship with high-grade serous ovarian cancer (HGSOC) prognosis. Their study delineated a fatty acid signature correlating with prognosis, emphasizing the bridge between tumor microenvironment’s immune aspect and fatty acid metabolism. Liu et al.’s research emphasizes the potential of metabolites as pancreatic cancer biomarkers. They employed advanced techniques to discern metabolic changes in pancreatic cancer, revealing pathways crucial for tumor progression. Their findings advocate for the potential of these biomarkers in early diagnosis and prognosis prediction.

Jiang et al.’s comprehensive analysis offers fresh insights into the tumor microenvironment and metabolic attributes of colon adenocarcinoma. Their research underscores the value of immune- and metabolism-related genes in prognosis and therapeutic guidance. Tang et al.’s work delves into the role of lactate dehydrogenase A (LDHA) in T-cell responses against tumors. Their insights into LDHA’s functions and its modulation by epigenetic regulators illuminate the challenges and potential strategies for effective immunotherapy. Liu et al.’s study underscores the influence of lipid droplet metabolism and associated metabolic genes on gastric cancer. Their findings spotlight potential prognostic biomarkers and lay the groundwork for further investigative endeavors. Luo et al. evaluated the prowess of 18F-FDG PET/CT in diagnosing synchronous multiple primary malignant neoplasms. Their findings advocate for the diagnostic superiority of 18F-FDG PET/CT over conventional imaging for such malignancies.

Meng et al.’s exploration into mitochondrial metabolism-related genes offers a new perspective on high-grade serous ovarian cancer prognosis. Their findings emphasize the gene-tumor immune microenvironment interplay and its implications for future treatment strategies. Chang et al. introduces a groundbreaking prognostic gene signature linked to zinc metabolism in lung adenocarcinoma. Their work highlights the intricate relationship between zinc metabolism, tumor prognosis, and immunotherapeutic responses. Lastly, Du et al.’s article unveils the potential of metabolic long non-coding RNAs in predicting gastric cancer prognosis and immunotherapy efficacy. Their findings underscore the role of these lncRNAs in comprehending the disease’s immune landscape and in guiding therapeutic interventions.

These multifaceted studies illuminate the profound potential of predictive models and computational biology in enhancing our grasp of cancer metabolism. They offer exciting prospects for personalized treatment strategies, targeted therapeutics, and improved prognosis predictions. From biomarkers to enzyme studies and metabolic reprogramming, these articles collectively provide a comprehensive overview, setting the stage for future research and therapeutic innovation in the diverse and challenging landscape of cancer. The advancements herald a promising era where data-driven research insights translate into clinical realities, bringing us closer to the vision of precision medicine in oncology.





Conclusions

The series of articles covered in this Research Topic underscore the incredible breadth and depth of ongoing investigations and discoveries in cancer metabolism. These studies and analyses collectively highlight how an improved understanding of metabolic pathways and their crosstalk within the tumor microenvironment can illuminate new therapeutic strategies. The intersection of metabolism with other key areas, such as immunology, epigenetics, and cell signaling, highlights the interconnectedness of various aspects of cancer biology. The incorporation of advanced technologies like machine learning models, artificial intelligence and NMR spectroscopy showcases the potential of integrating computational and experimental approaches in unraveling the complexities of cancer. Furthermore, the development of predictive models based on metabolic genes exemplifies the translational potential of these research findings. In conclusion, these studies signify a promising step forward in our quest to understand and to combat cancer. By harnessing the insights gained from these investigations, we move closer to develop effective therapeutic strategies that can exploit the metabolic vulnerabilities of cancer cells, thereby opening new avenues for precision oncology.
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Erythropoietin receptor (EPOR) is widely expressed in healthy and malignant tissues. In certain malignancies, EPOR stimulates tumor growth. In healthy tissues, EPOR controls processes other than erythropoiesis, including mitochondrial metabolism. We hypothesized that EPOR also controls the mitochondrial metabolism in cancer cells. To test this hypothesis, we generated EPOR-knockdown cancer cells to grow tumor xenografts in mice and analyzed tumor cellular respiration via high-resolution respirometry. Furthermore, we analyzed cellular respiratory control, mitochondrial content, and regulators of mitochondrial biogenesis in vivo and in vitro in different cancer cell lines. Our results show that EPOR controls tumor growth and mitochondrial biogenesis in tumors by controlling the levels of both, pAKT and inducible NO synthase (iNOS). Furthermore, we observed that the expression of EPOR is associated with the expression of the mitochondrial marker VDAC1 in tissue arrays of lung cancer patients, suggesting that EPOR indeed helps to regulate mitochondrial biogenesis in tumors of cancer patients. Thus, our data imply that EPOR not only stimulates tumor growth but also regulates tumor metabolism and is a target for direct intervention against progression.




Keywords: erythropoietin receptor, tumor metabolism, mitochondrial biogenesis, nitric oxide (NO), respirometry, OXPHOS, VDAC1



Introduction

EPOR is expressed in non-hematopoietic tissues including cancer cells (1), suggesting that it plays a role beyond erythropoiesis in malignant tissues. Indeed, the expression of EPOR has raised concerns about the safety of EPO treatment in cancer patients with anemia because EPO may stimulate cancer cell survival and tumor progression. In lung cancer patients, coexpression of EPO and EPOR is associated with poor survival (2). Several other clinical studies have reported reduced survival rates in EPO-treated cancer patients (3). In preclinical studies, EPO has been shown to induce the proliferation of different cancer cells, such as colorectal (4) or breast cancer (4–7), and may stimulate the conversion of non-stem breast cancer cells into breast cancer-initiating cells (7, 8). In contrast, some cancer cell lines have been reported to be non-responsive to EPO, although they express EPOR transcripts, but not functional EPOR (9, 10). The notion that some tumors express functional EPOR is based on the binding of EPO to EPOR in cancer cells in vitro and in vivo (11). Moreover, the loss of EPOR delays in vitro breast cancer cell growth (9) as well as in vivo tumor growth in breast cancer (5) and glioma models (12). These data demonstrate the importance of determining EPOR function in tumors, and not merely its expression level.

For example, in fat tissue, the loss of EPOR results in obesity and other metabolic syndrome phenotypes, suggesting that EPOR helps regulate energy homeostasis (13, 14). Furthermore, EPO not only increases red blood cell mass in healthy young men but also improves the respiratory potential in skeletal muscles (15), increasing their ability to use oxygen to drive ATP production. Cardiomyocytes show increased mitochondrial biogenesis after EPO treatment due to the induced expression of endothelial nitric oxide synthase (eNOS) (16), which most likely results in the overproduction of nitric oxide (NO). The contribution of NO to mitochondrial biogenesis is exemplified by a reduced number of mitochondria in eNOS-deficient mice (17). In addition to eNOS, neuronal nitric oxide synthase (nNOS) and inducible nitric oxide synthase (iNOS) produce NO to regulate mitochondrial biogenesis (17, 18). NO is also a physiological regulator of cellular respiration that interacts with the five complexes of the mitochondrial oxidative phosphorylation system (OXPHOS) (19, 20). The OXPHOS inhibition by NO could directly support malignant cells by promoting increased reliance on glycolytic metabolism (21). High expression levels of all three NOS isoforms in human tumors and presumably elevated NO levels correlate with malignancy and poor survival in human patients (22). Whereas the expression of eNOS and nNOS mainly depends on calcium levels (22), iNOS expression can be induced by cytokines in malignant cells (23).

We asked whether the activation of the EPO/EPOR axis controls mitochondrial metabolism in cancer cells by inducing NOS expression, and thereby regulating mitochondrial biogenesis. We used EPOR knockdown cancer cells to generate in vivo xenografts and to analyze the role of EPOR in the control of cellular respiration in tumors with high-resolution respirometry and mitochondrial biogenesis by using in vitro and in vivo cell biological methods.



Material and methods


Cancer cell line and cell culture

Human A549 non-small lung cancer cells (ATCC) were cultured in Minimum Essential Medium (MEM) (ThermoFisher Scientific), murine Lewis lung carcinoma cell line LLC1 (ATCC) were cultured in RPMI 1640 medium (ThermoFisher Scientific), and human MCF-7, epithelial adenocarcinoma-derived breast cancer cells (ATCC) were cultured in Eagle’s Minimum Essential Medium (EMEM) (ATCC). Cells were transfected using Polyjet (SignaGen#SL100688, MD, USA) and vectors for huEPOR and AKT1. For EPOR expression we used a custom-made plasmid expressing mCherry and EPOR (NM_000121.4) (VectorBuilder, Hong Kong, China) and for AKT1 expression we used a 901 pLNCX myr HA Akt1 plasmid, which was a gift from William Sellers (Addgene plasmid # 9005; http://n2t.net/addgene:9005) (24). Cells were analyzed 72 h after transfection. To inhibit pAKT and NOS, we used 5 µM of API-1 (Sigma Aldrich #SML1342, Switzerland) and 200 µM of L-NAME (abcam #ab120136). Cells were treated with either or both reagents for 72h followed by harvesting for downstream analysis. Mitochondria in live cells were stained with 20 nM Mitotracker Green FM (Invitrogen #M7514, Switzerland). Pictures were captured using the EVOS FL Auto imaging system and analyzed by ImageJ.



Generation of stable EPOR knockdown and iNOS re-expressing cells

Human EPOR (sc‐37092‐V) and control (sc‐108080) shRNA lentiviral particles (Santa Cruz Biotechnology, Dallas, TX, USA) were used to generate stable A549‐shEPOR knockdown cells and their corresponding A549‐shSCR control cells. Infected cells were selected with 1 µg/ml puromycin. We single-seeded A549-shSCR and A549-shEPOR cells to obtain individual clones. shEPOR clones were further incubated with custom-made lentiviral particles (VectorBuilder, Hong Kong, China) to stably express either mCherry or iNOS with a neomycin resistance marker. Infected cells were selected by the neomycin analog 900 µg/ml G418, Geneticin (ThermoFischer, Switzerland) for 10 days, and iNOS expression was confirmed by qPCR.



Animal handling and study design

Mouse experiments were performed in accordance with the Swiss animal law and with the approval of the ethical committee of the respective local authorities (Kanton Zurich). Hsd : Athymic Nude-Foxn1nu (8-9 weeks old) male mice (Envigo, Netherlands) were kept in a pathogen-free mouse barrier facility (22 ± 5°C in a 12 h light/dark cycle; standard rodent chow (Kliba Nafag, #3436) and water ad libitum). We injected 3x106 cells in a 1:6 Matrigel-PBS solution into the rear right flank. Five different cell lines, namely wild-type, shSCR1, shSCR2, shEPOR1, and shEPOR2 cells, were injected into groups of 16 nude mice. Seven days after tumor cell injection, mice were cage-wise split into two groups of eight animals. Subsequently, eight mice were intraperitoneally injected with 300 U/kg EPO (Epoetin-beta; Recormon®, Roche) (6, 25) and the other eight mice were injected with saline throughout the entire experiment. Additional confounders were not identified and controlled for. Tumor size was calculated V=1/2*Length*(Width)2 after measuring the length (largest tumor diameter) and width (perpendicular tumor diameter) with a caliper (26). Mice were euthanized with CO2 and blood for hemoglobin measurements and hematocrit (ABL 800 Flex, Radiometer) was retrieved from the right heart ventricle.



High-resolution respirometry

Protocols for cellular respiration of tumor tissue were adopted from previous studies (27, 28) and are described in detail in the Supplemental File. All chemicals were obtained from Sigma-Aldrich (Switzerland). Briefly, fresh tumor biopsy mass was collected (wet weight, mg) and tissue respiration was measured in mitochondrial respiration buffer Miro06 (Miro05 + 280 iU/ml catalase) (27) at 37°C using the high-resolution Oxygraph-2k (Oroboros, Innsbruck, Austria). To measure mass-specific respiration all parameters were normalized to the wet weight of the tissue biopsies. LN: Leak respiration was measured after the addition of 2 mM malate and 0.2 mM octanoyl carnitine. PETF: Fatty acid oxidative capacity through electron-transferring flavoprotein (ETF) was measured after adding 5 mM ADP. PC1: Submaximal state 3 respiratory capacity specific to complex I was induced by adding 5 mM pyruvate and 10 mM glutamate. P: Maximal state 3 respiration, oxidative phosphorylation capacity was measured after the addition of 10 mM succinate. ETS: maximal electron transport system capacity was measured by decoupling ATP synthase by repetitively adding 0.5 µM Carbonyl cyanide 4-(trifluoromethoxy)-phenylhydrazone until maximal oxygen consumption rates were achieved. PC2: To measure the electron flow specific to complex II, we added 0.5 µM rotenone to inhibit complex I. We then added 2.5 µM antimycin A to inhibit complex III and to determine the residual, non-mitochondrial oxygen consumption, which was used for correcting the aforementioned measurements. COX: 2 mM ascorbate and 0.5 mM TMPD were simultaneously added to assess cytochrome c oxidase (COX) complex IV activity, which correlates with mitochondrial volume density (29) and was used to transform mass-specific respiration into mitochondria-specific respiration.



Western blotting

Protein lysates of cells and tissues were separated by SDS-PAGE and then blotted onto a nitrocellulose membrane (GE Healthcare, #10600002). Membranes were blocked with 5% milk (Rapidlait, Migros Switzerland), followed by incubation with primary antibodies (Supplemental Table 1) at 4°C overnight. Membranes were then incubated with HRP conjugated secondary antibodies (Supplemental Table 1). Bands were visualized using Super Signal West Femto Maximum Sensitivity Substrate (ThermoFisher Scientific) and recorded with FUJIFILM Intelligent Darkbox Las-3000.



RNA extraction and mRNA expression analyses

10-20 mg of tissue were used to extract RNA using the ReliaPrep RNA Tissue Miniprep System (Promega, #Z6110). First-strand cDNA was synthesized using RevertAid First Strand cDNA Synthesis Kit (ThermoFisher Scientific, #K1622). Samples (5 ng/µl cDNA) were analyzed with a semi-quantitative real-time PCR (qRT-PCR) (7500 Fast Real-Time PCR System, ThermoFisher Scientific) using SYBR Green (ThermoFisher Scientific, #A25741). Primers for mRNA expression analyses were designed by primer 3 (30) to amplify either human or murine genes without cross-specificity (Supplemental Table 2). mRNA expression levels were calculated using the DDCt method (31, 32).



DNA extraction and mitochondrial copy number

The amount of mitochondrial DNA (mtDNA) in tissue and cells was estimated in DNA extracts by the ratio of the mitochondrial MT-ND1 gene copy number and the nuclear N-B2M gene copy number (33, 34). Primers against both genes (Supplemental Table 2) and SYBR Green (ThermoFisher Scientific, #A25741) were used for a semi-quantitative analysis by quantitative real-time PCR (7500 Fast Real-Time PCR System, ThermoFisher Scientific). The ratio of genomic (N-B2M gene) and mitochondrial (MT-ND1) DNA was determined by the DDCt method.



Nitrate measurements

To estimate NO levels, we measured nitrate (NO3−) and nitrite (NO2-), which are stable oxidation products and reliable markers of NO (35) in plasma of mice, by a gas phase triiodide-based chemiluminescence assay (36). We measured nitrite by injecting 50 µl plasma into the preheated (65°C) reaction chamber containing acidic triiodide (I3−) Brown’s reagent (1.65 g KI, 0.57 g I2, 15 ml ddH2O, and 200 ml glacial CH3COOH). The reaction chamber was purged with helium. Released NO was measured using the CLD-88 analyzer (ECO MEDICS, Durnten, Switzerland) and recorded using PowerChrom 280 system (eDAQ Pty; Spechbach, Germany). To measure nitrate, we used a cadmium-copper-based reduction kit Nitralyzer-II (World Precision Instruments, Sarasota, FL) to reduce nitrate to nitrite. After the reduction, nitrite was measured as described above and nitrate levels were estimated by the subtraction of nitrite levels before the reduction from those obtained after the conversion of nitrate to nitrite.



Immunohistochemistry of tumor tissues

Lung cancer array sections (US Biomax Inc., MD, USA, LC121 and LC1921b) were subjected to antigen retrieval at 125°C for 2 min in EDTA buffer (pH 9.0) in a steamer, incubated overnight with a rabbit anti-VDAC1/Porin antibody (Abcam, #ab15895), 1:500 at 4°C, followed by Envision for 30 min and AEC 10 min (Agilent, K4003 & K3469). Then, the sections were incubated overnight with a rat anti-human EPOR monoclonal antibody (Genovac, #GM-1201), 1:50 at 4°C, followed by a rabbi-anti-rat antibody (Vector, BA-4000), 1:800 for 30 min, this reaction was visualized with DAB (Agilent, K3468). Slides were fully scanned (NanoZoomer 2.0-HT; Hamamatsu, Hamamatsu City, Japan) and images of individual cores were captured. The color deconvolution plugin was employed to separate channels that correspond to three determined RGB colors by the ImageJ tool. Separated stained signal areas were then isolated using the IHC toolbox plugin followed by quantification of the pixels area of the black/white picture and calculation of its ratio to the total measured tumor core area. Tumor sections of A549 xenografts were stained and processed similarly.



Analysis of lung cancer datasets

We used the lung cancer explorer (https://lce.biohpc.swmed.edu/lungcancer/index.php#page-top) from the Quantitative Biomedical Research Center (UT Southwestern Medical Center) (37) to analyze different lung adenocarcinoma datasets from human patients. We performed a comparative analysis using the TCGA_LUAD_2016 study (56 healthy and 517 tumor samples) (38) and the Takeuchi_2006 study (5 healthy and 158 tumor samples) (39) comparing VDAC1 mRNA expression in healthy lung tissue and lung adenocarcinomas. We further performed survival analyses to estimate the association between the overall survival of lung adenocarcinoma patients and VDAC1 mRNA expression in three studies, namely TCGA_LUAD_2016 (38), Takeuchi_2006 (39), and Schabath_2016 (40). The cutoff for samples with high or low expression was the global mean of VDAC1 expression and data sets were analyzed with a log-rank test.



Data analysis

All cell biological analyses were performed blinded, and the sample IDs were known to the principal investigator. We used GraphPad Prism for generating graphs and R version 3.6.2 R Core Team (2020) for statistical analyzes. We used the student`s t-test for normally distributed data and the Mann-Whitney test for non-parametrically distributed data. Data distribution was estimated with Shapiro-Wilk and Kolmogorov Smirnov test. For multiple comparisons, we used either the Kruskal Wallis test with Dunn`s multiple comparison test for nonparametrically distributed data or a one-way ANOVA with the Bonferroni post hoc test. For repeated measurements, the aligned rank transformation ANOVA was used. A p-value of 0.05 was considered statistically significant. Lung cancer array stainings were analyzed by Pearson correlation.




Results


Knockdown of EPOR impairs tumor growth of A549 lung cancer xenografts in Foxn1nu mice

The expression of EPOR in tumors of lung cancer patients is associated with poor survival (2). Therefore, we used human A549 lung cancer cells, which express EPOR (1, 11, 41, 42). Foxn1nu mice were subcutaneously injected with A549 cells and treated with either 300 U/kg EPO (6, 25) or saline. EPO treatment did not increase the growth of A549 wt tumors (Supplemental Figure 1A) or alter cellular respiration (Supplemental Figure 1B), but it increased erythropoiesis as expected (Supplemental Figure 1C). Next, two A549 EPOR knockdown cell clones (shEPOR1+2) with the expected reduced pAKT levels (9) and two scrambled control cell clones (shSCR1+2) (Supplemental Figure 2A) were subcutaneously injected into Foxn1nu mice, which were treated with either EPO or saline. A549 shEPOR tumors had 5 times lower EPOR protein levels than shSCR tumors (Figure 1A). EPO treatment increased erythropoiesis in all mice (Supplemental Figure 2B) but did not increase tumor progression, weight, or volume (Supplemental Figures 2C–F). However, shSCR tumors grew faster than shEPOR tumors did. When shSCR1 tumors reached the maximum permitted tumor size (which led to the termination of the subcohort experiment), they were 4 times larger than the size of shSCR2, shEPOR1, and shEPOR2 tumors (p<0.05). 56 days after tumor cell injection, shSCR2 tumors were 4 times larger than shEPOR1 and shEPOR2 tumors (p<0.01) (Figure 1B), indicating that the loss of EPOR is associated with reduced tumor growth in A549 lung cancer cells.




Figure 1 | Knockdown of EPOR impairs tumor growth of A549 lung cancer xenografts in Foxn1nu mice. A549 control cells (shSCR1, purple and shSCR2, red) or A549 EPOR knockdown cells (shEPOR1, green and shEPOR2, blue) were subcutaneously injected (3 x 106 cells in 100 µl PBS/Matrigel) into Foxn1nu mice. Panel (A) shows a representative western blot image of EPOR (63 kDA) and β-actin (44 kDA) protein expression in shSCR and shEPOR A549 tumors (left panel). Western blotting images were analyzed by MCID Analysis 7.0 and shown is relative EPOR protein expression of shSCR (purple shSCR1 tumors, red shSCR2 tumors) and shEPOR (green shEPOR1 tumors, blue shEPOR2) tumors normalized to β-actin (n=6) (right panel). Panel (B) shows the tumor growth curves (left panel), tumor size 28 days after tumor cell implantation (middle panel), and tumor size 56 days after tumor cell implantation (right panel) for shSCR A549 and shEPOR tumors (n=8). Please note: The middle panel has a logarithmic scale, and in the right panel, no data for shSCR1 tumors are shown because the experiment was already terminated 28 days after tumor cell implantation. Data are presented either as scattered blots with mean, as mean, or as a box plot with min to max whiskers. A Student’s t-test (black symbols), a Kruskal Wallis test with Dunn’s multiple comparison test (grey letters), or a one-way ANOVA with Bonferroni post hoc test (black letters) was performed (**p<0.01); letters a and b indicate groups that statistically (p<0.05) differ from each other.





Knockdown of EPOR decreases cellular respiration of A549 lung cancer xenografts in Foxn1nu mice

Similar to tumor growth, EPO treatment did not alter cellular respiration (Supplemental Figures 3A–D) but the loss of EPOR reduced cellular respiration in A549 tumors. shEPOR tumors showed lower mass-specific respiration than shSCR tumors (Figure 2A): the mean mass-specific rates of respiration representing maximal fatty acid-fueled β-oxidation and electron input via electron-transferring flavoprotein (PETF) of shEPOR tumors was 2.3 times lower than in shSCR tumors (p<0.01). The mean state 3 respiration driven by complex I-linked substrates (PCI) was 1.9 times lower (p<0.001) and the mean maximal state 3 respiration with electron input from mitochondrial complexes 1 and 2 (P) was 2.1 times lower (p<0.001) in shEPOR tumors than in shSCR tumors. The mean maximal electron transport system capacity (ETS) representing maximal non-coupled respiration from adenylate phosphorylation was 1.9 times lower (p<0.001), and the mean rate of state 3 respiration driven by complex II-linked substrates (PCII) was 1.8 times lower in shEPOR tumors than in shSCR tumors (p<0.001). We measured the mRNA expression of human and murine oxidative stress-related genes as an approximation for cellular respiration rates (43). The mean human mRNA levels of superoxide dismutase 1 and 2 (SOD1 and 2) in shEPOR tumors were 8.7 times (p<0.001) and 4.2 times lower (p<0.001) than in shSCR tumors. Additionally, catalase (CAT) and glutathione peroxidase 3 and 4 (GPX3 and 4) in shEPOR tumors were 3.5, 5, and 3.6 times lower than those in shSCR tumors (p<0.001) (Figure 2B), implying that the proportion of shEPOR A549 cancer cells in the tumor biopsies respire less than shSCR A549 cancer cells. The mean murine mRNA levels of Sod1 in shEPOR tumors tended to be lower, and the Sod2 mRNA levels were two times lower (p<0.01) than those in shSCR tumors. In addition, the Cat mRNA levels in shEPOR tumors were 1.6 times lower than those in shSCR tumors (p<0.01). Both the Gpx3 and Gpx4 mRNA levels were not reduced in shEPOR tumors, while the mean Gpx3 mRNA levels in shEPOR tumors were two times higher than those in shSCR tumors (p<0.01) (Figure 2C). This observation revealed that respiratory control and reciprocal cellular antioxidant capacity were predominantly reduced in human-derived shEPOR cancer cells, and to a lesser extent, in the adjacent murine stromal cells of shEPOR tumors.




Figure 2 | Knockdown of EPOR reduces cellular respiration of human A549 lung cancer xenografts in Foxn1nu mice. Biopsies of human A549 tumors that either express EPOR (shSCR1/2) or not (shEPOR1/2) were isolated from Foxn1nu mice and mass-specific respiration was immediately measured by high-resolution respirometry. Panel (A) shows the mass-specific respiration per unit weight of freshly isolated tumor biopsies of shSCR and shEPOR A549 tumors (n=6-7). LN, respiration in the absence of adenylates; PETF, capacity for fatty acid β-oxidation; PC1, submaximal state 3 respiration through complex I; P, maximal state 3 respiration - oxidative phosphorylation capacity; ETS, electron transport system capacity; PC2, submaximal state 3 respiration through complex II. Relative mRNA expression of human and murine genes was analyzed by qPCR in A549 tumors: Shown are (B) mRNA levels of human superoxide dismutase 1 (SOD1), human superoxide dismutase 2 (SOD2), human catalase (CAT), human glutathione peroxidase 3 (GPX3) and human glutathione peroxidase 4 (GPX4) normalized to human b-Actin (ACTB) mRNA levels as well as (C) mRNA levels of murine superoxide dismutase 1 (Sod1), murine superoxide dismutase 2 (Sod2), murine catalase (Cat), murine glutathione peroxidase 3 (Gpx3) and (murine glutathione peroxidase 4 (Gpx4) normalized to murine b-Actin (Actb) mRNA levels of shSCR and shEPOR A549 tumors (n=16). Data are shown as means and standard deviations (A) or as scattered blots with mean and individual data distribution (B, C) of each control or EPOR-knockdown clone (control: shSCR1 purple, shSCR2 red; EPO- knockdown: shEPOR1 green and shEPOR2 blue tumor samples). The graphs in panel (B) are on a logarithmic scale. Data were analyzed by a Student’s t-test (black stars) or by a Mann-Whitney test (grey stars). ***p<0.001; **p<0.01.





Knockdown of EPOR decreases mitochondrial content in A549 lung cancer xenografts in Foxn1nu mice

Next, we showed that the mitochondrial content is reduced, while respiratory rates per unit  mitochondria remain unaffected in shEPOR tumors. First, we analyzed mitochondria-specific respiration by normalizing mass-specific respiratory rates to cytochrome c oxidase (COX) activity (29, 44). We observed no differences in mitochondria-specific respiration between the shSCR and shEPOR tumors (Figure 3A). Additionally, the slight difference in the mRNA levels of genes regulating mitochondrial fusion or fission did not seem to account for the difference in mass-specific respiration between shEPOR and shSCR tumors (Supplemental Figure 4). The mean protein expression of the mitochondria-specific biomarker voltage-dependent anion-selective channel 1 (VDAC1) was 2.7 times lower in shEPOR than in shSCR tumors. Similarly, the protein expression of OXPHOS markers in shEPOR tumors was lower than that in shSCR tumors (Figure 3B). The mean expression of complex I (NDUFB8) was 6.2 times lower (p<0.05), mitochondrial complex II (SDHB) expression and complex III (UQCRC2) expression were both 2.4 times lower (p<0.01 and p<0.05, respectively), complex IV (COX-IV) expression was 2 times lower (p<0.05), and complex V (ATP5A) expression was 1.4 times lower (p<0.01) in shEPOR than in shSCR tumors. When normalizing protein expression to the OXPHOS-independent mitochondrial marker VDAC1, no differences in expression levels between shSCR and shEPOR tumors were detected (Figure 3B). Thus, the prevalence of cellular mitochondria was reduced in shEPOR tumors, while respiratory rates per unit mitochondria were unaffected. The relative amounts of human mitochondrial mtDNA in shEPOR tumors (Figure 3C) as well as in in vitro cultured shEPOR cells (Figure 3D) were ~2 times lower (p<0.001) and ~1.5 times lower (p<0.01) than those in shSCR tumors and cells, respectively. Also, the murine mitochondrial mtDNA in shEPOR tumors was ~2 times lower than in shSCR tumors (p<0.001), confirming that both human A549 shEPOR cancer cells and adjacent murine stromal cells in EPOR-deficient tumors had fewer mitochondria than in shSCR tumors. Murine mtDNA content in the liver of mice with A549 shSCR or shEPOR tumors was essentially similar (Figure 3C), implying that the reduced mitochondrial content is restricted to the respective surrounding tumor and its microenvironment.




Figure 3 | Knockdown of EPOR reduces mitochondrial content of human A549 lung cancer xenografts in Foxn1nu mice. Biopsies of human A549 tumors expressing either EPOR (shSCR1/2) or not (shEPOR1/2) were isolated from Foxn1nu mice, and mitochondria-specific respiration was measured by high-resolution respirometry. Panel (A) shows mitochondria-specific respiration normalized to cytochrome c oxidase (COX) activity in freshly isolated shSCR and shEPOR A549 tumor biopsies (n=6-7). LN, respiration in the absence of adenylates; PETF, capacity for fatty acid β-oxidation; PC1, submaximal state 3 respiration through complex I; P, maximal state 3 respiration - oxidative phosphorylation capacity; ETS, electron transport system capacity; PC2, submaximal state 3 respiration through complex II. Panel (B) shows a representative western blot image of specific subunits from complexes of the oxidative phosphorylation (OXPHOS) from control tumors (shSCR) and EPOR-knockdown tumors (shEPOR) by using an anti-total OXPHOS antibody cocktail: Complex V: 55 kDa (ATP5A, ATP synthase mitochondrial F1 complex alpha 1); Complex III: 48 kDa (UQCRC2, cytochrome b-c1 complex subunit 2); Complex II: 30 kDa (SDHB, succinate dehydrogenase [ubiquinone] iron-sulfur subunit); Complex I: 20 kDa (NDUFB8, NADH dehydrogenase [ubiquinone] 1 beta subcomplex subunit 8). Complex IV: 17 kDa was visualized using an anti-cytochrome c oxidase antibody. VDAC1: 31 kDa (voltage-dependent anion-selective channel 1) was used as a mitochondrial marker independent of OXPHOS complexes and β-actin 44 kDa was used as a loading control. The band intensity of proteins after western blotting was quantified using MCID Analysis 7.0 and normalized either to β-actin to estimate expression levels per cell, or to VDAC1 to normalize the protein levels to mitochondrial content. Relative protein expression levels of VDAC1, complex I, complex II, complex (III), COX-IV (complex IV), and complex V are shown for control (shSCR) and EPOR-knockdown (shEPOR) tumors (n=4-6). (C) Mitochondrial content was determined by the ratio of human (left panel) or murine (middle and right panel) MT-ND1 (mitochondrially encoded NADH dehydrogenase 1) mitochondrial DNA to human or murine β2M (β-2microglobulin) genomic DNA, respectively, which were quantified by qPCR from DNA extracts of A549 control (shSCR) and EPOR-knockdown (shEPOR) tumors or the liver (right panel) (n=12). (D) Likewise, mitochondrial content of in vitro cultured shSCR and shEPOR clones was determined by the ratio of human MT-ND1 to human β2M genomic DNA. Data are presented as (A) mean and standard deviation or as scattered blot with mean and individual data distribution for each clone (shSCR1 purple, shSCR2 red, shEPOR1 green, and shEPOR2 blue tumor samples). Data were analyzed by a Student’s t-test (black p-values; stars) or by a Mann-Whitney test (grey stars). ***p<0.001; **p<0.01; *p<0.05.





Knockdown of EPOR is associated with impaired iNOS expression in A549 lung cancer xenografts in Foxn1nu mice

We tested whether fewer mitochondria in shEPOR A549 tumors resulted from a blunted signal for mitochondrial biogenesis. We measured the mRNA expression of transcriptional regulators involved in mitochondrial biogenesis, PGC1a, NRF1, and TFAM (45–47). The mean levels of PGC1a mRNA in shEPOR tumors were 3 times higher than those in shSCR tumors (p<0.001), while the mean levels of NRF1 and TFAM mRNA in shEPOR tumors were 3 and 5.8 times lower than in shSCR tumors (p<0.001), suggesting that transcription to realize mitochondrial biogenesis was reduced in shEPOR tumors (Figure 4A). Murine mRNA levels of Pgc1a, Nrf1, and Tfam did not differ between shSCR and shEPOR tumors (Supplemental Figure 5A). We speculated that reduced mitochondrial biogenesis resulted from impaired NO synthesis; thus, we analyzed the mRNA expression of all three nitric oxide synthase isoforms. The mean mRNA levels of nNOS and eNOS in shEPOR tumors were reduced by factor 3.2 (p<0.001) and factor 4.2 (p<0.001), respectively. Interestingly, iNOS mRNA expression was detected in all shSCR tumors, but only in 7 out of 12 shEPOR tumors. In these tumors, iNOS mRNA levels were 100 times lower than those in shSCR tumors (p<0.001) (Figure 4B). Mean murine iNos mRNA levels in murine stromal cells were only slightly reduced, with no change in eNos mRNA levels (Supplemental Figure 5A). Moreover, the mean iNOS protein levels in shEPOR tumors were 7.3 times lower than those in shSCR tumors (p<0.05) (Figure 4C). Additionally, plasma nitrate was assessed (nitrite was not detected in plasma samples), as an indirect measure of NO concentration in tumor-bearing mice. Nitrate did not correlate with tumor size (R2 = 0.154; p=0.21), suggesting that tumor size was not a major predictor of plasma nitrate levels. However, the nitrate levels in mice with shEPOR tumors were two times lower than those in mice with shSCR tumors (p<0.05), implying that low iNOS expression levels in shEPOR tumors indeed result in lower NO production and, in turn, impaired mitochondrial biogenesis (Figure 4C). When we immunohistochemically analyzed EPOR and iNOS protein expression in shSCR and shEPOR tumor sections, we observed that both proteins were downregulated in shEPOR tumors (Figure 4D). To test whether the EPOR-dependent effect on mitochondrial biogenesis requires iNOS, we analyzed mRNA, protein, and gDNA samples isolated from paraffin-embedded, MDA-MB-231 breast cancer xenografts that were produced and analyzed in a previous study (5), and that did or did not express EPOR. MDA-MB-231 breast cancer xenografts did not express detectable amounts of iNOS mRNA. The loss of EPOR in these iNOS-deficient tumors did not alter the cellular signaling for mitochondrial biogenesis genes (Supplemental Figure 5B), suggesting that iNOS is required to control mitochondrial biogenesis downstream of EPOR. However, rescuing iNOS expression alone in shEPOR A549 tumors did not increase TFAM or NRF1 expression (Supplemental Figure 5C), suggesting that additional co-factors are required to mediate this effect. To control mitochondrial biogenesis in muscle cells, iNOS acts in concert with AKT to activate NRF-1 and TFAM (16). Indeed, pAKT levels were 10 times lower in shEPOR tumors than in shSCR tumors (p<0.05), whereas total AKT levels did not differ (Figure 4E).




Figure 4 | Knockdown of EPOR impairs iNOS expression and AKT phosphorylation in A549 lung cancer xenografts in Foxn1nu mice. Biopsies of human A549 tumors expressing EPOR (shSCR1/2) or not (shEPOR1/2) were isolated from Foxn1nu mice, and levels of key mitochondrial biogenesis, as well as nitric oxide synthesis genes and proteins, were quantified by qPCR and western blotting. (A) Shown are the human mRNA levels of mitochondrial biogenesis genes peroxisome proliferative activated receptor, gamma, coactivator 1α (PGC-1a), nuclear respiratory factor 1 (NRF1) and transcription factor A, mitochondrial (TFAM) quantified by qPCR and normalized to β-actin (ACTB) mRNA expression levels (n=12). Panel (B) shows the mRNA levels of nitric oxide synthase genes nNOS, iNOS, and eNOS from control (shSCR) and EPOR-knockdown (shEPOR) tumors quantified by qPCR and normalized to β-actin (ACTB) mRNA (n=6-12). Notably, iNOS mRNA was not detectable in five samples (two from clone shEPOR1 and three from shEPOR2), and the scale is logarithmic. Panel (C) shows representative western blot images of iNOS (130 kDa) from protein extracts of control tumors (shSCR) and EPOR-knockdown tumors (shEPOR) (n=3). β-actin (44 kDa) was used as a loading control. The band intensities of proteins after western blotting images were quantified using MCID Analysis 7.0 and normalized to β-actin. The relative protein expression levels of iNOS are shown for control (shSCR) and EPOR- knockdown (shEPOR) tumors (n=6). Furthermore, the plasma nitrate values of mice with shSCR and shEPOR tumors are shown (right panel). The dotted black line indicates the reference value for three tumor-free Foxn1nu mice (n=4-7). (D) Tumor sections of control (shSCR1) and EPOR-knockdown (shEPOR1) tumors were immunohistochemically stained for EPOR (brown) and iNOS (pink) and counterstained with hematoxylin (blue). Panel (E) shows a representative western blot image of phospho-AKT (60 kDa) and AKT (60 kDa) from protein extracts of control tumors (shSCR) and EPOR-knockdown tumors (shEPOR) (n=3). β-actin (44 kDa) was used as a loading control. The band intensity of proteins on western blotting images was quantified using MCID Analysis 7.0 and normalized to β-actin. Relative protein expression levels of pAKT and AKT are shown for control (shSCR) and EPOR-knockdown (shEPOR) tumors (n=6). Data are presented as scattered blots with the mean and individual data distribution of each clone (shSCR1 purple, shSCR2 red, shEPOR1 green, and shEPOR2 blue tumor samples). Data were analyzed by a Student’s t-test (black stars) or by a Mann-Whitney test (grey stars). ***p<0.001; *p<0.05.





iNOS and pAKT together regulate mitochondrial biogenesis downstream of EPOR

Similar to tumors, in vitro cultured shEPOR cells showed reduced expression levels of iNOS, PGGC1a, NRF1, and TFAM (Supplemental Figure 6A). To identify the mechanism that regulates mitochondrial biogenesis downstream of EPOR, we transiently rescued EPOR expression in shEPOR1/2 knockdown cells. Cells re-expressing huEPOR showed 100 times higher EPOR mRNA levels than control-transfected cells (p<0.01) as well as increased EPOR and pAKT protein levels. EPOR re-expression was associated with increased expression of iNOS (2.1 times, p<0.05), TFAM (2.5 times, p<0.01), COX-IV (2.5 times, p<0.01), VDAC1 (2.4 times, p<0.01) and a 2.2 times higher ratio of mtDNA to gDNA (Figure 5A), whereas the expression of nNOS, eNOS, NRF1, and PGC1α did not change (Supplemental Figure 6B).shEPOR1/2 cells stably expressing iNOS showed 420 times higher iNOS mRNA levels than control cells (p<0.001) but did not significantly increase TFAM and VDAC1 mRNA levels or alter mitochondrial content when assessed by the mtDNA/gDNA ratio (Figure 5B) or by Mitotracker (Figure 5C). Likewise, the transient overexpression of constitutively active myr-AKT (24) alone (Supplemental Figure 6C) was not sufficient to stimulate mitochondrial biogenesis (Figures 5B, C). However, the co-expression of iNOS and myr-AKT increased TFAM and VDAC1 mRNA levels 10 times (p<0.001) and 7.5 times (p<0.001), respectively (Figure 5B). Likewise, the mitochondrial content increased approximately 2 times when assessed by the ratio of mtDNA/gDNA (p<0.01) (Figure 5B) or by Mitotracker (p<0.001) (Figure 5C). To test whether iNOS and AKT regulate mitochondrial biogenesis in other cancer cells, we used iNOS-expressing LLC1 and MCF7 cells and treated them with the iNOS inhibitor L-NAME and the AKT inhibitor (API-1). While the inhibition of either iNOS or AKT by L-NAME or API-1 did not reduce mitochondrial content in LLC1 cells, the combination of both inhibitors reduced the mtDNA/gDNA ratio by 65% (p<0.05). In MCF7 cells, iNOS inhibition was not sufficient to reduce cellular mitochondria, whereas the inhibition of AKT by API-1 was sufficient to lower the mitochondrial content by 50% (p<0.001). The double inhibition of iNOS and AKT, lowered the mitochondrial content by 65% (p<0.001) (Figure 5D). Reduced mitochondrial content in cells treated with both inhibitors (L-NAME and API-1) was associated with lower iNOS, TFAM, COX-IV, and VDAC1 mRNA levels (Figure 5E), while the expression of SOD1 and NRF1 was not significantly different (Supplemental Figure 6D). In summary, our data indicate that downstream of EPOR, both iNOS and AKT are required to control mitochondrial biogenesis.




Figure 5 | iNOS and AKT are required to mediate the EPOR effect on mitochondrial biogenesis. A549 shEPOR1 (green symbols) and shEPOR2 (blue symbols), LLC1 murine Lewis lung carcinoma cells (grey bars), and human MCF-7 breast cancer cells (white bars) were cultivated in vitro. (A) EPOR-knockdown shEPOR1 A549 cells were transfected with huEPOR or a control (mCherry) plasmid, and 72 h after transfection, mRNA and protein were isolated. Shown is a representative western blot image of human erythropoietin receptor (EPOR) (63 kDa), pAKT (60 kDa), and loading control β-actin (44 kDa) (left panel), as well as mRNA levels of erythropoietin receptor (EPOR), inducible nitric oxide synthase (iNOS), transcription factor A, mitochondrial (TFAM), cytochrome c oxidase subunit 4.2 (COX-IV), voltage-dependent anion-selective channel 1 (VDAC1), and superoxide dismutase 2 (SOD2) quantified by qPCR and normalized to β-actin (ACTB) mRNA (n=6). Further shown is mitochondria content (right panel) determined by the ratio of human MT-ND1 (mitochondrially encoded NADH dehydrogenase 1) mitochondrial DNA to β2M (β-2microglobulin) genomic DNA, which was quantified by qPCR from genomic DNA extracts. (B) EPOR-knockdown shEPOR1 and 2 A549 cells were incubated with lentiviral vectors to stably express inducible nitric oxide synthase (iNOS) or mCherry (control). Additionally, cells were transfected with a plasmid to overexpress constitutively active myr-AKT (24). The cells were incubated for 72 h, and mRNA was isolated. iNOS, TFAM, and VDAC1 mRNA levels were quantified using qPCR and normalized to ACTB. Furthermore, the mitochondria content (right lower panel) was determined by the ratio of human MT-ND1 (mitochondrially encoded NADH dehydrogenase 1) mitochondrial DNA to β2M (β-2microglobulin) genomic DNA, which was quantified by qPCR from genomic DNA extracts (n=6). (C) Shown are images of shEPOR1 (upper row) and shEPOR2 (middle and bottom rows) of A549 cells stably expressing iNOS or mCherry (control) and were transfected with a plasmid to myr-AKT or not. Cells were incubated with Mitotracker (green) and Hoechst (blue), and images were taken using a fluorescence microscope and quantified using ImageJ. Shown in the right panel is the Mitotracker signal normalized to the Hoechst signal (n=4-6). (D) Murine LLC1 (grey bars) and human MCF-7 cells (white bars) were incubated with 200 µM L-NAME and/or 5 µM API-1 for 72 h. Mitochondrial content was determined by the ratio of murine (LLC1) or human (MCF7) MT-ND1 (mitochondrially encoded NADH dehydrogenase 1) mitochondrial DNA to murine or human β2M (β-2microglobulin) genomic DNA, which was quantified by qPCR from genomic DNA extracts (n=3). (E) Further shown are RNA levels of iNOS, TFAM, COX-IV, and VDAC1 quantified by qPCR and normalized to ACTB from LLC1 and MCF-7 cells either treated in vitro for 72 h with 200 µM L-NAME + 5 µM API-1 (Inhib.) to simultaneously inhibit iNOS and AKT or not (Ctrl.) (n=3). Data are shown as scattered blots with mean and individual data distribution of each clone (shEPOR1 green and shEPOR2 blue) or as bars with scatter dot plots (LLC1 grey and MCF-7 white). Data were analyzed by a Student’s t-test (black stars), a Mann-Whitney test (grey stars), an one-way ANOVA with Bonferroni post hoc test (black stars), or a Kruskal Wallis test with Dunn’s multiple comparison test (grey stars) (***p<0.001; **<0.01; *p<0.05).





EPOR expression correlates with the mitochondrial marker VDAC1 in biopsies of human lung cancer patients

To validate whether EPOR contributes to the regulation of mitochondrial biogenesis in human lung cancer patients, we analyzed EPOR, iNOS, and VDAC1 expression in lung adenocarcinoma tissue from 19 human patients using immunohistochemistry (Figure 6A). We observed that both VDAC1 (Pearson’s r = 0.556, p<0.041) as well as iNOS (Pearson’s r = 0.64, p<0.016) correlated with EPOR expression and concluded that EPOR-expressing lung cancer cells showed an increased expression of iNOS and the mitochondrial marker, VDAC1 (Figure 6B). We then validated these findings by analyzing EPOR and VDAC1 expression in arrays of non-small lung cancer tissue from 214 human patients (Figure 6C). Across all tumor sections, EPOR expression predicted VDAC1 expression (Pearson’s r = 0.515, p<0.0001) (Figure 6D). When we analyzed biopsies of lung cancer patient subgroups, we found that EPOR positively correlated with VDAC1 expression in human adenocarcinoma lung tumors (Pearson’s r = 0.4568, p<0.0001) as well as in human squamous cell carcinoma lung tumors (Pearson’s r = 0.553, p<0.0001), while no correlation was found in human large cell carcinoma biopsies (Figure 6D). Next, we analyzed lung adenocarcinoma datasets (38–40) using the lung cancer explorer (37) (Figure 6E). VDAC1 mRNA levels are higher in lung adenocarcinoma than in healthy lung tissue. Although the Takeuchi_2006 dataset only included five samples of normal lung tissue, VDAC1 levels in these five samples cluster at the lower 25% percentile of lung adenocarcinoma. Furthermore, we observed that VDAC1 expression, as a marker for mitochondrial content, is associated with reduced survival in three lung adenocarcinoma datasets. Because our data provide convincing evidence that EPOR supports mitochondrial biogenesis in patients with lung cancer, it may be a target to control mitochondrial content and cancer metabolism.




Figure 6 | EPOR expression correlates with VDAC1 expression in human lung cancer biopsies. Human non-small lung cancer tissue arrays were immunohistochemically stained for EPOR, VDAC1, and iNOS. (A) Shown is a representative tumor core image stained for EPOR (brown), iNOS (red), and counterstained with hematoxylin (blue). (B) EPOR and iNOS expression (left panel), as well as EPOR and VDAC1 expression (right panel), were quantified by ImageJ and normalized to the total measured tumor core area. Shown are Pearson correlation analyses of normalized EPOR (x-axis) and iNOS and VDAC1, respectively (y-axis) expression levels (in %) from tumor core images of human lung adenocarcinoma (n=19). (C) Shown are three representative tumor core images stained for EPOR (brown), VDAC1 (red), and counterstained with hematoxylin (blue). (D) EPOR and VDAC1 expression (i.e., stained area) were quantified by ImageJ and normalized to the total measured tumor core area. Shown are Pearson correlation analyses of normalized EPOR (x-axis) and VDAC1 (y-axis) expression levels (in %) from all tumor core images (upper left panel; n=214) or tumor core images of human adenocarcinoma lung tumors (upper right panel; red; n=118), human squamous cell carcinoma lung tumors (lower left panel; orange; n=65) and human large cell carcinoma (lower right panel; blue; n=30). (E) Analyses of VDAC1 mRNA expression in lung adenocarcinoma patients using the lung cancer explorer (37). The first and second panels show VDAC1 levels in normal lungs and lung adenocarcinoma in the TCGA_LUAD_2016 study (1st panel) (38) and from Takeuchi_2006 study (2nd panel) (39). In panels 3-5, Kaplan-Meier survival curves show an association between overall survival of lung adenocarcinoma patients and the mRNA expression of VDAC1 in the TCGA_LUAD_2016 study (3rd panel) (38), the Takeuchi_2006 study (4th panel) (39), and the Schabath_2016 study (5th panel) (40). The datasets were split into low and high VDAC1 expression by using the overall mean of VDAC1 expression and were analyzed with a log-rank test.






Discussion

In this study, we asked whether EPO/EPOR controls mitochondrial and concomitant cellular metabolism in malignant tissues via its receptor EPOR. Although EPO treatment of wild-type A549 tumor-bearing mice did not alter tumor growth or respiratory control, the loss of EPOR per se reduced tumor growth and mitochondrial density with an unabated respiratory potential. Both human cancer and murine stromal cells comprising the tumor expressed fewer mitochondria, indicating that the loss of EPOR in tumor cells affects the whole tumor microenvironment. We suspected that NO controls mitochondrial biogenesis in the tumor microenvironment and showed that iNOS expression (and thus, NO production) is a key signaling agent that regulates mitochondrial biogenesis via the EPOR in A549 tumors. In addition to iNOS expression, AKT activation was also involved in controlling mitochondrial biogenesis. The absence of either iNOS or pAKT is sufficient to inhibit the EPOR-specific regulation of mitochondrial biogenesis, indicating that AKT and iNOS collectively regulate mitochondrial biogenesis downstream of EPOR in lung cancer cells. Finally, EPOR expression and the expression of the mitochondrial marker VDAC1 are positively correlated in biopsies of human non-small lung cancer patients, suggesting that the herein-reported mechanisms exist in tumors of human (lung) cancer patients.


EPOR knockdown reduces A549 tumor growth

While EPO has been shown to induce progression and survival in different cancer cells (5, 48, 49), EPO treatment in our study did not increase the growth of wild-type A549 xenografts. Such non-responsiveness to EPO has been previously observed in EPOR-expressing A549 cells (42) as well as in some breast cancer cell lines (9). Interestingly, the loss of EPOR in A549 lung cancer cells reduced the proliferation of tumor xenografts, which has been also observed e.g., in glioma cells (12), implying that EPOR per se has a regulatory role in cancer cells. It is currently unknown whether EPOR in cancer cells exists as a homodimer or as a heterodimer [with the common-β receptor subunit (CD131)] with a much lower EPO affinity (50, 51), whether EPOR activation is ligand-independent (52), or whether endogenously produced EPO, either by the kidney or by the tumor itself (2, 10, 53), is sufficient to fully activate EPOR in A549 tumors. The implication that endogenous EPO may be sufficient to support tumor growth suggests that targeting EPOR on tumor cells is a relevant approach to attenuate tumor growth while enabling treatment with EPO to alleviate anemia.



EPOR regulates mitochondrial biogenesis through iNOS and pAKT in A549 lung tumors

Loss of EPOR in A549 tumors led to reduced mass-specific respiration rates, while mitochondria-specific respiration and OXPHOS protein expression levels per mitochondrion did not differ between EPOR-deficient and EPOR-expressing tumors, indicating that the respiratory capacity per mitochondrial unit was not affected in EPOR-deficient tumors. However, high-resolution respirometry does not allow to differentiate between the respiratory potentials of distinct cell types (e.g., human cancer and murine stromal cells in the current study) in a heterogeneous tumor sample. Therefore, we used human lung cancer cells to grow tumors in immunocompromised Foxn1nu mice, which enabled us to differentiate the gene expression and mitochondrial DNA levels between human cancer cells and murine stromal cells. Indeed, the mitochondrial content was diminished in shEPOR tumors. The downregulation of the transcription factor NRF1 and TFAM suggests that transcription to realize mitochondrial biogenesis was impaired (45, 46). In contrast to NRF1 and TFAM, mRNA levels of PGC1 α, representing a key regulator of mitochondrial metabolism (47), were elevated in EPOR deficient tumors. In contrast to our study, the lack of eNOS and AKT also reduced PGC1α levels in muscle cells (16). PGC1 α is critical for cellular energy management (54) and disturbed energy metabolism in EPOR deficient tumors possibly led to an over-compensatory expression of PGC1 α, which has been described in brown adipose tissue with mitochondrial dysfunction (55). Mitophagy (data not shown) or mitochondrial fusion and fission did not significantly contribute to the reduced mitochondrial content in A549 tumors. Thus, we concluded that EPOR-deficient tumors had a lower mitochondrial density, mainly due to impaired mitochondrial production.

Interestingly, murine stromal cells in EPOR-deficient A549 tumors also had fewer mitochondria than those in the control tumors, suggesting that tumor EPOR controls mitochondria on a cell-by-cell basis as well as in a paracrine fashion. This effect was mainly restricted to the tumor microenvironment because the mitochondrial DNA levels in the liver of mice carrying either EPOR-deficient or EPOR-expressing A549 tumors did not differ. We asked whether this local effect is controlled by EPOR-dependent NO production because NO has been reported to be induced by EPO (56–58) and to activate NRF-1 mediated mitochondrial biogenesis (16). Indeed, EPOR-deficient tumors showed reduced iNOS mRNA levels, associated with reduced plasma nitrate concentrations, which were measured as an indirect approximation of plasma NO levels. When we analyzed mitochondrial content in iNOS-deficient MDA-MB-231 breast cancer tumors (59) from a previous study (5), the loss of EPOR in these tumors did not influence mitochondrial content or transcriptional regulators of mitochondrial biogenesis, suggesting that iNOS expression is essential for EPOR-dependent control of mitochondrial biogenesis. However, rescuing iNOS expression in EPOR-deficient A549 cells and tumors was not sufficient to increase mitochondrial content suggesting that the EPOR-dependent control of mitochondrial biogenesis requires iNOS, among other factors. Previous studies have suggested that controlling mitochondrial biogenesis via EPO requires both, eNOS and pAKT (16). EPOR-deficient A549 tumors had lower pAKT levels than control tumors and AKT is often phosphorylated by EPO/EPOR in other (cancer) cells, supporting their growth (5, 9) and regulating mitochondrial biogenesis (60). Indeed, when we rescued iNOS and pAKT levels simultaneously in EPOR-deficient A549 cells, TFAM and VDAC1 expression, as well as mitochondrial content, increased. The co-inhibition of iNOS and AKT reduced mitochondrial density and TFAM in additional lung and breast cancer cell lines, suggesting that other cancer cells also rely on the regulation of mitochondrial biogenesis by iNOS and pAKT downstream of EPOR.

Our in vitro and in vivo data were supported by a positive correlation of EPOR and iNOS, analyzed in tissue arrays of human non-small lung cancer patients. Furthermore, EPOR and VDAC1, as a surrogate of mitochondrial content (61) correlated positively in most lung cancer types, except for large cell carcinoma. Although VDAC1 is also differentially expressed by apoptotic regulation (62), we propose that the approximately 27% (r2 squared Pearson) of VDAC1 variation among the lung cancer biopsies, which was explained by EPOR expression, reflects differences in mitochondrial content (44, 61, 63, 64). When we analyzed VDAC1 expression levels in different datasets of lung adenocarcinomas (37–40), we observed that it is higher expressed in tumors than in healthy tissue and is associated with poor survival. This indicates that our results translate from preclinical research to human (lung) cancer patients and that targeting EPOR specifically in cancer cells may provide a new approach to control the expression of mitochondria in cancer cells and thus, tumor metabolism.



Conclusion

We provide evidence that EPOR contributes to the regulation of mitochondria in cancer cells. EPOR controls the phosphorylation of AKT as well as the expression of iNOS and thus, NO production. In turn, pAKT and iNOS (through NO) regulate mitochondrial biogenesis in cancer and stromal cells. Our study suggests that an approach that solely targets EPOR in cancer cells may help control tumor metabolism and thereby the malignancy of tumors in human patients. Moreover, EPOR expression per se may also be a clinical predictor of cancer cell responsiveness to drugs and radiation, which depends on mitochondrial metabolism.




Data availability statement

The original contributions presented in the study are included in the article/Supplementary Material. Further inquiries can be directed to the corresponding author.



Ethics statement

The animal study was reviewed and approved by Veterinäramt Kanton Zürich, Zollstrasse 20, 8090 Zürich.



Author contributions

MG, DN, and JAra initiated this project and MT further developed it. MA performed all cell biological experiments, analyzed, and interpreted the data, contributed to designing experiments, supported animal experiments, provided intellectual input, and contributed to writing the manuscript. FG performed immunohistochemical staining. NB, JArm, and HA supported animal experiments, sampling as well as sample analyses. MR prepared tissue samples and evaluated tumor sections. FM-R and JAra generated and provided A549 EPOR knockdown cells. AS performed statistical analyses. RJ and ES supported measurements of cellular respiration and gave intellectual input. TR contributed materials and analysis tools, DN, JAra, and MG provided intellectual input and contributed to writing the manuscript. MT designed experiments, conducted animal experiments, measured cellular respiration, analyzed, and interpreted the data, and wrote the manuscript. All authors contributed to the article and approved the submitted version.



Funding

We acknowledge the financial support of the Swiss National Science Foundation (grant number 31003A_175637), Marie-Louise von Muralt Foundation, Krebsliga Switzerland (grant number KFS-3692-08-2015), J & F Thoma Foundation, the Forschungskredit of the University of Zurich, and the Zurich Center for Integrative Human Physiology (ZIHP). Furthermore, this study was supported by the FP7‐Health European Commission EpoCan grant (282551), and we kindly thank all members of the EpoCan consortium for discussions and support.



Acknowledgments

The authors kindly thank Nicole Kachappilly, Nikolai Bogdanov, and the Center for Clinical Studies at the University of Zurich for their excellent technical support.



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Supplementary material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fonc.2022.976961/full#supplementary-material



References

1. Maxwell, P, Melendez-Rodriguez, F, Matchett, KB, Aragones, J, Ben-Califa, N, Jaekel, H, et al. Novel antibodies directed against the human erythropoietin receptor: Creating a basis for clinical implementation. Br J Haematol (2015) 168(3):429–42. doi: 10.1111/bjh.13133

2. Saintigny, P, Besse, B, Callard, P, Vergnaud, AC, Czernichow, S, Colombat, M, et al. Erythropoietin and erythropoietin receptor coexpression is associated with poor survival in stage I non-small cell lung cancer. Clin Cancer Res (2007) 13(16):4825–31. doi: 10.1158/1078-0432.CCR-06-3061

3. Debeljak, N, Solar, P, and Sytkowski, AJ. Erythropoietin and cancer: The unintended consequences of anemia correction. Front Immunol (2014) 5:563. doi: 10.3389/fimmu.2014.00563

4. Tankiewicz-Kwedlo, A, Hermanowicz, J, Surazynski, A, Rozkiewicz, D, Pryczynicz, A, Domaniewski, T, et al. Erythropoietin accelerates tumor growth through increase of erythropoietin receptor (Epor) as well as by the stimulation of angiogenesis in dld-1 and ht-29 xenografts. Mol Cell Biochem (2016) 421(1-2):1–18. doi: 10.1007/s11010-016-2779-x

5. Chan, KK, Matchett, KB, Coulter, JA, Yuen, HF, McCrudden, CM, Zhang, SD, et al. Erythropoietin drives breast cancer progression by activation of its receptor epor. Oncotarget (2017) 8(24):38251–63. doi: 10.18632/oncotarget.16368

6. Todaro, M, Turdo, A, Bartucci, M, Iovino, F, Dattilo, R, Biffoni, M, et al. Erythropoietin activates cell survival pathways in breast cancer stem-like cells to protect them from chemotherapy. Cancer Res (2013) 73(21):6393–400. doi: 10.1158/0008-5472.CAN-13-0248

7. Zhou, B, Damrauer, JS, Bailey, ST, Hadzic, T, Jeong, Y, Clark, K, et al. Erythropoietin promotes breast tumorigenesis through tumor-initiating cell self-renewal. J Clin Invest (2014) 124(2):553–63. doi: 10.1172/JCI69804

8. Bhat, K, Sandler, K, Duhachek-Muggy, S, Alli, C, Cheng, F, Moatamed, NA, et al. Serum erythropoietin levels, breast cancer and breast cancer-initiating cells. Breast Cancer Res (2019) 21(1):17. doi: 10.1186/s13058-019-1100-9

9. Reinbothe, S, Larsson, AM, Vaapil, M, Wigerup, C, Sun, J, Jogi, A, et al. Epo-independent functional epo receptor in breast cancer enhances estrogen receptor activity and promotes cell proliferation. Biochem Biophys Res Commun (2014) 445(1):163–9. doi: 10.1016/j.bbrc.2014.01.165

10. Dagnon, K, Pacary, E, Commo, F, Antoine, M, Bernaudin, M, Bernaudin, JF, et al. Expression of erythropoietin and erythropoietin receptor in non-small cell lung carcinomas. Clin Cancer Res (2005) 11(3):993–9. doi: 10.1158/1078-0432.993.11.3

11. Doleschel, D, Mundigl, O, Wessner, A, Gremse, F, Bachmann, J, Rodriguez, A, et al. Targeted near-infrared imaging of the erythropoietin receptor in human lung cancer xenografts. J Nucl Med (2012) 53(2):304–11. doi: 10.2967/jnumed.111.091124

12. Peres, EA, Valable, S, Guillamo, JS, Marteau, L, Bernaudin, JF, Roussel, S, et al. Targeting the erythropoietin receptor on glioma cells reduces tumour growth. Exp Cell Res (2011) 317(16):2321–32. doi: 10.1016/j.yexcr.2011.06.011

13. Wang, L, Di, L, and Noguchi, CT. Erythropoietin, a novel versatile player regulating energy metabolism beyond the erythroid system. Int J Biol Sci (2014) 10(8):921–39. doi: 10.7150/ijbs.9518

14. Wang, L, Teng, R, Di, L, Rogers, H, Wu, H, Kopp, JB, et al. Pparalpha and Sirt1 mediate erythropoietin action in increasing metabolic activity and browning of white adipocytes to protect against obesity and metabolic disorders. Diabetes (2013) 62(12):4122–31. doi: 10.2337/db13-0518

15. Plenge, U, Belhage, B, Guadalupe-Grau, A, Andersen, PR, Lundby, C, Dela, F, et al. Erythropoietin treatment enhances muscle mitochondrial capacity in humans. Front Physiol (2012) 3:50. doi: 10.3389/fphys.2012.00050

16. Carraway, MS, Suliman, HB, Jones, WS, Chen, CW, Babiker, A, and Piantadosi, CA. Erythropoietin activates mitochondrial biogenesis and couples red cell mass to mitochondrial mass in the heart. Circ Res (2010) 106(11):1722–30. doi: 10.1161/CIRCRESAHA.109.214353

17. Nisoli, E, Clementi, E, Paolucci, C, Cozzi, V, Tonello, C, Sciorati, C, et al. Mitochondrial biogenesis in mammals: The role of endogenous nitric oxide. Science (2003) 299(5608):896–9. doi: 10.1126/science.1079368

18. Lira, VA, Brown, DL, Lira, AK, Kavazis, AN, Soltow, QA, Zeanah, EH, et al. Nitric oxide and ampk cooperatively regulate pgc-1 in skeletal muscle cells. J Physiol (2010) 588(Pt 18):3551–66. doi: 10.1113/jphysiol.2010.194035

19. Cleeter, MW, Cooper, JM, Darley-Usmar, VM, Moncada, S, and Schapira, AH. Reversible inhibition of cytochrome c oxidase, the terminal enzyme of the mitochondrial respiratory chain, by nitric oxide. Implications for neurodegenerative diseases. FEBS Lett (1994) 345(1):50–4. doi: 10.1016/0014-5793(94)00424-2

20. Poderoso, JJ, Helfenberger, K, and Poderoso, C. The effect of nitric oxide on mitochondrial respiration. Nitric Oxide (2019) 176:61–72. doi: 10.1016/j.niox.2019.04.005

21. Caneba, CA, Yang, L, Baddour, J, Curtis, R, Win, J, Hartig, S, et al. Nitric oxide is a positive regulator of the warburg effect in ovarian cancer cells. Cell Death Dis (2014) 5:e1302. doi: 10.1038/cddis.2014.264

22. Lopez-Sanchez, LM, Aranda, E, and Rodriguez-Ariza, A. Nitric oxide and tumor metabolic reprogramming. Biochem Pharmacol (2019) 176:113769. doi: 10.1016/j.bcp.2019.113769

23. Ambs, S, Merriam, WG, Ogunfusika, MO, Bennett, WP, Ishibe, N, Hussain, SP, et al. P53 and vascular endothelial growth factor regulate tumor growth of Nos2-expressing human carcinoma cells. Nat Med (1998) 4(12):1371–6. doi: 10.1038/3957

24. Ramaswamy, S, Nakamura, N, Vazquez, F, Batt, DB, Perera, S, Roberts, TM, et al. Regulation of G1 progression by the pten tumor suppressor protein is linked to inhibition of the phosphatidylinositol 3-Kinase/Akt pathway. Proc Natl Acad Sci USA (1999) 96(5):2110–5. doi: 10.1073/pnas.96.5.2110

25. Foskett, A, Alnaeeli, M, Wang, L, Teng, R, and Noguchi, CT. The effects of erythropoietin dose titration during high-fat diet-induced obesity. J BioMed Biotechnol (2011) 2011:373781. doi: 10.1155/2011/373781

26. Faustino-Rocha, A, Oliveira, PA, Pinho-Oliveira, J, Teixeira-Guedes, C, Soares-Maia, R, da Costa, RG, et al. Estimation of rat mammary tumor volume using caliper and ultrasonography measurements. Lab Anim (NY) (2013) 42(6):217–24. doi: 10.1038/laban.254

27. Jacobs, RA, Diaz, V, Soldini, L, Haider, T, Thomassen, M, Nordsborg, NB, et al. Fast-twitch glycolytic skeletal muscle is predisposed to age-induced impairments in mitochondrial function. J Gerontol A Biol Sci Med Sci (2013) 68(9):1010–22. doi: 10.1093/gerona/gls335

28. Jacobs, RA, Fluck, D, Bonne, TC, Burgi, S, Christensen, PM, Toigo, M, et al. Improvements in exercise performance with high-intensity interval training coincide with an increase in skeletal muscle mitochondrial content and function. J Appl Physiol (2013) 115(6):785–93. doi: 10.1152/japplphysiol.00445.2013

29. Larsen, S, Nielsen, J, Hansen, CN, Nielsen, LB, Wibrand, F, Stride, N, et al. Biomarkers of mitochondrial content in skeletal muscle of healthy young human subjects. J Physiol (2012) 590(14):3349–60. doi: 10.1113/jphysiol.2012.230185

30. Thornton, B, and Basu, C. Real-time pcr (Qpcr) primer design using free online software. Biochem Mol Biol Educ (2011) 39(2):145–54. doi: 10.1002/bmb.20461

31. Livak, KJ, and Schmittgen, TD. Analysis of relative gene expression data using real-time quantitative pcr and the 2(-delta delta C(T)) method. Methods (2001) 25(4):402–8. doi: 10.1006/meth.2001.1262

32. Pfaffl, MW. A new mathematical model for relative quantification in real-time rt-pcr. Nucleic Acids Res (2001) 29(9):e45. doi: 10.1093/nar/29.9.e45

33. Quiros, PM, Goyal, A, Jha, P, and Auwerx, J. Analysis of Mtdna/Ndna ratio in mice. Curr Protoc Mouse Biol (2017) 7(1):47–54. doi: 10.1002/cpmo.21

34. Grady, JP, Murphy, JL, Blakely, EL, Haller, RG, Taylor, RW, Turnbull, DM, et al. Accurate measurement of mitochondrial DNA deletion level and copy number differences in human skeletal muscle. PloS One (2014) 9(12):e114462. doi: 10.1371/journal.pone.0114462

35. Kleinbongard, P, Dejam, A, Lauer, T, Rassaf, T, Schindler, A, Picker, O, et al. Plasma nitrite reflects constitutive nitric oxide synthase activity in mammals. Free Radic Biol Med (2003) 35(7):790–6. doi: 10.1016/s0891-5849(03)00406-4

36. Dejam, A, Hunter, CJ, Pelletier, MM, Hsu, LL, Machado, RF, Shiva, S, et al. Erythrocytes are the major intravascular storage sites of nitrite in human blood. Blood (2005) 106(2):734–9. doi: 10.1182/blood-2005-02-0567

37. Cai, L, Lin, S, Girard, L, Zhou, Y, Yang, L, Ci, B, et al. Lce: An open web portal to explore gene expression and clinical associations in lung cancer. Oncogene (2019) 38(14):2551–64. doi: 10.1038/s41388-018-0588-2

38. Cancer Genome Atlas Research N Comprehensive molecular profiling of lung adenocarcinoma. Nature (2014) 511(7511):543–50. doi: 10.1038/nature13385

39. Takeuchi, T, Tomida, S, Yatabe, Y, Kosaka, T, Osada, H, Yanagisawa, K, et al. Expression profile-defined classification of lung adenocarcinoma shows close relationship with underlying major genetic changes and clinicopathologic behaviors. J Clin Oncol (2006) 24(11):1679–88. doi: 10.1200/JCO.2005.03.8224

40. Schabath, MB, Welsh, EA, Fulp, WJ, Chen, L, Teer, JK, Thompson, ZJ, et al. Differential association of Stk11 and Tp53 with kras mutation-associated gene expression, proliferation and immune surveillance in lung adenocarcinoma. Oncogene (2016) 35(24):3209–16. doi: 10.1038/onc.2015.375

41. Doleschel, D, Rix, A, Arns, S, Palmowski, K, Gremse, F, Merkle, R, et al. Erythropoietin improves the accumulation and therapeutic effects of carboplatin by enhancing tumor vascularization and perfusion. Theranostics (2015) 5(8):905–18. doi: 10.7150/thno.11304

42. Frille, A, Leithner, K, Olschewski, A, Olschewski, H, Wohlkonig, C, and Hrzenjak, A. No erythropoietin-induced growth is observed in non-small cell lung cancer cells. Int J Oncol (2018) 52(2):518–26. doi: 10.3892/ijo.2017.4225

43. Starkov, AA. The role of mitochondria in reactive oxygen species metabolism and signaling. Ann N Y Acad Sci (2008) 1147:37–52. doi: 10.1196/annals.1427.015

44. Jacobs, RA, Aboouf, MA, Koester-Hegmann, C, Muttathukunnel, P, Laouafa, S, Arias-Reyes, C, et al. Erythropoietin promotes hippocampal mitochondrial function and enhances cognition in mice. Commun Biol (2021) 4(1):938. doi: 10.1038/s42003-021-02465-8

45. Huo, L, and Scarpulla, RC. Mitochondrial DNA instability and peri-implantation lethality associated with targeted disruption of nuclear respiratory factor 1 in mice. Mol Cell Biol (2001) 21(2):644–54. doi: 10.1128/MCB.21.2.644-654.2001

46. Larsson, NG, Wang, J, Wilhelmsson, H, Oldfors, A, Rustin, P, Lewandoski, M, et al. Mitochondrial transcription factor a is necessary for mtdna maintenance and embryogenesis in mice. Nat Genet (1998) 18(3):231–6. doi: 10.1038/ng0398-231

47. Puigserver, P, Wu, Z, Park, CW, Graves, R, Wright, M, and Spiegelman, BM. A cold-inducible coactivator of nuclear receptors linked to adaptive thermogenesis. Cell (1998) 92(6):829–39. doi: 10.1016/s0092-8674(00)81410-5

48. Miao, S, Wang, SM, Cheng, X, Li, YF, Zhang, QS, Li, G, et al. Erythropoietin promoted the proliferation of hepatocellular carcinoma through hypoxia induced translocation of its specific receptor. Cancer Cell Int (2017) 17:119. doi: 10.1186/s12935-017-0494-7

49. Westenfelder, C, and Baranowski, RL. Erythropoietin stimulates proliferation of human renal carcinoma cells. Kidney Int (2000) 58(2):647–57. doi: 10.1046/j.1523-1755.2000.00211.x

50. Brines, M, Grasso, G, Fiordaliso, F, Sfacteria, A, Ghezzi, P, Fratelli, M, et al. Erythropoietin mediates tissue protection through an erythropoietin and common beta-subunit heteroreceptor. Proc Natl Acad Sci U.S.A. (2004) 101(41):14907–12. doi: 10.1073/pnas.0406491101

51. Masuda, S, Nagao, M, Takahata, K, Konishi, Y, Gallyas, F Jr., Tabira, T, et al. Functional erythropoietin receptor of the cells with neural characteristics. comparison with receptor properties of erythroid cells. J Biol Chem (1993) 268(15):11208–16. doi: 10.1016/S0021-9258(18)82112-3

52. Naranda, T, Kaufman, RI, Li, J, Wong, K, Boge, A, Hallen, D, et al. Activation of erythropoietin receptor through a novel extracellular binding site. Endocrinology (2002) 143(6):2293–302. doi: 10.1210/endo.143.6.8860

53. Rades, D, Setter, C, Dahl, O, Schild, SE, and Noack, F. Prognostic impact of erythropoietin expression and erythropoietin receptor expression on locoregional control and survival of patients irradiated for stage Ii/Iii non-Small-Cell lung cancer. Int J Radiat Oncol Biol Phys (2011) 80(2):499–505. doi: 10.1016/j.ijrobp.2010.02.003

54. Bost, F, and Kaminski, L. The metabolic modulator pgc-1alpha in cancer. Am J Cancer Res (2019) 9(2):198–211.

55. Lelliott, CJ, Medina-Gomez, G, Petrovic, N, Kis, A, Feldmann, HM, Bjursell, M, et al. Ablation of pgc-1beta results in defective mitochondrial activity, thermogenesis, hepatic function, and cardiac performance. PloS Biol (2006) 4(11):e369. doi: 10.1371/journal.pbio.0040369

56. Beleslin-Cokic, BB, Cokic, VP, Wang, L, Piknova, B, Teng, R, Schechter, AN, et al. Erythropoietin and hypoxia increase erythropoietin receptor and nitric oxide levels in lung microvascular endothelial cells. Cytokine (2011) 54(2):129–35. doi: 10.1016/j.cyto.2011.01.015

57. Beleslin-Cokic, BB, Cokic, VP, Yu, X, Weksler, BB, Schechter, AN, and Noguchi, CT. Erythropoietin and hypoxia stimulate erythropoietin receptor and nitric oxide production by endothelial cells. Blood (2004) 104(7):2073–80. doi: 10.1182/blood-2004-02-0744

58. Ruschitzka, FT, Wenger, RH, Stallmach, T, Quaschning, T, de Wit, C, Wagner, K, et al. Nitric oxide prevents cardiovascular disease and determines survival in polyglobulic mice overexpressing erythropoietin. Proc Natl Acad Sci U.S.A. (2000) 97(21):11609–13. doi: 10.1073/pnas.97.21.11609

59. Bentrari, F, Chantome, A, Knights, A, Jeannin, JF, and Pance, A. Oct-2 forms a complex with Oct-1 on the inos promoter and represses transcription by interfering with recruitment of rna polii by Oct-1. Nucleic Acids Res (2015) 43(20):9757–65. doi: 10.1093/nar/gkv829

60. Qin, C, Zhou, S, Xiao, Y, and Chen, L. Erythropoietin enhances mitochondrial biogenesis in cardiomyocytes exposed to chronic hypoxia through Akt/Enos signalling pathway. Cell Biol Int (2014) 38(3):335–42. doi: 10.1002/cbin.10205

61. Camara, AKS, Zhou, Y, Wen, PC, Tajkhorshid, E, and Kwok, WM. Mitochondrial Vdac1: A key gatekeeper as potential therapeutic target. Front Physiol (2017) 8:460. doi: 10.3389/fphys.2017.00460

62. Weisthal, S, Keinan, N, Ben-Hail, D, Arif, T, and Shoshan-Barmatz, V. Ca(2+)-mediated regulation of Vdac1 expression levels is associated with cell death induction. Biochim Biophys Acta (2014) 1843(10):2270–81. doi: 10.1016/j.bbamcr.2014.03.021

63. Aboouf, MA, Armbruster, J, Thiersch, M, Gassmann, M, Godecke, A, Gnaiger, E, et al. Myoglobin, expressed in brown adipose tissue of mice, regulates the content and activity of mitochondria and lipid droplets. Biochim Biophys Acta Mol Cell Biol Lipids (2021) 1866(12):159026. doi: 10.1016/j.bbalip.2021.159026

64. Lee, AR, Moon, DK, Siregar, A, Moon, SY, Jeon, RH, Son, YB, et al. Involvement of mitochondrial biogenesis during the differentiation of human periosteum-derived mesenchymal stem cells into adipocytes, chondrocytes and osteocytes. Arch Pharm Res (2019) 42(12):1052–62. doi: 10.1007/s12272-019-01198-x



Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Aboouf, Guscetti, von Büren, Armbruster, Ademi, Ruetten, Meléndez-Rodríguez, Rülicke, Seymer, Jacobs, Schneider Gasser, Aragones, Neumann, Gassmann and Thiersch. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




REVIEW

published: 22 August 2022

doi: 10.3389/fonc.2022.993316

[image: image2]


Emerging roles of ferroptosis in glioma


Jiaqi Shi 1,2,3, Ning Yang 2,3,4, Mingzhi Han 2,3,5 and Chen Qiu 1,2,6*


1 School of Medicine, Cheeloo College of Medicine, Shandong University, Jinan, China, 2 Department of Neurosurgery, Qilu Hospital, Cheeloo College of Medicine and Institute of Brain and Brain-Inspired Science, Shandong University, Jinan, China, 3 Jinan Microecological Biomedicine Shandong Laboratory and Shandong Key Laboratory of Brain Function Remodeling, Jinan, China, 4 Department of Epidemiology and Health Statistics, School of Public Health, Shandong University, Jinan, China, 5 Medical Integration and Practice Center, Cheeloo College of Medicine, Shandong University, Jinan, China, 6 Department of Radiation Oncology, Qilu Hospital, Cheeloo College of Medicine, Shandong University, Jinan, China




Edited by: 

Balkrishna Chaube, Yale University, United States

Reviewed by: 

Suyasha Roy, National Institutes of Health (NIH), United States

Parul Singh, Division of Lung Diseases, National Heart, Lung, and Blood Institute (NIH), United States

*Correspondence: 

Chen Qiu
 rachelqiu@sdu.edu.cn

Specialty section: 
 This article was submitted to Cancer Metabolism, a section of the journal Frontiers in Oncology


Received: 13 July 2022

Accepted: 28 July 2022

Published: 22 August 2022

Citation:
Shi J, Yang N, Han M and Qiu C (2022) Emerging roles of ferroptosis in glioma. Front. Oncol. 12:993316. doi: 10.3389/fonc.2022.993316



Glioma is the most common primary malignant tumor in the central nervous system, and directly affects the quality of life and cognitive function of patients. Ferroptosis, is a new form of regulated cell death characterized by iron-dependent lipid peroxidation. Ferroptosis is mainly due to redox imbalance and involves multiple intracellular biology processes, such as iron metabolism, lipid metabolism, and antioxidants synthesis. Induction of ferroptosis could be a new target for glioma treatment, and ferroptosis-related processes are associated with chemoresistance and radioresistance in glioma. In the present review, we provide the characteristics, key regulators and pathways of ferroptosis and the crosstalk between ferroptosis and other programmed cell death in glioma, we also proposed the application and prospect of ferroptosis in the treatment of glioma.
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1 Introduction

Ferroptosis is an iron-dependent regulated cell death driven by the peroxidation damage of phospholipid-containing polyunsaturated fatty acyl tails (PUFA-PLs) on the cell membrane or organelle membrane and subsequent membrane rupture (1). This non-apoptotic form of cell death triggered by erastin was first named in 2012 (2). Induced ferroptosis has been shown to be efficacious in eliminating drug-resistant tumor cells in various studies (3). Glioma is characterized by rapid proliferation and treatment resistance, and studies have demonstrated that inhibition of ferroptosis promotes malignant transformation, proliferation and angiogenesis in glioma (4, 5), so induction of ferroptosis is a promising research direction.

Herein, we summarize the processes of ferroptosis in glioma, the current findings on ferroptosis in glioma, which include some of the pivotal regulators and pathways relevant to ferroptosis and the crosstalk between ferroptosis and other programmed cell death including apoptosis, autophagic cell death, necroptosis and pyroptosis. Treatment resistance is an essential contributor to poor prognosis. Therefore, we focus on the relationship between ferroptosis-related metabolic processes and treatment resistance in glioma, and present the role of ferroptosis as well as its prospects in glioma treatment. The therapies include systemic therapy (especially temozolomide chemotherapy), radiotherapy, immunotherapy, and nanotherapy.



2 Regulation of ferroptosis in glioma

Iron metabolism, lipid peroxidation and antioxidant system, the imbalance among these three is a trigger for ferroptosis (Figure 1) . A complex regulatory network exists within the cell to regulate iron metabolism. Research indicates that free iron abundance promotes lipid peroxidation through the accumulation of reactive oxygen species (ROS) and the activation of iron-containing enzymes (6). Antioxidant systems in cells against ferroptosis mainly include Cysteine (Cys), glutathione (GSH), and glutathione peroxidase 4 (GPX4) axis (7) (Figure 1).




Figure 1 | The core mechanisms related to ferroptosis. Free iron promotes intracellular ROS accumulation through the Fenton reaction, leading to lipid peroxidation and ferroptosis. The antioxidant system inhibits the lipid peroxidation process to prevent ferroptosis. Imbalance of iron metabolism, lipid peroxidation and antioxidant system leads to the occurrence of ferroptosis. Abbreviations: TfR, transferrin receptor; ROS, reactive oxygen species; Cys2, cystine; Cys, Cysteine; GSH, glutathione; GPX4, glutathione peroxidase 4; PUFA-PL, polyunsaturated fatty acid-containing phospholipid.




2.1 Iron metabolism


2.1.1 Iron metabolism in ferroptosis

Intracellular iron is strictly regulated. Most iron in cells is ligated by heme, stored in ferritin, an iron storage protein, or exists in the form of Fe-S clusters. Nevertheless, a small amount of labile iron is present in the cells and it is inclined to catalyze the formation of ROS (8, 9) (Figure 2). Iron mediates non-enzymatic peroxidation of lipid through Fenton reaction (8). The process of enzymatic peroxidation is iron-dependent because it requires the participation of iron-containing enzymes, such as ALOXs, NOXs, and CYP (10, 11).




Figure 2 | Iron metabolic processes involved in ferroptosis in glioma. BBB consists of ECs, basement membrane, pericytes, and astrocytic end feet. Iron transport depends on the TfR of vascular ECs in the BBB. Transferrin carries iron, the transferrin-receptor complex is internalized and then transported to the abluminal side of the endothelium. Transferrin combines with most of the iron that crosses the BBB, iron is then delivered to cells. In the cell, iron is released from transferrin in acidic endosomes. Endosomal iron can be delivered to the cytoplasm via DMT1, ZIP8, ZIP13 and ZIP14. Intracellular iron can be transported out of cells by SLC40A1, utilized by mitochondria for the synthesis of heme and Fe-S, and stored in ferritin. The iron in ferritin can be released by NCOA4-mediated ferritinophagy. Abbreviations: BBB, blood brain barrier; EC, endothelial cell; TfR, transferrin receptor; SLC40A1, solute carrier family 40 member 1; NCOA4, nuclear receptor coactivator 4.



Iron binds efficiently to extracellular transferrin, which has an important role in ferroptosis, and is released from transferrin when the iron is delivered to acidic endosomes via receptor-mediated endocytosis (10, 12). Transferrin transports iron into cells via transferrin receptors (TfR), TfR RNAi significantly inhibited cell death (12). Endosomal iron can be delivered to the cytoplasm via DMT1, ZIP8, ZIP13 and ZIP14 (13). Then PCBP1 delivers cytosolic iron to ferritin (an important iron storage protein in cells), non-heme iron enzymes and some other proteins (13, 14). PCBP2 is a DMT1-binding protein that transfers ferrous iron to the appropriate intracellular site or solute carrier family 40 member 1 (SLC40A1) (14). Nuclear receptor coactivator 4 (NCOA4)-mediated ferritinophagy is a form of selective autophagy that facilitates ferritin degradation leading to Fe2+ release (15). Transferrin and receptors promote ferroptosis by increasing intracellular iron content, whereas SLC40A1-mediated iron export inhibits ferroptosis (16). Additionally, ferroptosis is regulated by the iron-regulatory proteins (such as ACO1 and IREB2) at the translational level. Some mitochondrial proteins, such as cysteine desulfurase (NFS1), iron–sulfur cluster assembly (ISCU) and frataxin (17), restrain ferroptosis by increasing the synthesis of Fe-S clusters in cells (Figure 2).



2.1.2 Iron transport in brain

Iron is an essential cofactor for many metabolic processes in the central nervous system (CNS), including DNA synthesis in neurons, oxidative phosphorylation, neurotransmitter production and oxygen transport (18, 19). However, brain is a very special organ in the human body, it is hidden behind the blood-brain barrier (BBB) with very low permeability, which limits its access to many substances (such as iron). Iron transport relies on the expression of TfR by vascular endothelial cells in the BBB. Transferrin binds to TfR expressed at the luminal membrane of endothelial cells. The transferrin-receptor complex will be internalized and then transported to the abluminal side of the endothelium. There, it will be exposed to the local microenvironment, which leads to the release of iron (18). Transferrin synthesized by oligodendrocytes combines with most of the iron that crosses the BBB after iron oxidation (20) (Figure 2).



2.1.3 Iron metabolism in glioma

Compared to normal cells, tumor cells are more dependent on iron. In glioma, reprogrammed iron metabolism is regarded as a core factor in tumorigenesis, progression and the tumor microenvironment (21, 22). Transferrin receptor 1 (TfR1) controls the rate of iron uptake by glioma cells by regulating the amount of iron delivered to cells to meet metabolic requirements. Transferrin receptor 2 (TfR2) is frequently and highly expressed in glioblastoma (GBM) (23, 24). Immunohistochemistry of some GBM tissue samples with TfR mAbs exhibited a high rate of positivity (25). TfR2 expression in normal tissues is restricted, but a frequent expression of TfR2 on cancer lineages of distinct origins can be observed. It suggests that expression of TfR2 by tumor cells, along with increased expression of TfR1, may be a strategy for tumor cells to obtain optimal iron input (23).

Changes in transferrin and receptors can affect cellular iron content and may lead to the development of ferroptosis. Ferritin, composed of ferritin heavy chain (FTH1) and ferritin light chain (FTL), is an iron storage protein in cells. Recent findings strongly support the hypothesis that glial tumors synthesize and secrete ferritin (26, 27). Iron requirements are increased in glioblastoma stem cells, so high levels of cytoplasmic ferritin may protect cells from ferroptosis by enhancing iron chelation (28).



2.1.4 Iron metabolism promotes glioma progression

Growing evidence suggests that iron metabolism-related processes in glioma cells contribute to tumor progression. GBM patients have elevated serum ferritin levels, probably due to the inflammatory state, and high serum ferritin levels are associated with poor prognosis (27). In glioma, high expression of TfR mediates intracellular iron accumulation and ROS formation, and promotes tumor proliferation. It also promotes an NMDA-receptor-mediated decrease in the number of neurons (29). Elimination of neurons is necessary for glioma cells to acquire space for growth. In addition, FTL is overexpressed in glioma (30). The oncogenic effect of FTL is mediated through the regulation of AKT/GSK3β/β-catenin signaling. It is proven that FTL promotes migration, invasion and chemoresistance in glioma (30).



2.1.5 Iron metabolism and glioma treatment resistance

Notably, changes in iron metabolism are probably associated with the malignant transformation of glial cells and the degree of malignancy of glioma. The higher the grade of glioma, the correspondingly stronger the treatment resistance effect it has. Purified ferritin from glioblastoma-derived cell line has marked apoptosis-stimulating activity and are inhibited by neutralizing anti-ferritin antibody Ab rH02, however, isoferrin released from cultured neonatal astrocytes did not show this activity, suggesting that the transition of astrocytes to a malignant phenotype is accompanied by alterations in iron metabolic processes (26). And research demonstrated that the extent of TfR expression in glioma is positively correlated with tumor grading (29). FTL expression is also elevated in high-grade glioma (30). The main result of these changes is increased iron uptake by glioma cells. While iron may differentially affect the effectiveness of treatment by activating ROS production and/or signaling pathways including HIF-1 or IRP-1 recruitment (31).

In recent years, an increasing number of studies have found that the inevitability of treatment resistance and recurrence in GBM may be due to the presence of cancer stem-like cells (CSCs) (32). Owing to the nature of enhanced resistance to conventional chemo/radiotherapy and metastasis, CSCs have been proposed as promising targets for cancer eradication (33). Basuli et al. found that iron uptake by GBM CSCs is 2-3 folds higher than that of non-stem cell tumor cells (22). This alteration in iron metabolism is likely to be related to the treatment resistance of GBM CSCs. Expression of stemness-related markers has been proven to be affected by iron chelators, therefore targeting iron metabolic processes in CSCs is promising for reducing tumor cell therapeutic resistance (32).




2.2 Lipid metabolism


2.2.1 Lipid metabolism in ferroptosis

In ferroptosis, the most essential process related to lipid metabolism is lipid peroxidation. Oxidized lipid disrupts and distorts the bilayer membrane. Oxidized lipid clusters in membranes destroy their barrier function by formation of hydrophilic pores, leading to ferroptosis (34).

Polyunsaturated fatty acid (PUFA)-containing membranes are susceptible to oxidation (6, 13) (Figure 3). Long-chain fatty acid–CoA ligase 4 (ACSL4) has a preference for long-chain PUFAs such as arachidonic acid (AA) and adrenic acid (AdA). In an ATP-dependent manner, ACSL4 catalyzes the binding of AA or AdA to coenzyme A to form derived AA-CoA or AdA-CoA (35, 36), which are then esterified under the catalysis of LPCAT3 and form PUFA-PE by reaction with phosphatidylethanolamine (PE). Then lipoxygenases (LOXs) are required for ferroptosis to oxidize AA-PE and AdA-PE to hydroperoxides AA–PE-OOH and AdA–PE-OOH (13, 37). Six arachidonic acid lipoxygenase (ALOX) genes in humans (ALOX5, ALOX12, ALOX12B, ALOX15, ALOX15B and ALOXE3) have distinct expression profiles in different tissues (37). Other contributors of fatty acids include Acetyl-CoA carboxylase (ACC)-mediated fatty acid synthesis (38), and lipophagy-mediated fatty acid releasing (6).




Figure 3 | Lipid peroxidation and antioxidant processes in ferroptosis. System xc- contains two subunits, SLC7A11 and SLC3A2, which mediate the transport of Cys2 and Glu. Cys2 is an ingredient for the synthesis of GSH, which together with GPX4 acts as the reductant for the inhibition of ferroptosis. Cys can also be generated via the transsulfuration pathway. PUFA undergoes a series of oxidation reactions and the product PUFA-PL-OOH leads to the occurrence of ferroptosis. Fenton reaction contributes to lipid peroxidation. P53 and BECN1 function as inhibitors of SLC7A11, while Nrf2-Keap1 pathway promotes the expression of this subunit. Abbreviations: Cys2, cystine; Glu, glutamate; GSH, glutathione; GPX4, glutathione peroxidase 4; Cys, Cysteine; PUFA-PL, polyunsaturated fatty acid- containing phospholipid; Nrf2, nuclear factor erythroid 2-related factor 2.





2.2.2 Lipid metabolism in glioma

Increased fatty acid synthesis and increased cholesterol uptake are considered to be features of malignant glioma. The altered lipid metabolism may mediate the resistance to chemotherapy and radiotherapy in GBM (39). Lipid peroxidation also contributes significantly to treatment resistance (40). Therefore, targeting glioma lipid regulation is one of the therapeutic strategies. The levels of PUFA are much higher in glioma than in normal brain tissue (41). However, glioma cells can appropriately reduce lipid peroxidation during lipid metabolism to avoid ferroptosis. It is notable that ACSL4 protein expression level was found to be decreased in glioma cells and BAO et al. found that knockdown of ACSL4 reduces ferroptosis and stimulates cell proliferation in glioma cells. In contrast, ACSL4 overexpression decreased the expression of GPX4, while upregulating the expression of ferroptosis indicators such as 5-HETE (5). Liu et al. reported a significant difference in the expression of ALOX5 in glioma and normal brain tissue (42). The above studies prove that many differences in lipid metabolism exist between glioma and normal tissues.




2.3 Cys, GSH, and GPX4 axis


2.3.1 Cys, GSH, and GPX4 axis in ferroptosis

The Cys2/Glu antiporter system xc-, which is composed of two subunits SLC7A11 and SLC3A2, is needed to import cystine (Cys2) into cells for subsequent GSH synthesis (6). In the cell, Cys2 is oxidized to Cys, which is then synthesized with glutamate (Glu) by glutamate-cysteine ligase (GCL) to form GGC, and subsequently synthesize GSH catalyzed by glutathione synthetase (GS) (43). A cycle can be envisaged in which Glu can enter the cell via its transporter protein and be exported via the xc- reverse transport system, thus supporting the cellular uptake of Cys2 (44). Cys for GSH synthesis can also be obtained from protein degradation within the lysosome and transsulfuration pathway (44). Transsulfuration promotes the sulfur oxidation of homocysteine/methionine. Methionine is converted to homocysteine via the transsulfuration pathway, which is then converted to cystathionine and finally to Cys under the catalysis of cystathionine-γ-lyase (45, 46). GPX4 exhibits excellent resistance to irreversible peroxidation in the utilization of GSH to reduce hydrogen peroxide (H2O2) or organic hydroperoxides to water or the corresponding alcohols, while GSH is oxidized to glutathione disulfide (GSSG) (47, 48) (Figure 3).



2.3.2 Cys, GSH, and GPX4 axis in glioma

System xc- is vital in the survival of glioma cells. In glioblastoma cells, most of the Cys is derived from the reduction of Cys2 imported by the system xc- (46). Cancer cells exhibit higher ROS levels compared to normal cells (49), and this leads to higher expression of NOXs and GPX4. Cancer cells can use GSH to reduce oxidation products and inhibit cell death, causing resistance to treatment (50). In GBM cells, high GSH/GPX4 levels induce epithelial-mesenchymal transition, leading to tumor progression, metastasis and chemoresistance (50).





3 Current status of ferroptosis studies in glioma


3.1 Regulators and pathways


3.1.1 SLC7A11/xCT

Several studies have documented that glioma cells upregulate the expression of SLC7A11 (xCT). Regulation of SLC7A11 does not alter cell proliferation, but its overexpression increases the growth of anchorage-independent cells (51). Increased SLC7A11 expression correlates with tumor invasion and prognosis in patients with GBM. SLC7A11 is an independent predictive factor in GBM (52).

A number of studies have reported that the system xc- is related to many properties of glioma cells. For example, system xc- is the main pathway of the release of glutamate, glutamate excitotoxicity kills surrounding neurons, thus enhancing tumor invasion and growth. Glutamate release from glioma is also considered to be associated with tumor-associated seizures (53). High expression of SLC7A11 becomes an independent biomarker of seizures (54). Overexpression of SLC7A11 in anti-VEGF-treated GBM cells results in elevated extracellular glutamate. Glutamate promotes regulatory T (Treg) cells proliferation, activation, and suppressive function (55). This immunosuppression can be alleviated by reducing Treg cells to enhance the antitumor effect. In recent years, the relationship between SLC7A11 and cellular ferroptosis has also been elucidated. SLC7A11 promotes the absorption of Cys2, which in turn supports GSH synthesis and inhibits ferroptosis in tumor cells. This has also resulted in the birth of many drugs. In addition, although Cys2 uptake is essential for antioxidant protection of cancer cells against ferroptosis, Cys2 transport through SLC7A11 can also induce oxidative stress and cell death in glucose-deprived glioblastoma cells (56). Moreover, some research reported that cell survival under glucose deprivation conditions also depends on cell density. High cell density inactivates mTOR and promotes lysosomal degradation of SLC7A11, enhancing the viability of GBM cells under glucose-restricted conditions (57). While EGF contributes to cell death under glucose-deprived conditions by upregulating SLC7A11 at the transcriptional and protein levels (58). SLC7A11 overexpressing U251 glioma cells exhibit actin cytoskeletal changes reminiscent of epithelial-like cells and display an increased CSC-like phenotype, which might cause tumor drug resistance and recurrence (59).



3.1.2 p53

The p53 gene has been identified as the most commonly mutated tumor suppressor gene in human cancers. It can transcriptionally regulate a range of genes to modulate DNA damage repair, cell cycle arrest, senescence, apoptosis and ferroptosis (60). Previous results showed that almost 50% of glioma samples have tumor protein p53 (TP53) mutations. This number is even higher when alterations in the p53 pathway are taken into consideration. The p53 gene or pathway is more frequently mutated in astrogliomas and GBM (60, 61). The regulatory network for p53 expression in glioma cells is very complex. The latest report has verified that p53 in glioma reduces MDM2 levels by inducing expression of miR-29a, thus reducing the degradation of p53 by MDM2, forming a feedback loop (62).

The role of p53 has a double-sided regulation mode in cells. p53, the first gene to be studied for increased susceptibility to ferroptosis, can inhibit the transcription of SLC7A11, leading to Cys deprivation. It was demonstrated that p53 downmodulates the level of histone H2B monoubiquitination (H2Bub1), which is involved in ferroptosis regulation by controlling the expression of the downstream gene SLC7A11 (63). P53 acts on glutaminase 2 (GLS2) to increase GSH hydrolysis, causing GXP4 inactivation. It also acts on lipid peroxide synthase to increase cellular susceptibility to ferroptosis (63, 64). SAT1, as a transcriptional target of p53, induces lipid peroxidation and allows cells to undergo ferroptosis in response to ROS-induced stress (65). It has been reported that TP53-induced glycolysis and apoptosis regulator (TIGAR) are direct targets of ferroptosis mediated by p53. TIGAR and cytochrome c oxidase 2 (SCO2) promote the pentose phosphate pathway (PPP) which is engaged in the production of NADPH, a reducing agent during ferroptosis. Additionally, PVT1 may mediate the role of p53 in promoting ferroptosis (63). MDM2 and MDMX, negative regulators of p53, normally promote ferroptosis (66). TP53 can prevent ferroptosis by inhibiting dipeptidyl-peptidase-4 (DPP4) activity and relevant findings have suggested that DPP4 is a key co-ordinator of lipid metabolism in colorectal cancer (67). Nucleotide synthesis is an essential cellular metabolic process, and a recent report indicates that the p53 pathway can inhibit the expression of ribonucleotide reductase, leading to GSH accumulation and the avoidance of ferroptosis (68). P53 could positively and negatively regulate ferroptosis (69), the role of p53 in ferroptosis needs to be further elucidated. Nevertheless, the role of p53 is influenced by several factors, such as cell type and p53 mutation. In normal tissues, wild-type p53 exhibits positive regulation of ferroptosis to prevent the accumulation of genetic mutations but inhibits ferroptosis to protect cells under stressed conditions (63, 70). In tumors, other ferroptosis regulators supersede the role of p53, and the effect of wild-type p53 appears to be limited. Conversely, mutant p53 renders tumor cells sensitive to ferroptosis (70). In summary, studies on the ferroptosis-related pathways involved in p53 in glioma and their distinction from other tumors are not numerous and deserve further study in the future.



3.1.3 BECN1/Beclin1

BECN1, a haploinsufficient tumor suppressor gene (71), its dysfunction is correlated with many diseases, including carcinoma and neurodegeneration (72). BECN1 is a core autophagy protein essential for the autophagosome nucleation phase in mammals. ROS levels are higher in cancer cells compared to normal cells, and it is widely believed that high ROS levels induce autophagy. Recent studies have demonstrated that hTERT in GBM can reduce autophagy levels by inhibiting BECN1, leading to increased ROS and ultimately cell death (73). High expression of autophagy-related proteins such as BECN1 is more pronounced in high-grade glioma than in low-grade, so BECN1 might be a prognostic marker for glioma patients (74).

The role of BECN1 in ferroptosis has also received attention in recent years. Experimental data demonstrated that BECN1 does not influence intracellular iron accumulation or expression related to iron metabolism (75). BECN1 promotes ferroptosis by the direct blockade of the SLC7A11 subunit of system xc-. AMPK-mediated phosphorylation of the BECN1 Ser90/93/96 sites is essential for BECN1 to form a complex with SLC7A11 (76).



3.1.4 SOCS1

Suppressor of cytokine signaling 1 (SOCS1) has been demonstrated to be a tumor suppressor capable of bridging p53 and ATM at sites of DNA damage, leading to p53 phosphorylation and consequently increasing its transcriptional activity (77). It has been proven that the expression of SOCS1 decreases the levels of SLC7A11 and GSH in cells, suggesting its ability to sensitize cells to ferroptosis (78). Ferroptosis-related gene SOCS1, has become a biomarker for the diagnosis or prognosis of many diseases, such as tuberculosis (79), AML (80) and head and neck squamous cell carcinoma (HNSCC) (81).

The effects of SOCS proteins in GBM have recently become a research hotspot. SOCS inhibits proliferation and angiogenesis of GBM through the negative regulation of the JAK/STAT3 signaling pathway and SOCS proteins can also control the invasion and metastasis of GBM through multiple pathways (82). Evidence indicated that SOCS1 and SOCS3 might be involved in tumor aggressiveness and radiation tolerance (83). It has been implicated that SOCS1 tends to be repressed in GBM as a result of CpG island-mediated epigenetic silencing of the SOCS1 locus. Reintroduction of SOCS1 can sensitize cells to radiation (84). Mutation status of p53 may have a regulatory role in the transcriptional plasticity of the SOCS1 promoter (85). Increasing SOCS1 expression appears to simultaneously induce ferroptosis and improve radiotherapy sensitivity, and SOCS1 is a possible therapeutic target for glioma. However, SOCS1 is involved in a complex regulatory network, and the role of SOCS1 in inducing ferroptosis in glioma cells is currently less known.



3.1.5 Frataxin

Frataxin, a highly conserved protein, is localized in the mitochondrial matrix and is involved in the biosynthesis of Fe-S clusters. Frataxin is a key regulator of ferroptosis via the regulation of iron homeostasis and mitochondrial function (86). Frataxin can accelerate the rate of persulfide formation on NFS1, promoting Fe-S cluster synthesis (87). Suppression of frataxin significantly inhibits proliferation, disrupts mitochondrial morphology, blocks Fe-S cluster assembly and exacerbates iron accumulation (86). Insufficient maintenance of Fe-S clusters strongly activates the iron starvation response and combines with inhibition of GSH biosynthesis (88). It has been shown that frataxin has a tumor suppressive effect, but it has a dual, pro-proliferative role in astrocytic tumors (89).



3.1.6 Nrf2-Keap1 pathway

Nuclear factor erythroid 2-related factor 2 (Nrf2) is a critical transcription factor in the cellular response to oxidative stress. Nrf2-dependent transcription is repressed by Keap1 under basal conditions, when cells are exposed to oxidative stress, Nrf2 escapes repression and activates antioxidant responsive element (ARE)-dependent gene expression (90). Nrf2 is overexpressed in GBM cells and associated with poor prognosis (91). Nrf2-Keap1 pathway is involved in ferroptosis in glioma. Activation of Nrf2-Keap1 signaling can upregulate SLC7A11. It was also found that fostering Nrf2 expression and inhibiting Keap1 both increase the resistance to ferroptosis in glioma cells.



3.1.7 COPZ1/NCOA4/FTH1

COPZ1 expression is upregulated in GBM cell lines and it has a tendency to negatively regulate the activity of NCOA4. Knockdown of COPZ1 leads to an increase of NCOA4, contributing to the degradation of ferritin, which leads to increased intracellular ferrous iron levels and eventually to ferroptosis. Thus, the COPZ1/NCOA4/FTH1 axis is a novel therapeutic target for the treatment of GBM (92). Targeting pathways including NCOA4 may be a promising approach for the treatment of glioma.




3.2 Crosstalk between ferroptosis, apoptosis, autophagic cell death, necroptosis and pyroptosis in glioma

Apoptosis, autophagic cell death, necroptosis, pyroptosis and ferroptosis represent a group of highly ordered programmed cell death (PCD) events that can eliminate cells that are running chaotically or destined to die. In tumor cells, survival signaling and programmed death resistance (such as apoptosis resistance) are two complementary aspects. Targeting increased survival may not be effective without also addressing cellular PCD resistance (93, 94). Therefore, it is especially necessary to explain the process of PCD and the crosstalk between them, which might provide new strategies for tumor treatment.


3.2.1 Apoptosis

Apoptosis is a relatively early discovery and well-studied PCD, and here we will present some findings about the intersections of ferroptosis and apoptosis in glioma (Figure 4).




Figure 4 | Crosstalk between ferroptosis, apoptosis, autophagic cell death, necroptosis and pyroptosis in glioma. The dotted lines represent possible intersections and require more research to elucidate.



In GBM cells, ROS controls cellular stability by affecting different signaling pathways. It is a pivotal participant in the occurrence of ferroptosis. It has been found that excess ROS can also induce apoptosis (95). ROS may act as a key substance in the onset of apoptosis and ferroptosis in GBM cells. As a tumor suppressor molecule, p53 increases ferroptosis susceptibility and can also induce cell cycle arrest and apoptosis. Dysregulated p53 pathway is relevant to apoptosis evasion (96). We have previously mentioned that system xc- mediates the toxic secretion of most glutamate from GBM cells, and its inhibition induces ferroptosis. A recent study revealed that the suppression of extracellular glutamate release promotes apoptosis and autophagy in GBM cells (97). Moreover, RSL3 (a GPX4 inhibitor) was found to drive ferroptosis via NF-κB pathway in GBM cells (98), and NF-κB pathway is also involved in apoptosis (99, 100). Down-regulation of FANCD2 and CD44 expression by sponging hsa-miR-27a-3p promotes apoptosis and ferroptosis in glioma cells, the pathways involved might also be intersections of apoptosis and ferroptosis (101). Mitochondria are known to be involved in various PCD processes including apoptosis, and the role of mitochondria in ferroptosis is gradually being discovered and the connections deserve further studies (102, 103).



3.2.2 Autophagic cell death

Autophagic cell death, independent of caspase, can be defined as cell demise with strict requirements for autophagy (104, 105). In tumors, autophagy has both pro-survival and pro-death functions (106). Nevertheless, autophagic cell death exhibits extensive autophagic degradation (104). GBM cells have lower levels of autophagy-related proteins compared to low-grade astrocytomas (107). Autophagy is an attractive target for anti-cancer therapy (108).

Similar to apoptosis, p53 and excess ROS also induce autophagy in GBM cells (95, 107). NF-κB is released from the BNIP3 promoter and permits the action of E2F1 to induce autophagy under hypoxic conditions (107). Epithelial mesenchymal transition (EMT) promotes aggressive migration, immunosuppression and drug/radiotherapy resistance of cancer cells (109). EMT processes might also be linked to both autophagy and ferroptosis in glioma. An increasing number of studies have shown links between ferroptosis and EMT in tumor cells. For instance, increased levels of H2O2 associated with EMT confers susceptibility to ferroptosis (110). The crosstalk between autophagy and EMT processes is complex. In the early stages of metastasis, autophagy primarily inhibits the EMT programme, and later, metastatic cells may require sustained autophagy for survival under environmental and metabolic stress conditions (111) (Figure 4).



3.2.3 Necroptosis

Necroptosis is a newly found PCD that combines necrosis and apoptosis. It is regulated by caspase-independent pathway and has morphological characteristics of necrosis (112, 113). Necroptosis is regulated by receptor-interacting protein (RIP) 1 activation (114).

Cys plays important roles in ferroptosis and necroptosis. The three cysteines in RIP1 form intermolecular disulfide bonds, which induce ROS generation and consequently RIP1 autophosphorylation, promoting necroptosis (114). Necroptosis can also be induced by high levels of intracellular ROS (115). Meanwhile, Cys is involved in the synthesis of GSH to inhibit ferroptosis. Mitochondrial permeability transition pore (MPTP) opening and heat shock protein 90 (HSP90) also could be the intersections between ferroptosis and necroptosis (114) (Figure 4).



3.2.4 Pyroptosis

Pyroptosis is a novel PCD mediated by gasdermin D protein and triggered by certain inflammasomes (116, 117). Pyroptosis can affect tumor proliferation, invasion and metastasis (117). Recent studies have revealed its role in gastrointestinal cancer, hepatocellular carcinoma, breast cancer and other cancers (118–121). Pyroptosis is a vital regulator of the immune microenvironment and a prognostic predictor in glioma (122), and relevant studies are currently limited.

Lipid also seems to be associated with pyroptosis induction. Substantial lipid aggregation induces activation of pyroptosis signaling pathways in the formation of vulnerable atherosclerotic plaques (123). Lipid peroxidation can drive pyroptosis in lethal polymicrobial sepsis (124). Lipid levels are elevated in glioma cells and the metabolism of lipid is critical in ferroptosis, but it is unclear whether lipid in glioma contributes to pyroptosis. Nitric oxide (NO) is involved in cell proliferation, cardiovascular formation and apoptosis in glioma (125, 126). Many recent studies have indicated that inhibition of NO mediates the processes of ferroptosis and pyroptosis (127). It has also been mentioned that CD8+ T cells can suppress tumor growth by triggering ferroptosis and pyroptosis (128). The intersections and shared pathways of ferroptosis and pyroptosis in glioma require more research to be elucidated (Figure 4).





4 Ferroptosis in therapy of glioma

The applications of ferroptosis in the treatment of glioma are promising, and the induction of ferroptosis or ferroptosis inducers in combination with other treatments have proven to be effective in a variety of glioma cell lines, tissues, and animal models (Table 1), but the clinical applications currently have yet to advance.


Table 1 | The promising applications of ferroptosis in the treatment of glioma.




4.1 Therapeutic resistance in glioma

Glioma comprises 40% of all primary brain tumors and is a serious threat to human life. In particular, GBM is the most common and aggressive primary CNS malignancy, with a median survival of only 15 months despite various treatments including surgery, temozolomide (TMZ) chemotherapy, and radiotherapy (136, 137). The resistance of tumor cells to these therapies is an important reason for the poor prognosis.

The drivers of chemoresistance in glioma can be simply attributed to the influence of genetic aspects and the effects of the external environment. Altered expression of multidrug resistance (MDR)-related genes correlates with reduced treatment responsiveness (138). It has been observed that glioma can exhibit overexpression of ABC transporter proteins, which decrease therapeutic drug accumulation in tumor cells and are directly related to the chemoresistance (139). Further, this resistance is also associated with the DNA damage response of tumor cells (140), the mismatch repair system (141, 142), MGMT status (143, 144), and the regulation of a large number of microRNAs which involves a complex regulatory network consisting of various intracellular molecular signaling pathways (145–150). Tumor microenvironment containing endothelial cells, immune cells, stromal cells, noncellular factors and special conditions, also supports chemoresistance of tumor cells especially CSCs (140, 151). BBB prevents almost all large molecules and more than 95% of small molecules from entering the brain, resulting in unsatisfactory chemotherapy for glioma (152).

With some similarities to chemoresistance, the tumor microenvironment also plays an important role in radioresistance, and multiple signaling pathways (AKT pathway, notch pathway, Wnt/β-catenin pathway, STAT3 pathway and other pathways), proteins and microRNAs in differentiated glioma cells or CSCs have been shown to affect radiation resistance (153). Tumor cell networks with high cell density also have a significant resistance function. Research has revealed that the perivascular niche (the preferential location of quiescent glioma cells) and the formation of a multicellular network by tumor microtubules are involved in radiotherapy and chemotherapy resistance (154). Heterogeneity within GBM (regional genetic variance and cellular hierarchies often regulated by different CSC niches) is accepted as the basis for resistance to multiple treatments (155, 156). Moreover, the close association between hypoxia and resistance to radiotherapy in glioma, especially in GBM, deserves attention. Severe hypoxia is more common in GBM than in lower-grade glioma (157). Oxygenation is essential to the effectiveness of radiotherapy. Hypoxia also stimulates enzymes responsible for cancer survival under hypoxic stress via upregulation of HIF (158).

GBM is highly immunosuppressive and has multiple immune evasion mechanisms (159). Due to the special structure of the brain such as BBB, its immune environment is unique (160, 161). In brain tumor patients, immunological dysfunction is a major obstacle to immunotherapy (155). Some infiltrating immune cells in the tumor microenvironment such as Treg cells (162), myeloid-derived suppressor cells (163), etc. are also engaged in immunotherapy resistance. And the molecular heterogeneity of GBM hinders efforts to identify high-quality clonal neoantigens (155). In addition, glioma cells have potent adaptive and acquired resistance mechanisms, which involve genetic alterations shaped by immunological pressure (164). Probably the use of combined immune checkpoint blockade to overcome adaptive resistance is one solution (165).

Since therapeutic resistance is a major impediment to glioma treatment, we will focus on the relationship between ferroptosis and treatment resistance in various therapeutic approaches in the following introduction. In addition, we will also present the role and potential applications of ferroptosis in the treatment of glioma.



4.2 Systemic therapy

Chemotherapy and targeted therapy are critical aspects of malignancy treatment. In glioma, TMZ remains the mainstay of chemotherapy (166). However, drug resistance in glioma cells is currently a major challenge. A growing number of studies suggested that ferroptosis may be related to this resistance and that the efficacy of many drugs might also be associated with the ferroptosis induction.


4.2.1 Temozolomide

TMZ was approved by the US Food and Drug Administration (FDA) for the treatment of adult refractory anaplastic astrocytoma in 1999 and newly diagnosed glioblastoma in adults in 2005 (167). TMZ, the most effective drug for the treatment of glioma, has the advantages of oral administration, easy penetration of BBB, and acidic environment stability. DNA methylation is regarded as the principal mechanism of cytotoxicity of TMZ to malignant cells (168). But its clinical efficacy is not ideal and glioma resistance to TMZ is the most important reason for chemotherapy failure. Ferroptosis has been shown to be linked to drug resistance of TMZ, and clarifying this relationship facilitates the application of ferroptosis to the clinical practice of glioma treatment.

Decreased GSH levels and GPX4 levels and inhibition of SLC7A11 can induce ferroptosis through the production of excess ROS. Chen et al. demonstrated that down-regulation of GSH levels could sensitize GBM cells to TMZ. TMZ significantly induces the expression of Nrf2 and ATF4 (Figure 5). Transcription factor Nrf2 can mediate TMZ resistance via the synthesis and utilization of GSH, and inhibition of Nrf2 increases the TMZ sensitivity of glioma cells (169, 170). ATF4 promotes the expression of GSH and SLC7A11 to avoid ferroptosis in glioma cells, inhibition of ATF4 can reduce the resistance of glioma cells to TMZ (171–173). SLC7A11 expression is enhanced by TMZ via Nrf2 and ATF4 activation pathway, and erastin-inhibited SLC7A11 enhances TMZ toxicity (173). It has also been observed that anti-treatment cells are GPX4-dependent and that loss of GPX4 function causes ferroptosis (174). Cystathionine γ-lyase (an enzyme involved in the transsulfuration pathway) is induced by TMZ to increase the supply of Cys (175). Overproduction of ROS is likely to be important in enhancing TMZ sensitivity (Figure 5), sorafenib alters TMZ sensitivity via autophagy and the JAK2/STAT3-AIF axis, and this alteration can be reversed by ROS clearance (176). It was also reported that the effectiveness of TMZ treatment is related to p53 status (177).




Figure 5 | The association between drugs such as temozolomide (TMZ) and ferroptosis in glioma cells and some factors influencing TMZ sensitivity. TMZ increases the levels of Nrf2 and ATF4 and thus induces the expression of SLC7A11 and GSH via multiple mechanisms. Silibinin and sulfasalazine inhibit the SLC7A11 subunit. TMZ facilitates Cys synthesis through the transsulfuration pathway. SLC7A11, GSH, and GPX4 suppress ROS formation, while ROS promotes ferroptosis. ROS overproduction is likely to be important in enhancing TMZ sensitivity. Sorafenib, deferiprone, and curcumin also increase the sensitivity of glioma cells to TMZ.



Some agents that function as iron chelators to suppress ferroptosis have been demonstrated to be associated with the reversal of TMZ resistance. Deferiprone (also known as ferriprox) is an orally active, brain-permeable drug. TMZ and deferiprone combination therapy significantly reduces cell viability in glioma cells (178). Curcumin, a component of the Indian spice turmeric, is able to sensitize GBM cells to TMZ treatment. The effect is achieved by enhancing apoptosis. The combination treatment of curcumin and TMZ was observed to have a synergistic effect in generating ROS, which may contribute to therapeutic sensitization (131, 179).

TMZ resistance is also associated with iron metabolic processes in glioma cells. In GBM patients treated with radiotherapy and temozolomide, a highly significant correlation was found between the level of TfR2 and overall survival (OS). One of the reasons is that TfR2-positive cells are more sensitive to TMZ (180, 181). Fluorescence density of PAMAM-PEG-Tf/TMZ in TfR+ glioma stem cells (GSCs) was significantly higher than that of matched non-stem cells and active apoptosis of tumor cells could be observed after the uptake of PAMAM-PEG-Tf/TMZ, suggesting that targeting transferrin receptors to deliver TMZ is a potential GSC-mediated treatment method (182).



4.2.2 Sulfasalazine

Sulfasalazine is a drug widely used to treat a number of chronic inflammatory conditions (183). It is also an established inhibitor of system xc- (Figure 5). Sulfasalazine impacts on ferroptotic cell death of tumors and has also been proven to alleviate glioma-related brain edema and epileptic events (129, 183).

Sulfasalazine did not show significant benefit in a small, discontinued phase I study, but it was not concluded to be ineffective given the patients’ health status, etc. Sulfasalazine might be used as an adjuvant treatment for malignant glioma (183). The combination of TMZ and sulfasalazine was shown to be cytotoxic to T98G and A172 cells, and sulfasalazine was found to enhance the cytotoxicity of TMZ to human GBM cells (132). Sulfasalazine and valproic acid drive GBM cell death through an imbalance in the intracellular oxidative response, making this drug combination a hopeful therapeutic strategy (184).

Many derivatives of sulfasalazine have been synthesized, and further studies on the molecular structure of system xc- and its combination mode with inhibitors may help guide the design of potential inhibitors. SLC7A11 ligand models can be further optimized to find powerful lead molecules for the discovery of new drugs (185).



4.2.3 Silibinin

Silibinin has been shown to be effective in removing tumor cells from breast cancer, colorectal cancer, glioma, etc. Silibinin is believed to result in glioma cell death through the induction of lethal autophagy, which is through the induction of oxidative stress-mediated BNIP3-dependent AIF nuclear translocation (186). Recent studies have found that silibinin leads to downregulation of SLC7A11 and also depletes Cys in a time-dependent manner, resulting in depletion of GSH and accumulation of ROS. BNIP3 plays an essential role in the functional performance of silibinin. Reduction of ROS with the antioxidant GSH significantly prevents silibinin-induced DNA double-strand breaks and glioma cell death (130). Growing evidence suggests that silibinin-induced cell death is likely to be associated with ferroptosis, but more studies are needed to prove it.




4.3 Radiotherapy

Radiotherapy is a highly effective and targeted treatment for cancers (181). The main molecular target of ionizing radiation (IR) is DNA, leading to a whole range of DNA damage, including double-strand breaks, cross-links and complex chromosomal rearrangements (187). It also leads to an increase in intracellular ROS by eliciting radiolysis of water (187, 188). IR induces apoptosis, senescence, methuosis and other cellular outcomes (189). IR-induced DNA damage is initially recognized by ataxia telangiectasia mutated (ATM), and after a complex signaling cascade, this damage may eventually be corrected by DNA repair mechanisms (190, 191). Tumor cells also inhibit apoptosis, and these mechanisms also contribute to radiotherapy resistance (134). Sensitizing cancer cells to radiation through alternative cell death pathways (such as ferroptosis) is a promising way to improve radiotherapy outcomes.

It was found that the antitumor efficacy of radiation may be driven by triggering ferroptosis in some contexts, and that ferroptosis inducers may effectively lead to radiosensitization (134). Iron-containing water prior to radiotherapy has been proven to stimulate glioma cell death through apoptosis and ferroptosis, thereby increasing treatment efficiency (192). In U87 cell line of glioma, synergistic effects of erastin and RSL3 with radiation promote clonogenic ferroptosis (134). A recent study found that IR promotes the expression of ACSL4 in addition to inducing ROS, suggesting a strong induction of ferroptosis by IR. The researchers suggested that IR also induces adaptive responses involving SLC7A11 or GPX4 induction to promote tumor cell survival during radiotherapy, which is one of the reasons for radioresistance. Inhibition of SLC7A11 or GPX4 induces resensitization of radiation-resistant cancer cells to IR-induced ferroptosis, leading to radiosensitization (193). The specific mechanisms of these alterations need to be explored. Further, the effect of in vivo radiation therapy is thought to be dependent on the presence of CD8+ T cells, and Wang et al. found that CD8+ T cells regulate tumor ferroptosis via IFNγ (194, 195).



4.4 Immunotherapy

Current immunotherapy trials in glioma are focused on immune checkpoint inhibitors, vaccines designed to induce immune responses by increasing the recruitment of antigen-specific effector T cells to tumor sites, chimeric antigen receptor (CAR)-T cells, and oncolytic viruses (196). These approaches have had some achievements, although there are currently many obstacles to immunotherapy in glioma. In GBM, the upregulation of immunosuppressive factors and recruitment of Treg cells can be detected after CART-EGFRvIII infusion (197). This suggests that multiple immune escape mechanisms in GBM are challenging to overcome. We consider that identifying the intersections of immunotherapy and ferroptosis in glioma may be expected to improve therapeutic effectiveness.

Some association exists between immunotherapy and ferroptosis. IFNγ derived from CD8+ T cells activated by immunotherapy and ATM activated by radiotherapy synergistically inhibit SLC7A11, inducing ferroptosis in tumor cells (194). Recent studies have shown that the ferroptosis suppressors CD44, HSPB1, and SLC40A1 are significantly associated with prognosis in GBM and correlated with immunosuppression. Acetaminophen might have an antitumor function in GBM by regulating CD44, HSPB1, and SLC40A1 to induce ferroptosis (198). Since most tumors including glioma are much more immunoreactive to TfR1 than normal brain tissue, this component may have the necessary properties to be a target for brain tumor immunotherapy (23). In glioma microenvironment, enhanced ferroptosis was shown to induce immune cell activation and infiltration, but weakened anti-tumor cytotoxic killing (199).



4.5 Nanotherapy

Technological advances promote new nanoscale diagnostic and therapeutic approaches in cancer medicine. We have mentioned above that the BBB is one of the reasons for resistance to drug treatment such as chemotherapy, while nanomaterials rely on their favorable physicochemical properties to be excellent transport vehicles capable of crossing the BBB (200). Several methods using nanocarriers, such as liposomes, micelles, metal ions, and nanoparticles, have been investigated for intracerebral drug delivery (201–203). Nanotechnology can be used to improve direct local treatment of glioma by extending the half-life of encapsulated drugs or providing a sustained release system (201). Nanotechnology may improve the efficacy of ferroptosis inducers, which is expected to develop a promising new approach for the treatment of glioma.

Gold nanocages (AuNCs) as carriers loaded with doxorubicin (DOX) and L-buthionine sulfoximine (BSO) evoke ferroptosis and immune responses in cancer therapy. DOX increases ROS levels, BSO restrains GSH levels, and the ROS production is further amplified by the photothermal effect mediated by AuNCs under laser irradiation (204). In glioma therapy, a recent paper reported a new nanoparticle-mediated drug delivery system that patches heparin-based nanoparticles loaded with DOX to the surface of natural grapefruit extracellular vesicles (205), however, it didn’t mention whether this system could trigger ferroptosis in glioma cells. Nevertheless, the design and successful application of these nanoparticle-dependent delivery systems show us the prospect of nanotechnology in the delivery of ferroptosis inducers for the therapy of glioma.




5 Conclusions and perspectives

In this review, we discuss the mechanisms and metabolic features associated with ferroptosis in glioma, and summarize other advances including regulatory targets and pathways and the intersections between ferroptosis and different forms of programmed cell death. We also provide perspectives on the application of ferroptosis in different therapeutic modalities. However, ferroptosis, as a new form of cell death, has not been extensively studied in glioma.

Many questions remain to be explored in depth. Ferroptosis is iron-dependent, iron can be involved in the Fenton reaction and also act as a cofactor to promote oxidative enzymes to engage in reactive oxygen species generation, but the role of executive factors downstream of lipid oxidation has not been elucidated by current studies (206). Moreover, what other genes and metabolic processes are involved in the occurrence of ferroptosis in glioma cells, and if there are other key regulators? Although we have concluded the crosstalk between ferroptosis and other forms of death in glioma, more discoveries are needed to address the question of how to combine different types of cell death with ferroptosis to improve killing of cancer cells.

Several studies show a remarkable potential of ferroptosis in eliminating aggressive malignancies resistant to traditional therapies. Erastin, a ferroptosis inducer, has been used to sensitize GBM cells to TMZ by blocking SLC7A11 and reducing cystathionine-γ-lyase activity. It has been shown that certain human gliomas may be sensitive to the combination therapy of a ferroptosis inducer and radiation (134). Furthermore, how to target ferroptosis induction to eliminate drug-resistant glioma cells while minimizing the impact on normal tissues is a critical therapeutic issue. And the treatment of CNS tumors such as glioma differs from other tumors, the use of ferroptosis inducers requires consideration of BBB penetration for optimal drug concentrations. Possibly nanotherapy be an ideal approach, with the development of nanomaterial technology, the combination inducing ferroptosis with nanotechnology enhances the stability, biosecurity, targeting, and controlled release of drugs to glioma cells. Research on ferroptosis provides new biomarkers and prospective targets for glioma treatment, the potential clinical application remains to be further investigated. In the future, many issues need to be clarified in more epigenetic molecules and detailed mechanistic insights to design the effective cancer therapy strategies based on ferroptosis.
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Pancreatic cancer (PC) is burdened with a low 5-year survival rate and high mortality due to a severe lack of early diagnosis methods and slow progress in treatment options. To improve clinical diagnosis and enhance the treatment effects, we applied metabolomics using ultra-high-performance liquid chromatography with a high-resolution mass spectrometer (UHPLC-HRMS) to identify and validate metabolite biomarkers from paired tissue samples of PC patients. Results showed that the metabolic reprogramming of PC mainly featured enhanced amino acid metabolism and inhibited sphingolipid metabolism, which satisfied the energy and biomass requirements for tumorigenesis and progression. The altered metabolism results were confirmed by the significantly changed gene expressions in PC tissues from an online database. A metabolites biomarker panel (six metabolites) was identified for the differential diagnosis between PC tumors and normal pancreatic tissues. The panel biomarker distinguished tumors from normal pancreatic tissues in the discovery group with an area under the curve (AUC) of 1.0 (95%CI, 1.000−1.000). The biomarker panel cutoff was 0.776. In the validation group, an AUC of 0.9000 (95%CI = 0.782–1.000) using the same cutoff, successfully validated the biomarker signature. Moreover, this metabolites panel biomarker had a great capability to predict the overall survival (OS) of PC. Taken together, this metabolomics method identifies and validates metabolite biomarkers that can diagnose the onsite progression and prognosis of PC precisely and sensitively in a clinical setting. It may also help clinicians choose proper therapeutic interventions for different PC patients and improve the survival of PC patients.
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Introduction

Pancreatic cancer (PC) is one of the deadliest solid malignancies, and it has an extremely low 5-year survival rate of <5% and is expected to be the second leading cause of cancer death by 2030 (1–3). Since early symptoms of PC were not obvious and there is a lack of reliable and effective methods for early detection, over 80% of patients present with locally advanced or distant metastatic disease when the disease is clinically diagnosed (2–6). In a clinical setting, personalized therapies can be defined according to the clinical staging system and the pathological results. Besides, serum carbohydrate antigen 19-9 (CA19-9), carcinoembryonic antigen (CEA), and CA125, which are commonly used in clinical practice for PC diagnosis, have inadequate prognostic relevance (7–9). KRAS, TP53, CDKN2A, and SMAD4 are the most common somatic mutated genes in pancreatic cancer; 90% of patients have functional mutations in the KRAS oncogene, and 25%–80% of patients have functional mutations in TP53, CDKN2A, and SMAD4 oncogene (9–12). However, the mechanism of pancreatic carcinogenesis is complex, and somatic mutation is an imperfect method to rely on to comprehensively reflect metastasis and progression of PC. Therefore, the discovery of new biomarkers that can diagnose the PC more sensitively and specifically and predict prognoses in a clinical setting is urgently needed.

Metabolic reprogramming for tumorigenesis has been recognized as a hallmark of PC (13–15). After genomics, transcriptomics, and proteomics, metabolomics, the multi-omics technique that can picture the dynamic profiles of metabolism, has been recognized as a useful tool to identify novel biomarkers for an earlier diagnosis of different malignancies (15, 16). Small changes in the genome and proteome in disease states can be reflected and amplified at the metabolome level. Metabolic changes are prospective and sensitive in response to environmental perturbations, which have important potential for detecting early features prior to actual phenotypic changes. As shown in previous research, through metabolomic analysis of plasma or serum samples, researchers have revealed that nine metabolites were able to discriminate pancreatic ductal adenocarcinoma (PDAC) from chronic pancreatitis (17). Another study used the precision-targeted metabolomics method to identify and validate five new metabolite biomarkers in plasma, which can diagnose the onsite of PC progression and predict the metastasis (18). Similarly, it is worth identifying the specific features of PC metabolism that related to prognosis based on observing PC tissue metabolism, which may benefit personalized healthcare. Metabolomics has been employed to preliminarily explore biomarkers in PC diagnosis, but the relationship between metabolic reprogramming characteristics and the prognosis of PC still needs to be further explored.

Here, metabolomics was applied to unveil the metabolic signature of PC from tumor tissues with paired para-carcinoma tissues and normal pancreatic tissues. We aim to assess the performance of the tissue biomarker signature to distinguish patients with PC and to predict the prognosis of PC patients.



Materials and methods


Clinical samples

Matched pairs of pancreatic cancer (35 case of pancreatic cancer tissues, 34 cases of para-carcinoma tissues, and 31 cases of normal pancreatic tissues) were obtained from 35 patients undergoing curative resection at the First Affiliated Hospital of Dalian Medical University. The study was approved by the Ethics Committee of the First Affiliated Hospital of Dalian Medical University with approval number PJ-KS-KY-2021-203. All samples were freshly frozen and stored at −80°C before metabolomics analysis.



Sample preparation for metabolomics


Tissue metabolites extraction

Each tissue sample was taken nearly 20 mg into the grinding pipe, and the specific weight was recorded. Then, 300 µl of methanol was added, and the grinding steel beads were put into each tube. The tissue was ground for 350 s at 120 Hz. Then, 900 µl of methyl tert-butyl ether (MTBE) was added into the tube and vortexed for 5 min, followed by the addition of 250 µl purified water; then, the mixture was shaken well for 10 min at room temperature. The mixture was kept at 4°C for another 10 min to facilitate stratification and then centrifuged at 13,000 g for 15 min. Finally, 700 µl of the lipid extract was transferred from the upper layer to the new centrifuge tube, and 400 µl of the polar extract was transferred from the lower layer to the other centrifuge tube.

All the remaining extracts were mixed in each sample tube evenly and then centrifuged at 10,000 g for 10 min. Taking the 200 µl lipid layer and 200 µl polar layer as before, they were transferred into two different 2-ml centrifuge tubes (new) and used as quality control (QC) samples. Lastly, all samples were concentrated and dried by vacuum centrifugation



Metabolomics data acquisition

Three different analytical methods were used for polar metabolites analysis, which was done on an Ultimate 3000 ultra-high-performance liquid chromatography and Q Exactive quadrupole-Orbitrap high-resolution mass spectrometer (Thermo Scientific, USA). Before analysis, polar extracts were accurately added with 100 µl acetonitrile–water complex solution (1:3, v/v), lipid was extracted with 80 µl acetonitrile–isopropanol solution (1:1, v/v), the mixture was vortexed for 5 min, and it was centrifuged at 13,000 g for 15 min (4°C). Supernates of polar extracts (90 µl) and lipid extract (70 µl) were taken for detection. The detailed methods were as described before (19).




Metabolite panel biomarkers establishment and validation

Pathway enrichment was conducted on differential metabolites between pancreatic tumor tissues and paired normal pancreatic tissues. We also searched The Cancer Genome Atlas (TCGA) and the Genotype-Tissue Expression (GTEx) database and analyzed the expressions of key genes in the enriched Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways from PC patients. Combined with the results that we achieved from the online database, we selected pathways that have both differential genes and metabolites between pancreatic tumor tissues and paired normal pancreatic tissues. Then, we chose metabolites that belong to these pathways and had log2 hold change >1.3 or <−1.3.

Tissue samples were randomly divided into two groups: establishment group and validation group. There were 20 normal pancreatic tissues and 20 pancreatic cancer tissues in the establishment group, while there were 11 normal pancreatic tissues and 15 PC tissues in the validation group. The least absolute shrinkage and selection operator (LASSO) algorithm analysis was used to confirm the independent predictors and build a metabolite panel for differentiating pancreatic tumor tissues and normal pancreatic tissues. The area under the curve (AUC) was used to estimate the performance of the discriminant model. The Youden index (J=sensitivity+specificity−1) was calculated in conjunction with binary logistic regression. We tested the ability of the discriminant model to predict the prognosis of PC patients by log-rank test and Cox regression. Univariate analysis was statistically significant at a p-value <0.10 and was entered into a multivariable Cox proportional-hazards model.



Data analysis and visualization

The metabolites that were consistently detected in at least 80% of the samples were included in the statistical analysis. Multivariate statistical analyses orthogonal partial least squares discrimination (OPLS-DA) and network analysis were performed using the open-access software Metaboanalyst 4.0 (http://www.metaboanalyst.ca/MetaboAnalyst/). Transcriptomic data of PAAD samples were downloaded from the TCGA data portal (https://portal.gdc.cancer.gov/) and GTEx (https://gtexportal.org/). Gene set enrichment analysis has been performed on MSigDB Collections (https://www.gseamsigdb.org/gsea/msigdb). Unpaired t-test, binary logistic regression, log-rank test, and Cox regression analyses with OS were performed using SPSS 26.0 software (IBM, USA). Functional enrichment metabolic pathway analysis of metabolites was performed using MetaboAnalyst. The LASSO algorithm, heatmap, bar, and nomogram plots were conducted on R studio (version 3.6). Kaplan–Meier curves were conducted on GraphPad Prism 8.0. All of the p-values involved in this study were two-tailed probabilities. The difference was statistically significant for p <0.05.




Results


Baseline characteristics of pancreatic cancer patients

A total of 35 patients were identified from those histologically confirmed with PC and underwent resection in this study (Figure 1). This study included 35 PC tissues, 34 cases of para-carcinoma tissues, and 31 cases of normal pancreatic tissues. The baseline characteristics of the study cohort are set in Table 1.




Figure 1 | Workflow of the analysis process.




Table 1 | Baseline characteristics of patients with pancreatic cancer.





Tissue metabolomics identify significant metabolic alterations between tumors and paired normal pancreatic tissues of PC patients

Using our UHPLC-HRMS untargeted metabolomics method, the tumors tissue samples (n = 20) and paired normal pancreatic tissues (n = 20) collected from the PC patients were comparatively analyzed. Substantial metabolic changes were observed using a supervised OPLS-DA model to distinguish the tumor tissue from the normal controls sensitively. This model achieved 0.783 for Q2 (p<0.001) and 0.901 for R2Y (p<0.001) with 1,000 permutation tests (Supplementary Figure S1A), and the score plot depicted obvious differences between the two groups (Figure 2A). The QC samples in the score plot clustered tightly together, confirming the analytical reliability of the UHPLC-HRMS method used in our study (Supplementary Figure S1B). The heatmap showed the top metabolites (log2 FC >1.3 or <−1.3) that were observed to metabolic differentiate between the PC tumors tissue and the normal tissues (Figure 2B); details of the metabolites are listed in Supplementary Table S1. Then, we conducted KEGG pathway enrichment analysis (Figure 2C), and results showed that tumor metabolic changes occurred mainly in aminoacyl-tRNA biosynthesis, arginine biosynthesis, histidine metabolism, and other metabolic pathways. We compared the expressions of these altered metabolites from these pathways in pancreatic tumors tissue, para-carcinoma tissue, and normal tissues (Supplementary Tables S1, S2). These differential metabolites depicted the characteristics of pancreatic tumor from a metabolic perspective, especially dysregulated metabolites expression in sphingolipid metabolism (Figure 2D), linoleic acid metabolism (Figure 2E), and cysteine and methionine metabolism (Figure 2F) while upregulated metabolites expression in alanine, aspartate, and glutamate metabolism (Figure 2G), aminoacyl-tRNA biosynthesis (Figure 2H), histidine metabolism (Figure 2I), beta-alanine metabolism (Supplementary Figure S1C), arginine and proline metabolism (Supplementary Figure S1D), phenylalanine metabolism (Supplementary Figure S1E), pyrimidine metabolism (Supplementary Figure S1F), and glycine, serine, and threonine metabolism (Supplementary Figure S1G).




Figure 2 | Metabolic features of the pancreatic tumor tissues, paired para-carcinoma tissues, and paired normal pancreatic tissues. (A) Orthogonal partial least squares discrimination analysis (OPLS-DA) score scatter plot of pancreatic tumor tissues and normal pancreatic tissues. (B) Heatmap of 233 with significant changes by comparing pancreatic tumor tissues and normal pancreatic tissues. Blue, increased metabolite. Orange, decreased metabolite. (C) KEGG pathway analysis of the 233 significantly changes metabolites mentioned above. (D–I) Metabolites expression in three groups (pancreatic tumor tissues, paired para-carcinoma tissues, and paired normal pancreatic tissues) involved in sphingolipid metabolism (D), linoleic acid metabolism (E), cysteine and methionine metabolism (F), alanine, aspartate, and glutamate metabolism (G), aminoacyl-tRNA biosynthesis (H), and histidine metabolism (I). (J–O) TCGA plus GTEx online results showed that genes differentially expressed in normal and tumor pancreatic tissues are also involved in sphingolipid metabolism (J), linoleic acid metabolism (K), cysteine and methionine metabolism (L), alanine, aspartate, and glutamate metabolism (M), aminoacyl-tRNA biosynthesis (N), and histidine metabolism (O). ****p<0.0001, ***p<0.001, **p<0.01, *p<0.05. ns, p>0.05.



To understand how genes in the above pathways were modulated in PC tissues, we utilized the online subset of TCGA and GTEx database PC patients and compared the gene expressions between tumor tissues and normal pancreatic tissues. As expected, we identified a group of significantly different genes between normal and tumor tissues in the above pathways. For example, expressions of enzymes that catalyze the synthesis of sphingolipids or hydrolyze sphingolipid ceramides were significantly increased in PC tumors (Figure 2J), which may lead to decreased sphingosines and was consistent with the metabolic results above. In addition, differentially expressed genes in several amino acid metabolism pathways were all significantly upregulated (including linoleic acid metabolism; cysteine and methionine metabolism; alanine, aspartate, and glutamate metabolism; histidine metabolism; beta-alanine metabolism; arginine and proline metabolism; phenylalanine metabolism; and pyrimidine metabolism) (Figures 2K–O, Supplementary Figures S2I–K). This confirmed the metabolic characteristics that we demonstrated before. In linoleic acid metabolism, genes that hydrolyze low-density lipoprotein and cytochrome P450 monooxygenases significantly upregulated in PC tumors.

Network analysis of differential metabolites and genes also demonstrated correlations among important amino acids and lipids with genes (Figure 3). These confirmed that amino acid and lipid metabolisms played vital roles in pancreatic cancer.




Figure 3 | Network analysis of significantly changed metabolites and genes that are involved in key metabolic pathways. Blue square, metabolites; pink dot, genes; purple dot, genes or metabolites that did not have close relationships with others were excluded.



In order to further investigate PC metabolic reprogramming, we provided a metabolic pathway map to illustrate alterations between tumor and normal pancreatic tissues and was constructed based on the differential metabolites and related genes (Figure 4). There were decreased levels of sphingolipids while there were also increased levels of key enzymes including sphingosine-1-phosphate phosphatase 2 (SGPP2), acid ceramidase (ASAH1), and alkaline ceramidase 2 (ACER2), indicating the disturbance of sphingolipid metabolism. Moreover, we observed enhanced conversion from glycerophospholipids (PC, PE, and PI) to lysoglycerophospholipids (LPC, LPE, and LPI). Serine was the source of one carbon unit, and it showed increased abundance in tumor tissues, the function of which was to accelerate fueling on synthesis of purine and pyrimidine. Hypoxanthine was oxidized to xanthine under the catalysis of xanthine oxidoreductase and subsequently converted to uric acid. The accumulation of key urea cycle metabolites (asparagine, arginine, and aspartate) and xanthine suggested the abnormal activation of urea cycle. Combined with the increased levels of pyrimidines, these in turn support the synthesis of RNA and DNA of pancreatic cancer cells and the progression of cancer.




Figure 4 | Metabolic pathways of some significantly changed metabolites and related proteins encoded by significantly changed genes in PC. The blue and red bars represent the corrected responses in the pancreatic tumor tissues and normal pancreatic tissues, respectively; purple, metabolites in TCA cycle. Brown, proteins that catalyze different metabolic changes; green, metabolites involved in amino acids metabolism; orange, metabolites involved in lipids metabolism.





Metabolite panel biomarkers to evaluate pancreatic cancer

CA19-9, CA125, and CEA are clinically used as biomarkers to diagnose PC, but these biomarkers sometimes lack sensitivity and specificity (Supplementary Figure S2A).

Finding metabolite panel biomarkers for precise diagnosis has a decisive impact on patient treatment and survival. According to the pathway enrichment results, we first randomly separated the tumor and normal tissue samples into two groups, namely, the model establishment group and validation group (Supplementary Tables S3, S4). Then, we selected significantly changed metabolites that belong to the metabolic pathways mentioned above (log2 fold change >1.3 or < −1.3). The details of these significantly different metabolites are listed in Supplementary Table S1. Furthermore, the six optimal metabolic features were selected by using the LASSO algorithm (Supplementary Figure S2B). To evaluate the discrimination effect of this panel, we used binary logistic regression and finally obtained the discriminant model consisting of kynurenic acid, gamma-aminobutyric acid, PC(36:2)-PC(18:0/18:2), hippuric acid, uridine 2′,3′-cyclic phosphate, and 5′-methylthioadenosine. The six metabolites discriminant models’ logistic regression values g(z) = (40.117*kynurenic acid + 1.865*gamma-aminobutyric acid − 0.071*PC(36:2)−PC(18:0/18:2) + 1.959*hippuric acid + 43.226*uridine 2′,3′-cyclic phosphate − 16.702*5′-methylthioadenosine)/100,000 − 99.161 were obtained. According to binary logistic regression, the ROC analysis of the establishment group model using the six metabolites panel yielded an AUC of 1.0 (95%CI: 1.000−1.000) (Figure 5A). Based on this, the discriminant model was established according to the logistic regression values g(z). To validate the accuracy of the discriminant model, logistic regression values g(z) were obtained for the patients in the validation group. The discriminant model set from the establishment group distinguished the specimens of PC from those of normal tissues in the validation set with an AUC of 0.9000 (95%CI = 0.782–1.000) (Figure 5B). These indicated that the metabolites panel biomarkers were significantly associated with overall survival of pancreatic cancer.




Figure 5 | Performance of the six-metabolite panel biomarkers in the discrimination and predicting prognosis of PC. (A, B) ROC curve of metabolites panel model for prediction in discovery group (A) and validation group (B). (C) Logistic regression values f(x) for all the patients under the discriminant models. (D) Kaplan–Meier curves of overall survival for all patients using the discriminant model. Red line, patients with f(x) ≥ 0.776; blue line, patients with f(x) < 0.776.





The metabolites discriminant model is associate with the overall survival of pancreatic cancer

We then thought to determine if the metabolite panel correlates with clinical outcomes, focusing on overall survival (OS) for PC patients. First, logistic regression values g(z) for all the 35 patients, both in the discovery and validation set, were obtained according to the six-metabolite discriminant model (Figure 5C). The cutoff value was set as 0.776, which corresponded to the maximum Youden index of our discrimination model. The median overall survival (mOS) of patients who were f(x)<0.776 was 28.0 months, significantly longer than 10.0 months for patients with f(x)≥ 0.776 (HR=2.55, 95%CI 1.16–5.61 p= 0.029, Figure 5D).

We further performed a multivariate analysis of the discriminant model with other clinical factors. The COX regression results indicated that the discriminant model <0.776 and no distant metastasis were shown to be independent predictors of OS (HR= 0.161, 95%CI 0.034–0.756, p=0.021) (HR= 0.257, 95%CI 0.081–0.813, p=0.021) (Table 2).


Table 2 | Univariate and multivariate analysis for overall survival of PC patients.






Discussion

In summary, we have uncovered the metabolic pathway alterations and the changing pattern among pancreatic tumors tissue, para-carcinoma tissue, and normal pancreatic tissues. We identified a metabolite panel of biomarkers [kynurenic acid, hippuric acid, gamma-aminobutyric acid, PC(36:2)-PC(18:0/18:2), uridine 2′,3′-cyclic phosphate, and 5′-methylthioadenosine) that can precisely diagnose pancreatic cancer by efficiently distinguishing between pancreatic tumors tissues and normal pancreatic tissues. Importantly, the metabolite panel was significantly associated with the overall survival of PC patients and can serve as a good prognostic marker for PC.

Earlier studies demonstrated that reprogrammed glucose, amino acid, and lipid metabolism in the tumor microenvironment and metabolic crosstalk contribute to the unlimited progression of pancreatic tumors (20–23). Enhanced lipid synthesis or uptake contributes to rapid cancer cell growth and tumor formation (21, 24–26). In this work, significantly increased levels of glycerophospholipids especially glycerophosphocholine in tumor tissues suggested the acquisitive demand for energy from cancer cell and the subsequent altered lipid metabolism to maintain viability and/or growth of cancer cells. Meanwhile, we also noticed inhibited sphingolipid metabolism in PC tumors with gradually decreasing sphingolipids levels from normal pancreatic tissue, para-carcinoma tissue, to tumor tissue. More recently, the role of sphingolipids in carcinogenesis and cancer treatment has been investigated, and they are becoming the novel subject for anti-cancer therapies (27–30), and the removal instead of synthetic sphingolipids eliminates cells to provide carbon and reduces their anti-cancer capacity.

The widely rewired amino acids metabolism was also observed in pancreatic tumor tissue and para-carcinoma tissue when compared with normal pancreatic tissue. Emerging evidence has revealed that amino acid metabolism plays an important role in PC initiation and progression (31–33). Consistent with former studies, several amino acid transporters were also found to be highly expressed in PC tumor tissues to satisfy the increased need for proliferation (Figure 3B), such as cytoplasmic aspartate transaminase (GOT1) (34), proline oxidase (PRODH1) (35), and glutamine fructose 6-phosphate amidotransferase-1 (GFPT1) (36–38).

Combining the metabolites and gene pathway enrichment results, we selected six metabolites as a panel to be a discriminant model. The panel contained metabolites from different chemical classes including lipid, amino acid, pyrimidine, and microbial metabolites. The metabolites panel achieved an ideal differentiating effect between the tumor and normal pancreatic tissue. This is suggestive of the reliability and representativeness of the select metabolites in the panel, which could be what underlies the tumorigenesis of PC. Normally, PC patients who undergo radical surgical resection had a comparable better OS, with 5-year OS rate reaching 20%. In our study, PC patients have f(x)<0.776 (the settled cutoff value based on our discriminant model); the mOS was 28.0 months and intriguingly comparable with that of radical surgical resection. These results demonstrated that our discriminant model had clinical predictive value for PC patients. However, this measurement based on tissue samples is not applicable for those who did not receive surgical resection or are on drug therapy. Therefore, it is still necessary to integrate widely accepted clinical parameters and biomarkers for a comprehensive prognostic risk assessment.

In this study, metabolic classification based on the metabolic profiles of PC tissues provided novel insights for the heterogeneity of PC and could be performed as a new method to explore the prognosis. Additionally, the association of the metabolites panel with OS of pancreatic cancer patients indicated its potential in guiding medication and treatment, which may have the capacity to monitor PC from a metabolic view and guide clinicians in PC prevention and treatment.
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Osteosarcoma is the most frequent bone tumor. Notwithstanding that significant medical progress has been achieved in recent years, the 5-year overall survival of osteosarcoma patients is inferior. Regulation of fatty acids and lactate plays an essential role in cancer metabolism. Therefore, our study aimed to comprehensively assess the fatty acid and lactate metabolism pattern and construct a fatty acid and lactate metabolism–related risk score system to predict prognosis in osteosarcoma patients. Clinical data and RNA expression data were downloaded from the Therapeutically Applicable Research to Generate Effective Treatments (TARGET) and Gene Expression Omnibus (GEO) databases. We used the least absolute shrinkage and selection operator (LASSO) and Cox regression analyses to construct a prognostic risk score model. Relationships between the risk score model and age, gender, tumor microenvironment characteristics, and drug sensitivity were also explored by correlation analysis. We determined the expression levels of prognostic genes in osteosarcoma cells via Western blotting. We developed an unknown fatty acid and lactate metabolism–related risk score system based on three fatty acid and lactate metabolism–related genes (SLC7A7, MYC, and ACSS2). Survival analysis showed that osteosarcoma patients in the low-risk group were likely to have a better survival time than those in the high-risk group. The area under the curve (AUC) value shows that our risk score model performs well in predicting prognosis. Elevated fatty acids and lactate risk scores weaken immune function and the environment of the body, which causes osteosarcoma patients’ poor survival outcomes. In general, the constructed fatty acid and lactate metabolism–related risk score model can offer essential insights into subsequent mechanisms in available research. In addition, our study may provide rational treatment strategies for clinicians based on immune correlation analysis and drug sensitivity in the future.
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Introduction

Osteosarcoma is the most frequent solid malignancy of bone, and it is common in children and adolescents (1). The incidence of osteosarcoma is approximately 2–3 million per year in the general population and about 8–11 million annually in the 15–19 years of age population (2). Metastasis is also common in osteosarcoma patients, approximately 15–30% of osteosarcoma patients with metastasis (3, 4). Osteosarcoma often accompanied the progression of metastatic disease if it was untreated (2). Before the introduction of polychemotherapy, more than 90% of patients with osteosarcoma died from lung metastases. Although the general management of osteosarcoma with metastasis has improved dramatically, the prognosis of patients with metastatic osteosarcoma is still inferior (5). The long-term survival is nearly less than 20% among patients with metastatic osteosarcoma (2). Therefore, developing accurate and reliable biological indicators for prognostic prediction and individualized treatment is urgent.

Due to the proliferation of cancer cells, the overall cancer microenvironment is characterized by high oxidation, acidity, malnutrition, and hypoxia. Therefore, tumor cells have different metabolic characteristics than normal cells, which leads to a significant difference in metabolites in cancer cells with normal cells (6, 7). Recently, fatty acid metabolism, essential for many biological activities, has attracted much attention in cancer cells (8, 9). Fatty acid metabolism is closely related to cancer development. Similarly, lactate, a significant carbon source for cell metabolism, has been pointed out that plays an essential role in cancer development, maintenance, and therapeutic response (10, 11). Lactate metabolism is also related to cancer metabolism and prognosis. Lactate has been proved to regulate all aspects of cancer cell behavior (12). However, the association between fatty acid metabolism and lactate metabolism–related genes and the prediction of osteosarcoma has not been illustrated.

As we all know, the prognostic prediction model of cancers has a critical role in clinical applications and improves patients’ prognostic management. Fatty acid and lactate metabolism plays an essential role in the progress and development of cancer. Therefore, we were trying to comprehensively assess the fatty acid metabolism and lactate metabolism pattern and construct a fatty acid and lactate prognostic risk score system to predict prognosis in osteosarcoma patients. The prognostic risk score model system could predict the survival of osteosarcoma. Moreover, we also investigated the relationship between the prognostic risk score system and tumor microenvironments (TMEs) cell-infiltrating characteristics. Our study may provide a novel perspective for exploring osteosarcoma’s metabolic mechanism and treatment.



Materials and methods


Data collection

We extracted RNA sequencing (RNA-seq) and corresponding clinical data of 84 osteosarcoma patients (63 cases without metastasis and 21 cases with metastasis) from the Therapeutically Applicable Research to Generate Effective Treatments (TARGET) database. We downloaded the RNA-seq data and clinical information of 53 osteosarcoma patients of the external validation cohort from the Gene Expression Omnibus (GEO) database (GSE21257) as an external validation cohort. We extracted 345 fatty acid metabolism– and lactate metabolism–related genes from the Molecular Signatures Database (MSigDB; https://www.gsea-msigdb.org/gsea/msigdb/index.jsp) and previous studies (shown in Supplementary Table S1) (13–15).



Identification of differentially expressed fatty acid and lactate metabolism–related genes

Before comparing, we first normalized expression data to fragment per kilobase million (FPKM) values. We used the “limma” R package to find different expressions of fatty acid and lactate metabolism–related genes. Then we constructed a correlation network for different expression of fatty acid and lactate metabolism–related genes. To explore the connections between the expression of the 18 fatty acid and lactate metabolism–related differentially expressed genes (DEGs) and osteosarcoma, we performed a consensus clustering analysis with 84 osteosarcoma patients.



Development and validation of the fatty acid and lactate metabolism–related genes prognostic model

Univariable Cox regression analysis was used to assess the relationship between each gene and prognosis in the TARGET cohort. It could provide the prognostic score for fatty acid and lactate metabolism–related genes. A p < 0.05 was set as criterion for genes included for further analysis. The regression of the least absolute shrinkage and selector operation (LASSO) was conducted to shrink the potential genes and build the prognostic prediction model. Then, non-zero regression coefficients were conducted in the TARGET cohort to variables for multivariable Cox regression analysis and further established the fatty acid metabolism and lactate metabolism risk score. The formula calculating for the risk score was provided in a previous study (16). High-risk and low-risk score groups were divided according to the median of the fatty acid metabolism and lactate metabolism risk score. Kaplan–Meier survival curve was conducted to show the prognosis of the two groups, followed by the log-rank test to show a significant difference. We calculated the area under the curve (AUC) value to evaluate the performance of the risk score system. Finally, the fatty acid and lactate metabolism–risk score system was externally validated in the GSE21257 validation cohort.



Prognostic analysis of the risk score and development of a nomogram

We combined clinical information (age, gender, and metastatic status) of patients in the TARGET cohort with the risk score to include in univariate and multivariable Cox regression analysis. A nomogram was built to predict the prognosis of osteosarcoma patients based on the multivariable Cox regression analysis results. Calibration curves also evaluated the performance of the nomogram in the GSE21257 cohort.



Functional enrichment analysis

To further explore the differences in the gene functions and pathways between the subgroups categorized by the risk model, we utilized the “limma” R package to extract the DEGs by applying the criteria FDR < 0.05 and |log2FC| ≥ 1. Gene ontology (GO) enrichment analysis and Kyoto Encyclopaedia of Genes and Genomes (KEGG) pathway analysis were performed based on these DEGs. The single-sample Gene Set Enrichment Analysis (ssGSEA) was conducted in high- and low-risk groups further to explore the infiltrating scores of immune cells and activity of immune-related pathways. At the same time, Benjamini–Hochberg (BH) correction method was used to calculate the adjusted p-value.



Tumor immune microenvironment

We evaluated the cell infiltration levels in osteosarcoma via calculating the immune score and stromal score. The “estimate” R package can generate immune and stromal scores (17). We utilized the estimate algorithm to calculate the infiltration levels of immune and stromal cells. We applied Spearman correlation analysis to analyze the relationships between risk score and immune and stromal cells.



Drug susceptibility analysis

We download the transcriptional expression of NCI-60 human cancer cell lines. We used Pearson correlation analysis to determine the correlation between predictive genes and drug sensitivity.



Cell lines and cultures

A human osteoblast cell line (hFOB1.19) and two human osteosarcoma cell lines (U20S and 143B) were purchased from the National Collection of Authenticated Cell Cultures (Shanghai, China). The cells were cultured in Dulbecco’s modified Eagle’s medium (DMEM, Gibco, Thermo Fisher Scientific, MA, the USA) containing 1% penicillin/streptomycin (Thermo Fisher Scientific, MA, the USA) and 10% fetal bovine serum (FBS, Gibco, Thermo Fisher Scientific, MA, the USA). We cultured the human osteoblast cell line at 34°C with 5% CO2 and the osteosarcoma cell lines at 37°C with 5% CO2.



Western blotting

Total cell protein was extracted with RIPA lysis buffer (Beyotime), and their concentrations were determined using a BCA protein detection kit (Thermo Fisher Scientific). Next, proteins were separated by PAGE (12%) and transferred to PVDF membranes. After blocking with skim milk (5%, w/v) for 2 h at 25°C, membranes were incubated with the following primary antibodies overnight at 4°C: SLC7A7 (1: 1000, Abcam, Cambridge, UK, ab236669), MYC (1: 1000, Cell Signaling Technology, MA, the USA, 18583), ACSS2 (1: 1000, Cell Signaling Technology, MA, the USA, 3658), and GAPDH (1: 1000, ABclonal, Wuhan, China, AC001). Membranes were then incubated with HRP-labeled IgG secondary antibody (1:2000, Beyotime, #Shanghai, China, A02080) for 2 h at 25°C. Protein bands on the membrane were then visualized using the ECL Plus kit (Meilunbio, Dalian, China). Finally, the band intensity was quantified via Image Lab 3.0 software (BioRad, Hercules, CA, USA).



Statistical analysis

All statistical analysis was conducted using R software (Version: 3.6.1) and GraphPad Prism (Version: 7.00). We used a t-test to calculate the difference of continuous variables between binary groups. In contrast, the Pearson chi-square test was used to compare the categorical variables. The Mann–Whitney test was used when comparing the immune cell infiltration and immune pathway activation between the two groups. Western blot data were expressed as M ± SE, and analysis of variance (ANOVA) was used to compare differences between the two groups. P < 0.05 was considered statistically significant.




Results


Screening and functional analysis of fatty acid and lactate metabolism–related DEGs

The 345 fatty acid metabolism– and lactate metabolism–related gene expression levels were compared in the pooled TARGET data from metastatic and non-metastatic tissues. We identified 18 DEGs. The RNA expression levels of these genes are shown in Figure 1A. We conducted a correlation analysis to investigate further the interactions between these fatty acid and lactate metabolism–related genes. We set the minimum required interaction score for the correlation analysis at 0.1, and we determined that DEGs (SDHA, SCO1, PET100, MYC, CARS2, ACSL5, SLC7A7, ACOT7, CALR, ACSS2, HACD1, ELOVL5, ACSS3, CFH, HSD17B12, ACSL3, CRPPA, and TP53) were hub genes (Figure 1B).




Figure 1 | Expressions of the 18 fatty acid and lactate metabolism–related genes and the interactions among them. (A) Heat map (blue: low expression level; red: high expression level) of the fatty acid and lactate metabolism–related genes between the non-metastatic (nonmetastatic, brilliant blue) and the metastatic tissues (metastatic, red). P-values were showed as *P < 0.05; **P < 0.01. (B) The correlation network of these genes (Cutoff = 0.1; red line: positive correlation; blue line: negative correlation).





Cancer classification based on the DEGs

When the clustering variable (k) was increased from 2 to 10, the intragroup correlations were decreased. So, when k = 3, the osteosarcoma patients could be divided into three clusters based on the 18 fatty acid metabolism– and lactate metabolism–related DEGs (Figure 2A). The survival rate was then compared between the three clusters, and we found a significant difference in survival rate between these clusters of patients (Figure 2B).




Figure 2 | Tumor classification based on the fatty acid and lactate metabolism–related DEGs. (A) Eighty-four OS patients were grouped into three clusters according to the consensus clustering matrix (k = 3). (B) Kaplan–Meier OS curves for the three clusters.





Development of a prognostic fatty acid metabolism and lactate metabolism risk score

We firstly used univariate Cox regression to screen the genes related to survival. Three genes (SLC7A7, MYC, and ACSS2) met the P < 0.05. As shown in Figure 3A, MYC was a risk factor, whereas other genes were protective factors. Then, we conducted the LASSO regression analysis, and according to the optimum λ value, a 3-gene signature was constructed (Figures 3B, C). The risk score was calculated as follows: risk score = (-0.360* SLC7A7 exp.) + (0.454*MYC exp.) + (-0.749* ACSS2 exp.). As shown in Figures 3D, E, patients were divided into low- and high-risk subgroups based on the median risk score. The results of principal components analysis (PCA) and t-distributed stochastic neighbor embedding (t-SNE) indicated that patients with high or low risk were separated into two groups that had significantly different survival times (Figures 3F, G). Kaplan–Meier survival curve showed the prognosis was much worse in the high-risk group (Figure 3H, P < 0.001). The AUC values were higher than 0.7 for 1-, 3-, and 5-year survival predictions (Figure 3I).




Figure 3 | Construction of risk signature in the TARGET cohort. (A) Univariate Cox regression analysis of overall survival for each fatty acid and lactate metabolism–related gene, and three genes with P < 0.05. (B) Cross-validation for tuning the parameter selection in the LASSO regression. (C) LASSO regression of the three overall survival-related genes. (D) Distribution of patients based on the risk score. (E) The survival status of low-risk and high-risk population. (F) PCA plot for osteosarcoma patients based on the risk score. (G) The t-SNE analysis based on the risk score. (H) Kaplan–Meier curves for the overall survival of patients in the high- and low-risk groups. (I) ROC curves demonstrated the predictive efficiency of the risk score.





External validation of the fatty acid and lactate metabolism risk score

Fifty-three osteosarcoma patients from a GEO cohort (GSE21257) were extracted as the external validation cohort. Based on the above risk score, the validation cohort was divided into high- and low-risk groups (Figures 4A, B). As shown in Figures 4C and 4D, the PCA and t-SNE results showed a satisfactory separation between the two groups. In addition, the Kaplan–Meier curve results also indicated a significant difference in prognosis between the two groups (Figure 4E, P = 0.032). AUC values of external validation also stated a good prediction performance for 1-, 3-, and 5-year survival (Figure 4F).




Figure 4 | Validation of the risk model in the GEO cohort. (A) Distribution of patients in the GEO cohort based on the median risk score in the TARGET cohort. (B) The survival status of low-risk and high-risk population. (C) PCA plot for osteosarcoma patients. (D) The t-SNE analysis based on the risk score. (E) Kaplan–Meier curves for comparison of the overall survival between low- and high-risk groups; (F) Time-dependent ROC curves for osteosarcoma patients.





The expression levels of three fatty acid and lactate metabolism–related genes in osteosarcoma

To demonstrate the importance and relevance of the genes in osteosarcoma, we further used Western blotting analysis to investigate the expression of three fatty acid and lactate metabolism–related genes between osteoblasts and osteosarcoma cells. Results showed that the expression levels of SLC7A7 and ACSS2 were significantly decreased in two osteosarcoma cell groups (U20S and 143B) compared with the osteoblast cell group (hFOB), whereas MYC was up-regulated in osteosarcoma groups (Figures 5A, B).




Figure 5 | The expression levels of fatty acid and lactate metabolism related genes between osteosarcoma cell lines and osteoblasts. (A) Western blotting analysis of the expressions of SLC7A7, MYC, and ACSS2 proteins in hFOB, U20S, and 143B groups. GAPDH serves as an internal standard. The gels have been run under the same experimental conditions. (B) A histogram of the OD values of SLC7A7, MYC, and ACSS2 in each group (n = 3 per group). The obtained data are represented as M ± SE. Significance: **p < 0.01 versus hFOB group.





Development of a nomogram based on fatty acid and lactate metabolism risk score

We integrated the fatty acid metabolism and lactate metabolism risk score with other clinical factors (age, gender, and metastatic status) to build a nomogram for prognosis prediction (Figure 6A). The curves indicated this prognosis prediction nomogram with excellent performance. 1-, 3-, and 5-year calibration curves showed that the nomogram had a superb consistency in predicting the survival rate (Figure 6B).




Figure 6 | Construction and calibration of nomogram. (A) Nomogram integrating risk score and clinical characteristics. (B) Calibration of the nomogram at 1-, 3-, and 5-year survival in the TARGET cohort.





Independent prognostic value of the risk model

We conducted univariate and multivariable Cox regression analyses to evaluate the significance of risk score for prognostic prediction. The results of Cox regression analysis indicated that the risk score was significantly associated with prognosis (Figures 7A, B). A heat map was built to show the difference between fatty acid and lactate metabolism–related gene expression and clinical features in different groups (Figure 7C). The clinical features of osteosarcoma patients were shown in Supplementary T1.




Figure 7 | Independence detection of the constructed risk prediction model. (A) Univariate analysis for the TARGET cohort (gender: age, metastatic). (B) Multivariate analysis for the TARGET cohort. (C) Heat map (blue: low expression; red: high expression) for the connections between clinicopathologic features and the risk groups. **p < 0.01.





Functional analyses based on the risk model

Thirty-eight DEGs between the low- and high-risk groups were identified. Among them, eight genes were up-regulated in the high-risk group, whereas 30 genes were down-regulated (Supplementary T2). We performed GO enrichment and KEGG pathway analysis based on these DEGs (Figures 8A, B). We found that immune regulation (negative regulation of immune system process, antigen process and presentation of antigen, endocytic vesicle and membrane, MHC class II–related pathways, and T-cell differentiation) were significantly enriched. The results showed that DEGs were mainly related to the immune system process, inflammatory response, and immune-related signaling pathways.




Figure 8 | Functional analysis based on the DEGs between the two-risk groups in the TARGET cohort. (A) Bubble graph for GO enrichment (the bigger bubble means the more genes enriched, and the increasing depth of red means the differences were more obvious; q-value: the adjusted p-value). (B) Barplot graph for KEGG pathways (the longer bar means the more genes enriched, and the increasing depth of red means the differences were more obvious).





Immune status and tumor microenvironment

We further used ssGSEA to evaluate the enrichment scores of 16 types of immune cells and the activity of 13 immune-related pathways between the high- and low-risk groups in two cohorts. Results showed that CD8+ T cells, dendritic cells (DCS), macrophages, neutrophils, natural killer (NK) cells, pDCs, T helper cells, tumor-infiltrating lymphocytes (TIL), and Treg were significantly different between the low-risk and high-risk groups. The scores of immune cells were lower in the high-risk group (Figure 9A). Moreover, we indicated that the immune scores of antigen presenting cell (APC) co-inhibition, antigen presenting cell (APC) co-stimulation, CCR, checkpoint, cytolytic activity, HLA, inflammation-promoting, MHC, para inflammation, T-cell co-inhibition, and type I IFN response were significantly higher in high-risk group (Figure 9B). The enrichment scores of these immune cells and the immune pathways were also lower in the high-risk group in the GEO cohort (Figures 9C, D). Our results may explain the more significant the threat of osteosarcoma to the body, the easier it is to weaken the immune response. The Spearman correlation analysis was used to evaluate further the relationship between stromal, immune, and risk scores. We found that the risk score has a negative correlation with the immune score in the TARGET cohort (p < 0.05; Figure 10A), and the risk score was also negatively associated with the stromal score (p < 0.05; Figure 10B). In addition, we draw similar conclusions in the GEO cohort (Figures 10C, D).




Figure 9 | Immune status between different risk groups and the association between risk score and tumor microenvironment. (A) Comparison of the enrichment scores of 16 types of immune cells between low- (blue box) and high-risk (red box) group in the TARGET cohort. *p < 0.05, **p < 0.01, and ***p < 0.001; (B) Comparison of the enrichment scores of 13 types of immune functions between low- (blue box) and high-risk (red box) group in the TARGET cohort. *p < 0.05, **p < 0.01, and ***p < 0.001; (C) Comparison of the enrichment scores of 16 types of immune cells between low- (blue box) and high-risk (red box) group in the GEO cohort. *p < 0.05, **p < 0.01, and ***p < 0.001; (D) Comparison of the enrichment scores of 13 types of immune functions between low- (blue box) and high-risk (red box) group in the GEO cohort. *p < 0.05, **p < 0.01, and ***p < 0.001.






Figure 10 | Estimate analysis for osteosarcoma patients. (A) The relationship between risk score and immune score in the TARGET cohort. (B) The relationship between risk score and stromal score in TARGET cohort. (C) The relationship between risk score and immune score in the GEO cohort. (D) The relationship between risk score and stromal score in the GEO cohort.





Drug susceptibility analysis

To study the sensitivity of prognostic genes to chemotherapeutic drugs, we downloaded data from the NCI-60 panel of human cancer cell lines. We investigated the association between three fatty acid and lactate metabolism–related genes and common anticancer drug sensitivity (Supplementary T3). The top 16 correlation analysis results are provided based on the p-value (Figure 11). MYC is an important therapeutic target, which is sensitive to irofulven, dromostanolone propionate, oxaliplatin, hydroxyurea, belinostat, parthenolide, etoposide, chlorambucil, lomustine, ifosfamide, carmustine, palbociclib, dacarbazine, and LEE-011 (all p < 0.005). The expression of ACSS2 is insensitive to oxaliplatin (p = 0.002). Moreover, SLC7A7 is sensitive to decitabine (p = 0.002).




Figure 11 | Scatter plot of relationship between prognostic gene expression and drug sensitivity. The top 16 correlation analyses are shown based on the p-value.






Discussion

Osteosarcoma is the most frequent solid malignancy of bone and with high metastatic potential. The prognosis of osteosarcoma patients with metastasis is inferior. Many risk score systems for prognostic prediction have been developed for cancer patients. Recently, fatty acid metabolism and lactate metabolism in cancer cells have received increasing attention. Fatty acid metabolism regulation can meet energy demands and affect cancer cell proliferation, growth, and transformation (18). Lactic acid is critical for epigenetic modification and DNA repair in cancer cells (19). Some scholars have shown that reducing the production and output of lactic acid in the extracellular environment can weaken the driving or maintenance of chemoresistant characteristics of tumor cells (20). Low extracellular pH has many benefits for the survival of tumor cells, including chemotherapy resistance (21). The above two metabolisms were significantly associated with cancer progression. Therefore, it is imperative to comprehensively investigate fatty acid and lactate metabolism to predict the outcomes and therapeutic responses for osteosarcoma patients with metastasis. Prognostic prediction is critical in clinical applications and improves patients’ prognostic management. As far as we know, this is the first study developing a risk score model for predicting prognosis and therapeutic efficacy for osteosarcoma patients.

We identified 18 DEGs; three were determined to construct a risk score model using LASSO and Cox regression analyses. The performance of this model was confirmed by internal and external validation, which showed a robust survival prediction performance. In addition, a nomogram was constructed via the integration of the fatty acid metabolism and lactate metabolism–based risk scores with clinical factors (age, gender, and metastatic status), which could help predict the survival of patients and guide the follow-up of individual treatments.

Our present study constructed a novel fatty acid and lactate metabolism–risk score model including three genes (SLC7A7, MYC, and ACSS2). SLC7A7 (solute carrier family 7, amino acid transporter light chain, y + L system, member 7) is a critical gene in the regulation of cationic amino acid transport (22). Mutations in SLC7A7 may cause transporter dysfunction (23). Overexpression of SLC7A7 is correlated with poor prognosis in patients with glioblastoma (24). Besides, SLC7A7 has been highly expressed in chemotherapy-resistant ovarian cancer and is associated with chemotherapy outcomes (25). More importantly, the expression of SLC7A7 was significantly increased in monocytes during macrophage differentiation (26). However, the role of SLC7A7 in osteosarcoma progression and immunology is still unclear (27). Our study pointed out that the expression of SLC7A7 is significantly associated with the prognosis of osteosarcoma. Our study showed that the expression level of SLC7A7 was significantly decreased in osteosarcoma groups based on Western blot results. We speculated that the proliferation and migration of osteosarcoma cells can down-regulate their SLC7A7 expression. MYC is a regulator of gene transcription and controls a diverse set of biological programs (28, 29). MYC can promote programs of proliferative cell growth; thus, MYC is frequently up-regulated in tumors (30). MYC is associated with many cancers’ progression (31). For example, a previous study showed that MYC was important in lung tumor progression, maintenance, and therapeutic resistance (32). Western blotting analysis revealed that the level of MYC was up-regulated in osteosarcoma. Therefore, targeting MYC to regulate transcriptional programs may be an attractive therapeutic intervention. Acetyl-CoA is a crucial metabolite for many cellular processes, including fatty acid synthesis, ATP production, and protein acetylation (33). Acetyl-CoA synthetase 2 (ACSS2) is an enzyme that converts acetate to acetyl-CoA (34). ACSS2 regulates cell cycle progression and metabolic reprogramming of tumor cells by stimulating the acetylation of histones and transcription factors (35). A recent study has pointed out that cancer cells up-regulate ACSS2, which may cause by responding to stresses such as low nutrient availability and hypoxia (33). However, some studies have indicated that the decrease of ACSS2 can promote tumor progression, and promoting the expression of ACSS2 can inhibit tumor growth and development (36, 37). ACSS2 was rarely researched in osteosarcoma. Our study showed that ACSS2 might play an essential role in the prognosis of osteosarcoma. Our findings revealed that the expression of ACSS2 was down-regulated in osteosarcoma cells. ACSS2 could be a new potential biomarker for early diagnosis and subsequent treatment of osteosarcoma. We believe these three genes may play an important role in osteosarcoma’s occurrence, development, and prognosis.

According to GO and KEGG analysis results, we can reasonably infer that fatty acid and lactate metabolism–related genes are related to the tumor immune microenvironment. Infiltrating immune cells are significant for tumor growth, invasion, and metastasis. Therefore, it may be a promising therapeutic target (38). The low level of critical anti-tumor infiltrating immune cells indicates an overall impairment of immune functions in high-risk patients in the TARGET cohort. The same conclusion was also verified in the GEO cohort. Compared with the low-risk group, the activation of significant immune pathways decreased in the high-risk group. The risk score was significantly correlated with the immune score and stromal score, which means that immunity and tumor environment may inhibit the aggression of osteosarcoma. Based on these findings, the weakening of anti-tumor immunity and immune environment leads to the poor survival outcome of high-risk osteosarcoma patients. Because osteosarcoma patients’ immune cells and immune environment are damaged, the body cannot identify and kill tumor cells. Finally, it forms a substantial sarcoma that can be detected by imaging.

According to the data analysis of 60 different cell lines, the increased expression of these predictive genes enhanced drug sensitivity or the resistance to chemotherapy drugs approved by the Food and Drug Administration. For example, cancer cells were sensitive to oxaliplatin with the elevated expression of MYC, whereas they were insensitive with the increased expression of ACSS2. MYC upregulation is a valuable biomarker for neoadjuvant chemotherapy in primary colorectal cancer with liver metastasis (39). These findings might be excellent markers for assessing the response to targeted therapy to facilitate the development of personalized treatment for osteosarcoma.

However, in our present study, some limitations should be noted. First, our results were constructed and validated retrospectively according to data from public databases. Therefore, future research is needed to evaluate the clinical utility of our risk score model in patients with osteosarcoma. Moreover, comprehensive functional experiments are also required to show the elusive mechanisms of the three fatty acid metabolism and lactate metabolism–related genes, which will be conducted in our future research.



Conclusions

Our study was the first to identify the differentially expressed fatty acid and lactate metabolism–related genes in osteosarcoma. According to the differential expression genes, we built a risk score model and nomogram for osteosarcoma patients to predict the prognosis, which has a critical role in clinical applications and improves patients’ prognostic management. We also found the adjustment of immune cells and immune environment in high-risk groups, which could provide potential immunotherapy for further research. Besides, cancer cells with predictive genes are sensitive or insensitive to chemotherapeutics, which may offer a new sight for targeted treatment of osteosarcoma in the future.
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Background

Proline metabolism is closely related to the occurrence and development of cancer. Δ1-Pyrroline-5-carboxylate reductase (PYCR) is the last enzyme in proline biosynthesis. As one of the enzyme types, PYCR1 takes part in the whole process of the growth, invasion, and drug resistance of cancer cells. This study investigated PYCR1 expressions in cancers together with their relationship to clinical prognosis.



Methods

A thorough database search was performed in PubMed, EMBASE, and Cochrane Library. RevMan5.3 software was used for the statistical analysis.



Results

Eight articles were selected, and 728 cancer patients were enrolled. The cancer types include lung, stomach, pancreatic ductal adenocarcinoma, hepatocellular carcinoma, and renal cell carcinoma. The meta-analysis results showed that the expression of PYCR1 was higher in the clinical stage III–IV group than that in the clinical stage I–II group (OR = 1.67, 95%CI: 1.03–2.71), higher in the lymph node metastasis group than in the non-lymph node metastasis group (OR = 1.57, 95%CI: 1.06–2.33), and higher in the distant metastasis group than in the non-distant metastasis group (OR = 3.46, 95%CI: 1.64–7.29). However, there was no statistical difference in PYCR1 expression between different tumor sizes (OR = 1.50, 95%CI: 0.89–2.53) and degrees of differentiation (OR = 0.82, 95%CI: 0.54–1.24).



Conclusion

PYCR1 had a high expression in various cancers and was associated with cancer volume and metastasis. The higher the PYCR1 expression was, the poorer the cancer prognosis was. The molecular events and biological processes mediated by PYCR1 might be the underlying mechanisms of metastasis.





Keywords: PYCR1, cancer, meta-analysis, prognosis, survival



Introduction

Cancer is a global major public health issue seriously threatening human’s health and also a social heavy burden worldwide. According to the latest data from the World Health Organization’s Global Cancer Observatory, there were approximately 18.08 million new cancer cases worldwide in 2018 (1). Despite the rapid development in the etiology, diagnosis, and treatment of cancer, the prognosis of malignant tumors still remains not optimal. At present, the wide application of targeted therapy provides the treatment of cancer with a broad prospect. The key to targeted therapy is to find ideal molecular markers which can represent therapeutic and prognostic value and contribute to the patients’ risk stratification and optimal treatment selection.

Proline, a unique non-essential amino acid in humans, has been recognized as a structural disruptor and indicator of various pathological stresses during tumorigenesis (2–4). Proline metabolism features prominently in the unique metabolism of cancer cells (5). Proline and its associated metabolites and metabolic pathways are central to cancer growth and metastasis (6) and play an important role in poor prognosis. The broad effects of proline metabolism on the growth and survival of cancer cells suggest that proline-metabolizing enzymes can be a potential target for therapeutic intervention. Pyrroline-5-carboxylate reductase (PYCR), the final enzyme in proline biosynthesis, catalyzes the NAD(P)H-dependent reduction of Δ1 pyrroline-5-carboxylate methyl ester (P5C) to proline acid. The human genome encodes three isoforms of human PYCR: PYCR1, PYCR2, and PYCR3. PYCR1 is a mitochondrial inner membrane protein with 319 amino acids (UniProt P32322, chromosome 17q25.3, gene symbol PYCR1). It has been demonstrated to significantly affect cellular energy as well as physiological and pathological processes (7).

A study about the mRNA profiles of 19 types of cancers found that the expression of many metabolic genes was altered when compared with that in normal controls, and PYCR1 is one of the most frequently overexpressed metabolic genes (8). The high expression of PYCR1 is associated with poor prognosis in most cancer patients, suggesting that PYCR1 may be a potential target for cancer therapy. Until now, multiple studies have investigated the role of PYCR1 in various cancers, but most individual studies have their limitations, such as a small sample size or controversial results. Therefore, in order to explore the clinical prognostic value of PYCR1 in various cancers, we conducted a meta-analysis of clinical studies on PYCR1 and cancer, aiming to provide more reliable evidence for basic research and clinical work.



Methods


Search strategy

Two authors (YL and JX) independently searched the literatures by keywords (“Δ1-pyrroline-5-carboxylic acid reductase” OR “PYCR1”) AND (“cancer” OR “tumor”) and related synonym extensions from Cochrane Library, PubMed, CNKI, Tsinghua Tongfang, Wanfang Data, China Biomedical Literature Database, and China Academic Journal Full-text Database. The retrieval time of the literatures was from the establishment of the database to August 2022.



Inclusion and exclusion criteria

The inclusion criteria were as follows: (1) published clinical studies providing original data on the relationship between PYCR1 expression and the pathology of cancer, (2) an immunoreactivity score based on staining intensity and proportion of stained cells was used for analysis, (3) all patients had complete clinical pathology results, and (4) odds ratio (OR) and 95%CI were provided by or could be calculated from the original literatures. For repeated publications out of the same population and with consistent data, the literature with the largest sample size was selected.

On the other hand, the exclusion criteria were as follows: (1) the positive criteria for PYCR1 detection were inconsistent, (2) unusable literatures such as duplicate reports, identical data, and poor quality, (3) reviews, comments, conference abstracts, and case reports, and (4) the subjects of the original research were not humans.



Literature quality evaluation

Two authors (YL and JX) independently assessed the bias risk of the included studies, and by consensus, discrepancies were resolved together with the third author. The list includes 11 items. Each item was rated by “yes”, “no”, or “unclear”. One score was assigned to each item if the study satisfied the methodological criteria. For ratings of “no” or “unclear”, zero point was assigned. A score of 0 to 3 indicated poor quality, a score of 4 to 7 was of moderate quality, and a score of 8 to 11 meant high-quality research.



Data extraction

Two researchers (YL and JX) independently extracted data from the selected literatures and carried out cross-checking. The extracted information included the following: first author, publication date, country, type of research design, basic information of the research subjects, and the amount of samples. For differences of the extracted data, the two researchers reached an agreement through a discussion, and if a dispute remained, a third researcher would come forward to adjudicate.



Statistical method

Meta-analysis was performed using RevMan5.3. All ORs and 95%CIs were combined to assess the impact of high PYCR1 expression on prognosis. Heterogeneity analysis was performed by X2 test, and I2 was used to quantitatively evaluate the magnitude of heterogeneity. If I2 ≤50%, a fixed effect model was used; if I2 >50%, the source of heterogeneity was analyzed, and it was considered whether to use a random effect model to combine analysis or not, and sensitivity analysis or subgroup analysis was performed. The overall test effect was based on P <0.05, the specific data was combined and embodied by a forest plot, and a funnel plot was used to evaluate publication bias.




Results


Literature screening results

According to the established search strategy, 89 literatures were initially screened. After exclusion according to the literature screening flow chart (Figure 1), eight clinical research literatures were finally included, and the studied population consisted of 728 cases (9–16). The literature was of high quality and without significant publication bias. Table 1 Basic characteristics of included studies (Table 1 shows).




Figure 1 | Literature retrieval process and results.




Table 1 | Basic characteristics of the included studies.





Quality evaluation results

The six included articles covered two 4 points, three 5 points, and three 8 points.



Meta-analysis results

Eight of the included literatures analyzed clinical stages, as shown in Figure 2. The analysis results showed that the expression of PYCR1 significantly increased in the clinical stage III–IV group (OR = 1.67, 95%CI: 1.03–2.71).




Figure 2 | Forest plot of meta-analysis of the relationship between PYCR1 expression and the clinical stage of cancer.



Five of the included literatures analyzed the differences of PYCR1 expression between different degrees of differentiation, as shown in Figure 3. The results showed that there was no significant correlation between cancers of different degrees of differentiation and PYCR1 expression (OR = 0.82, 95%CI: 0.54–1.24).




Figure 3 | Forest plot of meta-analysis of the relationship between PYCR1 expression and cancer differentiation.



Six of the included studies analyzed the differences of PYCR1 expression between different cancer sizes, as shown in Figure 4. The results showed that there was no significant correlation between cancers of different sizes and PYCR1 expression (OR = 1.50, 95%CI: 0.89–2.53).




Figure 4 | Forest plot of meta-analysis of the relationship between PYCR1 expression and cancer size.



Five of the included studies analyzed the differences of PYCR1 expression among different lymph node metastasis statuses, as shown in Figure 5. The results showed that the expression of PYCR1 in the lymph node metastasis group significantly increased (OR = 1.57, 95%CI: 1.06–2.33).




Figure 5 | Forest plot of meta-analysis of the relationship between PYCR1 expression and cancer lymph node metastasis.



Three of the included studies analyzed the differences of PYCR1 expression between different distant metastasis states, as shown in Figure 6. The analysis results showed that the expression of PYCR1 in the distant metastasis group significantly increased (OR = 3.46, 95%CI: 1.64–7.29).




Figure 6 | Forest plot of meta-analysis of the relationship between PYCR1 expression and distant metastasis of cancer.





Publication bias

Funnel plots were drawn for the clinical studies included in this study (Figure 7). Each study was distributed within the funnel range. However, the sample size of this study was small, and less than 10 clinical studies were included in this meta-analysis, so the effect of the funnel plot was not sufficient for evaluating publication bias.




Figure 7 | Publication bias. (A) Relationship between PYCR1 expression and cancer differentiation. (B) Relationship between PYCR1 expression and cancer lymph node metastasis. (C) Relationship between PYCR1 expression and distant metastasis of cancer. (D) Relationship between PYCR1 expression and cancer size. (E) PYCR1 expression and clinical stage of cancer relation.






Discussion

As an enzyme in proline metabolism, PYCR1 has a trend of increased expression in various cancers, which has been recognized by more and more researchers. It has been reported that, compared with normal tissues, PYCR1 gene expression was consistently higher in cancer tissues (17), and knockdown of PYCR1 impaired cancer cell proliferation (18–21). PYCR1 gene expression could predict poor cancer characteristics and patient outcomes (22, 23). These have been observed in many different types of cancer. However, no meta-analysis has been performed to evaluate the prognostic value of a high expression of PYCR1 in cancer patients up to now. This is the first comprehensive meta-analysis about the influence of increased PYCR1 expression on the survival and clinicopathological characteristics of cancer. In this study, we enrolled five different cancer types (non-small cell lung cancer, gastric cancer, hepatocellular carcinoma, pancreatic ductal adenocarcinoma, and renal cell carcinoma) and performed a meta-analysis of data from 728 patients to assess the significance of PYCR1 expression in cancer prognosis. We found that PYCR1 overexpression was significantly associated with higher cancer TNM stage, lymph node metastasis, and distant metastasis stage but not with cancer differentiation and cancer size.

In 2020, Anjana et al. found that PYCR1 protein levels were significantly higher than normal levels in breast cancer samples before treatment, decreased after treatment, but still significantly higher than normal levels, and high levels of PYCR1 in residual tumors were associated with short overall survival (24). Our findings confirmed that PYCR1 expression was strongly correlated with clinical features (tumor TNM stage, lymph node metastasis, and distant metastasis stage). Zhuang et al. used SMMC-7721 cells to perform xenograft experiments in nude mice; a significantly increased cancer volume was observed in the control group treated with shCtrl, while cancer was not observed in the experimental group treated with shPYCR1. These results suggested that PYCR1 interference could inhibit cancer growth in vivo (25). Second, some studies in vitro focused on the relationship between PYCR1 and cancer proliferation and migration. Under normal circumstances, the proliferation of cancer cells is prone to hypoxia in the local microenvironment, and hypoxia can cause tumor proliferation to stop, but Westbrook et al. found that cancer cells can support their continued proliferation under hypoxic conditions through increased PYCR1 activity during hypoxia (26). Zeng et al. knocked down PYCR1 in prostate cancer cells by lentivirus-mediated gene delivery and performed cell cycle and apoptosis detection assays. They found that a low expression of PYCR1 resulted in the inhibition of cell proliferation and colony formation, cell cycle arrest, and apoptosis in prostate cancer cells (27). Guo et al. carried out siRNA transfection of PYCR1 to knock down the expression of PYCR1 in human hepatocellular carcinoma cell lines and performed CCK-8, clone formation assay, flow cytometry, and western blotting to detect key proteins related to apoptosis. Their results showed the decreased number of cell clones and the increased percentage of apoptotic cells in the siRNA transfection group when compared to the control group. Furthermore, knockdown of PYCR1 could downregulate Bcl-2 expression and upregulate Bax and Caspase3 expression, indicating that PYCR1 inhibits apoptosis (28). Third, PYCR1 could also induce cancer progression by enhancing cell migration and invasion ability. Increased production of collagen-rich extracellular matrix is a hallmark of cancer-associated fibroblasts (CAFs) and a major driver of cancer aggressiveness. Kay et al. confirmed PYCR1 upregulation in all CAF lines by western blot analysis, and by targeting PYCR1 in CAFs in a breast cancer co-transplantation model, the size and weight of tumors in the PYCR1-expressing group were reduced, and the surrounding fibrillar collagen was significantly reduced, compared with the control group, which showed that reducing the PYCR1 levels in CAFs reduced tumor collagen production, tumor growth, and metastatic spread in vivo and cancer cell proliferation in vitro (29). Du et al. found that PYCR1 knockdown significantly reduced Akt phosphorylation and inhibited the activation of Wnt/β-catenin signaling, thereby significantly inhibiting bladder tumor formation. However, when AKT was inhibited, the progression of tumor was reversed by over-expressed PYCR1 (30). How dose PYCR1 carry out its role in tumor progression? Yan et al. used the ChIPBase database to search and predict the target genes of PYCR1 and found that STAT3, as a signal transducer and activator of transcription, participated in various signaling pathways related to cancer progression together with PYCR1. To further explore the mechanisms involved in PYCR1-regulated proliferation, drug resistance, and EMT when PYCR1 was knocked down in colorectal cancer cells, the researchers observed that the STAT3-mediated p38 MAPK and NF-κB signaling pathways were inhibited, while a simultaneous overexpression of STAT3 could partially reverse the effects of PYCR1 on colorectal cancer cell proliferation, drug resistance, and EMT (31). These suggested that PYCR1 played a key role in enhancing cell migration and invasion through the above-mentioned mechanisms. Fourth, cancer recurrence caused by chemotherapy resistance is a major clinical challenge for advanced cancer. Current studies have shown that PYCR1 is involved in the process of cancer resistance. Doxorubicin inhibits cancer proliferation by interfering with cancer cell DNA synthesis and is the most common therapeutic agent for breast cancer. In their in vitro studies, Ding et al. found that inhibition of PYCR1 significantly enhanced the effect of doxorubicin cytotoxicity in breast cancer cell lines MCF-7 (ER positive) and MDA-MB-231 (ER negative). It was also observed in population studies that chemotherapy significantly improved the survival rate of patients with low PYCR1 expression at the early stage of breast cancer, which confirmed that the lack of PYCR1 might enhance the chemosensitivity of doxorubicin to breast cancer (32). When treating lung adenocarcinoma cells with cisplatin in PYCR1-silenced/vehicle control/blank control groups, cisplatin stimulation significantly increased cell proliferation in PYCR1-silenced group when compared to the vehicle control. The results indicated that PYCR1 silencing could increase cisplatin sensitivity to lung adenocarcinoma cells (33). Fifth, the current study found that inhibition of PYCR1 can also enhance the effect of other anti-tumor drugs. SK (shikonin) is a small-molecule naphthoquinone compound that has been shown to have various effects, such as anti-inflammatory, antiviral, antitumor, and immunomodulatory properties (34, 35). Zhang et al. found that SK and its derivative shikonin minimized the expression of PYCR1 protein and mRNA in hepatoma cells. When the expression of PYCR1 was downregulated, it enhanced the inhibitory effect of SK on hepatoma cells. The combined treatment of PYCR1 knockout and SK significantly inhibited cell proliferation, cell migration, and cell invasion compared to SK treatment alone (36). Oudaert et al. treated multiple myeloma cells with the PYCR1 inhibitor pargyline in combination with bortezomib and found increased bortezomib-mediated apoptosis. Combination treatment with pargyline and bortezomib reduced the viability of CD138+ MM cells compared to a single agent, and tumor burden was assessed by eGFP positivity on flow cytometry. Combination therapy was found to reduce tumor burden in a syngeneic immunocompetent 5TGM1 mouse model (37).

There were some potential limitations in this study. Due to the frontier position at present about the clinical research on the correlation between PYCR1 expression level and cancer prognosis, we only observed the prognostic value in five types of cancers (non-small cell lung cancer, gastric cancer, pancreatic ductal adenocarcinoma, hepatocellular carcinoma, and renal cell carcinoma), while the value in other types of cancers was still unclear yet. However, animal experiments indicated that there were certain correlations in prostate cancer, colorectal cancer, and melanoma, that is to say, PYCR1 knockdown inhibited cancer progression. These suggested that PYCR1 expression did reflect the prognosis of many cancers. In addition, there is little data about the change of PYCR1 expression in cancer management. Further studies need be designed to test it.

In conclusion, overexpression of PYCR1 was a potential risk for poor prognosis in various cancers, and PYCR1 might serve as a potential cancer therapeutic target. Our findings provided clues for understanding the clinicopathological significance of PYCR1 expression in cancer and are of great value for guiding new targets for cancer therapy. It has been reported that the discovery of PYCR1 inhibitors is in the initial stage, and some studies have identified pargyline as an inhibitor of PYCR1 (38). The main challenge in the future is to determine the tractability of PYCR1 as a drug target.
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Liver carcinogenesis is a multiprocess that involves complicated interactions between genetics, epigenetics, and transcriptomic alterations. Aberrant chromatin regulator (CR) expressions, which are vital regulatory epigenetics, have been found to be associated with multiple biological processes. Nevertheless, the impression of CRs on tumor microenvironment remodeling and hepatocellular carcinoma (HCC) prognosis remains obscure. Thus, this study aimed to systematically analyze CR-related patterns and their correlation with genomic features, metabolism, cuproptosis activity, and clinicopathological features of patients with HCC in The Cancer Genome Atlas, International Cancer Genome Consortium-LIRI-JP cohort, and GSE14520 that utilized unsupervised consensus clustering. Three CR-related patterns were recognized, and the CRs phenotype-related gene signature (CRsscore) was developed using the least absolute shrinkage and selection operator-Cox regression and multivariate Cox algorithms to represent the individual CR-related pattern. Additionally, the CRsscore was an independent prognostic index that served as a fine predictor for energy metabolism and cuproptosis activity in HCC. Accordingly, describing a wide landscape of CR characteristics may assist us to illustrate the sealed association between epigenetics, energy metabolism, and cuproptosis activity. This study may discern new tumor therapeutic targets and exploit personalized therapy for patients.
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Introduction

Hepatocellular carcinoma (HCC) is the most frequent type of primary liver tumor, accounting for > 80% of all liver cancers (1). HCC features include significant inter- and intratumoral heterogeneities (2). A growing body of evidence has elucidated that liver carcinogenesis is a multiprocess that involves complicated interactions between genetic, epigenetic, and transcriptomic alterations. Surprisingly, epigenetic regulation is among the most common abnormal pathways and may contribute to remarkable gene expression changes to accelerate HCC onset and development (3). Chromatin regulators (CRs) are vital regulatory epigenetic factors (4). However, CRs can be classified into three major categories: chromatin remodelers, histone modifiers, and DNA methylators (5–7).

The current studies suggest that aberrant CR expressions are associated with multiple biological processes, including immune activity, apoptosis (8), inflammation (9), proliferation (10), and autophagy (11), which indicates that CR deregulation could lead to poor outcomes in patients with cancer. Epigenetic silencing by SET domain bifurcated histone lysine methyltransferase 1 suppresses tumor intrinsic immunogenicity (12). Of note, the invertibility of epigenetic events makes the epigenetic mechanism an interesting target for therapeutic measures (13).

Altered metabolism is a hallmark of cancer (14–16). Malignant cells are generally known to exhibit nutritional distinctions in comparison with normal cells (17), and accumulating evidence advocates that they also harbor epigenetic changes driven by their rewired cellular metabolism (18–21). In particular, pyruvate kinase directly regulates transcription through histone phosphorylation and chromatin modifier interaction, and a series of chromatin structure changes are mediated by chromatin remodelers under the control of ATP (21).

To our surprise, previous studies have revealed that aberrant chromatin is stronge associated with many cell death pathways, such as Programmed cell death (22), NETosis (23), caspase-dependent regulated necrosis (24), Apoptosis and necrosis (25). However, “Cuproptosis” is a new concept in research (26, 27). Copper-dependent regulated cell death relies on mitochondrial respiration, and copper leads to cell death via the direct bonding of copper to lipoylated tricarboxylic acid cycle constituents (26). Illuminating the cuproptosis mechanism might help discern new tumor therapeutic targets and exploit personalized therapy for patients. However, the exact role of cuproptosis in liver cancer remains controversial. This study aimed to explore the characteristics of cuproptosis activity among CRsclusters for the first time.

In the past several years, the fast enhancement of intrinsic mechanism comprehension of HCC development and occurrence has been witnessed. Several diverse molecular subtypes, which are similar to the native biology of HCC (24–26), have been verified. Collectively, these results indicate that HCC is a more complicated disease than formerly understood.

However, the influence of CR-related genes in HCC has not been elaborated. Therefore, this study aimed to analyze the expression profiles from The Cancer Genome Atlas (TCGA: https://www.cancer.gov/tcga), Gene Expression Omnibus (GEO, https://www.ncbi.nlm.nih.gov/geo/), and the International Cancer Genome Consortium (ICGC: https://dcc.icgc.org/) to explore and conduct an in-depth evaluation of CR signatures in HCC. Here, for the first time, we identified CR-related genes in HCC sample groups with different immune cell infiltration features and metabolic and cuproptosis characteristics. Additionally, a CRsscore was constructed to quantify the CR-related pattern in individuals. The CRsscore was developed as a significant independent prognostic index in HCC and had the potential to direct personalized HCC treatment.



Methods


Raw data and preprocessing

Comprehensive computerized searches of three publicly available datasets were conducted to procure the messenger RNA (mRNA) expression profiles. The TCGA LIHC cohort (28) included 370 patients and the ICGC LIRI-JP cohort included 232 samples (29). The microarray datasets, including 225 samples of GSE14520, were downloaded from the GEO. A total of 870 CRs were retrieved from previous research (4). The “limma” R package was utilized to select the CRs related to differentially expressed genes (DEGs) between nontumor and tumor tissues in the TCGA LIHC cohort, with a P-value of<0.05 and |log2FC| of ≥0.2.



Weighted gene co-expression network analysis and their modules

WGCNA was applied for pinpointing the HCC clinical characteristic-specific module by running the R package “WGCNA” (30, 31). The expression profiles of CR-related DEGs were utilized as an import for the WGCNA, and clinical characteristics were analyzed and defined as the sample phenotype. The power of β = 10 and scale-free R2 of 0.95 was instituted as the soft threshold parameters to ensure a signed scale-free co-expression gene network. Correlations were calculated between the module eigengenes and clinical information based on the eigengenes function. Several hub genes were considered functionally significant because they were markedly interconnected with nodes in a module. Our study selected an attractive module and identified hub genes by clinical trait significance and module connectivity.

A co-expression network based on the selected module was constructed by the exportNetworkToCytoscape function in the WGCNA R package and visualized in Cytoscape software to obtain hub nodes (32). Hub genes were calculated by applying the cytoHubba plugin based on the maximal clique centrality (MCC) algorithm (33).



Distinguishing CR-related patterns

A consensus clustering algorithm was applied based on the hub genes to confirm the number of clusters in the TCGA cohort and further validated in the ICGC-LIRI-JP cohort and GSE14520. This step was run and repeated 1,000 times in R using the package ConsensusClusterPlus to guarantee classification stability.



Assessment of infiltrating immune cells in the tumor microenvironment

A single sample gene set enrichment analysis (ssGSEA) was used to disclose the relative amount of infiltration of 28 immune cells in the TME according to the TCGA-HCC dataset (34). The marker gene sets for TME infiltration of immune cell types were procured from Charoentong et al. (35). The content of immune cells in individual samples in the ssGSEA was estimated by utilizing differentially expressed marker genes. Each enrichment score was denoted by the relative content of each immune cell type. Furthermore, the Kruskal–Wallis test was used to analyze the distinctions in immune cell abundance between CR clusters to better comprehend the associations between CR clusters and immune cell infiltration in HCC.



Annotation and functional enrichment analyses

Gene-annotation enrichment analyses were utilized to explore the differences in biological processes between distinct CR-related patterns through the package clusterProfiler in R (36). The gene sets of h.all.v7.5.1.symbols were procured from the Molecular Signatures Database v5.1 (MSigDB) (http://www.broad.mit.edu/gsea/msigdb/). Herein, a distinct energy metabolic scoring system was defined based on Dr. Yu et al.’s energy metabolism classifier for breast cancer (36) and the gene sets of HALLMARK_GLYCOLYSIS.v7.5.1, which was acquired from the MSigDB.

Additionally, 10 cuproptosis-related genes were retrieved from the literature and divided into activated and inhibitor groups (Supplement Table 3) (26). Moreover, these analyses were run by implementing the ComplexHeatmap and gene set variation analysis (GSVA) (37) packages in R to quantify the heterogeneity in different CR-related HCC patterns.



Construction of CR phenotype-related gene signature

A scoring system, named CRsscore, was constructed to assess the epigenetic regulation pattern of individuals with HCC as follows. DEGs were identified between CR clusters via the package limma in R. The significance criteria for determining DEGs were a P-value of<0.001 and |log2 fold change (FC)| of >2.0 (38). DEG intersection from different CR clusters in the TCGA-HCC cohort and the genes involved in the ICGC LIRI-JP cohort were regarded as the ultimate DEGs. The prognostic genes in the TCGA cohort were screened using univariate Cox regression analysis on the premise of correlating (P< 0.01) with the overall survival (OS) of patients. All 152 genes were further incorporated into a least absolute shrinkage and selection operator (LASSO) analysis for dimension reduction in the “glmnet” R package. Next, a multivariate Cox analysis further screened five genes based on the lowest Akaike information criterion value. The CRsscore of our model for each sample was determined by the relative expression of each CR phenotype-related gene and its associated Cox coefficient.

	

The ICGC LIRI-JP cohort was used to validate the prediction effect of the model.



Drug susceptibility analysis

In order to explore the difference in the responses to chemotherapeutic drugs between the two sets, the semi-inhibitory concentration (IC50) values of the chemotherapeutic drugs which are usually utilized to treat LIHC was calculated by using the “pRRophetic” package.



Immunohistochemical staining

The tissue microarray (TMA), including 30 paired liver cancer tissues and para-carcinoma tissues, was derived from 2019 to 2021 at the First Affiliated Hospital of Wenzhou University. This study was supported by the hospital’s ethics committee, and all the patients provided informed consent.

TMA sections (4-μm thick) were deparaffinized and hydrated, and 0.3% hydrogen peroxide, and incubated with primary antibody overnight at 4°C and with secondary biotinylated goat anti-rabbit antibody successively; the sections were then stained using SignalStain® DAB (Cell Signaling Technology, Danvers, MA) and counterstained with hematoxylin QS (Vector Laboratories). The intensity of staining (0, 1, 2, 3) and the proportion of positive cells (0%–100%) were semi-quantified, and scored from 0 (no stained cells) to 3 (all cells intensely stained). The detail information of tissue microarrays is available in Supplementary Table 1.



Statistical analysis

Pearson correlation was used to analyze the correlations between variables, and a t-test was used to explore the continuous variables that conformed to a normal distribution between binary groups. The Kruskal–Wallis test was utilized to distinguish the differences for comparison of the three clusters. The cutoff values of each dataset were evaluated with the survival outcome and CRsscore in each dataset using the R package survminer. The Kaplan–Meier method was applied to depict survival curves for the subsets in each cohort, and the log-rank test was used to statistically identify significant differences. Significance was defined at P< 0.05 in the premise. All statistical analyses were performed using R, version 4.1.0.




Results


Data processing

A flow chart of the data processing and course in this study is presented in Figure 1.




Figure 1 | Schematic summary of the workflow.





DEG screening

The expression matrix was obtained from the 370 samples in the TCGA cohort after data processing and quality assessment. A total of 549 DEGs (267 upregulated and 282 downregulated) were derived for subsequent analysis under the threshold of a P-value of<0.05 and |log2FC| of ≥0.2 (Supplement Table 2).



Co-expression network construction

The samples of the TCGA LIHC cohort were clustered using the average linkage and Pearson’s correlation methods (Figure 2A), and the co-expression network was developed by implementing the co-expression analysis. The power of β = 10 (scale-free R2 = 0.95) in this study was screened as the soft-thresholding parameter to guarantee a scale-free network (Figures 2B, C). In total, two modules were found by the average linkage hierarchical clustering. The turquoise module had the most significant relationship with the tumor stage (Figures 2D, E), and this module was screened as the crucial clinical module for further exploration. Finally, the association between different modules was illustrated by an eigengene adjacency heatmap (Figure 2F).




Figure 2 | CR-related genes in the TCGA-HCC cohort by the weighted gene co-expression network analysis (WGCNA). Sample dendrogram (A) and the mean connectivity and scale independence of the WGCNA analysis (B). Clustering dendrograms of samples in the TCGA-HCC cohort (C). Heatmap of the correlation between module eigengenes and disease progression of HCC (D). Scatter plot of module eigengenes in the turquoise module (E). Heatmap describing the topological overlap matrix among genes based on co-expression modules (F).





RF-related classifier identification and validation

A total of 30 hub genes were calculated by applying the cytoHubba plugin based on the MCC algorithm (33)(Supplement Figure 1A). The intersection between the 30 hub genes and the gene involved in GSE14520 was taken to apply this classifier to multiple datasets. Finally, an RF-related classifier involving 16 hub genes was customized (Supplement Table 3).



Three different CR-related patterns identified by unsupervised learning

Three unique CR clusters (Figure 3A) were identified by unsupervised clustering in the TCGA cohort according to 16 hub genes. Importantly, analysis from the ICGC LIRI-JP cohort as well as GSE14520 externally verified the stability of our clustering results (Supplement Figures 2A, B). The Kaplan–Meier analysis illustrated that cases in cluster 3 correlated with more adverse prognoses (Figure 3B). Similar results were obtained for OS in the ICGC LIRI-JP cohort and GSE14520 (Figures 3C, D). Hence, the classifier robustness was well validated. The cluster-related gene expression distribution and specific clinical characteristics between the subgroups were revealed (Figure 3E). Our CR-based classification revealed the CR-related gene expression levels, which were abundant in cluster 3. Similar results were obtained in the ICGC LIRI-JP cohort as well as GSE14520 (Supplement Figures 3A, B). These results draw the same conclusion that patients with HCC with poor outcomes are abundant with the 16 hub gene expressions.




Figure 3 | Consensus matrices of samples in the TCGA-HCC cohort via the unsupervised consensus clustering method (K-means) (A). Survival analysis of the different CR clusters in the TCGA (B) and ICGC (C) cohorts and GSE14520 (D). Heatmap of the clinicopathological manifestations among the CR clusters (E).





Levels of infiltrating immune cells in patients with different CR-related subtypes

The relative amount of infiltrating immune cell constitution in the TME of HCC between the CRsclusters was calculated via the ssGSEA algorithm to find the correlation between TME and CR-related subtypes. Moreover, a heatmap was utilized to visualize the significant differential levels of infiltrating immune cells, which were defined with a strict cutoff of p< 0.05 by the Kruskal–Wallis test (Figure 4A). CRscluster1 had features of high TME immune cell infiltration with conspicuous surges in the infiltration of natural killer cells, B cells, pDCs, Th2 cells, mast cells, DCs, and neutrophils as well as cytolytic activity, tumor necrosis factor (TNF) II interferon (IFN) response, TNF I IFN response, and CCR. Figure 4B reveals the surprising negative correlation between the 16 hub gene expression and most immune signatures. This is consistent with our conclusion.




Figure 4 | Heatmap of immune responses among the CR clusters (A). Analysis of the hub genes–immune response relationships of HCC based on TCGA data (B). Exploration of the difference in DNA damage repair pathways among CR clusters in the TCGA (C) and ICGC (D) cohorts and GSE14520 (E) by ssGSEA analysis. GSVA enrichment analysis exhibits the activation status of biological pathways among different CR clusters (Kruskal–Wallis test, P< 0.05), with red representing activation and blue representing inhibition (F). *p<0.05,**p<0.01,***p<0.001





Features of the biological process in distinct CR-related subtypes

The biological process among CR-related clusters was further explored via performing ssGSEA for hallmark gene sets. Figure 4A shows that CRscluster1 was strongly activated in stromal and metabolism pathways, such as glutathione, fatty acid, and phenylalanine metabolism pathways. CRscluster3 was markedly related to carcinogenic and DNA damage repair-associated pathways. CRscluster2 was the intermediate state of the other two clusters. These phenomena are similar to the GSEA analysis results (Supplement Figure 3A).

Subsequently, markers that represent DNA damage repair signaling pathways were screened (Supplement Table 4) and determined among different clusters by ssGSEA. The phenomenon (Figure 4C) illustrated that CRscluster3 is associated with better DNA damage repair than the other CRsclusters. The ICGC LIRI-JP cohort and GSE14520 analysis drew the same conclusion (Figures 4D, E), considering the survival analysis results (Figures 3C, D).

The customized energy metabolic scoring system containing four central metabolic pathways, including glycolysis, glutaminolysis, fatty acid oxidation (FAO), and the pentose phosphate pathway (PPP) (39)(Figure 5A, Supplement Table 4), was used to further explore the metabolic heterogeneity among different clusters. The abundance of the activities of the four metabolic pathways was then evaluated by ssGSEA among different clusters. As expected, CRscluster1 was more dependent on FAO and glutaminolysis. CRscluster3 was more dependent on glycolysis and PPP. CRscluster2 was the intermediate state of the other two clusters (Figure 6A). Surprisingly, the ICGC LIRI-JP cohort and GSE14520 analysis externally verified the robustness of our results (Figure 6B,C). Moreover, the relationship between the four metabolic pathway activities and outcomes in this study followed breast cancer (39). We then analyzed the activity of cuproptosis-related genes by ssGSEA among different clusters. CRscluster1 was abundant with cuproptosis activity (Figure 6D). The ICGC-LIRI-JP cohort and GSE14520 show similar results in combination with the finding of the survival analysis (Figures 6E, 6F).




Figure 5 | Energy metabolism diagram. G6P glucose-6- phosphate, 6-PG Glucose 6-phosphate, R-5-P ribose-5-phosphate, α-KG α-ketoglutarate, LA lipoylation, DLAT, a protein target of lipoylation.






Figure 6 | The different activated statuses of metabolism pathways among different CR clusters was exhibited by ssGSEA in the TCGA (A) and ICGC (B) cohorts and GSE14520 (C). The distinct statuses of cuproptosis activity among different CR clusters was exhibited by ssGSEA in the TCGA (D) and ICGC (E) cohorts and GSE14520 (F). The boxplot illustrates score variations in 10 vital cancerogenic signaling pathways between the CR clusters (G).



The enrichment score of 10 classical oncogenic pathways was evaluated via referred signatures (Figure 6G, Supplement Table 4). Oncogenic pathways, such as hippo-related signaling and phosphatidylinositol 3-kinase (PI3K) signaling, had higher scores in CRscluster3. These results are consistent with those of previous studies associated with the glycolytic cancer tendency (39).



Development of the CR phenotype-related gene signature

CRs exert a profound effect on shaping different TME landscapes, but the CR-related pattern in individuals cannot be conveniently predicted. Hence, we tried to develop a set of CRsscores to quantify the CR-related pattern of individuals with HCC. We first identified 902 DEGs across clusters 1–3 (Supplement Table 5). Additionally, we applied a GO and KEGG analysis to explore the biological pathways associated with the DEGs. DEGs between diverse CR phenotype-related patterns were found to be enriched in metabolism and epigenetic-related biological processes (Supplement Figures 4A, B).

In order for the CRsscore to be well validation by other datasets, the final 429 DEG2, which intersected between the 902 DEGs and the gene involved in the ICGC LIRI-JP cohort, were further analyzed as the candidates (Supplement Figure 5A). The univariate Cox analysis selected 152 CR phenotype-related genes (Supplement Table 6) that were incorporated in the LASSO and multivariate Cox analyses. Eventually, five genes (CDCA8, NEIL3, ANXA10, PON1, and CYP26B1) were identified as independent HCC prognosis indicators. Consequently, we developed the CRsscore using the following formula: CRsscore = (0.088144 ´ expression of CDCA8) + (0.18774´ expression of NEIL3) + (-0.023476 ´ expression of ANXA10) + (-0.002680 ´ expression of PON1) + (0.081717 ´ expression of CYP26B1).

Samples with HCC in the high CRsscore set had a shorter OS according to the K-M survival analysis (P< 0.001, Figure 7A). Moreover, the area under the curve (AUC) of the CRsscore was 0.823, which shows a more accurate predictive ability than that of the traditional clinicopathological features (Figure 7F). The predictive value of the AUC of the CRsscore regarding the 1-, 2-, and 3-year survival rates was 0.823, 0.736, and 0.731, respectively (Figure 7B).




Figure 7 | The CRsscore in the TCGA cohort. Kaplan–Meier curves (A), time-dependent ROC analysis (B), risk score (C), and multi-index ROC analysis (F). Thermograph of the clinicopathological features among risk subgroups (G). The CRsscore was validated in the ICGC cohort. Kaplan–Meier curves (D) and time-dependent ROC analysis (E).



The hazard ratio and 95% CI of the CRsscore in the univariate (P< 0.001) and multivariate Cox regression analyses (P< 0.001) respectively elucidated the CRsscore as a cancer indicator (Supplement Figures 5B, C) and independent prognosis index of OS in patients with HCC.

The heatmap of the association between the clinicopathological features and the CRsscore is also presented (Figure 7G). A hybrid nomogram (c-index = 0.735) encompassing the CRsscore and clinicopathological features is shown in Supplement Figure 5D. The practical and predicted 1-, 2-, and 3-year survival rates following the reference curve via the calibration curve analysis are depicted in Supplement Figure 5F. These findings suggest that the nomogram was precise and steady; therefore, its implementation in the clinical services of patients with HCC is appropriate.

The CRsscore of each patient in the ICGC LIRI-JP cohort was also calculated, and the cohort was divided into two groups based on the median value. A survival analysis illustrated a better outcome in the low-risk group (log-rank test; p< 0.001; Figure 7D). An analysis of the 1-, 2-, and 3-year prognostic prediction classification efficiencies suggested that the CRsscore still had relatively high AUC values (Figure 7E), indicating that the CRsscore had a prominent ability to predict HCC prognosis.



CRsscore was a predictive biomarker for some biological characteristics

The energy metabolism level, cuproptosis level, and DNA damage repair pathway were further explored among CRsscore-high and -low groups by applying ssGSEA (Figure 8A, Supplement Figure 4A). CRsscore-high, which was associated with adverse outcomes, showed more abundant DNA damage repair pathway, glycolysis, and PPP. CRsscore-low, which was related to a benign prognosis, showed more abundant cuproptosis, FAO, and glutaminolysis. These results were identical to the results of the CR cluster analysis. Moreover, Supplement Figures 7A–E reveal that the levels of cuproptosis activity, FAO, and glutaminolysis in patients with HCC significantly decreased as the CRSsscore increased. In contrast, the glycolysis and PPP levels increased. Lastly, we further explored the correlation between the CRsscore and cuproptosis activity from a genomics perspective (Supplement Figure 7F). Surprisingly, the CRsscore had a significant negative correlation with FDX1 expression, which was the most crucial for cuproptosis regulation (26).




Figure 8 | The variation scores of significant biological processes by ssGSEA analysis among risk subgroups in the TCGA cohort.





Chemotherapy sensitivity related to the CRsscore

The IC50 values which can reflect the sensitivity to chemotherapeutic drugs of usual chemotherapeutic drugs were predicted and compared. Patients in the low-CRsscore group were more susceptible to Sorafenib and Gefitinib, whereas patients in the high-CRsscore set were more responsive to Cisplatinl, Mitomycin.C and Doxorubicin(Supplement Figures 8A–E).



Verification of the protein expression of the CRsscore-related molecules

Immunohistochemical images of CDCA8, NEIL3, ANXA10, PON1, and CYP26B1 were obtained from the First Affiliated Hospital of Wenzhou University cohort(Figure 9). These results have indicated that higher expressions of PON1, ANXA10 genes in para cancerous tissues. Meanwhile, higher expressions of CDCA8, NEIL3 genes in liver cancer and the expression of CYP26B1 was no significant difference between para-cancer and cancer. Most important of all, there were many studies involved in the relative expression of PON1 (40–43), ANXA10 (44, 45), CDCA8 (46–48) and NEIL3 (49, 50) in HCC consisting of my experiment. This further revealed validity of the CRsscore.




Figure 9 | IHC analysis in the First Affiliated Hospital of Wenzhou University cohort. (A) Representative IHC staining of CRsscore-related genes in HCC and normal tissues. (B) Comparison of the relative expression of CRsscore-related genes between HCC and normal tissues. *p<0.05,**p<0.01,***p<0.001






Discussion

Previous studies stratified patients with HCC through unsupervised clustering of tumors based on genomics and transcriptomics data because HCC possesses high heterogeneity (51–54). This resulted in the discovery of many patient group-specific distinctions, such as immune responses (52, 53)and metabolism (51), hepatic stem-like phenotypes (54), and cholangiocarcinoma-like traits (55).

To the best of our knowledge, this is the first study to establish a CR-related classifier for several liver cancer cohorts. Our analyses contained genomics, transcriptomics, metabolomics, and clinical data among three data sets with hundreds of HCC tumors. Obvious differences were identified in metabolic signaling pathways, cuproptosis activity, and clinical survival between the three major HCC subtypes. CRscluster1, which was associated with better outcomes, exhibited a higher level of infiltrating immune cells, lesser DNA damage repair pathway ability, more dependence on FAO and glutaminolysis, less dependence on glycolysis and PPP, and more cuproptosis activity. Interestingly, mitochondrial respiration is required for copper-induced cell death (26, 56). CRscluster1 was more abundant in oxidative phosphorylation (Figure 4F). This is consistent with our results.

CRscluster3, which was related to poor outcomes, revealed a lower level of infiltrating immune cells, more DNA damage repair pathway ability, less dependence on FAO and glutaminolysis, preference for utilizing glycolysis and PPP for survival, and less cuproptosis activity. Moreover, CRscluster3 tumors were correlated with multiple malignancy characteristics. For instance, the transforming growth factor-β signal pathway, which is related to the hypoxic response, metastasis, malignancy, and Treg cell induction (57, 58), was upregulated in CRscluster3. PI3K/AKT/mTOR signaling activation is one of the crucial features of this tumor group. Asparagine synthetase, PPP, and glycolysis are also activated by PI3K/AKT/mTOR signaling (59), consistent with our observations of CRscluster3. Drugs that target PI3K/AKT/mTOR signaling or processes, such as rapamycin, l-asparaginase, or their analogs, are regarded as potential therapeutics for CRscluster3 treatment but not the other CR clusters.

Warburg (59) concluded that tumor cells tend to utilize glucose for glycolysis despite sufficient oxygen. Tumor proliferation and immune escape were gradually acknowledged to be fueled by aggravated glycolysis (60). Liver cancer cases in CRscluster3, which had a worse prognosis, had higher glycolytic levels and lower oxidative phosphorylation, indicating that CRscluster3 had a strong Warburg effect, and glycolysis does not synergistically act with fatty acids and glutamine to fuel tumor development. Furthermore, the metabolomics analysis revealed the following trend: downstream metabolite accumulation and decreased upstream metabolites. Consequently, diverse therapeutic measures that target metabolic heterogeneities are indispensable. CRscluster2, which correlated with a median outcome, had intermediate performance of the other two clusters. The ICGC LIRI-JP cohort and GSE14520 exploration externally validated the universality of our results in combination with the survival analysis conclusions. Additionally, the CRsscore involved NEIL3, CDCA8, ANXA10, PON1, and CYP26B1 might be acknowledged as an indispensable reference for predicting the outcome of patients with LIHC. NEIL3 is a multifunctional glycosylase. When knocking down NEIL3 in Huh-7 and HepG2 cells, cell abilities including growth, proliferation, invasion and migration, displayed deficiency to different degress (49). NEIL3 can repair Oxidative Lesions at Telomeres during Mitosis in order to avert Senescence in Hepatocellular Carcinoma (50). Meanwhile, CDCA8 knockdown also inhibits cell proliferation and promotes cell differentiation in colorectal cancer, lung cancer, breast cancer, cutaneous melanoma, and human embryonic stem cells (61–65). Besides, ANXA10 is the latest ANXA member (66). In former studies, overexpression of ANXA10 suppresses proliferation and promotes apoptosis of hepatoma (67). ANXA10 boosts melanoma metastasis via inhibiting E3 ligase TRIM41-directed PKD1 degradation (68). ANXA10 suppresses papillary thyroid carcinoma apoptosis and promotes proliferation by up-regulating TSG101 thereby activating the MAPK/ERK signaling pathway (69). Moreover, PON1 is a high-density lipoprotein- associated protein. Knockdown of PON1 obviously lessened the cytotoxicity of sorafenib in Huh7 cells (43). Microvascular invasion could be diagnosed depending on serum PON1 (70).​ PON1 was identified to be a potential marker of prognosis in patients with breast cancer recurrence (71).

What’s more, the CRsscore was constructed to estimate and quantify the energy metabolism and cuproptosis activity of individuals with HCC. The low CRsscore group was abundant in glutaminolysis, FAO, and strong cuproptosis. In contrast, the high CRsscore group was abundant in glycolysis and PPP. Notably, these conclusions were well verified in the ICGC LIRI-JP cohort.

Constructing the CRsscore makes it possible to adequately utilize the unique metabolic variations and cuproptosis activity differences in HCC therapy. Targeting glycolytic enzymes in HCC therapy is speculated to be an efficient approach, as some related medicines are now under investigation and will be gradually accepted (72, 73). PPP suppression has been used in cancer therapy apart from glycolysis, and the enzymes symbolic for the non-oxidative or oxidative phase of PPP are transketolase (TKT) and glucose-6-phosphate dehydrogenase, respectively. Both enzymes are upregulated and positively correlated with worse outcomes and aggressive clinicopathological HCC characteristics (74, 75). A study proved that oxythiamine, which is a TKT inhibitor and thiamine antagonist, mechanically suppresses HCC cell growth both in vitro and in vivo by increasing the reactive oxygen species levels (76). Moreover, glutaminolysis is a significant metabolic characteristic of malignant cells. Glutamine-based therapy has been shown to be useful for cancer treatment (77). Regarding therapy that targets fatty acid metabolism, some studies have proved that TVB-3166 and TVB-2640, fatty acid synthase (FASN) inhibitors, have anti-tumor effects in preclinical colorectal and breast cancer models, as well as limited systemic toxicity and favorable tolerability in early-phase clinical trials (78, 79). Currently, no FASN inhibitors are being tested in clinical trials for HCC treatment. However, FASN inhibitors are used in other cancer types to guide HCC treatment. Notably, a potential link was found between cuproptosis and energy metabolism and epigenetics, which needs to be further tested in the future. This will promote the understanding of cuproptosis activity and metabolism heterogeneity. Personalized management still has a long way to go before it is substantially improved.

This study has some limitations. First, the stability of the CRsscore and CR-related gene classifier was tested and validated in common datasets. The analysis of prospective cohorts would have been more cogent. Second, scRNA-seq, the most advanced technology, should be further combined for future analysis to evaluate possible distinctions in tumor heterogeneity, cuproptosis activity, and intercellular communication between the CRsscore-high and CRsscore-low groups at single-cell resolution. Lastly, we did not illustrate the roles of the genes in HCC at a comprehensive level by experiments when exploring the genes involved in the CRsscore. Therefore, the underlying mechanisms of the genes in HCC should be investigated in the future.



Conclusion

Overall, comprehensively assessing the CR-related patterns of individuals with HCC using the CRsscore was credible and the CRsscore was related to clinical, cellular, and molecular features, containing clinical stages, energy metabolism, and cuproptosis activity. Furthermore, the CRsscore could be identified as an independent prognostic index for patients with HCC and could roughly evaluate their level of energy metabolism and cuproptosis activity. This adequately utilized the unique metabolic variations in HCC therapy and developed novel target treatment based on cuproptosis activity and chromatin regulators continue to be a huge obstacle for pharmacologists, biologists, and clinicians.
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Supplementary Figure 1 | The variation scores of significant  HYPERLINK "javascript:;" biological  HYPERLINK "javascript:;" processes by ssGSEA analysis among risk subgroups in the ICGC cohort.

Supplementary Figure 2 | Heatmap of the clinicopathological manifestations among CR clusters in the ICGC cohort (A) and GSE14520 (B).

Supplementary Figure 3 | The status of  HYPERLINK "javascript:;" distinctive biological pathways among CR clusters by GSEA enrichment analysis.

Supplementary Figure 4 | GO and KEGG analysis of CR phenotype-associated DEGs. GO (A) and KEGG (B).

Supplementary Figure 5 | The Venn diagram shows the intersection between the genes involved in the ICGC cohort and CR phenotype-related DEGs (A). The CRsscore in the TCGA cohort. Univariate Cox analyses (B), multivariate Cox analyses (D), nomogram (C), and calibration plot for the nomogram (E).

Supplementary Figure 6 | The variation scores of significant  HYPERLINK "javascript:;" biological  HYPERLINK "javascript:;" processes by ssGSEA analysis among risk subgroups in the ICGC cohort.

Supplementary Figure 7 | Relationships between the CRsscore and vital biological processes. Cuproptosis (A),  HYPERLINK "javascript:;" glycolysis (B), fatty acid metabolism (C), glutaminolysis (D), PPP (E) and the expression of FDX1(F).

Supplementary Figure 8 | Relationships between the CRsscore and chemotherapeutic sensitivity (A–E). 
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Metabolic reprogramming is one of the characteristics of clear cell renal cell carcinoma (ccRCC). Although some treatments associated with the metabolic reprogramming for ccRCC have been identified, remain still lacking. In this study, we identified the differentially expressed genes (DEGs) associated with clinical traits with a total of 965 samples via DEG analysis and weighted correlation network analysis (WGCNA), screened the prognostic metabolism-related genes, and constructed the risk score prognostic models. We took the intersection of DEGs with significant difference coexpression modules and received two groups of intersection genes that were connected with metabolism via functional enrichment analysis. Then we respectively screened prognostic metabolic-related genes from the genes of the two intersection groups and constructed the risk score prognostic models. Compared with the predicted effect of clinical grade and stage for ccRCC patients, finally, we selected the model constructed with genes of ABAT, ALDH6A1, CHDH, EPHX2, ETNK2, and FBP1. The risk scores of the prognostic model were significantly related to overall survival (OS) and could serve as an independent prognostic factor. The Kaplan-Meier analysis and ROC curves revealed that the model efficiently predicts prognosis in the TCGA-KIRC cohort and the validation cohort. Then we investigated the potential underlying mechanism and sensitive drugs between high- and low-risk groups. The six key genes were significantly linked with worse OS and were downregulated in ccRCC, we confirmed the results in clinical samples. These results demonstrated the efficacy and robustness of the risk score prognostic model, based on the characteristics of metabolic reprogramming in ccRCC, and the key genes used in constructing the model also could develop into targets of molecular therapy for ccRCC.
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Introduction

Renal cell carcinoma (RCC) is universal cancer, which accounts for 2.2% of the total cancer incidence and 1.8% of the total cancer mortality (1). According to The Cancer Statistics (2), at the end of 2021, about 76,080 new cases of RCC would be diagnosed, and 13780 patients with RCC would die in the USA. More than 40% of RCC patients will have metastasis after surgical intervention (3). Clear cell renal cell carcinoma (ccRCC), the prevailing and invasive histological subtype of RCC, has become a worldwide issue. Clinicians mainly employed the T, N, and M classification system and Fuhrman nuclear grade to prognosticate patients’ prognosis of ccRCC and guide clinical treatment decision-making. However, these prognostic tools require improvements and novel, robust, and specific prognostic models to acquire more accurate predictions.

A complex biological system cannot be changed by a single part of its components but by the interaction of these components. Bioinformatics, which introduces computational methods and mathematical models, enlarges the magnitude of data accumulated in the genomic, transcriptomic, and proteomic studies, allowing us to simulate the complexity of the biological system and understand these systems (4). Bioinformatics technologies have become increasingly prevalent in finding molecular mechanisms and specific biomarkers of diseases.

Weighted correlation network analysis (WGCNA) and differently expressed gene (DEG) analysis are increasingly being used as the analytical methods of bioinformatics. WGCNA is a system biology method for discovering modules of highly correlated genes and summarizing these modules by using the intramodular hub gene (5). Then, selecting important modules associated with clinical traits for further analysis. DEG analysis can find quantitative changes in gene expression levels and study molecular mechanisms of gene regulation. Using the combination of DEG and WGCNA could improve the accuracy of discriminating highly related candidate biomarker genes. Analyzing the genes that have been screened out, we found that these genes were primarily related to metabolism. Previous studies have shown a strong link between RCC and changes in metabolic pathways (6–8), and abnormally accumulated lipid droplets have been found in the ccRCC cytoplasm (9). Nevertheless, the prognostic effect of these metabolic genes on patients remains unclear.

In this study, we used WGCNA and DEG analyses to analyze the mRNA expression data of ccRCC from The Cancer Genome Atlas (TCGA) and Gene Expression Omnibus (GEO) databases, which showed differential co-expression genes, and to explore the relationship between these metabolic genes and prognosis of patients with ccRCC. Screening by WGCNA, we obtained the clinical traits of corelated genes, which may be considered as biomarkers and targets for treatment. Using prognostic metabolism-related genes, we constructed a prognostic prediction model and validated it.



Materials and methods

The workflow of this study is shown in Supplementary Figure S1, and We will elaborate on each step in the following sub-sections.


Acquisition datasets from TCGA and GEO databases

The gene expression dataset of ccRCC was downloaded from TCGA (https://portal.gdc.cancer.gov/) and GEO (https://www.ncbi.nlm.nih.gov/gds) databases. Before analysis of the dataset, patients with missing data of pathological diagnosis and corresponding clinical information were excluded. Afterward, the ccRCC dataset downloaded from the TCGA database included 611 samples and corresponding clinical information. The TCGA-KIRC dataset annotated using the Human hg38 gene standard track contains 72 normal counts, 539 tumor counts, and 19600 genes of RNAseq data.

Four datasets, including GSE36895, GSE46699, GSE53757, and GSE66270, were downloaded from the GEO database. The platform of such datasets is GPL570 [HG-U133_Plus_2] Affymetrix Human Genome U133 Plus 2.0 Array, which was used in gene probe annotation. We combined these four datasets into a single dataset and then normalized and cleaned the merged dataset using the R package affy (version 1.66.0), impute (version 1.62.0), limma (version 3.44.3), and sva (version 3.36.0) (10–12) (https://bioconductor.org/bioclite.R). The merged GEO-ccRCC dataset included 172 normal samples and 182 tumor samples. If one gene corresponded to duplicated probes, then we used the mean value of these probes.



Identification of robust DEGs

TCGA-KIRC and GEO-ccRCC datasets were utilized for analysis. The ccRCC samples of patients were divided into two sets, normal and tumor samples. The R package limma (version 3.44.3) was used in analyzing the data and screening the DEGs with |logFC|>1 and ad. just P<0.05. By using R software, the DEGs of TCGA-KIRC and GEO-ccRCC datasets were visualized as a volcano plot, the abscissa and ordinate of which were adj.P and logFC, respectively. The upregulated genes were marked red, and the downregulated genes were marked green. The top 100 DEGs were visualized by a heatmap plot.



WGCNA and Venn diagram

WGCNA was used to identify the key modules of highly correlated genes and explore the relationship between network genes and external sample traits, with the expression data obtained from TCGA and GEO databases. The R package limma (version 3.44.3) was used in checking these expression data, removing duplicate rows, and replenishing missing values. The R package WGCNA (version 1.70.3) was used in analyzing the data. The samples were clustered (cut line as 20,000), and all of the samples were divided into two groups, namely, normal and tumor. Then, the adjacency matrices were transformed into topological overlap matrix (TOM), and the corresponding dissimilarity was calculated (1-TOM). Here, we set the soft-thresholding power as 2 (TCGA-KIRC) and 16 (CEO-ccRCC), cut height as 0.25, and minimal module size as 50. Based on the 1-TOM, the same gene expressions were grouped into a gene co-expression module. Then, important modules were selected, and the intersection with DEGs of TCGA-KIRC and GEO-ccRCC datasets was used. Further analysis, such as GO and KEGG analyses, was conducted on genes that overlapped with those obtained by the four abovementioned datasets.



Functional annotation and functional enrichment analyses

The R package clusterProfiler (version 3.16.1) (13), org.Hs.eg.db (version 3.11.4), enrichplot (version 1.8.1), and ggplot2 (version 3.3.3) were used in conducting Gene Ontology (GO) enrichment and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analyses, with adjusted P< 0.05, a cut-off criterion indicating statistical significance.



Screening of the prognostic metabolism-related hub gene signature

We intersected the intersection genes with metabolic genes, which were given by the metabolic pathway based on the KEGG online database. Afterward, we obtained the key metabolic genes and adopted univariate Cox regression analysis to screen hub genes associated with prognosis. We regarded P< 0.05 as a significant difference.



Construction and evaluation of the risk score prognostic model

We obtained the prognostic metabolism-related gene and then performed a Lasso-cox regression analysis to construct a prognostic metabolic-related gene signature. In constructing the risk score prognostic model, we computed the risk score for each patient and divided all the patients into two parts, namely, high-risk patients and low-risk patients, based on the median risk value.

	

where Expr is the expression of the gene in the signature, and Coef is the Cox coefficient of the gene.

We investigated the time-dependent prognostic significance of the risk score prognostic model using the R package survivalROC (version 1.0.3) and compared it with the predicted effect of age, T, N, M, grade, and stage.



Verification of the protein level and prognostic values of key genes of the prognostic model

The Human Protein Atlas database (HPA, https://www.proteinatlas.org/), which provides a large amount of transcriptomic and proteomic data in specific human tissues and cells for research, is a valuable database (14). We confirmed the protein level of each key gene between ccRCC and normal tissue using the HPA database, in which immunohistochemistry (IHC) was used to determine protein expression. In addition, we used the UALCAN database (http://ualcan.path.uab.edu/index.html) to confirm the protein level in different stages of ccRCC and normal renal tissues, which provides protein expression analysis option using the data obtained from the Clinical Proteomic Tumor Analysis Consortium (CPTAC) dataset (11). Based on the data obtained from the TCGA database, we used the survival package in R software to explore the prognostic values of key genes and performed Kaplan Meier survival analysis as a box plot graph. Exploring the relationship between disease-free survival (DFS) and the expression of key genes in patients with ccRCC, we used the online tool gene expression profiling interactive analysis (GEPIA, http://gepia.cancer-pku.cn/).



Assessment of the forecast effect on the risk prognostic model

In validating the association between the risk score and patients’ survival time, we used the pheatmap (version 1.0.12) R package to plot the risk plot and assessed the prognostic value between low- and high-risk patients using the Kaplan-Meier survival curve. We used univariate and multivariate Cox regression analysis to assess the associations between the risk score and various clinicopathological parameters in the TCGA-KIRC Cohort using the Forrest plot. Moreover, exploring the relationship between risk score and tumor grade and stage, we plotted the violin figure using the online tool Sangerbox 3.0 (http://vip.sangerbox.com/). To validate the forecast effect, we randomly sampled 70% of the TCGA-KIRC samples by using the caret (version 6.0.93) R package and formed the validation cohort of this model.



Prediction of patient’s prognosis and treatment

We used the R package rms (version 6.2.0) to build a predictive nomogram, including clinicopathological characteristics and risk score. Then we used foreign (version 0.8.80) and survival (version 3.3.1) R packages to calculate the concordance index (C-index) and to plot the calibration curves of the predictive nomogram. We also performed a GSEA analysis to identify enriched terms and selected the top 13 significant pathways visualized as the multiple-GSEA plot. pRRopjetic is an R package used for predicting Clinical Chemotherapy (15). We used this R package to predict sensitive drugs for high-risk patients.



Validation of clinical tissue samples by RT-qPCR experiments

According to the manufacturer’s instructions, we isolated the total RNA of ccRCC tissues and corresponding normal renal tissues using TRIzol (Invitrogen), which was converted into cDNA using PrimeScript™ RT Master Mix (Takara). After cDNA was subjected to reverse transcription PCR using a SYBR-Green master kit (Vazyme, Nanjing, China) on the Applied Biosystems 7500 system, the following cycles were performed: predenaturation at 95°C for 5 min; denaturation at 95°C for 10 s, annealing and extension at 60°C for 34 s; and repeated denaturation, annealing, and extension for 40 cycles. We used β-acting as the housekeeping gene to normalize the relative expression of genes as an endogenous control using the comparative Ct (threshold cycle) method (ΔΔCt). The primers of key genes for the quantitative polymerase chain reaction assay were obtained from Primer Bank, which are shown in Supplementary Table S1.




Results


Identification of DEG and WGCNA

We divided the samples of the TCGA-KIRC dataset into two groups, namely, normal group and tumor group, and identified the DEGs with |logFC|>1 and ad. just P<0.05. We screened 3,747 DEGs (1,924 up-regulated and 1,823 down-regulated genes, Figure 1D) from 14,684 genes (Supplementary Table S2). Then, we selected the top 100 DEGs (50 upregulated and 50 downregulated genes) for visualization by heatmap plot (Figure 1A). We used the WGCNA R package to construct weighted gene co-expression modules where each module is assigned with color; a total of 11 modules were included in the TCGA-KIRC (Figure 1B). In visualizing the relationship between each module and two clinical traits (normal and tumor), we plotted the heatmap of the module-trait relationship (Figure 1C). The genes of each module membership are listed in Supplementary Table S3. We found that the turquoise and purple modules were the top two association with clinical traits (MEturquoise module: r=0.82, P=7e-153; MEpurple module: r=0.61, P=3e-64), and the genes of these two modules were downregulated in ccRCC. The relationships between module membership and gene significance are presented in Figures 1E, F (turquoise module: cor=0.93, P<1e-200; purple module: cor=0.72, P=1.8e-19).




Figure 1 | DEG and WGCNA analysis of TCGA-KIRC dataset. (A) Heatmap of top 100 DEGs between ccRCC and normal renal tissue from TCGA-KIRC dataset. (B) Clustering dendrograms of all the genes of TCGA-KIRC, based on the difference in topological overlap, assigned modules with different colors. (C) The eleven co-expression modules and the module trait between ccRCC and normal renal tissue. (D) Volcano Plot of 14,684 genes of TCGA-KIRC dataset. Green assigned downregulated genes and rad assigned up. (E) Module membership in the turquoise module. (F) module membership in the purple module.



The GEO-ccRCC dataset consisted of four datasets, and all the samples of the database were divided into normal and tumor groups. We identified 1,344 DEGs from 21,653 genes (650 upregulated and 694 downregulated genes, Figure 2B) with |logFC|>1 and ad.just P<0.05 (Supplementary Table S4). We plotted the heatmap plot for the top 50 upregulated and 50 downregulated genes (Figure 2A). Based on the GEO-ccRCC database, we built a total of four weighted gene co-expression modules used in WGCNA analysis (Figure 2C), and the heatmap of the module-trait relationship visualized the correlation between each module and clinical traits, namely, normal and tumor (Figure 2D). The genes of each module membership are listed in Supplementary Table S5. The blue module was the highest relation with clinical traits (r=0.92, P=7e-144), and the relationship between module membership and gene significance for the tumor is visualized and shown in Figure 2E.




Figure 2 | DEG and WGCNA analysis of GEO-ccRCC database. (A) Heatmap of top 100 DEGs between ccRCC and normal renal tissue from GEO-ccRCC database. (B) Volcano Plot of 21,653 genes of ccRCC in GEO dataset. Green assigned downregulated genes and rad assigned up. (C) Clustering dendrograms of all the genes of the GEO-ccRCC database, based on the difference in topological overlap, assigned modules with different colors. (D) The four co-expression modules and the module trait between ccRCC and normal renal tissue. (E) Module membership in the blue module.





Acquisition of overlapping genes and functional enrichment analysis

We obtained 3,747 DEGs in the TCGA-KIRC dataset, 1,344 DEGs in the GEO-ccRCC dataset, 10,601 and 114 co-expression genes in the turquoise and purple modules of the TCGA dataset, and 1,717 co-expression genes in the blue module of the GEO dataset. We respectively recorded the intersection of the turquoise and purple modules with DEGs in the TCGA-KIRC dataset, DEGs in the GEO-ccRCC dataset, and the blue module in the GEO dataset. Then, we obtained overlapping 1 (a total of 550 genes, Figure 3A) and overlapping 2 (a total of 77 genes, Figure 3D) and performed enrichment GO analysis (Figures 3B, E) and KEGG analysis (Figures 3C, F) on overlapping 1 and overlapping 2. GO enrichment analysis of genes in overlapping 1 showed that the biological process (BP) was primarily enriched in kidney epithelium development, kidney development, and renal system development. In addition, the cellular component (CC) was primarily enriched in the apical part of cell and basolateral plasma membrane, and the molecular function (MF) was primarily gathered in the active ion transmembrane transporter activity and active transmembrane transporter activity (Supplementary Table S6). Based on GO analysis of overlapping 2 genes, the BP showed that these genes were primarily enriched in the small-molecule catabolic process, organic acid catabolic process, and carboxylic acid catabolic process. The enrichment of the CC primarily occurred in the peroxisomal matrix and microbody lumen. Moreover, coenzyme binding and aldehyde-lyase activity were more related to these genes in the MF (Supplementary Table S7). For KEGG pathway analysis, carbon metabolism and the HIF-1 signaling pathway were associated with overlapping 1 genes (Supplementary Table S8). Meanwhile, carbon metabolism, glycolysis/gluconeogenesis, and peroxisome were primarily related to overlapping 2 genes (Supplementary Table S9).




Figure 3 | Take the intersection and analysis with GO and KEGG. (A–C) The 550 genes given by the intersection of DEGs-TCGA, DEGs-GEO, the turquoise module and the blue module. GO analysis of the 550 genes. KEGG analysis of 550 genes. (D–F) The 77 genes obtained from the intersection of DEGs-TCGA, DEGs-GEO, the purple module and the blue module. GO analysis of the 77 genes. KEGG analysis of the 77 genes.





Screening of prognostic metabolism-related hub genes and construction of the risk score prognostic model

As a result of functional enrichment analysis, metabolism and genes in overlapping 1 and 2 have a strong connection. We used the intersection of overlapping 1 and 2 with metabolism-related genes (Figures 4A, D) and adopted univariate Cox regression analysis to screen prognostic metabolism-related genes. In overlapping 1, we screened 13 prognostic metabolism-related genes (ACADSB, ALAD, DEGS1, ECI2, GPT2, GSTM3, HADH, HK2, LDHD, OAT, PFKP, PSAT1, and UPP2; Figure 4B). Then we constructed the risk score prognostic model 1 (AUC=0.694, Figure 4C) with Lasso-cox regression analysis. Meanwhile, we screened six prognostic metabolism-related genes (ABAT, ALDH6A1, CHDH, EPHX2, ETNK2, and FBP1; Figure 4E) in overlapping 2 and performed Lasso-cox regression analysis to construct the risk score prognostic model 2 (AUC=0.795, Figure 4F). Therefore, we selected the risk score prognostic model 2 and the genes used to construct the model for follow-up analysis.




Figure 4 | Screen out genes associated with metabolism and prognosis and compare the prognostic model with TNM staging. (A–C) Screened prognostic genes gave by turquoise module. (D–F) Screened prognostic genes gave by purple module.





Verification of prognostic metabolism-related hub genes

Based on the immunohistochemical results from the HPA database (Supplementary Table S10), the protein level of the six prognostic metabolism-related genes in tumors was generally lower than that in normal tissue (Figure 5A). We further verified the protein level of each hub gene in every tumor stage based on the CPTAC dataset (Figure 5B). The results of the boxplot showed that the protein level of the six prognostic metabolism-related genes was significantly downregulated in different stages of ccRCC, compared with normal renal tissues. Kaplan-Meier analyses (Figure 6A) indicated that the low expression level of each of the six hub genes was significantly associated with poor overall survival (OS) of patients with ccRCC (P<0.05). Moreover, the low expression level of ALDH6A1, CHDH, and ETNK2 was related to worse OS (P<0.001). Meanwhile, based on the GEPIA2 database, we observed that the expression level of ALDH6A1 and FBP1 had a major relationship with worse DFS (P<0.05, Figure 6B), in patients with ccRCC.




Figure 5 | The protein level of the six key genes in kidney normal tissues and ccRCC tissues. (A) Immunohistochemical of the six key genes based on The Human Protein Atlas database. (B) The protein expression of the six key genes in normal tissues and different stages of ccRCC tissues based on the Clinical Proteomic Tumor Analysis Consortium database.






Figure 6 | Evaluation of survival. (A) Kaplan-Meier survival curves for the six key genes based on the TCGA-KIRC cohort. (B) Disease-free survival curves for the six key genes based on Gene expression profiling interactive analysis database.





Assessment of the predicted effect on the risk score prognostic model

In visualizing the correlation between the survival status and risk score in ccRCC patients, we plotted a risk curve (Figure 7A), on the basis of the TCGA-KIRC dataset. As shown in Figure 7A, patients were divided into high-risk and low-risk groups. The heatmap for the expression of the abovementioned six genes showed that their expression level decreased gradually from the high-risk group to the low-risk group. As the risk score increased, more patients died. Using Kaplan-Meier analysis, we found that the high-risk score was significantly connected related to worse OS (P<0.001, Figure 7B). We used univariate Cox regression and multivariate Cox regression analyses to assess the independent role of the risk score prognostic model. Univariate Cox regression analysis (Figure 7C) indicated that age, grade, stage, T, M, N, and risk score were correlated with OS, and multivariate Cox regression analysis showed that the risk score could serve as an independent prognostic factor (Figure 7D, P<0.001, hazard ratio: 2.033-9.787). Figures 7E, F were violin plots for the risk score of different grades and stages of ccRCC tumor. We observed significant differences in risk scores among different ccRCC tumor grades and stages (P<0.001). The prognostic nomogram for the prediction of 1-, 3-, and 5-year survival in ccRCC is shown in Figure 8A. By using foreign and survival R packages, we calculated the C-index of the TCGA-KIRC dataset (C-index = 0.796) and the validation cohort (C-index = 0.76). Figures 8B, C were calibration curves of the nomogram for predicting patient survival at 3 years and 5 years. We validated the forecast effect using the Kaplan-Meier analysis (P<0.001, Figure 8D), ROC curves (risk score AUC = 0.805, Figure 8E), and the 5-year survival prediction calibration curve (Figure 8F) in the validation cohort.




Figure 7 | Risk score evaluation. (A) To evaluate the prognostic model, we compared the expression of six hub genes in high-risk patients and low-risk patients. Heatmap shows the condition of six hub genes expression. Risk score cove and patients’ survival time plot show the relationship between risks core and patients’ survival time. (B) Kaplan-Meier survival curves for high-risk and low-risk patients. (C) Forrest plot of the univariate Cox proportional regression analysis in TCGA-KIRC cohort. (D) Forrest plot of the multivariate Cox regression analysis in TCGA-KIRC cohort. (E) Violin plot shows risk score was closely associated with ccRCC grade. (F) Risk score has a relationship with the ccRCC stage. *, P< 0.05; **, P< 0.01; ****, P< 0.0001.






Figure 8 | Further analysis of the prognostic model. (A) The prognostic nomogram for the prediction of 1- to 5-year overall survival in ccRCC. (B) The calibration curves of the nomogram for the prediction of 3-year survival. (C) The calibration curves of the nomogram for the prediction of 5-year survival. (D) Kaplan-Meier survival curve for high-risk and low-risk patients in the validation cohort. (E) ROC curve in the validation cohort. (F) The calibration curves of the nomogram for the prediction of 5-year survival in the validation cohort. (G) RT-qPCR validation shows the expression of the six hub genes was downregulated in ccRCC tumor tissues. **, P< 0.01; ****, P< 0.0001. (H) Multi-GSEA enrichment analysis shows the top 13 representative KEGG pathways in high-risk and low-risk patients. (I) Drug sensitivity analysis shows the most sensitive four drugs in high-risk patients.





GSEA analysis and drug sensitivity test

Based on the TCGA-KIRC dataset, we performed a GSEA analysis to investigate the potential underlying mechanism between the high-risk group and the low-risk group. We enriched 178 upregulated pathways (51 in the high-risk group and 127 in the low-risk group). Of the 127 upregulated pathways in the low-risk group, 43 upregulated pathways were significantly different. The top 13 enriched pathways (three in the high-risk group and ten in the low-risk group) are shown in Figure 8H. We used a drug sensitivity test to investigate the sensitive drugs for high-risk patients. The top four major sensitive drugs included Vinblastine sensitivity, ZM.447439, AP.24534, and CGP.60474 (Figure 8I).



RT-qPCR validation of the expression level of the six hub genes

RT-qPCR on 20 paired ccRCC and normal tissue samples (Supplementary Table S11) showed that the expression level of the six hub genes in tumor tissues was generally lower than that of normal renal tissues (P<0.05, Figure 8G). The six hub genes were significantly downregulated in tumor samples compared with normal samples. This result was consistent with the validated expression level of the six genes that constructed our risk score prognostic model based on an online database.




Discussion

With the accumulation of cancer research, the link between cancer and various metabolic changes has been revealed. Goldblatt and Cameron obtained transplantable cancer cells from heart fibroblasts through oxygen deficiency experiments (16). Warburg described that the origin of cancer cells from normal tissue cells has two phases: the first phase is an irreversible injury of respiration, and in the second phase the injured cells maintain their structure and energy supply by fermentation energy. Finally, the highly differentiated body cells are converted into undifferentiated cells and grown wildly (17). The fermentation energy that Warburg described in cancer is the earliest mention of metabolic reprogramming, which is not only the beginning but also the propelling of cancers. In addition, he did not fully comprehend the discovery at that time. Approximately 85% of RCC arise from tubular epithelial cells (18). One of the characteristics of RCC is the mutation of genes that are involved in metabolic pathways, including aerobic glycolysis; fatty acid metabolism; and the metabolism of tryptophan, glutamine, and arginine (19). Therefore, RCC is generally regarded as a metabolic disease, and the major risk factors include aerobic glycolysis and the mutation of metabolic genes (20, 21). In this study, we characterized ccRCC to explore the prognostic prediction model and treatment of ccRCC. We performed bioinformatics analysis to screen out prognostic metabolism-related key genes and construct the risk score prognostic model using these key genes.

To avoid errors caused by insufficient sample size, the ccRCC samples in this study were obtained from TCGA and GEO databases, a total of 965 samples. we used DEG analysis and WGCNA to screen the clinical traits related to DEGs. Based on the correlation coefficient of genes, WGCNA, a network analysis method, can identify biologically relevant modules and key genes (5), which are correlated with clinical traits. Such modules and key genes may serve as biomarkers for detection or treatment (22). Therefore, WGCNA has unique advantages in exploring the relationship of clinical traits related to modules. We found that the coexpression modules closely related to clinical traits were downregulated in ccRCC, and the functional enrichment analysis showed that the genes in those modules were related to metabolism. This result is in line with our expected results. Finally, the genes of the risk score prognostic model that we constructed included ABAT, ALDH6A1, CHDH, EPHX2, ETNK2, and FBP1, which were downregulated in ccRCC. Multivariate Cox regression analysis showed that the risk score of the prognostic model could serve as an independent prognostic factor. To compare the predicted effect of the risk score prognostic model with that of age, T, N, M, grade, and stage, we plotted ROC curves by the TCGA-KIRC cohort and the validation cohort. The results of ROC curves showed that the predicted effect of the risk score prognostic model was similar to that of clinical grade and stage. The prognostic nomogram combined abundant factors, including age, T, N, M, grade, stage, and risk score. By using the nomogram, we can make a more accurate prediction of 1-, 3-, and 5-year survival of ccRCC patients.

The six key genes are involved in various metabolic reactions, including amino acid metabolism, choline metabolism, and glucose metabolism. Most of the genes are involved in cancers. The 4-aminobutyrate aminotransferase (ABAT) encodes γ-aminobutyric acid (GABA) transaminase, which is a key enzyme for catabolism GABA, a major inhibitory neurotransmitter, within the mitochondrial matrix. ABAT plays an important role in neurometabolic disorders (23). The deficiency of ABAT mediates the destruction of the GABAergic system, and patients present corresponding clinical manifestations of elevated GABA levels (24). For breast cancer, the loss of ABAT expression could promote the potency of tumorigenesis and metastasis (25), which could be a predictive biomarker for endocrine therapy resistance (26). The results of our study show that the expression of ABAT was downregulated in ccRCC and related with poor DFS of patients. GSEA analysis shows that the beta alanine metabolism pathway associated with ABAT was upregulated in the low-risk group. A previous study indicated that ABAT and aldehyde dehydrogenase 6 family member A1 (ALDH6A1) worked as a tumor suppressor (27) in ccRCC, thereby suppressing tumorigenic capability. In this study, the downregulation of the expression of ALDH6A1, an amino acid metabolism-related gene, was significantly linked with worse OS and DFS in patients. Meanwhile, ALDH6A1 was identified as a potential molecular signature for hepatocellular carcinoma (28), prostate cancer (29), and muscle insulin resistance in type 2 diabetes mellitus (30). Therefore, ALDH6A1 may be a potential key target for regulating ccRCC metabolism. Based on the results of the GSEA analysis, ABAT and ALDH6A1 function in the valine leucine and isoleucine degradation pathways, which are upregulated in the low-risk group. In addition, ABAT plays a role in the butanoate metabolism and alanine aspartate and glutamate metabolism pathways. The physiological role of Human choline dehydrogenase (CHDH) is to regulate the concentration of choline and glycine betaine, and CHDH is primarily located in the liver and kidney (31). Moreover, CHDH plays a pivotal role in mitophagy (32). Based on our results, genes of glycine serine and threonine metabolism pathway, including CHDH, and the downregulation of CDHD in ccRCC, were related to worse OS and DFS in patients. Soluble epoxide hydrolase (EPHX2, sEH) serves as a principal enzyme for the metabolism of epoxyeicosatrienoic acids (33), and it is related to cell apoptosis (34). For metabolic diseases, EPHX2 may be a potential therapeutic target (35). In prostate cancer and hepatocellular carcinoma, EPHX2 was downregulated, which was significantly correlated with the progression of tumors (36, 37). Based on the enrichment results of GSEA, EPHX2 is intimate with the peroxisome pathway. Furthermore, the mechanism of CHDH and EPHX2 in ccRCC was deficient. Ethanolamine kinase 2 (ETNK2) was also reported in tumors. The upregulation of ETNK2 enhances hepatic metastasis such as gastric cancer (38). However, ETNK2 was downregulated in our research for ccRCC with a poor OS of patients. Fructose-1, 6-bisphosphatase 1 (FBP1), a rate-limiting enzyme for gluconeogenesis (39), plays a critical role in tumor initiation and progression of ccRCC. FBP1 has two major mechanisms that inhibit ccRCC progression: first, FBP1 can inhibit a potential Warburg effect; second, FBP1 can interact with the HIF inhibitory domain and inhibit nuclear HIF function (40). Targeting FBP1 has been an emerging therapeutical target for cancers (39). Thus, this study aimed to explore more therapeutical targets for ccRCC via screening the prognostic metabolism-related genes.

Using the six prognostic metabolism-related genes, we constructed a risk score prognostic model and divided patients with ccRCC into high- and low-risk groups based on the risk score of each patient. We found that the patients in the high-risk group have poor OS, and lass survival time. Based on the violin plots, we discovered that the risk scores on each grade and stage of ccRCC were significantly different, and the risk scores displayed a significantly positive correlation with the degree of malignancy of ccRCC. The results of multivariate Cox regression analysis showed that the risk score of the prognostic model could serve as an independent prognostic factor. Based on the prediction of clinical chemotherapeutic response analysis, we screened four drugs, namely, Vinblastine, ZM.447439, AP.24534, and CGP.60474, which may be more sensitive for patients in the high-risk group. Vinblastine is a dimeric alkaloid isolated from the Madagascar periwinkle plant, which exhibits significant cytotoxic activity, and it is used as an antineoplastic agent in antitumor therapy (41). For our analysis, Vinblastine is the principal sensitive drug for high-risk group patients. Mitotic Aurora kinases are essential for accurate chromosomal segregation during cell division. As an Aurora-selective ATP-competitive inhibitor, ZM.447439 can interfere with the spindle integrity checkpoint and chromosomal segregation (42). In addition, Vinblastine and ZM.447439 function by interfering with cancer cell proliferation. AP.24534 and CGP.60474 are kinase inhibitors. Ponatinib, AP.24534, is a third-generation tyrosine kinase receptor inhibitor (43), and CGP.60474 is an inhibitor of cyclin-dependent kinase (44). Tyrosine kinase inhibitors are novel therapies for ccRCC treatment (45, 46), including sunitinib, sorafenib, pazopanib, axitinib, and tivozanib (47–50). Tyrosine kinases are signaling molecules, and tyrosine kinase inhibitors have become a successful class of drugs in the treatment of ccRCC. Thus, we might consider that these four identified sensitive drugs could be potential treatments for ccRCC, and we believe that novel drugs worked by regulating the pathway of cellular metabolism will appear increasingly in the near future.

This research also has some limitations. First, this is a retrospective study, we need more clinical samples to improve our findings and the predicted effect of the risk score prognostic model. Second, the molecular mechanisms of the six key genes need to be further elucidated in vivo and in vitro experiments for ccRCC clinical applications.



Conclusions

In conclusion, based on the metabolic reprogramming characteristics in ccRCC and combined with WGCNA analysis, we identified six metabolism-related genes, which could be potential treatment targets for ccRCC. Furthermore, we constructed a risk score prognostic model, the risk score of which constitutes an effective independent prognostic factor. By including the risk score, the nomogram can help us make a more accurate prediction of patient survival. The improvement of the prognostic model may improve the outcome prediction for ccRCC patients in the future.
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High-grade serous ovarian cancer (HGSOC) is a heterogeneous cancer characterized by high relapse rate. Approximately 80% of women are diagnosed with late-stage disease, and 15–25% of patients experience primary treatment resistance. Ovarian cancer brings tremendous suffering and is the most malignant type in all gynecologic malignancies. Metabolic reprogramming in tumor microenvironment (TME), especially fatty acid metabolism, has been identified to play a crucial role in cancer prognosis. Yet, the underlying mechanism of fatty acid metabolism on ovarian cancer progression is severely understudied. Recently, studies have demonstrated the role of fatty acid metabolism reprogramming in immune cells, but their roles on cancer cell metastasis and cancer immunotherapy response are poorly characterized. Here, we reported that the fatty acid–related genes are aberrantly varied between ovarian cancer and normal samples. Using samples in publicly databases and bio-informatic analyses with fatty acid–related genes, we disentangled that cancer cases can be classified into high- and low-risk groups related with prognosis. Furthermore, the nomogram model was constructed to predict the overall survival. Additionally, we reported that different immune cells infiltration was presented between groups, and immunotherapy response differed in two groups. Results showed that our signature may have good prediction value on immunotherapy efficacy, especially for anti–PD-1 and anti–CTLA-4. Our study systematically marked the critical association between cancer immunity in TME and fatty acid metabolism, and bridged immune phenotype and metabolism programming in tumors, thereby constructed the metabolic-related prognostic model and help to understand the underlying mechanism of immunotherapy response.
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Introduction

Tumor microenvironment (TME) plays an increasingly critical role in the pathogenesis, progression, and metastasis of multiple cancers and has great influences on patient therapy sensitivity and therapy strategies choice (1, 2). Multiple aspects and parameters of the TME may be associated with cancer prognosis and immunotherapies response (3, 4). In particular, fatty acid metabolism plays a critical influence on tumor environment and tumor immunity. In addition to providing a large amount of energy, recent studies showed that fatty acid oxidation contributes to cancer cell growth, stemness, and chemotherapy resistance. Biologically active lipid molecules during fatty acid metabolism may participate in a variety of signaling pathways in cancer cell proliferation, differentiation, metastasis, and inflammation. For example, fatty acids can enhance STAT3 palmitoylation and directly activate STAT3 in synergy with cytokine stimulation, thus promoting the tumor spheres formation and tumorigenesis (5). In addition, increased leptin and PD-1 can drive fatty acid oxidation through STAT3, inhibiting CD8+ T effector cell glycolysis and promoting breast tumorigenesis (6). Thus, it is critical to understand the role of fatty acid metabolism and the impact on therapy response or strategies.

Ovarian cancer is the most lethal one in gynecological cancer, and the standard mode of therapy is surgery followed by chemotherapy. Ovarian cancer is characterized by high relapse and treatment resistance rate (7), but it is considered to be the “immunogenic tumors.” In the recent years, immune therapies such as immune checkpoint blockades (ICBs) have been developed rapidly and investigated as potential maintenance treatments in ovarian cancer, including anti–PD-1 (programmed cell death protein 1), anti–PD-L1 (programmed cell death ligand 1), and anti–CTLA-4 (cytotoxic T lymphocyte-associated antigen-4) (8, 9). ICBs can attenuate the immunosuppressive signals in the TME and stimulate the antigen-presenting cells and bolster effector T cells to play key roles in the immunotherapy of ovarian cancer. But the objective response rates of single-agent checkpoint inhibitors in ovarian cancer are approximately only 6–15% (10, 11), and up to 85% of cases have resistance to ICBs. Therefore, it is urgently needed to identify the cases that could benefit from the ICBs therapy.

Recent studies on the TME, especially the fatty acid metabolism, have revealed that targeting fatty acids can promote anoikis and attenuate dissemination in ovarian cancer (12). Fatty acids generation and oxidation play a crucial role in ovarian cancer cell survival by influencing tumor immunity and immune cell infiltrates. Indeed, it remains unexplored about the critical role of fatty acid metabolism on immunotherapy response. In this study, gene expression and clinical information of 376 patients were analyzed from TCGA to comprehensively assess the pattern of fatty acid metabolism in TME. Then, a fatty acid gene-based prognostic model was constructed to divide ovarian cancer samples into high- and low-risk groups with different prognostic outcome. Additionally, we investigated the relationship between fatty acid metabolism-related model and immune cell infiltrates or immunotherapy response, showing that different immune cells infiltrated in individual TME and illustrating that this fatty acid prognostic model could distinguish ovarian cancer patients that have immunotherapy response.



Methods


Data collection and pre-processing

Genome data from RNA-seq (FPKM) and clinical information of 379 serous ovarian cancer samples were downloaded from TCGA (https://www.cancer.gov/about-nci/organization/ccg/research/structural-genomics/tcg), and three repeated samples were removed. Information for 88 normal ovarian samples was obtained from GTEx in xena (http://xenabrowser.net/). IMvigor210 cohort, a cohort of patients with bladder urothelial carcinoma (BLCA) treated with anti–PD-L1, was downloaded from the GEO database (https://www.ncbi.nlm.nih.gov/geo/), and it was used to analyze the relationship between risk score and immunotherapy response. GSE26712 and GSE63885 were downloaded from the GEO database as the extrinsic validation datasets. All included ovarian cancer women from TCGA and GEO datasets are pathologically diagnosed. All samples have integrity RNA-seq data, clinical information, and complete overall survival (OS) data. Gene expression level was applied with log2(X+1) and defined as the average value for multiple probes. All statistics were under R condition, and the “Combat” function in sva package was used to normalize gene expression distribution in different datasets. Clinical information of all datasets was shown in Table 1.


Table 1 | Patient characteristics of TCGA cohort, GSE26712, and GSE63885.





Development and verification of a prognostic risk score model

A total of 309 fatty acid–related genes were obtained from Molecular Signatures Database (MSigDB: http://www.gsea-msigdb.org/gsea/downloads.jsp). “Limma” under R condition was used to identify deferentially expressed genes (DEGs) between tumor and normal ovarian samples with adjusted P < 0.05 and |logFC|≥0.5. Then, the samples in TCGA dataset were randomly divided into training set (n = 228) and testing set (n = 151) according to the proportion of 6:4. After deleting the overlap patients and patients without survival information, there are 224 patients in training set and 144 patients in testing set. Training set was used to develop the prognostic risk score model. Prognostic-related DEGs of OS were selected by univariate Cox regression analysis (prognostic DEGs). LASSO (least absolute shrinkage and selection operator) Cox regression analysis was used to identify the independent prognostic factors with P < 0.05. Finally, backward stepwise selection with the Akaike information criterion (AIC) was used to reduce candidate genes (candidate DEGs) and constructed a multi-variable Cox regression model. The risk score (RS) can be calculated as follows: RS = , (Expi represents the expression level of each candidate genes and βi represents the corresponding regression coefficient). All cases in training set were divided into high- and low-risk groups with the median value of RS. Kaplan–Meier (K-M) survival curve and receiver operating characteristic (ROC) curve were used to identify the prognostic prediction value of the model. The association of the clinical information with RS was investigated in low- and high-risk groups. In addition, multivariable Cox regression analysis was used to identify that the risk score is an independent prognostic factor. The testing group and GSE26712 and GSE63885 were used for validation.



Principal components analysis comparison

Firstly, “limma” package under R condition was used to perform principal components analysis (PCA) with the DEGs in training set and candidate DEGs in the fatty acid–related prognostic model. Then, “ggplot2” package was used to show the two-dimensional distinguishing capability of DEGs and candidate DEGs. The “ropls” package was used to calculate the R2 and Q2 values of PCA.



Gene set variation analysis

Fatty acid metabolism-related gene sets (c2.cp.kegg.v7.1.symbols) from MSigDB (https://www.gsea-msigdb.org/gsea/msigdb) were downloaded as the reference genes. Gene set variation analysis (GSVA) was performed with “GSVA” package between low- and high-risk groups. p < 0.05 was regarded as statistically significant.



Immune cell infiltrates and immune analysis

The RNA-seq data of ovarian cancer cases in TCGA database were uploaded to Timer2.0 (https://cistrome.shinyapps.io/timer/) to obtain the immune cells infiltration. Meanwhile, we applied “immunedeconv” package to conduct MCP-COUNTER algorithm (13) to get the abundance of both immune and stromal cells of each sample. The immune cells infiltration between low- and high-risk groups was compared. Then, ssGSEA (single sample gene set enrichment analysis) was performed using “GSVA” package to calculate enrichment scores that represent immune gene-related function in samples. We compared the enrichment scores between low- and high-risk groups.



Association with treatment and immunotherapy response

“pRRophetic” package was used to calculate the halfmaximal inhibitory concentration (IC50), which can predict drug treatment response including the chemotherapy and targeting therapy. To analyze the association with immunotherapy response in high- and low-risk groups, first, we compared the expression of 12 common immune checkpoints (CTLA4, PDCD1, LAG3, TGFB1, IL10, TNFRSF14, IL13, CD244, CD48, ICAM1, NOS3, and MICB) (14) between the two groups. Then, the TIDE (Tumor Immune Dysfunction and Exclusion) value was assessed to show the immune escape of cancer cells and their response to immune checkpoint inhibitors (ICIs). RNA-seq data of ovarian cancer cases in TCGA database were uploaded to TIDE website (http://tide.dfci.harvard.edu/) to calculate TIDE value. Finally, IMvigor210 cohort was divided into low- and high-risk groups by the median of risk score, and immunity therapy effect was compared between groups.



Development of prognostic-prediction nomogram

Nomogram was built with “rms” package to predict OS with RS and clinical factors including age, grade, stage, and debulking status. Calibration curve was shown to analyze the prediction accuracy. Multivariable Cox regression analysis was performed, and AUC of ROC curve was explored to identify the prognostic prediction value of nomogram.



Enrichment analysis of the DEGs between the low- and high-risk groups

Differentially expressed genes between low- and high-risk groups were selected by “limma” package with p < 0.05. Gene ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) enrichment analysis were performed with “cluster- Profiler” package under R condition. The result was shown in barplot.



RNA extraction and real-time quantitative polymerase chain reaction

Ovarian cancer cells including OVCAR3, SKOV3, and A2780 cells were cultured in DMEM (Gibco, C11995500BT, USA) supplemented with 10% fetal bovine serum (FBS) and 1% penicillin/streptomycin. Normal ovarian cell IOSE80 was maintained in RPMI  1640 (Gibco, C11875500BT, USA) supplemented with 10% FBS and 1% penicillin/streptomycin. Total RNAs were extracted from three cultured ovarian cancer cells and one normal ovarian cell type using the EZ-press RNA Purification Kit (EZBioscience, USA). cDNA synthesized the 4× reverse transcription master mix (EZBioscience, USA) in a 20-μl reaction system containing 1 μg of total RNA. Real-time quantitative polymerase chain reaction (RT-qPCR) was performed using the 2× SYBR Green qPCR Master Mix (EZBioscience, USA) in a 10-μl reaction system containing 1 μl of cDNA on a QuantStudio 5 RT-PCR System (Thermo Fisher Scientific, USA). RT-qPCR was performed by initial denaturation (5 min, 95°C), and 40 amplification cycles (10 s at 95°C and 30 s at 60°C). Melting curve analysis was used to verify the primer specificity. The threshold cycle (Ct) values of each cell type were used for the post-PCR data analysis. Relative gene(s) expression was identified and normalized against β-tubulin as the housekeeping gene. Real-time PCR primers are listed in Table S1.



Statistical analysis

Wilcox Test was used to compare the continuous numerical data such as the expression level of mRNA, immune cells infiltration scores, risk scores between different groups. Chi-square test was used to compare discrete clinical parameters. P-values < 0.05 were considered statistically significant if not specified.




Result


Development of fatty acid metabolism-related prognostic signature

The TME is characterized by alteration of fatty acid metabolism. To illustrate the prognostic role of fatty acid metabolism, we tested the expression of fatty acid metabolism-related genes between 379 ovarian cancer samples from TCGA dataset and 88 normal samples from GTEx dataset (details shown in Table 1). We identified 176 differentially expressed genes (DEGs), including 85 downregulated and 91 upregulated genes (Figures 1A, D and Table S2). Then, we performed univariate Cox analysis in TCGA training set and identified a total of 22 prognostic-DEGs related to OS selected with p < 0.1 among 176 DEGs (Figure S1A). Furthermore, 16 independent prognostic-related factors were addressed with LASSO Cox regression analysis (Figures 1B, C). Backward stepwise selection with the AIC was then applied, and a multi-variable Cox regression model was constructed with 10 independent candidate genes, including HACD4, PON3, ACSF2, ACOT13, GABARAPL1, ACSM3, D2HGDH, PTGIS, PPARA, and HSP90AA1 (Figure 1E). The corresponding coefficients were shown in Table S3, and the risk score of each sample was calculated: risk-score = (-0.40) × exp(HACD4) + (-0.18) × exp(PON3) + 0.22 × exp(ACSF2) + (-0.63) × exp(ACOT13) + 0.24 × exp(GABARAPL1) + (-0.29) × exp(ACSM3) + 0.33 × exp(D2HGDH) + 0.10 × exp(PTGIS) + 0.51 × exp(PPARA) + (-0.22) × exp(HSP90AA1). Thus. all cancer samples in training set were divided into two groups (low- and high-risk groups) by the median value of risk score. Although there were no statistically significant differences between low- and high-risk groups associated with age, stage, grade, and debulking status (Figure S1B), high-risk group had a poor prognosis when comparing with low-risk group as shown with K-M survival curve (p < 0.01) (Figure 2A). This prognostic signature showed good prediction value with AUC > 0.7 in ROC curve (Figure 2B). Furthermore, the testing set from TCGA was used to validate the model, illustrating the good prediction value of this fatty acid metabolism-related prognostic signature in ovarian cancer (Figures 2C, D), as also shown with the whole TCGA cohort (Figures 2E, F) and independent GEO datasets (Figure S1I). We also analyzed the predictive power of top 5 genes that contributed most to the model (with the maximum absolute value of coefficient) through AUC of ROC curves (Figure S1J). The 10 candidate genes in the prognostic model (R2 = 520, Q2 = 0.606) showed better distinguishing capability than all DEGs (R2 = 0.333, Q2 = 0.406) as shown in PCA results (Figures 2G, H). Uni- and multi-variable Cox regression analysis conducted on training set, testing set and the whole TCGA cohort addressed that the risk score is an independent prognostic factor (Figures S1C–H) after adjusting for clinical characters. Remarkably, we constructed a metabolic map summarizing the fatty acid metabolism (Figure S2A), and most of the independent candidate genes were marked in the position where they are functioning in the fatty acid metabolism process.




Figure 1 | Differentially expressed genes (DEGs) identification and Lasso Cox regression. (A) Volcano plot for DEGs between normal tissue and tumor. Red pot represents DEGs with adjusted P < 0.05 and |logFC|≥0.5. (B, C) LASSO Cox regression to select independent prognostic-related genes. (D) Heat map of DEGs with adjusted P < 0.05 and |logFC|≥0.5. The color red represents high-expression genes and color green represents low-expression genes. (E) HR of 10 final candidate genes involved in survival model. LASSO, least absolute shrinkage and selection operator; DEG, differentially expression genes; FC, fold change; HR, hazard ratio.






Figure 2 | Verification of the prognostic risk score model. (A) The Kaplan–Meier survival curve of TCGA training group. (B) The ROC curve of TCGA training group. (C) The Kaplan–Meier survival curve of TCGA testing group. (D) The ROC curve of TCGA testing group. (E) The Kaplan–Meier survival curve of TCGA cohort. (F) The ROC curve of TCGA cohort. (G) PCA result with all DEGs with 95% CI ellipses. (H) PCA result with the final candidate genes of the model with 95% CI ellipses. TCGA, The Cancer Genome Atlas; ROC, receiver operating characteristic; DEG, differentially expressed genes; PCA, principal components analysis.





Development of a nomogram to predict OS

To predict the OS for ovarian cancer accurately, a prognostic nomogram was constructed based on the parameters including grade, stage, age, sub-optimal debulking status, and risk score (Figure 3A). This nomogram model showed a good prediction value, as shown in the calibration curve for 1-, 3- and 5-year OS (Figure 3B). The AUC in ROC curve of the nomogram is 0.752 for 1-year, 0.672 for 3-year, and 0.680 for 5-year OS, which was larger than that of single clinical character or risk score (0.676 for 1 year, 0.636 for 3 years, and 0.697 for 5 years, separately) (Figures 3C–E), indicating that the nomogram model has a better prediction value than clinical characters or risk score alone. In addition, uni- (Figure S2B) and multi-variable Cox regression analysis (Figure S2C) suggested that nomogram is an independent prognostic factor adjusting for other clinical characters.




Figure 3 | The predictive value of nomogram in OS. (A) The constructed prognostic nomogram that predicts 1-, 3-, and 5-year OS of ovarian cancer patients in TCGA cohort. (B) The calibration plots of the nomogram. The x- and y-axis present predicted and actual survival respectively. (C–E) ROC curve of 1-, 3-, and 5-year OS with the nomogram, the clinical characters, and risk score. OS, overall survival; TCGA, The Cancer Genome Atlas; ROC, receiver operating characteristic. *P < 0.05 and ***P < 0.001.





Immune infiltration between low- and high-risk groups

As shown in Figures 2A, C, E, cases in high-risk group had poor prognosis but had no relationship with clinical factors such as grade, stage, and debulking status (Figure S1B). We wonder if fatty acid metabolism affects the cancer prognosis via influencing tumor micro-environment in ovarian cancer. Published studies showed that anti-tumor antigen vaccination targeting immune cells constitutes an efficient therapy strategy for malignant cancer. To prove the critical role of immune cell infiltration in micro-environment, we analyzed the infiltration of six immune cells including B cells, CD4 T cells, CD8 T cells, neutrophils, macrophages, and dendritic cells that were obtained from the Timer 2.0 database. Results showed that CD8 T cells (Cor = 0.178, p = 8.615e-4, Figure 4A), CD4 T cells (Cor = 0.125, p = 0.017, Figure 4B), dendritic cells (Cor = 0.206, p = 6.753e-5, Figure 4C), macrophages (Cor = 0.215, p = 3.28e-5, Figure 4D), and neutrophils (Cor = 0.199, p = 1.245e-4, Figure 4E) were positively correlated with risk score, whereas B cells were not correlated (Figure 4F). The result of immune cells enrichment between two groups (Figure 4G) was similar to those of correlation analysis (Figures 4A–E). The enrichment of CD4 T cells, neutrophils, macrophages, and dendritic cells in high-risk group was likely due to a much higher immune-active status. In addition, to validate the abundance of immune cells in two groups, we compared 10 kinds of cells including immune and stromal cells from MCP-COUNTER. Results showed that T cells, monocytic lineage, neutrophils, endothelial cells, and fibroblasts were enriched in high-risk group (Figure 4H), consistent with results above (Figure 4G). Remarkably, T cells (Cor = 0.146, p = 0.005), Monocytic lineage (Cor = 0.233, p = 6.283e-06), neutrophils (Cor = 0.264, p = 2.673e-07), endothelial cells (Cor = 0.198, p = 1.347e-04), and fibroblasts (Cor = 0.342, p = 1.474e-11) were positively correlated with risk score (Figure S3), consistent with results from Timer 2.0. Furthermore, as immune function has been implicated to play a pivotal role in T-cell dysfunction and T-cell signaling (15), we assessed the role of immune function between two groups. Results showed that APC co-stimulation, T cell co-stimulation, and Type II IFN Response were more enriched in high-risk group (Figure S4). Collectively, these results suggested that different immune cells regulated immune function in two groups with different fatty acid metabolism status, which appears to be an important component of tumor micro-environment.




Figure 4 | Infiltration of immune cells between low- and high-risk groups in TCGA cohort. (A–F) Correlation analysis of risk score and six immune cells infiltration from TIMER, including CD8 T cells (A), CD4 T cells (B), dendritic cells (C), macrophages (D), neutrophil (E), and B cells (F). (G) Differences of six immune cells infiltration (TIMER) among low- and high-risk groups. (H) Differences of immune cells and stromal cells infiltration (MCP-COUNTER) among low- and high-risk groups. TCGA, The Cancer Genome Atlas; TIMER, Tumor Immune Estimation Resource; MCP-COUNTER, Microenvironment Cell Populations-counter. *P < 0.05, **P < 0.01 and ***P < 0.001.





Immunotherapy analysis between low- and high-risk groups in TCGA cohort

It is well established that different immune cells infiltration promotes immune function alteration, leading to significant change of immunotherapy response. To provide evidence supporting the role of fatty acid metabolism on immunotherapy response, first, we performed analysis on immune checkpoints expression between two groups. As indicated, ICIs against PD-1, PD-L1, CTLA-4, and Lag3 have becoming the promising strategy for the treatments of a variety of malignancies. Cancer cells can activate immune checkpoint pathways and induce immunosuppressive functions, thus targeting immune checkpoint pathways provides a promising therapeutic breakthrough in cancer. Indeed, the expression of immune checkpoints may be related to the therapy response. We analyzed the expression of 12 common immune checkpoints between two groups. As seen in Figure 5A, PDCD1, TGFB1I1, IL10, TNFRSF14, and ICAM1 were significantly higher expressed in high-risk group, whereas MICB was significantly lower expressed, indicating the heterogeneity of immune status and different therapy response correlating with different immune checkpoints expression (Figure 5A). Next, we tested whether TMB (tumor mutation burden) changed between two groups. TMB is known to be positively correlated with immunotherapy sensitivity and efficacy in cancer. Thus, higher TMB in low-risk group indicated that cases in this group had good immunotherapy efficacy (Figure 5B). Additionally, we performed analysis with TIDE value to access the immunotherapy efficacy, especially the well-known PD-1 and CTLA-4 inhibitors. TIDE value is implicated to be positively related with the ability of immune escape of cancer cells. Results showed that high-risk group had higher TIDE value (Figure 5C), indicating that immune cells in high-risk group may have the potential of immune escape and be resistant to immunotherapy. Furthermore, to directly explore the potential association between ICIs’ sensitivity and risk score in the signature, patients who received anti–PD-L1 immune therapy in the IMvigor210 cohort were divided into high- and low-risk groups by the median of risk score in the model. K-M survival curve was performed, and the result showed that high-risk group had poor prognosis (p = 0.035, Figure 5D), consistent with our analysis above that risk score in our fatty-acid signature is related with the sensitivity of ICIs’ sensitivity. Meanwhile, results with box plot corroborated our K-M curve findings that the objective response group, which included partial response (PR) and complete response (CR) to ICIs, had lower risk score than stable disease/progression disease group (p = 0.0084) (Figure 5E). Taken together, our results strongly supported the role of risk score of the fatty acid–related signature in identification of cases with immunotherapy response.




Figure 5 | Immunity therapy analysis between low- and high-risk groups in TCGA cohort. (A) Differences of 12 immune checkpoints among low- and high-risk groups. (B) TMB value between low- and high-risk groups. (C) TIDE value between low- and high-risk groups. (D) The Kaplan–Meier survival curve of low- and high-risk group in IMvigor210 cohort. (E) Differences of risk score among CR+PR and SD+PD groups. TCGA, The Cancer Genome Atlas; TMB, tumor mutational burden; TIDE, Tumor Immune Dysfunction and Exclusion; CR, complete response; PR, partial response; SD, stable disease; PD, progression disease. *P < 0.05, **P < 0.01 and ***P < 0.001.





Drug sensitivity analysis between low- and high-risk groups

It is well known that the standard treatment of patients with epithelial ovarian cancer comprises debulking surgery followed by chemotherapy and maintained by targeted therapy. To begin to elucidate the prediction value of fatty acid–related genes for chemotherapy or targeted therapy response, we calculated the half maximal inhibitory concentration (IC50) with “pRRophetic” package under R condition. Results indicated that risk score in fatty acid gene-related model was correlated with treatment response of multiple chemotherapy or targeted therapy reagents (Table S4). Remarkably, bleomycin, which showed good efficacy in ovarian cancer (16), had different IC50 between two groups (P < 0.001) (Figure 6A) and was negatively correlated with risk score (Figure 6B). In addition, targeted therapies, such as FH535 (PPAR inhibitor) (Figures 4C, D) and Linifanib (VEGFR inhibitor) (Figures 4E, F), had different therapy efficacy and were correlated with risk score. Collectively, these results indicated that risk score in the prognosis model is related with therapy efficacy, thus affecting the therapy choice. Furthermore, biological pathways including MAPK signaling pathway, VEGF signaling pathway, and mTOR signaling pathway were enriched in high-risk group (Figure S5). The enrichment of biological pathways was consistent with the drug sensitivity results (Table S4 and Figure 6), showing that TAK-715 (MAPK inhibitor) and XL-184 (VEGF inhibitor) had good efficacy on cancer treatment.




Figure 6 | Drug sensitivity analysis between low- and high-risk groups. Differences of IC50 for Bleomycin (A), FH535 (C), and Linifanib (E).Correlation analysis of risk score and IC50 of Bleomycin (B), FH535 (D), and Linifanib (F). IC50: half-maximal inhibitory concentration; FH535 (PPAR inhibitor); Linifanib (VEGFR inhibitor).





Enrichment analysis of the DEGs between the low- and high-risk groups

To elucidate the mechanism of fatty acid gene-mediated regulation, enrichment analysis with the DEGs between the low- and high-risk groups was performed. We identified 465 DEGs between low- and high-risk groups with adjusted P < 0.05 and |logFC| ≥ 0.5, including 109 downregulated and 354 upregulated genes (Figure S6). The GO analysis and KEGG analysis were conducted. Results showed that numerous DEGs were involved in extracellular matrix organization, ECM−receptor interaction, PI3K−Akt signaling pathway and TNF signaling pathway (Figure S7).



Candidate genes expression are aberrantly altered in ovarian cancer cells

To validate the characteristic and function of fatty acid in ovarian cancer cells, we tested whether the expression of ten candidate genes is altered in cancer cells. We cultured and maintained ovarian cancer cells (OVCAR3, SKOV3 and A2780 cells) and normal ovarian cells (IOSE 80), and RNAs were extracted from the cells above. Expression of candidate genes was determined by reverse transcription and RT-qPCR analysis. Strikingly, a statistically significant increase in SKOV3 and A2780 cells versus matched IOSE80 cells was observed in the three bio-informatively proved upregulated genes including HACD4, ACOT13, and HSP90AA1 (Figure 7). Meanwhile, most of bio-informatively proved downregulated genes were statistically significant decreased in OVCAR3 and A2780 cells versus matched IOSE80 cells, suggesting the critical role of these candidate genes in ovarian cancer (Figure S8).




Figure 7 | Candidate genes expression in ovarian cancer cells. Gene expression of HACD4 (A), ACOT13 (B), and HSP90AA1 (C) in ovarian cancer cells (OVCAR3, SKOV3, and A2780 cells) versus normal ovarian cells (IOSE80 cells) determined by RT-qPCR analysis. RT-qPCR, reverse transcription and quantitative real-time polymerase chain reaction. *P < 0.05.






Discussion

Fatty acid metabolism alterations in cancer cells have been increasingly being recognized. Emerging evidence suggests that fatty acid metabolism which includes fatty acid synthesis, degradation, and uptake process, provides energy storage, membrane proliferation and signaling transduction for cancer and immune cells and underlies the pathogenesis and development of ovarian cancer (17). Fatty acid synthesis and uptake pathways may be the potential targets for cancer therapy strategies. In the recent years, studies have been conducted to explore the role of fatty acid metabolism in ovarian cancer. For example, fatty acid binding protein 4 (FABP4), a lipid chaperone protein, has been regarded as a critical regulator to adapt and colonize TME and is implicated and applied in ovarian cancer for the providence of fatty acids (FAs) from surrounding adipocytes to tumor cells (18). Targeting FABP4 can restrict ovarian cancer metastasis as a specific metabolic target (19). The tumor-progression process in cancer may involve the interplay between multiple cells, factors, and the TME. However, published studies were focused on the specific factor or gene. Thus, the integrated analysis of fatty acid metabolism is needed. Remarkably, we systematically analyzed the fatty acid metabolism-related genes in ovarian cancer and found that they were differently expressed. Therefore, the prognostic-related model with risk score was defined according to the candidate fatty acid metabolism-related DEGs including HACD4, PON3, ACSF2, ACOT13, GABARAPL1, ACSM3, D2HGDH, PTGIS, PPARA, and HSP90AA1. This prognostic-related model and the constructed nomogram can predict ovarian cancer prognosis and therapy response including chemotherapy, targeted therapy, and immunotherapy. Furthermore, we validated the expression of 10 candidate genes in ovarian cancer cells compared with normal ovarian cells. Together, these findings strongly point to a critical role of fatty acid metabolism in ovarian cancer prognosis and therapy response.

The way to limit FA availability included decreasing FA synthesis, inducing FA degradation by oxidation, increasing FA to storage, and blocking FA release from storage. The genes and enzymes in FA availability process consist of ATP citrate lyase, acetyl-CoA carboxylase, acyl-CoA synthetase, fatty acid synthase, and transcription factors for FA synthesis (20). The candidate DEGs included in our model were included in this process. Among them, ACSF2 and ACSM3 are Acyl-CoA Synthetase Family Member and involved in fatty acid biosynthesis process. PON3 is applied for arachidonic acid metabolism. D2HGDH can be applied for inter-conversion of 2-oxoglutarate and 2-hydroxyglutarate and included in pyruvate metabolism and citric acid (TCA) cycle, rendering the fatty acid synthesis. ACOT13, HACD4, and PPARA are considered to be involved in the process of FA degradation, inducing FA oxidation as major transcriptional regulators (21, 22). GABARAPL1 enables ubiquitin protein ligase binding, promoting lipolysis of FA to serve as precursors for important signaling lipids (23). Thus, the fatty acid metabolism gene-related model was constructed and may be the representative one reflecting the fatty acid metabolism reprogramming in ovarian cancer. This model divided ovarian cancer cases into high- and low-risk groups that had different prognostic status. Furthermore, the testing set in TCGA dataset validated the model intrinsically, whereas the GEO datasets validated this extrinsically. In addition, this prognostic model is the independent prognostic factor, reflecting that fatty acid metabolism has crucial value in ovarian cancer progression and pathogenesis. The more accurate nomogram may be used in clinical for predicting the prognosis of specific ovarian cancer case, thus rendering the new choice for therapy strategies.

Ovarian cancer has the features of high chemotherapy resistant and relapse rate. Recently, more studies explored that fatty acid metabolism in TME and lipid composition of cellular membranes was linked to chemotherapeutic agents’ response and resistance, but clinical data linking fatty acid metabolism to therapy resistance in tumors remained elusive. Based on the available data in previous study on single specific gene, fatty acid metabolism reprogramming has drawn significant attention as essential mediators of chemoresistant cancer cases. Our recent studies showed that model constructed based on fatty acid metabolism-related genes linked to response of chemotherapy agents. In addition, our study demonstrated that the fatty acid metabolic characteristics of ovarian cancer presented considerable hurdles to immune cells infiltration mainly including macrophages, T cells, neutrophils, and monocytic lineage. Macrophages, the infiltrates in high-risk group, are proved to play pivotal roles in inflammatory processes. As an independent molecule in the anti-inflammatory fatty acid biosynthesis, SREBP1 contributes to the resolution of TLR4-induced gene activation by macrophage fatty acid metabolism reprogramming (24). By contrast, glutamine blocking in tumors linked to oxidative metabolism and exposed an undefined metabolic plasticity between effector T cells and cancer cells (25). Immune cells differed between two groups, thereby regulating immune response and contributing to immunotherapy strategies. Thus, fatty acid metabolism antagonism may be exploited as the “metabolic checkpoint” for tumor therapy. Here, we further explored the correlation of fatty acid metabolism and immune checkpoint inhibitors response. Results showed that high-risk group had lower TMB, higher TIDE, and different expression of checkpoint genes, reflecting that cancer cells in high-risk group had the characteristics of immune evasion and lower immunotherapy response, consistent with the result from exploration of ICIs response. The exploration of fatty acid metabolism patterns in ovarian cancer and the role of fatty acid metabolism in cancer cell immunity could help to understand the mechanism of fatty acid metabolism in OC progression, thus guiding to an effective therapeutic strategy. Moreover, due to the heterogeneity within individual patient of immunotherapy response, attempts should be made to select the cases with good efficacy. Thus, our study highlighted the role of metabolic alteration in ovarian cancer pathogenesis and presented a fatty acid gene-related model with good prediction value for immunotherapy efficacy.

To explore the biological process under fatty acid metabolic reprogramming, GO and KEGG pathway analyses of the DEGs between these two groups showed that extracelluar matrix (ECM)–receptor interaction, focal adhesion, and engulfment phagocytosis is significantly enriched. Publications indicate that ECM homeostasis is maintained by the complex integration of cytokine and environmental mediators including fatty acid oxidation. FAO pathway activation generates an inhibition of ECM transcription and induced ECM internalization and degradation (26). Our findings are highly consistent with publications about the metabolic perturbation of ECM homeostasis. Additionally, KEGG and GSVA analyses demonstrated that the main pathways affected by fatty acid metabolism are PI3K/AKT/mTOR and AMPK pathways. Oncogenic activation of PI3K-AKT-mTOR signaling suppresses oxidative stress of cancer cells through lipogenesis, showing therapeutic promise in cancer (27). Interestingly, dysregulated PI3K-Akt-mTOR signaling in cancer has been increasingly utilized for developing targeted therapies (28). Inhibitors targeting this signaling demonstrated the role for targeting T-cell immune signaling and attenuating immune cell effector function (29). Thus, it is helpful to explore the mechanism underlying the fatty acid metabolism reprogramming in tumor environment in clinical therapy.

Although we found the close association between fatty acid metabolism and cancer cell immunity, further specific mechanisms under fatty acid reprogramming were not explored. Meanwhile, our study is based on the integrative analysis of publicly datasets with large sample sizes, a specificmodel with interventions on fatty acid metabolism may be constructed to study the influence of metabolic reprogramming on disease and cancer cell immunity.



Conclusion and perspectives

Fatty acid metabolism has been increasing appreciated for the profoundly influences for tumor progression and metastasis via oxidation and fatty acids synthesis. Specifically, fatty acid metabolism reprogramming is implicated in cancer cell immunity and immune cells infiltration in TME. Importantly, changes in fatty acid metabolism patterns are indicated in treatment resistance especially immunotherapy, thus targeting fatty acid metabolism may overcome therapy resistance and may be particularly a future approach for co-targeting strategies. Our integrative analysis focused on the fatty acid metabolism pattern in ovarian cancer and demonstrated the crucial interaction between cancer cells immunity and metabolism in TME, enhancing our understanding of fatty acid metabolism reprogramming in treatment response and resistance. Future investigations may explore to overcome the deficiencies with therapy resistance and off-target effects of current clinical inhibitors. Moreover, patient-based prediction model is necessary to be employed to identify the specific resistant or hyper-reactive cases. Finally, attempts linking the genetic profiling to specific molecular characteristics and subtypes may decrease the complex heterogeneity and render personalized prognostication and management.
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Supplementary Figure 1 | Prognostic-related DEGs in TCGA training group and uni-variable and multi-variable Cox regression survival analysis. (A) Unadjusted HRs (boxes) and 95% CI (horizontal lines) limited to prognostic related DEGs from TCGA training group by using uni-variable COX analysis. (B) Heat map of the association between 10 candidate-gene expression and clinical characters among low- and high-risk groups. Uni-variable Cox regression analysis in TCGA training group (C), TCGA testing group (E), TCGA cohort (G). Multi-variable Cox regression analysis in TCGA training group (D), TCGA testing group (F), TCGA cohort (H). (I) The Kaplan–Meier survival curve of OS in the GEO validation set. (J) The ROC curve of TCGA training group with top 5/10 genes. TCGA: The Cancer Genome Atlas; DEG: differentially expressed genes; ROC: receiver operating characteristic; GEO: Gene Expression Omnibus.

Supplementary Figure 2 | The fatty acid metabolic map model and uni-variable and multi-variable Cox regression survival analysis of the nomogram. (A) The fatty acid metabolic map model and the candidate genes were marked in the position where they are functioning in the fatty acid metabolism process (pink box). Uni-variable Cox regression (B) and multi-variable Cox regression (C) analysis of nomogram with clinical characters in TCGA cohorts. TCGA: The Cancer Genome Atlas; TG: Triacylglycerols; TCA: Tricarboxylic acid cycle.

Supplementary Figure 3 | Correlation analysis of risk score and infiltration of seven immune and stromal cells from MCP-COUNTER. Correlation analysis between B lineage (A), endothelial cells (B), fibroblasts (C), monocytic lineage (D), myeloid dendritic cells (E), neutrophils (F), and T cells (G). MCP-COUNTER: Microenvironment Cell Populations-counter.

Supplementary Figure 4 | Differences of immune-related functions among low- and high-risk groups in TCGA cohorts. TCGA: The Cancer Genome Atlas.

Supplementary Figure 5 | Comparison of GSVA score between low-risk and high-risk groups. GSVA: gene set variation analysis.

Supplementary Figure 6 | Differentially expressed genes (DEGs) among low- and high-risk groups in TCGA cohorts. (A) Volcano plot for DEGs. Red pot represents DEGs with adjusted P < 0.05 and |logFC|≥0.5. (B) Heat map of the DEGs among low- and high-risk groups. The color red represents high-expression genes and color green represents low-expression genes. TCGA: The Cancer Genome Atlas; DEGs: differential expression genes; FC: fold change.

Supplementary Figure 7 | Enrichment analysis of the DEGs between the low- and high-risk groups. (A) Bar plot of GO analysis. (B) Bar plot of KEGG analysis. DEG: differentially expressed genes; GO: gene ontology; KEGG: Kyoto encyclopedia of genes and genomes.

Supplementary Figure 8 | Candidate genes expression in ovarian cancer cells. Gene expression of PON3 (A), ACSF2 (B), ACSM3 (C), D2HGDH (D), GABARAPL1 (E), PTGIS (F), and PPARA (G) in ovarian cancer cells (OVCAR3, SKOV3, and A2780 cells) versus normal ovarian cells (IOSE80 cells) determined by RT-qPCR analysis. RT-qPCR: reverse transcription and quantitative real-time polymerase chain reaction.
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Despite significant progress in the development of novel STING agonists (STINGa), applications appear to be challenged by the low efficiency and poor selectivity of these agents. A pH Low Insertion Peptide (pHLIP) extends the lifetime of a STINGa in the blood and targets it to acidic cancer-associated fibroblasts (CAFs), tumor-associated macrophages (TAMs), myeloid derived suppressor cells (mMDSCs) and dendritic cells (DCs). CAFs constitute 25% of all live cells within CT26 tumors, and M2-type TAMs and mMDSCs are the most abundant among the immune cells. The resulting activation of cytokines within the tumor microenvironment (TME) triggers the eradication of small (100 mm3) and large (400-700 mm3) CT26 tumors in mice after a single dose of pHLIP-STINGa. The tumor stroma was destroyed (the number of CAFs was reduced by 98%), intratumoral hemorrhage developed, and the level of acidity within the TME was reduced. Further, no tumors developed in 20 out of 25 tumor-free mice re-challenged by an additional injection of cancer cells. The therapeutic effect on CT26 tumors was insignificant in nude mice, lacking T-cells. Thus, targeted delivery of STINGa to tumor stroma and TAMs induces activation of signaling, potentially resulting in the recruitment and infiltration of T-cells, which gain access to the tumor core. The cytotoxic activity of T-cells is not impaired by an acidic environment and immune memory is developed.




Keywords: immunotherapy, tumor acidity, tumor pH, tumor stroma, targeted STINGa



Introduction

Immune evasion is a hallmark of cancer. Overcoming that evasion to harness the power of the immune system to attack tumors has become a widely employed strategy (1, 2). In recent years, successful cancer treatments have been introduced that are based on the use of immune checkpoint inhibitors (ICIs) (3). The checkpoint blockade approach directly targets the adaptive immune system, acting to release the brakes on anti-tumor immune T-cells (4). However, only a limited variety of tumor types respond to this therapy. Unresponsive tumors are immunologically non-inflamed or “cold” tumors, exhibiting low cytokine expression and a lack of T-cell and NK-cell infiltration (5). Recently, immune stimulatory strategies have been introduced that are based on the activation of the innate immune system and the enhancement of tumor immunogenicity (6, 7). Activation of the stimulator of interferon genes (STING) pathway culminates in the initiation of interferon regulatory factor 3, NF-kappa-B-dependent transcriptional programs and autophagy (8). Using STING agonists (STINGa) to “heat up” the tumor microenvironment results in an anti-tumor immune response. Therefore, STINGa were developed that exhibited promising activity in preclinical animal models, and clinical trials were initiated (7). However, the poor pharmacokinetics of STINGa and systemic immuno-activation side effects required intra-tumoral dosing in most cases, significantly limiting applications. In general, the first clinical trials have resulted in disappointingly modest efficacy, but targeted delivery of STINGa might overcome the difficulties by allowing general administration without systemic immune-activation and improved pharmacokinetics (9). We have found that targeted delivery of STINGa to tumor stroma by pHLIP, which senses acidity at the surface of metabolically active cells (10), effectively stimulates an antitumor response with a single administration and immune memory is developed.



Methods


Synthesis of pHLIP-STINGa

A diABZI STING agonist was modified with a linker to prepare o-pyridyl-dithioethyl-carbamoyl-PAB-STING (Pys-PAB-STINGa). The agent was synthesized and purified by Iris Biotech GmbH. All pHLIP peptides used in the study were synthesized and purified at CSBio. For conjugation with Pys-PAB-STINGa the following pHLIP sequences with single Cys residues at the membrane-inserting ends of the peptides were used:

	pHLIP(Laa): ADDQNPWRAYLDLLFPTDTLLLDLLWCG consisting of all L amino acids and

	pHLIP(Daa): ADQDNPWRAYLDLLFPTDTLLLDLLWCG consisting of all D amino acids.



pHLIP peptides and Pys-PAB-STINGa were mixed in dimethyl sulfoxide (DMSO) at a molar ratio 1:1. Sodium phosphate buffer (100 mM) containing 150 mM NaCl at pH 7.4 saturated with argon was added to the reaction mix (1/10 of the total volume) and the reaction mixture was kept for 2 hours at room temperature (RT). pHLIP-STINGa constructs were purified by reverse phase high-performance liquid chromatography (HPLC) using Zorbax SB-C18, 9.4×250 mm, 5 μm column (Agilent Technology) with a gradient from 10% to 75% acetonitrile in water containing 0.05% of trifluoroacetic acid (TFA). For preparation of fluorescent versions of the agents, Al647-pHLIP-STINGa and ICG-pHLIP-STINGa, N-acetylated versions of the pHLIP peptide AKDDQNPWRAYLDLLFPTDTLLLDLLWCG consisting of all L amino acids was used. First, pHLIP was conjugated with Pys-PAB-STING, followed by purification. Then, either ICG-NHS ester (Iris Biotech GmbH) or Alexa647-NHS ester (Life Technologies) was conjugated with the lysine residue at the N-terminal end of pHLIP in DMSO at molar ratio of 1:1.5. Sodium bicarbonate buffer (100 mM) at pH 8.3 was added to the reaction mix (1/10 of the total volume) and the reaction mixture was kept at RT until the conjugation was completed. The final purification was performed as described above. The products were lyophilized and characterized by matrix-assisted laser desorption/ionization-time of flight (MALDI-TOF) mass-spectrometry and analytical HPLC. The concentration of pHLIP-STINGa conjugates was determined by absorbance using the following molar extinction coefficients: for pHLIP-STINGa ε322 = 46,200 M−1cm−1, for ICG-pHLIP-STINGa ε800 = 137,000 M−1cm−1 and for Al647-pHLIP-STINGa ε651 = 270,000 M−1cm−1.



Stability in mouse and human plasma

To establish the stability of pHLIP(Laa)-STINGa and pHLIP(Daa)-STINGa in plasma, pHLIP-STINGa was mixed with single donor human or BALB/c mouse plasma (Innovative Research) at a concentration of 200 μM, and kept in plasma for 0, 2, 4 or 24 hours at 37°C. Plasma proteins were precipitated by methanol (1:5 volume ratio of plasma to methanol) and centrifugated for 10 min at 13.4 rpm. The supernatant was collected and analyzed by HPLC using a Zorbax SB-C18 4.6 × 250 mm, 5 μm column with a gradient from 10% to 75% acetonitrile in water containing 0.05% TFA. Chromatograms were recorded at 220 nm, 280 nm and 320 nm. As controls pHLIP(Laa), pHLIP(Daa), Pys-PAB-STINGa, SH-PAB-STINGa, where Pys-PAB-STINGa was conjugated with a Cys residue, and diABZI (In vivogen) were analyzed for stability in plasma under the same conditions.



Self-immolation kinetics

To trigger self-immolation of the linker, a solution of pHLIP(Laa)-STINGa was treated with dithiothreitol (DTT). At different time points (from 30 min to 2 hours of treatment) the samples were analyzed by HPLC using a Zorbax SB-C18 4.6 × 250 mm, 5 μm column with a gradient from 10% to 75% acetonitrile in water containing 0.05% TFA. The chromatograms were recorded at 220 nm, 280 nm and 320 nm. diABZI and pHLIP were used as controls at the same HPLC conditions.



Biophysics studies

The interactions of pHLIP(Laa)-STINGa with liposomes were investigated by recording the construct’s fluorescence and circular dichroism (CD) using a PC1 spectrofluorometer (ISS) and a MOS-450 spectrometer (Bio-Logic Science Instruments), respectively, with temperature control set to 25°C. Liposomes, constituting of large unilamellar vesicles were prepared by extrusion. 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) lipids (Avanti Polar Lipids) in chloroform were desolvated on a rotary evaporator and dried under vacuum for a minimum of 2 hours. The phospholipid film was rehydrated in 2 mM citrate phosphate buffer, pH 7.3, vortexed, and passed through the extruder (using a 50 nm membrane pore size) 21 times.

Fluorescence spectra were recorded from 310 nm to 550 nm at an excitation wavelength of 295 nm and 1.0 mm sized slits. The excitation polarizer was set to 54.7 degrees (“magic angle”) while the emission polarizer was set to 0 degrees in order to reduce Wood’s anomalies. CD spectra were recorded from 190 to 260 nm with step size of 1 nm. The concentrations of pHLIP-STINGa and POPC were 7 μM and 1.4 mM, respectively. Also, the fluorescence of STINGa (diABZI) was recorded when excited at the 295 nm and 350 nm wavelengths.

The pH-dependent insertion of pHLIP-STINGa into the lipid bilayer of POPC liposomes was studied by monitoring either the changes in fluorescence intensity at 400 nm or changes in the molar ellipticity at 230 nm as a function of pH. After the addition of aliquots of citric acid, the pHs of solutions containing pHLIP-STINGa and POPC liposomes were measured using an Orion PerHecT ROSS Combination pH Micro Electrode and an Orion Dual Star pH and ISE Benchtop Meter. The normalized fluorescence intensity or millidegree ellipticity values were plotted as a function of pH. The pH-dependence was fit with the Henderson-Hasselbach equation to determine the cooperativity (n) and the mid-point pK ()f transition. The fitting equations used were

	

for a single transition and

	or two transitions

where SII and SIII represent spectral signals in state II and III, respectively, and SII′ represents the CD signal in intermediate between II and III state.

Fluorescence kinetics was measured using a SFM-300 mixing system (Bio-Logic Science Instruments) in combination with the MOS-450 spectrometer with temperature control set to 25°C. All samples were degassed before measurements to minimize air bubbles in the samples. pHLIP-STINGa and POPC samples were incubated overnight to reach equilibrium, when most of the agent was associated with liposome lipid bilayers. To follow pHLIP-STINGa insertion into a membrane, a solution containing 14 μM pHLIP-STINGa and 2.8 mM POPC was mixed with citric acid to lower the pH from pH 8 to 3.5. To monitor fluorescence intensity changes during pHLIP-STINGa insertion into POPC liposomes induced by the pH drop, the emission signal was observed through a cut-off 320 nm filter at an excitation of 295 nm.

For oriented circular dichroism (OCD) measurements, supported bilayers were prepared on quartz slides with special polish for far UV measurements (Starna). The procedure of slide cleaning included the following steps: 1) soaking in cuvette cleaner solution for 24 hours, 2) rinsing with de-ionized distilled water, 3) sonicating for 10 min in 2-propanol, 4) sonicating in acetone, 5) sonicating in 2-propanol once again, 6) rinsing with de-ionized water, 7) soaking in a piranha solution consisting of 25% hydrogen peroxide and 75% sulfuric acid, and 8) rinsing with Milli-Q purified water. A POPC lipid monolayer was deposited on a quartz substrate by the Langmuir-Blodgett (LB) method using (KSV minitrough). For the LB deposition, a small amount of POPC lipid in chloroform was spread on the surface of the subphase and solvent was allowed to evaporate for about 10 min. Next, the monolayer was compressed to 32 mN/m. When the surface pressure was stabilized the first slide was inserted into the trough and held there for 60 seconds so the surface pressure would stabilized again, then it was pulled out from the subphase with speed of 10 mm/min. The second layer was created by fusion with POPC vesicles. About 80 μl of either samples containing 7 μM pHLIP-STINGa and 0.7 mM POPC in 2 mM pH 5.0 or in 2 mM pH 3.3 citrate phosphate buffers or POPC blank containing 0.7 mM POPC (no pHLIP-STINGa) in citrate phosphate buffer was spread onto the slide. The process was repeated for eight more slides, then they were stacked on top of each other. The spacers between the slides kept them from sticking to each other. The “0-hour” OCD spectra were measured for samples at both pHs and POPC blank. Then, slides were kept at 100% humidity at 4°C for 6 hours. After 6 hours, excess solution was shaken off each slide and replaced with 80 μL of buffer of corresponding pH. The slides were again stacked together while filling with the buffer to have a complete set of 8 slides (16 bilayers) and stored at 100% humidity at 4°C for another 6 hours. At the end of the 12-hour incubation period, the “12-hour” OCD spectra were measured. The POPC blank OCD spectrum was subtracted from the OCD spectra of samples.

All data were fit to the appropriate equations by nonlinear least squares curve fitting procedures employing the Levenberg Marquardt algorithm using Origin 8.5.



Activation of IFN in cells

THP-1-Blue™-ISG cells (Invivogen) expressing an interferon (IFN) regulatory factor (IRF)-inducible secreted embryonic alkaline phosphatase (SEAP) reporter construct were used. Cells were maintained in RPMI growth medium supplemented with L-glutamine, sodium pyruvate, 10% fetal bovine serum (FBS), normocin and ciprofloxacin hydrochloride in a humidified atmosphere of 5% CO2 and 95% air at 37°C. Cells were seeded in 96-well plates at a density of 75,000 cells/well. To generate M2 polarized macrophages, cells were treated first with 185 ng/mL phorbol 12-myristate 13-acetate (PMA) for 6 hours and then 20 ng/mL of interleukin 4 (IL-4) IL-4 and 20 ng/mL of interleukin 13 (IL-13) (both from PeproTech) were added for another 16 hours of treatment. At the completion of polarization, the growth medium was replaced with Dulbecco’s Modified Eagle Medium (DMEM) medium without FBS, pH 6.9, containing increasing amounts of pHLIP(Laa)-STINGa or STINGa (up to 10.0 µM). After a two-hour incubation, an equal volume of RPMI supplemented with 20% heat-inactivated FBS was added, and cells were incubated for another 48 hours. SEAP activity was accessed using the QUANTI-Blue™ Solution (Invivogen) to evaluate type I interferon protein levels: 150 μl of the colorimetric reagent was added to 50 μl of cell supernatant for 30 min, 37°C, followed by absorption measurement at 655 nm.



Cell viability

THP1 cells (ATCC, TIB-202) were maintained in RPMI growth medium supplemented with 2-mercaptoethanol, 10% FBS and ciprofloxacin hydrochloride in a humidified atmosphere of 5% CO2 and 95% air at 37°C. Cells were seeded in 96-well plates at a density of 30,000 cells/well. To generate M2 polarized macrophages, cells were treated first with 185 ng/mL PMA for 6 hours alone and then 20 ng/mL of IL-4 and IL-13 were added for another 16 hours of treatment. At the completion of polarization, the medium was replaced with DMEM without FBS, pH 6.4, containing increasing amounts of pHLIP(Laa)-STINGa. After a three-hour incubation, an equal volume of RPMI supplemented with 20% FBS was added. Cell viability was assessed after 48 hours using the CellTiter 96 AQueous One Solution Cell Proliferation Assay (Promega); the colorimetric reagent was added to cells for one hour, followed by absorption measurement at 490 nm.



Treatment of mice

All animal studies (unless it stated differently) were conducted at the University of Rhode Island (URI) according to the approved by URI Institution Animal Care and Use Committee (IACUC) animal protocol AN04-12-011. The studies complied with the principles and procedures outlined by the National Institutes of Health for the care and use of animals.

For the treatment of CT26 tumors, 5x104 CT26 murine colorectal cancer cells (ATCC, CRL-2638) were injected subcutaneously (SQ) in 100 μl of growth medium into the right flank of female Balb/c mice or athymic female nude mice (strain Hsd Athymic Nude-Foxn1nu) ranging in age from 7 to 9 weeks (both from Envigo RMS, Inc). On day 1, when tumors reached size of 100 mm3 (“small tumors”) or 400-700 mm3 (“large tumors”), mice were randomized into groups, body weight was measured and agents including pHLIP(Laa)-STINGa, pHLIP(Daa)-STINGa, pHLIP(Laa), STINGa (diABZI) or vehicle were given as a single intraperitoneal (IP) or intravenous (IV) injection. Vehicle, pHLIP(Laa), STINGa (diABZI) and pHLIP(Laa)-STINGa were given as a single IP injection of 100 μM 300 µl. pHLIP(Daa)-STINGa was given as a single IV injection of 200 μM 150 μl. The compounds were dissolved in DMSO as a stock solution and transferred to 20% PEG400 in saline containing 0.9% sodium chloride (vehicle). The residual DMSO in the final solution injected into animals was less than 2%. Tumor volume and body weight were measured 3 times per week throughout the study. Measurements of tumors were performed using calipers, and the tumor volume (V) was calculated with the formula:

	.

where L is the length and W is the width of the measured tumor. Mice were removed from the study and euthanized when the tumor volume was greater than 2000 mm3.

Mice in the pHLIP-STINGa treated group, which stayed tumor-free, were re-challenged with tumor cells injected into the opposite flank on day 61 after a single injection of pHLIP-STINGa. Tumor-free mice were kept for additional 40 days (total of 100 days after the treatment with pHLIP-STINGa) and most of them were euthanized. Five tumor-free mice on day 101 received another SQ injection of 105 4T1 murine breast cancer cells (ATCC, CRL-2539) into their right flanks. Also, a control group of female Balb/c mice received 105 4T1 cancer cells into the right flank and tumor growth was compared between groups.

For the treatment of 4T1 triple negative breast tumors, 105 4T1 murine breast cancer cells (ATTC, CRL-2539) were injected SQ in 100 μl of growth medium into the right flank of Balb/c female mice ranging in age from 7 to 9 weeks (Envigo). On day 1, when tumors reached 100 mm3 in volume, the body weight was measured, and mice were randomized into four groups. On day 1 mice from groups #2 and #4 received a single IP injection of pHLIP(Laa)-STINGa (100 μM 300 μl). On days 4, 9, 14 mice from groups #3 and #4 received three IP injections of anti-mouse PD-1 antibody (BioCell, CD279), 250 μg/mouse per injection. Mice from the control group (group #1) did not receive any treatment. Tumor volumes and body weight were measured 3 times per week, and mice were euthanized when the tumor volume was greater than 1500 mm3.



ELISA on blood and tumor samples

To establish levels of cytokines in blood and tumor samples, 5x104 CT26 cancer cells were injected SQ in 100 µl of growth medium into the right flank of female Balb/c mice. When tumors reached 150-250 mm3 in volume, the mice received a single IV or IP injection pHLIP(Laa)-STINGa or pHLIP(Daa)-STINGa, STINGa or no injections. Animals were euthanized at 4-, 16- and 24-hours post-injection, blood and tumors were collected. Blood samples were kept for 40 min at RT, centrifuged at 5000 g for 20 min at +4°C and supernatant (serum) was collected. Tumors were frozen in liquid nitrogen. Both, the serum and tumor tissue samples were kept at -80°C until further processing and analysis. The tumor samples were processed while on ice, using a bullet blender (Next Advance) with 1 mm diameter zirconium silicate beads (Next Advance). The supernatant of the processed tumors was used for enzyme-linked immunoassay (ELISA) assays. Matched antibody pair kits for mouse tissue necrosis factor alpha (TNF-α) (Sino Biological), mouse interleukin 6 (IL-6) (Abcam), and a pre-coated plate for mouse IFN-β (PBL Assay Science) were used. ELISA assays were performed using the serum and tumor samples. For TNF-α the capture antibody was diluted in phosphate buffer saline (PBS) (Sigma-Aldrich), and for IL-6 the capture antibody was diluted in coating buffer (Abcam). The diluted capture antibodies were incubated in the plates overnight at +4˚C and washed the next day with PBS/Tween washing buffer (Sigma-Aldrich). The TNF-α plate was blocked using 2% bovine serum albumin (BSA) (Thermo Scientific) in washing buffer, while the IL-6 and IFN-β plates are blocked using dilution buffers from the corresponding kit. Blocking was done for 2 hours at RT on an orbital shaker at 200 rpm. After blocking, the plates were washed and then incubated with the diluted tumor and serum samples along with the corresponding standard solutions for each ELISA kit. The samples were incubated for 2 hours at RT on an orbital shaker at 200 rpm. The TNF-α and IFN-β plates were incubated for 1 hour at RT with a diluted detection antibody conjugated with horseradish peroxidase (HRP). The IL-6 plate was incubated for 1 hour at RT with a diluted detection antibody conjugated with biotin followed by incubation for 1 hour at RT with the diluted HRP-streptavidin conjugate (Abcam). All plates were washed and incubated with 3,3’,5,5’-tetramethylbenzidine (TMB) (Invitrogen) and peroxide solution mixed at a ratio of 1:1 (Thermo Scientific) for up to 20 min, then stop solution (10% H2SO4) was added to the plates. The signal from the wells was quantified by absorbance measured at 450 nm using a Bio-Rad iMark microplate reader. Different dilution schemes were tested in duplicate and antibody standards were used to plot calibration curves.



Biodistribution, PK and imaging

For pharmacokinetics (PK), biodistribution, pH imaging studies and immunohistochemistry, 5x104 of CT26 cancer cells were injected SQ in 100 µl of growth medium into the right flank of female Balb/c mice and tumors were grown until they reached 150-200 mm3 in volume. For PK and biodistribution studies, a single tail vein injection of 200 μM 100 μl of ICG-pHLIP(Laa)-STINGa was performed. Animals were euthanized at 2, 4, 24, 48, 72 and 96 hours post-injection, blood was collected in K2 EDTA vacutainer blood collection tubes (BD), and necropsy was performed immediately after euthanization. Blood, tumors and major organs (kidney, liver, spleen, pancreas, lung, heart, large and small intestines, bone, muscle, brain) were collected, and imaged ex vivo immediately after necropsy. Blood (150 µl) was imaged in 96-well plate with black bottom and walls. The zero-time point (0 min) was obtained by imaging of ICG-pHLIP-STINGa diluted in blood collected from a control mouse that did not receive any injection (the dilution was made based on the assumption that a mouse contains 80 ml/kg of blood). The fluorescence at zero-time point was taken as 100% and fluorescence recorded at 2, 4, 24 and 48 hrs p.i. were calculated as a percentage of zero-time point signal. The points were fitted using single exponential decay function to establish half-life time.

For in vivo imaging, Balb/c and athymic nude mice were given single IP (200 μM 100 μl) or IP (300 μM 150 μl) injections of ICG-pHLIP(Laa)-STINGa when tumors reached 150-250 mm3, and in vivo imaging was performed at 1, 2, 4, 24, 40-48, 74, 100, 170 and 195 hrs p.i.

For pH imaging studies mice were separated into 2 groups. On day 1, mice from group #1 received a single IP injection of pHLIP(Laa)-STINGa (100 μM 300 µl), while mice from the control group #2 did not receive any treatment. On day 3, mice from groups #1 and 2 received a single IP injection of 50 μM 100 µl of the acidity imaging probe ICG-pHLIP (Iris Biotech, GmbH). On day 4 (or 24 hours after ICG-pHLIP injection) all animals were euthanized, tumors were collected, cut in half and imaged.

The in vivo and ex vivo bright field and near-infrared fluorescent imaging was performed using a Stryker 1588 AIM endoscopic system with L10 AIM Light Source (808 nm excitation and collection of light in the range of approximately of 815 to 850 nm), and a 1588 AIM Camera using a 10 mm scope. The lens was kept at a fixed distance from the surface of the organs, within an enclosed (light-protected) area. The imaging was performed at three different settings. The digital images of organs were saved in the green channel, transferred into 8-bit files and processed using ImageJ program. A threshold was set from pixel intensity in the range from 1 to 255, leaving out the background with pixel intensity 0. Brightfield images were used to establish the borders of the organs and tumors. The calculated total fluorescence intensity and total area of each organ were used to calculate the mean organ fluorescence.



FACS analysis

Animal studies on mice were conducted at the Charles River Discovery Service in compliance with the principles and procedures outlined by the National Institutes of Health for the care and use of animals. Uptake of Al647-pHLIP(Laa)-STINGa by tumor cells within CT26 tumors was analyzed by fluorescence activated cell sorting (FACS) analysis. 3x105 CT26 cancer cells were injected SQ in 100 µl of 0% matrigel into the flank of female Balb/c mice (age 8 to 12 weeks). When tumors reached 150-250 mm3 in volume mice were separated into two groups. Eight mice from the treated group #1 received a single IP injection of Al647-pHLIP(Laa)-STINGa (300 µM 100 µl), and five mice from the control group #2 received single IP injection of vehicle (1% DMSO in PBS). 24 hours later all animals were euthanized, and tumors were collected for processing. Tumor stroma and immune cells were identified using the following markers:

	CD4 T cells: CD45+, CD3+, CD11b-, CD4+, CD8-

	CD8 T cells: CD45+, CD3+, CD11b-, CD4-, CD8+

	Treg: CD45+, CD3+, CD11b-, CD4+, CD25+, FoxP3+

	mMDSC: CD45+, CD3-, CD11b+, F4/80-, Ly6Chigh, Ly6G-

	gMDSC: CD45+, CD3-, CD11b+, F4/80-, Ly6Clow, Ly6G+

	M1: CD45+, CD11b+, F4/80+, CD206-

	M2: CD45+, CD11b+, F4/80+, CD206+

	DC: CD45+, CD11b+, CD11c+, MHCII+, F4/80-

	CAF: CD3-, CD45-, CD140b+



The staining was performed for tumor samples, Fluorescence Minus One (FMO) controls and Single Color Controls (SCC) as indicated below:

	Tumor: Live/Dead, CD45, CD3, CD4, CD8, CD25, FoxP3, CD11b, F4/80, Ly6C, Ly6G, CD206, CD11c, MHCII, CD140b

	Tumor-FMO: CD3, CD25, FoxP3, F4/80, Ly6C, Ly6G, CD206, CD11c, MHCII, CD140b

	SCC: Unstained, CD45, CD3, CD4, CD8, CD25, FoxP3, CD11b, F4/80, Ly6C, Ly6G, CD206, CD11c, MHCII, CD140b, Live/Dead



The following anti-mouse antibodies were used: CD45-APC-Fire750 clone 30-F11, CD8a-BV650 clone 53-6.7, CD25-BV605 clone PC61, F4/80-PE-Dazzle-594 clone BM8, Ly-6C-FITC clone HK1.4, Ly-6G-BV785 clone 1A8, CD206-BV421 clone C068C2, CD140b-PE clone APB5, CD11c-BV711 clone N418, I-A/I-E-PE/Cy7 clone M5/114.15.2 from BioLegend; CD3e-BUV496 clone 145-2C11, CD4-BUV395 clone GK1.5; CD11b-BUV737 clone M1/70 from BD Biosciences, FoxP3 PerCP-Cy5.5 clone FJK-16s from Thermo Fisher and Live/Dead Aqua-V500 from Life Technologies. The procedure for tumor processing was the following: tumor samples were dissociated according to the manufacturer’s instructions using the gentleMACS™ protocol “Tumor Dissociation Kit”. Samples were filtered through a 70 µm cell strainer and rinsed twice in PBS/2.5% FBS buffer and total sample volumes were measured. Single cell suspensions were prepared in PBS pH 7.4 at 1x107 cells/mL and placed into individual wells of a 96-well plate and kept on ice. All incubation steps were carried out protected from light. The washing was performed by spinning the plate at 300x g (or 400x g) for 3 minutes and discarding the supernatant. Live/Dead reagent was added to each sample and incubated at 4°C for 15 minutes followed by washing. Fc-block (Mu TruStain FcX/anti-FcγRIV, Biolegend) diluted in Staining Buffer (BD) was added to the samples and incubated for 10 min at 4°C followed by addition of cell surface antibodies diluted in Staining Buffer supplemented with Brilliant Stain Buffer Plus (BD) for 30 min at 4°C and consequent washing. Cells were fixed in FoxP3 Fix/Perm solution and incubated for 30 min at room temperature followed washing. For single color controls, one drop of Ultra Comp Beads (Thermo Fisher) was added to each single-color control well. For Live/Dead controls one drop of ArC Amine Reactive Compensation Bead (Life Technologies) were added followed by addition of each antibody to appropriate well. Isotype control-Al647 clone MOPC-21 (BioLegend) was used for Alexa47 channel, where Al647-pHLIP-STINGa was imaged. The incubation steps were followed by washing steps. The number of cells in the control and treated groups and the cellular uptake of Al647-pHLIP-STINGa was established.



Immuno-histochemistry and imaging

When the tumors reached 150-250 mm3 in volume, mice received a single IP injection of Al647-pHLIP(Laa)-STINGa (300 µM 100 µl). Tumors were cryo-sectioned using a ThermoFisher HM525 NX to make 10-20 µm sections. Sections were stained with fluorescent antibodies, CD206-AL594 (BioLegend), CD68-AL594 (BioLegend), CD140b-AL488 (Invitrogen) and 4′,6-diamidino-2-phenylindole (DAPI) (Sigma-Aldrich) or hematoxylin and eosin (H&E) using hematoxylin 7211 (ThermoFisher) and eosin Y (Poly Scientific). Sections were dried in air for 10 min, then washed with distilled water for 2 min followed by fixation in 4% paraformaldehyde 37% (Sigma-Aldrich) for 12 min, washing with Dulbecco′s phosphate buffered saline (DPBS) (Sigma-Aldrich) for 5 min and drying in air for 10 min. A cover slide was placed on a layer of petroleum jelly (Equate), which was applied to the slide around the tissue. Sections were incubated with blocking buffer containing 5% of 10% BSA (ThermoFisher) for 2 hours at RT followed by washing. Sections were treated with antibody in blocking buffer for 2 hours at RT, followed by washing. A coverslip is mounted on top of the tissue using organo/limonene mount. Imaging of the tissue sections were performed on an EVOS Fl Auto 2 fluorescence inverted microscope using 10x, 20x and 40x objectives in brightfield and fluorescent modes with appropriate filters.



Statistical analysis

The Kolmogorov-Smirnov two-tailed nonparametric test was used to establish p-levels. Log rank (by weighting all time points the same), Breslow method (by weighting all time points by the number of cases at risk at each time point) and Tarone-Ware method (by weighting all time points by the square root of the number of cases at risk at each time point) were used to establish p-levels for survival plots.




Results


pHLIP-STINGa synthesis and characterization

pHLIP peptides sense cell surface acidity and insert across the plasma membranes of acidic cells. Our approach is to attach a STINGa molecule to the inserting end of a pHLIP, by using a self-immolating linker to release the agonist in the cytoplasm (Figure 1A). We synthesized pHLIP-STINGa using dimeric diABZI (11), which was conjugated via a self-immolating disulfide cleavable linker to the membrane-inserting end of pHLIP peptides consisting either of all L or all D amino acids (Laa and Daa) (Figure S1). Both pHLIP(Laa)-STINGa and pHLIP(Daa)-STINGa were used in the mouse experiments. In stability studies, we found that about 40% of modified STINGa is released from pHLIPs when either the Laa or Daa agents are incubated with mouse plasma (Supplementary Information Table S1); however, the stability was significantly higher for pHLIP(Daa)-STINGa in human plasma, where only ~10% degradation is observed over 24 hours. Also, pHLIP(Daa)-STINGa exhibited much stronger binding to plasma proteins than the Laa version, especially to human plasma proteins.




Figure 1 | Characterization of pHLIP-STINGa (A) Schematic presentation of pHLIP-STINGa interaction with a membrane lipid bilayer (the pHLIP peptide is shown in dark blue and STINGa is shown by a red circle). In state I, pHLIP-STINGa forms an unstructured polymer in solution at normal pH. State II shows the interaction of pHLIP-STINGa with the membrane at normal pH. State III represents the transmembrane helical orientation of pHLIP triggered by low pH, which leads to the translocation of STINGa across the lipid bilayer and its release in the cytoplasm. The three states were monitored by changes of fluorescence (B) and CD (C) spectral signals of pHLIP-STINGa interacting with POPC liposomes. (D) Kinetics of fluorescence changes triggered by pH drop in presence of POPC liposomes is shown. pH transitions monitored by changes of fluorescence intensity (E) and CD (F) spectral signals are shown (experimental points and fitting curves, red, with 95% confidence interval, pink). (G) OCD spectra of pHLIP-STINGa recorded immediately after deposition of pHLIP-STINGa on the supported bilayer and 12 hrs later, when the insertion of pHLIP-STINGa into bilayer was complete, are shown. (H) Activation of the IFN signaling pathway induced by pHLIP-STINGa in THP1-Blue-ISG cells polarized by PMA, IL-4/IL-13 into M2-type macrophages is shown. The results were normalized to the activity of STINGa alone at the maximum concentration tested, which was taken as 100%.



pHLIP is expected to translocate STINGa across the membrane into the cytoplasm, where the S-S bond will be reduced, followed by linker self-immolation and release of the original, unmodified STINGa as a dimeric diABZI. In a model experiment we induced cleavage of the S-S bond by dithiothreitol (DTT) and observed that 88% of immolation was completed within 1 hour, releasing STINGa in its unmodified form (Figure S2).



Biophysical characterization of pHLIP-STINGa interactions with a membrane

Biophysical studies using POPC model liposomes confirmed the pH-dependent interactions of pHLIP-STINGa with the membrane lipid bilayer. The fluorescence of pHLIP-STINGa excited at 295 nm exhibits pH-dependent behavior (Figure 1B). However, the fluorescence spectra are shifted to longer wavelengths compared to typical tryptophan emission and double peaks are observable. This behavior occurs since diABZI emits light in the range of 350-500 nm when it is excited at 295 nm (Figure S3) contributing to the emission of the tryptophan residues of the pHLIP peptide. Energy transfer from tryptophan (Trp) residues of pHLIP to diABZI occurs, since the diABZI excited at 322 nm exhibits even stronger fluorescence (Figure S3) contributing to the overall pHLIP-STINGa emission. Circular dichroism (CD) measurements show the expected formation of helical structure at low pH as the peptide inserts across the bilayer (Figure 1C). Kinetics studies of pH-triggered bilayer interactions of pHLIP-STINGa revealed fast insertion (complete in 30 msec) (Figure 1D). A pH-dependence graph of changes of fluorescence intensity during the transition from the membrane-bound to the membrane-inserted pHLIP-STINGa conformation revealed that the transition occurs with a pK of 6.4 (Figure 1E). The pH-dependence graph of changes of CD signal revealed 2 transitions, one with a pK of 6.1 and another with a pK of 4.0 (Figure 1F). To confirm that the pK 6.1 transition is to a transmembrane orientation of pHLIP-STINGa, we recorded oriented CD (OCD) spectra at different pH values, both immediately after deposition of solution of pHLIP-STINGa and POPC in supported layers and 12 hours later, when the insertion process is complete. The results show that the agent inserts into the lipid bilayer and adopts a transmembrane orientation at a pH around 5 (Figure 1G). The OCD spectra recorded at pH 5 and pH 3.3 are shown in Figure S4. The second transition might be from final conformational adjustments of pHLIP-STINGa in the membrane after its insertion and the translocation of the C-terminal end of pHLIP linked to diABZI.

To complete the mechanistic characterization of pHLIP-STINGa, activation of the interferon signaling pathway was confirmed in activated macrophages. Activation was studied in THP1-Blue cells derived from the human THP-1 monocyte cell line by stable integration of an interferon regulatory factor (IRF)-inducible secreted embryonic alkaline phosphatase (SEAP) reporter construct. We found that THP1-Blue cells exhibited a concentration-dependent activation of IRF signaling when polarized by phorbol 12-myristate 13-acetate (PMA), interleukin 4 (IL-4) and interleukin 13 (IL-13) into M2-type macrophages and treated with pHLIP-STINGa. As shown below, M2-type macrophages are the most abundant immune cells within the CT26 tumors we investigated. Thus, we confirmed successful intracellular delivery and release of STINGa by pHLIP (Figure 1H). pHLIP-STINGa did not induce death of these cells as confirmed by a cytotoxicity assay (Figure S5).



Biodistribution and pharmacokinetics

For pharmacokinetics (PK), biodistribution, tumor uptake and immuno-histochemistry studies, fluorescent dyes, either near infrared indocyanine green (ICG) or Alexa647 (Al647), were conjugated to the non-inserting end of the pHLIP to make ICG-pHLIP-STINGa or Al647-pHLIP-STINGa fluorescent agents. ICG-pHLIP-STINGa was given as a single intravenous (IV) injection when CT26 tumors established in the right flanks of female Balb/c mice reached volumes of about 150-300 mm3. The murine CT26 colon tumor cell line is a well-established model for testing immuno-oncology therapeutics and it exhibits a weak response to ICIs. Fluorescence imaging in vivo shows tumor targeting (Figure 2A), and the fluorescence signal in the tumor persists for 8 days. For biodistribution and PK studies, the animals were euthanized, followed by necropsy, blood, organs and tissue harvesting and imaging at 2-, 4-, 24-, 48-, 72- and 96-hour time points after a single IV injection of ICG-pHLIP-STINGa. Whole blood imaging was used to establish clearance of the agent (Figure 2B). The half-life of ICG-pHLIP-STINGa is 8.2 hours, which is ~6x higher compared to the 1.4 hours of half-life of STINGa (diABZI) on its own (11). Thus, pHLIP improves the PK and extends the circulation time of STINGa in the blood. The calculated mean fluorescence per area measures the uptake of ICG-pHLIP-STINGa by the organs (Figure S6). The kinetics of the fluorescence signal of ICG-pHLIP-STINGa indicate a significant accumulation of the agent in the tumor in 48 hours followed by a continuing slow increase of the signal up to 100 hours (Figure 2C). The liver signal decreases slowly, suggesting some hepatic clearance, which might arise from the presence of the ICG dye (known to be predominantly cleared by the liver). The kidney signal also increases initially, possibly indicating some renal clearance of the agent as well, with a slow decrease at later time points. Animals were euthanized without flushing with buffered saline, meaning the organs were imaged with blood in them, so the measurement would include any agent remaining in the organ blood at a given time point. The signal in the spleen, heart and lungs peaked at 4 hours (reflecting slow blood clearance of the agent) followed by a decay. The fluorescence in the brain, bone, pancreas, muscle, and small and large intestines was low or undetectable. We note that the presence of the agent in an organ does not mean cellular delivery of STINGa, which occurs in a low pH environment only causing pHLIP to insert into cellular membranes, followed by STINGa cleavage from pHLIP, linker self-immolation, and release of STINGa.




Figure 2 | Tumor targeting, PK, biodistribution, tumor and serum cytokines, tumor stroma and immune cell uptake. (A) Imaging of CT26 tumor targeting in mouse performed at 40 hrs after single IP injection of ICG-pHLIP-STINGa (100 μM 300 μl). Tumor site prior to and after removal of skin is shown. (B) Normalized fluorescence recorded in blood, which was collected at different time points after single IV injection of ICG-pHLIP-STINGa (200 μM 100 μl), is shown (mean and SE). The data were fitted by exponential function (red line). (C) Kinetics of ICG-pHLIP-STINGa targeting of CT26 tumor and clearance of the agent from major organs are shown. The mean fluorescence per area was calculated for each organ and tissue collected at different timepoints after single IV injections of ICG-pHLIP-STINGa (200 μM 100 μl). (D) Level of IL-6 and TNF-α cytokines in tumors and serum established by ELISA at different time points after a single IV injection of STINGa or pHLIP-STINGa (200 μM 150 μl) in comparison to control mice are shown (all points, mean and SE are shown, p-levels were calculated using the Kolmogorov-Smirnov two-tailed nonparametric test). (E) Percent of populations of tumor stroma and immune cells within TME targeted by Al647-pHLIP-STINGa was established by FACS analysis on CT26 tumors collected 24 hrs after a single IP injection of Al647-pHLIP-STINGa (100 μM 300 μl) (all points, mean, St.d. are shown on graphs and numbers are given in the table). (F) Co-localization of Al647-pHLIP-STINGa with Al488-CD140b-Antb staining CAFs, Al594-CD206-Antb staining TAMs and DAPI staining cell nuclei within TME are shown on images obtained at different magnifications using 10x, 20x and 40x objectives. ns means non-significant.





pHLIP targets STINGa to TAMs, CAFs, mMDSCs and DCs and activates cytokines

Cytokine levels induced in tumors and serum were measured following a single IV injection (200 µM 150 μl) of STINGa or pHLIP-STINGa (Figure 2D). The levels of IL-6 in tumors at 4 hrs p.i. and TNF-α in tumors at 16 hrs p.i. were 2.1 and 8.9 times higher respectively, after administration of pHLIP-STINGa compared to STINGa. To directly evaluate the amounts of IL-6, TNF-α and IFN-β in tumor and serum after a single injection of pHLIP-STINGa, the data are given in ng of cytokine per ml of tumor supernatant or serum in Figure S7. The amounts of IL-6 and TNF-α in tumor supernatants were 3.5-7.5 times and 5-6 times higher, respectively, compared to the corresponding levels of these cytokines in the blood. A transient increase of IFN-β was seen in the blood 4 hrs p.i., however within the next 12 hrs the level of this cytokine dropped to zero. The data show an enhanced level of cytokines generated within tumors after a single administration of pHLIP-STINGa.

pHLIP targeting of highly proliferative and metabolically active cancer cells with low cell surface pH has been demonstrated numerous times (12–15). Recent data shows that tumor stroma and activated immune cells with TME are also targeted by pHLIP agents (16, 17). This additional targeting is important for therapy, since the CAFs forming tumor stroma constitute about 25% of all live cells within the TME, and M2-type TAMs and mMDSCs representing activated myeloid cells within the TME of CT26 tumors collectively constitute about 40% of all immune (CD45+) cells and 15% of all live cells. We performed a fluorescence activated cell sorting (FACS) analysis of the cells from CT26 tumors in mice 24 hrs after a single intraperitoneal (IP) injection of Al647-pHLIP-STINGa (300 µM 100 μl). We established that 74% of all CAFs (CD3-, CD45-, CD140b+) and 71% of CD206+ TAMs (CD45+, CD11b+, F4/80+, CD206+) were targeted by Al647-pHLIP-STINGa (Figure 2E). Also, about 50% of mMDSCs (CD45+, CD3-, CD11b+, F4/80-, Ly6Chi, Ly6G-) and DCs (CD45+, CD11b+, CD11c+, MHCII+, F4/80-) were targeted by the agent, and about 20% of CD8 T-cells (CD45+, CD11b-, CD3+, CD4-, CD8+) and gMDSCs (CD45+, CD3, CD11b+, F4/80-, Ly6Clo, Ly6G+) were targeted by Al647-pHLIP-STINGa. DCs constitute 2% of all immune (CD45+) cells and 0.7% of all live cells; gMSDCs constitute 13% of all immune (CD45+) cells and 5% of all live cells, and CD8 T-cells constitute 12% of all immune (CD45+) cells and 4% of all live cells within CT26 tumors. Targeting of the most abundant non-cancer cells within TME, CAFs and CD206+ macrophages, was confirmed by immunohistochemistry performed on CT26 tumors collected 24 hrs after Al647-pHLIP-STINGa administration (Figure 2F). Thus, it is expected that each of the metabolically hyperactive cell types in the tumor, including the stroma, will receive the STING agonist delivered by pHLIP.



Eradication or tumors and development of immunity

The experimental design of therapeutic studies is shown in Figure 3A. CT26 cancer cells were inoculated into the right flank of Balb/c mice. When a tumor reached about 100 mm3 in volume, designated as day 1, a single IP (100 µM 300 μl) or IV (200 µM 150 μl) injection was administered to mice assigned in four groups: vehicle (20% PEG400/0.9% NaCl); pHLIP; STINGa; or pHLIP-STINGa, where pHLIP(Laa)-STINGa was used in the IP injection group and pHLIP(Daa)-STINGa was used in the IV injection group. Tumor growth was monitored for 60 days or until the tumor volume endpoint was achieved (2000 mm3, when animals were euthanized) (Figure 3B). All animals in the control groups that received either vehicle or pHLIP developed tumors within 18-20 days p.i. In the group that received STINGa at the same molar dose level as pHLIP-STINGa tumor growth was slightly delayed, however by day 35 p.i. all mice had developed tumors. In the experimental group that received pHLIP-STINGa, consisting of the IP (10 mice) and IV (10 mice) groups, the tumors disappeared, and 18 out of 20 mice remained tumor free for 60 days after the administration of the agent. One mouse in the IV group received another dose of pHLIP-STINGa on day 41, when the tumor started to re-grow, but it did not alter the outcome, the tumor continued to grow. The Kaplan-Meier survival plots demonstrate dramatic differences between the control and STINGa groups versus the pHLIP-STINGa groups (Figure 3C).




Figure 3 | Eradication of CT26 tumors and development of immune memory. (A) Experimental design. (B) CT26 tumor growth curves in Balb/c mice are shown after a single administration of different agents at dose levels of 100 μM 300 μl for IP injections or 200 μM 150 μl for IV injections performed on day 1, when tumors had reached about 100 mm3 in volume. The star (*) indicates that this mouse in IV group received a second dose of pHLIP-STINGa on day 41, when the tumor had started to re-grow. (C) Kaplan-Meier survival plots obtained for the data shown in panel (B). (D) CT26 large tumor growth curves are shown after a single IP injection of pHLIP-STINGa (100 μM 300 μl) on day 1, when tumors had reached 400-700 mm3 in volume. (E) CT26 tumor growth curves obtained for tumor-free mice from the groups that received single IP or IV injections, small and large tumors, of pHLIP-STINGa on day 1. On day 61 CT26 cancer cells were re-injected in the left flanks of these mice and tumor growth was monitored for additional 40 days.



Larger tumors were also studied, since CT26 tumors of different sizes have different immune cell compositions (18). The proportion of all immune cells drops from 65% of all live cells in small tumors (~100 mm3) to 20% in large tumors (~500 mm3), and the population of CD3+ cells drops from 28% to 7%. Larger tumors contain more CD11b+ myeloid cells. The proportion of immune cells and their composition typically affects treatment efficacy. To study the treatment of larger tumors, a single IP injection of pHLIP-STINGa (100 µM 300 μl) was given when CT26 tumors in Balb/c mice reached a volume of 400-700 mm3. Three out of 10 mice developed larger tumors by 60 days, while the other mice slowly fought the cancer and became tumor-free (Figure 3D). It took about 20-30 days for the tumors to be eradicated in these mice.

To examine the development of immunity the 25 mice from the pHLIP-STINGa IP/IV groups (9 mice from IP small tumor, 9 mice from IV small tumor and 7 mice from IP large tumor groups) that had remained tumor-free for 60 days were inoculated with CT26 cells in their previously uninoculated left flanks and were monitored for an additional 40 days. One mouse from IP small tumor group, 2 mice from IV small tumor group and 2 mice from IP large tumor group developed tumors. Thus, 20 out of the 25 mice (80%) remained tumor-free, indicating the development of immune memory and the consequent rejection of the CT26 cancer cells (Figure 3E). In a separate experiment, 4T1 triple negative murine breast cancer cells were inoculated into 5 of the mice that had stayed tumor-free for 100 days and had the re-injection of CT26 cells (Figure S8). Each of these mice developed 4T1 tumors, indicating that immune memory was developed for CT26 cancer cells, but not for 4T1 cancer cells.

To confirm the importance of T-cells in the process of tumor eradication induced by pHLIP-STINGa, CT26 cancer cells were inoculated into athymic nude mice lacking T-cells. Some delay in tumor growth was observed (Figure S9), however survival analysis did not reveal any statistically significant differences between control and treated groups, clearly indicating the importance of T-cells.

We also treated aggressive triple negative 4T1 breast tumors with a single IP injection of pHLIP-STINGa (100 µM 300 μl) when tumors reached a volume of ~100 mm3 (designated as day 1) or 3 IP injections on days 4, 9 and 14 of an anti-PD-1 antibody (250 µg/injection) or a combination of pHLIP-STINGa with the PD-1 antibody series. While each treatment delayed the growth of 4T1 tumors slightly (p< 0.02), the longest survival was observed for the combination treatment of a single pHLIP-STINGa followed by multiple PD-1 antibody injections (p< 0.004) (Figure S10). However, in contrast to CT26 tumors, it was not possible to eradicate the 4T1 tumors.

In all treatment groups, the single injection of pHLIP-STINGa (IP or IV) led to transient distress and slight transient weight loss (≤10%), with complete recovery within 3-4 days (Figure S11).



Obliteration of tumor stroma and increase of pH within TME

To gain a better understanding of the therapeutic efficacy observed for CT26 tumors after a single pHLIP-STINGa administration, we quantified the number of cells in the TME by FACS analysis. Only 13% of the cells remained alive in the tumors at 24 hrs after pHLIP-STINGa treatment (Figure 4A). The most dramatic effect was observed for tumor stroma: the amount of CAFs, which constitute 25% of all live cells within CT26 tumors, dropped to 0.4% of all cells within 24 hrs after pHLIP-STINGa administration (Figure 4B). The viable CD206+ TAMs and mMDSCs dropped 4 and 2 fold, respectively, after the treatment (Figures 4C, D). The populations of CD8 T-cells and DCs within TME were reduced after pHLIP-STINGa treatment, while the population of gMDSCs increased from 5% of all live cells in non-treated control to 9% in the treated group (Fig S12).




Figure 4 | Obliteration of tumor stroma and pH increase within the TME. (A–D) The numbers of cells within the TME in control (mice receiving vehicle as a single IP injection) and treated (mice receiving a single IP injection of Al647-pHLIP-STINGa (100 μM 300 μl)) were established by FACS analysis. The percentages of all live cells with TME (A), the number of CAFs (CD3-, CD45-, CD140b+) quantified as % of all live cells (B), the numbers of TAMs (CD45+, CD11b+, F4/80+, CD206+) (C) and mMDSCs (CD45+, CD3-, CD11b+, F4/80-, Ly6Chi, Ly6G-) (D) both quantified as % of CD45+ immune cells are shown (all points, mean and St.D., the p-levels for all graphs < 0.002). (E–G) pH imaging with ICG-pHLIP and quantification of the signal are shown. Mice bearing CT26 tumor in right flank (about 100 mm3) were divided into 2 groups (5 animals per group). One group (treated) was treated with a single IP injection of pHLIP-STINGa (100 μM 300 μl) on day 1 and another group (control) did not receive any treatment. On day 3 an ICG-pHLIP pH-imaging probe was given in single IP injections (50 μM 100 μl) to both control (non-treated) and pHLIP-STINGa treated groups, and 24 hrs later (on day 4), animals were euthanized, tumors were collected, cut in half and imaged, the representative images are shown on panels (E, F) and normalized mean fluorescence signal calculated for all tumor pieces (5 animals per group) are shown on panel (G) (all points, mean and St.D. are shown, p-level was calculated using the Kolmogorov-Smirnov two-tailed nonparametric test).



The significant increase of TNF-α within the TME and the complete destruction of the tumor stroma within 16-24 hrs after pHLIP-STINGa treatment correlates with the enhanced blood flow to tumors and the intra-tumoral hemorrhage observed both in Balb/c and nude mice (Figure S13) and potentially with an alteration of tumor pH. Therefore, we investigated how the pH within the TME changes after pHLIP-STINGa treatment. When CT26 tumors reached a volume of about 100 mm3, a single IP injection of pHLIP-STINGa (100 µM 300 μl) was given to mice in the “treated” group. On day 3, a single IP injection of the acidity probe, ICG-pHLIP (50 µM 100 μl), was given to the “treated” and “control (untreated)” groups of mice, and 24 hrs later (on day 4), mice were euthanized, tumors were collected, cut in half and imaged (Figures 4E, F). Quantification of the signal indicates that the mean ICG-pHLIP fluorescence calculated per area of tumor tissue specimens cut in half in the treated group dropped by 72% compared to the control (untreated) group (Figure 4G). Since the level of targeting by ICG-pHLIP reflects the level of tissue acidity, the significant decrease in retention of ICG-pHLIP within treated tumors, especially when the blood flow to tumors is enhanced, shows an increase of pH within acidic CT26 tumors after treatment with pHLIP-STINGa, potentially due to the death (including metabolic death) of tumor stroma and cancer cells and the consequent lack of acid production, which should help enable T-cell and NK-cell activity.




Discussion

STING agonists are promising but flawed as an approach to using the immune system to fight “cold”, uninflamed tumors. By targeting the STINGa’s to the acidic cells in these tumors, their performance might be enhanced, allowing their use in a larger number of cases. We report a promising approach for targeting active cells within the tumor microenvironment by using a pHLIP peptide and the effective intracellular delivery of STINGa to trigger the destruction of the tumors.

Highly proliferative cancer cells, activated immune cells, and CAFs within the TME tend to switch to glycolysis to rapidly produce energy either in the presence of oxygen (Warburg effect) or in hypoxic conditions (Pasteur effect) (19, 20). Lactate and protons, byproducts of glycolysis, are actively transported from the cytoplasm to the extracellular space (21, 22). Also, cancer cells located next to the stroma (consisting of CAFs and TAMs) can consume lactate and other metabolites promoting the oxidative phosphorylation (OXPHOS) pathway, a phenomenon known as the Reverse Warburg effect (23), establishing a “crosstalk” with stromal cells, which leads to a well-orchestrated proliferation and expansion of tumors. The main byproduct of OXPHOS is carbon dioxide, which can freely diffuse across the membrane along its concentration gradient. CO2 is converted to protons and bicarbonate ions (a reaction catalyzed by carbonic anhydrase IX (CAIX) overexpressed on tumor cell surfaces), contributing to the acidification of the extracellular space (24). Thus, either in overactivated glycolysis or in OXPHOS, an excess of protons is generated around metabolically active cells independent of the level of glucose consumption or lactate production. The flux of exported acidity lowers the pH surrounding a tumor cell, and the proton concentration is accentuated near the cell surface both by the flux and by the membrane electrochemical potential. As a result, the extracellular pH is lowest at the surfaces of metabolically active cells, where it is significantly lower than the bulk extracellular pH (25, 26).

pHLIP peptides have been shown to sense cell surface pH and target acidic tumors. At the low cell surface pH of a metabolically overactive cell, several carboxyl groups within a pHLIP become protonated, triggering peptide folding and insertion across the cell membrane to form a stable transmembrane helix. The dielectric environment at the membrane surface shifts the pKa’s of the carboxyl groups toward higher pHs, and a moderately low local pH promotes their protonation. A variety of imaging and therapeutic agents have been successfully delivered to tumors by pHLIP peptides (16, 27–34). Tumor targeting by pHLIP peptides has been shown to be positively correlated with tumor extracellular pH (35, 36) and is enhanced by acidification produced by co-injection of glucose (37) or the overexpression of CAIX (36). Conversely, tumor targeting has been shown to be reduced by the alkalization of tumors in mice fed with bicarbonate drinking water (38). The pHLIP technology has been translated to ongoing clinical trials for PET imaging, fluorescence-guided surgery with ICG-pHLIP and tumor treatment with pHLIP-exatecan (CBX-12).

We used STINGa (diABZI), conjugated to the membrane-inserting end of a pHLIP peptide via a S-S cleavable self-immolating linker and found it to have desirable properties. The pK of insertion into a model membrane is 6.1-6.4, which is in the range of pH at the surface of metabolically active cells in diseased tissues. We also found a fast (msec) rate of insertion, well suited for cell targeting in vivo. Characterization of the pHLIP-STINGa agent revealed significant binding to plasma proteins. The highest stability and strongest plasma protein affinity was found for pHLIP(Daa)-STINGa (wherein the pHLIP is made from D-amino acids). The half-life of fluorescent pHLIP(Laa)-STINGa in a mouse was established to be about 6 times higher compared to STINGa alone, a significantly improved PK. Slow blood clearance of other pHLIP imaging and therapeutic agents in animals has previously been observed (12, 39, 40) and confirmed in humans. Tumor targeting was confirmed by imaging. Biodistribution clearly indicated the accumulation of the agent in tumors, which continued up to 100 hours post-injection. FACS analysis performed on tumor tissue revealed that more than 50% of all CAFs, M2 TAMs, mMDSCs and DCs are targeted by fluorescent pHLIP-STINGa, and that 20-24% of CD8 T-cells and gMDSCs are targeted as well.

The progression of immune-excluded “cold” tumors is associated with the formation of dense stroma consisting of acidic TAMs and CAFs, generating immuno-suppressive signals and impairing the homing of T-cells and their cytotoxic function (41–44). Targeting of STINGa by pHLIP to CAFs, TAMs, mMDSCs and DCs, and the resulting activation of cytokines (enhanced levels of IL-6 and TNF-α were observed within the TME) led to dramatic therapeutic results. A single IP or IV injection of pHLIP-STING into mice bearing CT26 tumors (~100 mm3) triggers complete tumor eradication (90% incidence rate) and the mice remained tumor-free for 60 days after pHLIP-STINGa administration. All mice receiving the same dose of untargeted STINGa developed tumors within 20-35 days. Only 13% of tumor cells remained viable 16-24 h after pHLIP-STINGa administration. A significant increase in the level of TNF-α was observed within the TME. TNF-α triggers the disruption of tumor vasculature, reduces intra-tumoral interstitial fluid pressure (IFP) and promotes the flow of blood to tumors, and TNF-α is used to improve drug delivery to tumors (45). After a single pHLIP-STINGa injection the tumor stroma was severely disrupted. The number of CAFs, which constitute 25% of all tumor cells, was reduced by 98%, and intratumoral hemorrhage was observed. We also observed about an 80% reduction in the population of cytotoxic CD8 T-cells with the TME (their amount dropped from 4.2% of all live cells to 0.9%) within 24 hrs after treatment. Previous reporting is that activation of STING can lead to T-cell apoptosis (46). At the same time, cytokine signaling, destruction of tumor stroma, and reduction of IFP are expected to lead to the recruitment of new T- and NK-cells and to facilitate their free penetration into the tumor mass. Our data are in line with previous findings indicating STING-induced tumor vascular remodeling, which promotes vascular normalization and correlates with enhanced T-cell infiltration and prolonged survival in human colon and breast cancer (47, 48). We also assessed the level of acidity within treated tumors using ICG-pHLIP as an acidity probe: the tumor acidity was significantly reduced (by 72%) within three days after treatment compared to the control group. Thus, not only did T-cells have access to the tumor core, but the T-cell cytotoxic activity unimpaired by an acidic environment.

When tumor bearing mice that became and remained tumor-free after a single injection of pHLIP-STINGa on day 1 were inoculated with CT26 cells on day 61, 15 out of 18 animals (83%) remained tumor free for another 40 days (100 days in total after a single IP or IV injection of pHLIP-STINGa). Thus, a single pHLIP-STINGa injection promoted the development of T-cell immune memory. The importance of T-cells was confirmed in a study performed on athymic nude mice lacking T-cells. pHLIP-STINGa did not exhibit any statistically significant therapeutic efficacy on CT26 tumors in nude mice, while intratumoral hemorrhage was observed as well. We expect that the tumor stroma was destroyed, but the lack of T-cells did not allow tumor eradication.

In addition to the treatment of small (~100 mm3) tumors we treated mice with large (~500 mm3) CT26 tumors. A single IP injection of pHLIP-STINGa into mice with large tumors (400-700 mm3) led to tumor eradication in 7 out of 10 treated animals, and the complete treatment response took 20-40 days. Large tumors have many cancer cells to target [80% of all tumor cells are cancer cells vs 35% of cancer cells in small CT26 tumors (18)], and large CT26 tumors also have a higher population of myeloid cells among all immune cells within TME (87% of CD45+ cells). Successful treatment of large CT26 tumors holds promise for the eradication of immunosuppressive tumors with a high number of myeloid cells.

As an extreme case, we also treated aggressive 4T1 triple negative breast tumors in Balb/c mice. The treatment was less successful compared to the treatment of CT26 tumors. A moderate delay of tumor growth was achieved by combining a single injection of pHLIP-STINGa with multiple injections of a PD-1 ICI. 4T1 tumors are similar to large CT26 tumors in the number and composition of immune cells (18). A 4T1 tumor contains a smaller population of all immune cells (31% of all tumor cells) and a high population of CD11b+ myeloid cells (75% of CD45+ cells). Also, like CT26 tumors, 4T1 tumors are acidic and very well targeted by pHLIP (12, 14, 39). However, a CT26 tumor has 3,023 single nucleotide variations (SNVs) and 362 short indels, while 4T1 tumors have a lower mutational burden, with 505 SNVs and 20 short indel (49). The low tumor mutational burden (TMB) results in a smaller number of neo-antigens at the surface of 4T1 cells and makes 4T1 tumors less immunogenic and less responsive to therapies based on T-cell action, including ICI therapies.

ICIs, which promote the cytotoxic action of T-cells, have dramatically changed the lives of some cancer patients, with unprecedented durable responses and improved survival; however, most patients do not benefit, with response rates ranging from 20-40% (50). Preclinical and clinical evidence suggests that ICIs/T-cell based therapies do not work in “cold” acidic tumors with impaired MHC-I (major histocompatibility complex class I) presentation and low TMB (51–56), since i) T-cells should be present within TME, ii) their cytotoxic function should not be impaired by an acidic environment or signaling; iii) for T-cells to recognize cancer cells and, especially, to develop immune memory, a sufficient number of neo-antigens should be properly presented on cancer cells.

pHLIP-STINGa can convert “cold”, non-inflamed, T-cell excluding tumors into “hot” tumors with high levels of inflammatory cytokines within the TME, obliteration of the tumor stroma, significant enhancement of blood flow to the tumor core and an increase of tumor pH. In the clinic, acidic “cold” tumors might be identified by a 89Zr-pHLIP PET agent, which is currently in translation to clinical trials, and TMB and MHC-I status can be established by genomic analysis. Thus, it may prove possible to identify patients who will not respond to ICIs, and potentially could be treated with pHLIP-STINGa either as a monotherapy or in combination with other therapeutics. pHLIP-STINGa could be combined with ICIs, T-cell engagers, or CAR T-cell therapies to promote access of these therapeutics to the tumor and to enhance their action by normalizing pH conditions. If the TMB is low and MHC-I is lacking, therapies based on the action of T-cells are expected to be less effective. For such tumors, pHLIP-STINGa can destroy tumor stroma, enhance blood flow to tumors and reduce hypoxia. Then, treatments could be continued with antibody-drug conjugates (ADCs), or antibodies labeled with radioactive isotopes, or radiation therapy, which could be significantly enhanced under non-hypoxic conditions. Combinations with pHLIP-STINGa might decrease the effective doses of these therapeutics. Different types of tumor development and potential treatment options are presented in the following scheme (Figure 5).




Figure 5 | Schematic presentation of different types of tumor development and treatment options.



The pHLIP technology may allow transformation of immuno-activating agents into more potent therapeutics, since pHLIP can target and deliver these agents to cancer cells, tumor stroma and myeloid cells. As opposed to delivery targeted to specific receptors on the surfaces of particular cells, pHLIP offers targeting of all (or a majority) of metabolically active cells within the tumor microenvironment. Since the tumor microenvironment is complex, such an approach in targeting and delivery leads to a significant synergistic effect. A single injection of pHLIP with immuno-activator (STINGa) induces production of cytokines, obliterates tumor stroma and increases the tumor pH, which results in the eradication of tumors and the development of immune memory.
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Background

The heterogeneity of tumor tissue is one of the reasons for the poor effect of tumor treatment, which is mainly affected by the tumor immune microenvironment and metabolic reprogramming. But more research is needed to find out how the tumor microenvironment (TME) and metabolic features of colon adenocarcinoma (COAD) are related.



Methods

We obtained the transcriptomic and clinical data information of COAD patients from The Cancer Genome Atlas (TCGA) and Gene Expression Omnibus (GEO) databases. Consensus clustering analysis was used to identify different molecular subtypes, identify differentially expressed genes (DEGs) associated with immune-and metabolism-related genes (IMRGs) prognosis. Univariate and multivariable Cox regression analysis and Lasso regression analysis were applied to construct the prognostic models based on the IMRG risk score. The correlations between risk scores and TME, immune cell infiltration, and immune checkpoint genes were investigated. Lastly, potential appropriate drugs related to the risk score were screened by drug sensitivity analysis.



Results

By consensus clustering analysis, we identified two distinct molecular subtypes. It was also found that the multilayered IMRG subtypes were associated with the patient’s clinicopathological characteristics, prognosis, and TME cell infiltration characteristics. Meanwhile, a prognostic model based on the risk score of IMRGs was constructed and its predictive power was verified internally and externally. Clinicopathological analysis and nomogram give it better clinical guidance. The IMRG risk score plays a key role in immune microenvironment infiltration. Patients in the high-risk groups of microsatellite instability (MSI) and tumor mutational burden (TMB) were found to, although with poor prognosis, actively respond to immunotherapy. Furthermore, IMRG risk scores were significantly associated with immune checkpoint gene expression. The potential drug sensitivity study helps come up with and choose a chemotherapy treatment plan.



Conclusion

Our comprehensive analysis of IMRG signatures revealed a broad range of regulatory mechanisms affecting the tumor immune microenvironment (TIME), immune landscape, clinicopathological features, and prognosis. And to explore the potential drugs for immunotherapy. It will help to better understand the molecular mechanisms of COAD and provide new directions for disease treatment.
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Introduction

Colon adenocarcinoma (COAD) is a leading cause of cancer-related mortality and one of the most frequent cancers worldwide. New treatment strategies are desperately needed to address the rising global patient population. Immunotherapy has become a pivotal role in cancer treatment programs, especially the immune checkpoint inhibitor (ICI) therapy, which has become the most promising treatment method. Mismatch repair deficiency (dMMR) and high microsatellite instability (MSI-H) tumors are now treated first with ICI therapy for COAD. However, there is no efficacy in COAD with mismatch repair proficiency (pMMR) and low microsatellite instability (MSI-L) or microsatellite stability (MSS) (1). Traditional chemotherapy is still the gold standard for this patient subset. It’s possible that the heterogeneity of solid tumors and their surrounding microenvironment are to blame for this finding (2).

Tumor metabolism is a well-recognized feature of cancer (3). For cancer cells to rapidly proliferate, metabolic reprogramming is crucial because it provides the cells with the energy they need to multiply. Meanwhile, the tumor immune microenvironment (TIME) is well-nourished, allowing cancer cells to thrive (4). Thus, tumor cells provide a good metabolic environment for themselves. When tumor cells secrete metabolites, they can have an effect on immune cells and alter the TIME. Meanwhile, tumor cells and immune cells competing for energy demands can block T cell activation and proliferation. Tumor cells express immune checkpoint proteins PD-1 and CTLA-4, which inhibit T cell metabolism (5). Research shows the specific metabolism of immune cells can also lead to tumor cells developing immune escape (6). Eventually, the immune escape of tumor cells will affect the clinical treatment effect. This implies the immune system is the umbrella of the body, while immune escape is a safe house for tumors. Because of how complicated the relationship is between metabolism and immunity, it is especially important to construct and validate prognostic models that combine immune and metabolic features of COAD patients to help with immunotherapy. Currently, prognostic models have been constructed for single immune or single metabolic related genes. The prognostic model constructed with 11 metabolism-related genes can be used to predict treatment response and to define the biomarkers of metabolic therapy in COAD patients (7). Furthermore, the development of a prognostic model based on 18 immune-related genes could indicate immune cell infiltration and demonstrate their critical role in TIME (8). Some studies consider immune score and consensus molecular subtype classification as promising biomarkers for predicting the efficacy of selected COAD treatments (9). For immunotherapy in COAD, more biomarkers will also need to be mined to understand the molecular mechanisms controlling immune-and metabolism-related genes (IMRGs) and to predict their relationship to therapy (10). These will provide new perspectives and more personalized treatment options for targeted oncology options.

In this study, we combined multiple datasets to develop and validate a novel prognostic model based on IMRGs. Meanwhile, we comprehensively explored the association of this feature to the immune landscape, immunotherapy response, and drug sensitivity of COAD patients. Our results demonstrate that our constructed features based on IMRGs can be used as potential biomarkers to predict the clinical outcome and immunotherapy efficacy in COAD patients.



Marerials and methods


Data collection and preprocessing

The Cancer Genome Atlas database (https://portal.gdc.cancer.gov/, TCGA) was used to find the transcriptomic data (fragments per kilobase million, FPKM), clinical data, and somatic mutation data of COAD patients. A total of 521 TCGA-COAD samples were obtained, including 41 normal samples and 480 COAD tumor samples. Preprocessing converted the FPKM values of the TCGA-COAD to the transcripts per million (TPM). The Gene Expression Omnibus database (https://www.ncbi.nlm.nih.gov/geo/, GEO) obtained samples containing survival outcome information, and the GSE40967 cohort (11) and GSE17536 cohort (12) contained 585 samples and 177 samples, respectively. Gene expression data from the three datasets were merged and batch corrected by the “ComBat” algorithm in the R package “sva”, leaving a total of 1211 samples for subsequent analysis. 2,483 immune-related genes were obtained from the ImmPort database (13) (https://www.immport.org). By downloading the “c2.cp.kegg.v7.4.symbols” from the MSigDB, we extracted 816 metabolism-related genes. After combining immune-related genes with metabolism-related genes and getting rid of duplicates, a total of 2597 IMRGs were left to study further.



Consensus cluster analysis of IMRGs

Differentially expressed genes (DEGs) of IMRGs in COAD tumor samples and normal samples were analyzed by the “limma” package. |logFC| > 1 and FDR < 0.05 were set as the criterion for screening DEGs, and differentially expressed IMRGs were extracted. The “ggplot2” package draws volcano maps, the Gene Ontology (GO), the Kyoto Encyclopedia of Genes and Genomes (KEGG), and the Disease Ontology (DO) analysis to identify enriched GO terms, associated signaling pathways, and diseases. Consensus clustering analysis of the extracted DEGs using the “ConsesusClusterPlus” package (14) divided the clusters of different IMRGs characterized. And principal component analysis (PCA) was performed to distinguish the clusters of IMRGs. After extracting survival information from clinical data and removing data with survival times less than 30 days, the overall survival (OS) contrasts between clusters of different IMRGs were compared by Kaplan-Meier analysis. Heatmap visualizing the relationship between clinical pathological features and clusters of different IMRGs. The gene set variation analysis (GSVA) to compare the biological functional differences between the clusters of different IMRGs by the “GSVA” package (15). In the “GSVA” and “GSVABase” packages, a single-sample gene enrichment analysis of the 23 immune cell-related gene sets (ssGSEA) (16) was performed to assess the relative abundance of immune cell infiltration between the different IMRG clusters.



Construction of a prognostic model for IMRGs

A univariate Cox regression analysis was performed on the DEGs in this study to identify the genes associated with the COAD prognosis. Unsupervised clustering based on prognostic IMRG expression will also be used to classify patients into different subtype groups, namely, gene subtype A and gene subtype B. All COAD patients were randomized into the training group (n = 577) and the test group (n = 578), and the IMRGs risk score with prognosis was constructed, combining with the previous results. A risk prediction model was established by performing the Lasso Cox regression algorithm using the “caret”, and “glmnet” packages. Candidate genes were selected using multivariate Cox analysis to establish a prognostic IMRGs risk score in the training set. The calculation formula is as follows: risk score =Σ(EXPI×coefi), coefi while EXPI represents the respective risk coefficient and expression level of each gene. The total sample, training group, and test group were each divided into high-risk and low-risk groups according to the median risk score. The Kaplan-Meier survival analysis and the receiver operating characteristics (ROC) were generated.



Correlation between prognostic IMRGs risk scores and clinical subtypes

Sankey plots show patients’ relationships between IMRG clusters, gene clusters, IMRG risk scores, and survival status. WilcoxTest compares the difference in IMRGs risk scores between different IMRGs clusters or prognostic gene clusters. The relationship between the IMRGs risk score and the clinical characteristics (age, gender, clinical stage, and TNM) was further explored. Meanwhile, we performed univariate and multivariate Cox analyses on training and test sets to judge the independent prognostic role of IMRGs risk score. We did stratified analyses to see if the risk scores from IMRGs still worked as good predictors in different age, gender, clinical stage, and TNM subgroups.



Build a nomogram and validation

Using the “rms” program, we created prediction nomograms based on the independent prognostic analysis, which included clinical features and IMRGs risk ratings (17). The nomograms were analyzed using ROC curves that varied over time to account for 1-, 3-, and 5-year survival rates. Nomogram calibration plots displayed the concordance between observed and anticipated 1-, 3-, and 5-year survival rates. To get a better idea of the nomogram’s predictive power, we ran a decision curve analysis (DCA) using the “ggDCA” package.



Immunolandscape analysis

Multiple methods were compared in order to conduct a thorough examination of immune infiltration and function. The “ESTIMATE” system (18) can score the immune cell content and matrix content to forecast the immune infiltration and matrix condition of the tumour microenvironment (TME). The CIBERSORT algorithm (19) was used to visualize the proportion of 22 immune-related cell subtypes in different groups, and the “tidyverse” and “ggExtra” packages recycled all immune cells to obtain the correlation between the risk score and immune cells. The putative immunomodulatory processes are analyzed by scoring the immune function and immune cells in the high-risk and low-risk groups using single-sample gene enrichment analysis (ssGSEA). The TIMER2.0 database (http://timer.cistrome.org) downloaded the immune cell infiltration estimation file of TCGA (20), evaluated the immune infiltration and function of the high-risk and low-risk groups, including TIMER (21), CIBERSORT (22), quanTIseq (23), xCell (24), MCP-counter (25), and EPIC (26), drawing the heatmap to centrally display the results of the analysis. Also, we analysed the 47 immune checkpoint genes across the high-risk and low-risk groups, looking for commonalities and discrepancies. The TCIA database (https://tcia.at/home) was used to get the Immunoapparent score (IPS) for COAD patients. This score was used to measure how well high-risk and low-risk groups responded to immunotherapy.



Correlation of the risk scores of IMRGs with tumor mutation burden (TMB) and MSI

The “maftools” package was used to evaluate mutated genes in the various risk categories, and the oncoplots display the 20 genes with the greatest mutation frequency in each group independently. The association between TMB and IMRGs-associated prognostic genotyping was analysed using the “limma” and “ggpubr” packages. The ideal cutoff of the TMB for differentiation was determined using the “survival” and “survminer” packages, and the survival curves of the tumour mutation load and the combined high-risk and low-risk groups were generated. While doing so, we also compared the two high-risk and low-risk groups’ connections with MSI.



Drug sensitivity prediction

To compare the therapeutic effects of chemotherapy and targeted medications in high-and low-risk patients, we utilized the “pRRophetic” program (27) to estimate the semi-inhibitory concentration (IC50) values for these agents.



Statistical analysis

The Pearson test was used for the correlation analysis. Survival in each group was tested using the Log-Rank test. The Wilcoxon test was used to compare the two sets of data. Drug sensitivity analyses were performed using R version 4.1.2. Other statistical analyses were performed using R version 4.2.0. The statistical dominance threshold was set at p < 0.05.




Results


Acquisition of IMRGs

By performing a differential analysis of 2597 IMRGs. 700 DEGs from IMRGs, with 354 up and 346 downregulated genes, were acquired and volcano for presentation (Figure 1A). GO enrichment analysis of these DEGs found that they were mainly involved in cellular components and molecular functions, and were less involved in biological processes (Figure 1B). The clustering plot of GO shows that these DEGs are mainly enriched in the production of molecular mediator of immune response, B cell receptor signaling pathway, immunoglobulin production, positive regulation of B cell activation, phagocytosis, recognition, regulation of B cell activation, humoral immune response, complement activation (Figure 1C). The KEGG results showed that the main enrichment in the cytokine-cytokine receptor interaction, viral protein interaction with cytokine and cytokine receptor, chemokine signaling pathway, rheumatoid arthritis, IL−17 signaling pathway, neuroactive ligand-receptor interaction, NF−kappa B signaling pathway, and natural killer cell mediated cytotoxicity (Figure 1D). Finally, DO disease enrichment analysis showed that diseases such as skin disease, dermatitis, pre−eclampsia, and integumentary system diseases were associated with IMRGs (Figure 1E).




Figure 1 | Acquisition of DEGs for IMRGs. (A) Volcano plot of the DEGs of IMRGs in COAD; (B) GO enrichment analysis; (C) Cluster plot analysis of GO enrichment; (D) KEGG analysis of the related pathways; (E) Results of the DO enrichment analysis.





Identification of subtypes, TME features, and functional enrichment of IMRGs in COAD

In this study, the DEGs of the obtained immune and metabolism-related genes were classified by consensus clustering analysis. By adding a cluster variable (k) ranging from 2 to 9, the results found that the IMRG cluster with k = 2 is the best choice, namely, IMRG cluster A (n = 529) and IMRG cluster B (n = 682) (Figure 2A). The PCA analysis showed good discrimination between the two IMRG clusters (Figure 2B). Further mapping of the Kaplan-Meier curves of the OS of COAD patients in the two IMRG clusters showed no significant difference between the two subtype groups (p = 0.177; Figure 2C). Immune cell abundance showed that immune-activated cells in patients with the IMRG cluster A group were more abundant than those in patients with the IMRG cluster B group. It was shown that both groups had substantially different immune cell content for 23 of the cell proportions studied (p < 0.05; Figure 2D). Meanwhile, we show the relationship between two cell copper death clusters and clinicopathological features in the form of a heatmap. It mainly includes the gender (female or male), age (< = 65 or > 65 years), TNM, stage (Figure 2E). The results of the GSVA analysis showed that the IMRG cluster A was significantly enriched in the immune-activated pathways, such as natural killer cell mediated cytotoxicity, chemokine signaling pathway, cytokine-cytokine receptor interaction, NOD-like receptor signaling pathway, Toll-like receptor signaling pathway, B cell receptor signaling pathway, and T cell receptor signaling pathway (Figure 2F). However, IMRG cluster B presents immunosuppressive features. To explore the underlying biological behavior of the IMRG signatures, we identified 245 IMRG subtype-associated DEGs between the two groups. Additional research using GO and KEGG was undertaken to supplement the GSVA enrichment findings. The results showed that these DEGs were significantly enriched in matrix and immune function-related terms (Figure 2G). KEGG results showed significant enrichment in immune and inflammation-related pathways (Figure 2H). As a whole, our findings support the idea that IMRGs are an essential player in the immunomodulatory function of COAD development.




Figure 2 | Subtype, clinicopathological, and biological characteristics of the IMRGs. (A) Consensus cluster analysis to construct the consensus matrix diagram of the two related regions; (B) PCA shows the difference between the two subtypes; (C) Comparative analysis of the OS rate between the two subtypes; (D) Differences in immune cell infiltration abundance between the two subtypes; (E) Heatmap of the differential clinicopathological features and IMRGs expression levels between the two different subtypes; (F) GSVA of the biological pathways between the two different subtypes, red: Activation pathway, blue: Inhibition pathway; (G,H) GO and KEGG analyses of DEGs between different IMRGs subtypes. ***p < 0.001.





Identification of gene subtypes based on DEGs

We performed univariate Cox regression analysis to estimate the prognostic value of 245 isotype-related genes and chose 106 prognosis-related genes in order to delve further into the molecular properties and prognostic value of IMRGs. At the same time, the patients were clustered according to their prognostic genes using a consensus cluster analysis. Gene cluster A (n = 529) and gene cluster B (n = 682) were identified as the two subtypes into which all samples fell after using the best cluster stability criterion (k = 2) (Figure 3A). The PCA showed that the two groups of genes were quite different from one another (Figure 3B). In comparing the two prognostic gene clusters, it was revealed that patients from cluster B had a considerably greater OS rate than those from cluster A (p < 0.001; Figure 3C). In the meantime, a heatmap was used to display the differences in clinicopathological aspects between the two groups (Figure 3D).




Figure 3 | Identification of gene subtypes based on DEGs. (A) The consensus clustering matrix (k=2) classified the COAD patients into 2 different genomic subtypes; (B) PCA demonstrates variability between the two gene subtypes; (C) Differential analysis of OS for the 2 gene clusters; (D) Relationship between 2 gene clusters and clinicopathological features.





Construction of a prognostic model for IMRGs

In this study, the IMRGs risk score was constructed based on the DEGs related to the IMRG subtype. We visualized the associations between IMRG clusters, gene clusters, IMRG risk scores, and survival status in COAD patients using a Sankey plot (Figure 4A). We divided the patients in a 1:1 ratio into the training group (n = 577) and the test group (n = 578). The Lasso algorithm was used for the IMRG subtype-related DEGs to obtain the coefficients for the genes selected to construct the prognostic features (Supplementary Figure S1A, B). Through the multivariate Cox regression analysis, seven genes (VSIG4, CCDC80, FRMD6, FGL2, SLC2A3, MMP12, and PLCB4) were finally determined to calculate the risk score. Among them, VSIG4, FRMD6, and SLC2A3 are the risk factors, while CCDC80, FGL2, MMP12, and PLCB4 are the protective factors. Constructing the IMRG score: Risk score = (0.4838 * expression of VSIG4) + (0.4142 * expression of FRMD6) + (0.2260 * expression of SLC2A3) + (-0.5951 * expression of CCDC80) + (-0.2569 * expression of FGL2) + (-0.2406 * expression of MMP12) + (-0.0902 * expression of PLCB4). We compared the IMRGs risk scores between two IMRG clusters and two gene clusters, and found that patients in IMRG cluster A had significantly higher risk scores than IMRG cluster B (p<0.001; Figure 4B). The IMRGs risk scores were significantly different between the two gene clusters, with a significantly higher risk score in gene cluster A than in gene cluster B (p < 0.001; Figure 4C). Patients with a lower IMRGs risk score than the median risk score were classified as low risk (n = 575), while patients with higher IMRGs risk scores were classified as high risk (n = 580). Risk score distribution plots showed that survival time decreased and deaths increased as risk scores increased. Expression of genes VSIG4, FRMD6, and SLC2A3 was positively correlated with the risk score, and genes CCDC80, FGL2, MMP12, and PLCB4 were negatively correlated with the risk score (Figure 4D). Meanwhile, the differential expression of these genes between patients in high and low-risk groups is shown in Figure 4I. The results of the risk score distribution map were confirmed in the Kaplan-Meier survival curve, where the Kaplan-Meier survival curve showed a significantly higher OS rate in the low-risk group as compared to the high-risk group (p < 0.001; Figure 4E). And patients in the high-risk group had a higher mortality rate (21% vs. 39%; Figure 4G). This indicates that the higher the risk score, the lower the OS rate, a result that is largely consistent with the OS comparison results of the gene clusters obtained from our previous analysis. Meanwhile, the analysis of progression-free survival (PFS) in the high-and low-risk groups found that the PFS in the low-risk group was significantly higher than that in the high-risk group (p < 0.001; Figure 4F). The impact of the IMRGs’ risk score on COAD patients’ prognoses is further supported by these findings. The AUC values of the ROC curve, including 0.663, 0.672, and 0.655, correspond to the 1-, 3-, and 5-year survival rates of the IMRG risk score (Figure 4H). We calculated the risk score in the training set and the test set to better test the prognostic performance of the IMRGs risk score from the internal (training set) and the external (test set), respectively. The training set and test sets were each divided into high and low-risk groups. Mortality rates were shown to be positively correlated with risk ratings in both the training and testing datasets (Supplementary Figures S1C, D). The results of the survival analysis in both the training and test sets showed better OS in the low-risk groups (p < 0.001; p = 0.004; Supplementary Figures S1E, H) and PFS (p < 0.001; p = 0.035; Supplementary Figures S1F, I). The proportion of deaths in the low-risk group was lower than in the high-risk group (19% vs. 43%; 23% vs. 35%; Supplementary Figures S1K, L). The predicted ROC curves at 1-, 3-, and 5-year indicate that the risk score maintains high AUC values (Supplementary Figures S1G, J). This demonstrates that our prediction model is accurate over both the short and long periods. Meanwhile, we performed an independent analysis of OS from the TCGA cohort and the GEO cohort. We found that the results of both the TCGA and the GEO cohort demonstrated higher OS and better prognosis for patients in the low-risk group (p < 0.001; p < 0.001; Supplementary Figures S1M, N).




Figure 4 | Construction and validation of the IMRG risk scores. (A) Sankey plots representing the relationships of IMRG clusters, gene clusters, IMRG risk scores, and survival status; (B) Comparison of the differential risk scores between the two IMRG clusters; (C) Comparison of the differential risk scores for IMRGs between the two gene clusters; (D) Risk distribution, survival status, and related gene expression of IMRGs risk score; (E) Comparison of OS rates between the high- and low-risk groups; (F) The PFS contrast between the high- and low-risk groups; (G) Survival ratio of patients in the high-risk and low-risk groups; (H) The ROC curves were performed according to the IMRG risk scores versus the survival sensitivity and specificity as measured at 1-, 3-, and 5-year; (I) Differential expression of the seven genes constructing the model in high-risk and low-risk groups; ***p < 0.001; **p < 0.01.





Clinical classification and clinical value of risk score prognostic models for IMRGs

To further validate the efficacy of the IMRGs risk score in its clinical prognostic application in COAD patients, we evaluated the different clinicopathological characteristics (age, gender, stage, TNM) in groups. The low-risk group had a significantly longer OS rate on age (< = 65, p < 0.001; > 65, p < 0.001; Figures 5A, B), gender (female, p = 0.002; male, p < 0.001; Figures 5C, D), stage (stage I-II, p = 0.008; stage III-IV, p < 0.001; Figures 5E, F), T (T3-4, p < 0.001; Figure 5H), N (N0, p = 0.019; N1-2, p < 0.001; Figures 5I, J) and M (M0, p < 0.001; M1, p = 0.002; Figures 5K, L) compared to the high-risk group.  However, there was no difference in the OS rate between the two groups on T1-2 (P = 0.597, Figure 5G).




Figure 5 | Relationship between IMRG risk scores and clinicopathologic characteristic subtypes in COAD patients. (A, B) age (< = 65, > 65); (C, D) gender (female, male); (E, F) stage (stageI-II, stage III-IV); (G, H) T (T1-2, T3-4); (I, J) N (N0, N1-2); (K, L) M (M0, M1).



We analysed the relationship between IMRG risk scores and a variety of clinical pathological features to learn more about the effect of IMRG risk scores on clinical characteristics. There were statistically significant variations between age, stage, and TNM and IMRG risk scores. The IMRGs risk scores were significantly higher in the age (> 65), stage IV, T4, N2, and M1 subgroups than those in the other subgroups (Supplementary Figure S2). Additionally, by comparing high-risk and low-risk groups for clinicopathological features, we may better understand the differences between these populations. The results showed that age, stage, T, N, and M were significantly different between the high and low-risk groups (Figure 6A). Their proportion in the high and low risk groups is shown in bar charts (Figure 6B). The results showed that patients in the low-risk group had a smaller range of clinical cancer progression than those in the high-risk group, as well as a smaller proportion of patients in the late stages of each stage. We performed both a univariate and a multivariate Cox regression analysis by combining age, gender, stage, TNM, and IMRG risk scores. Factor Cox regression analysis showed that the IMRG risk score, age, stage, T, N, and M were significantly associated with OS (Figure 6C). Multivariate Cox regression analysis further confirmed that IMRG risk score, age, T, and M were significantly associated with oOS, and our results demonstrated that IMRG risk score was an independent predictor of COAD prognosis (Figure 6D). The ROC curve combined with clinical pathological features showed that the prognostic risk model we constructed achieved good prediction accuracy at 1-year, 3-year, and 5-year OS (Figures 6E–G). Univariate/multivariate Cox regression analysis and ROC curves for clinicopathological features in the training and test sets once again validated that the IMRG risk score was an independent predictor of COAD prognosis and provided good predictive accuracy (Supplementary Figure S3).




Figure 6 | Clinical application value and independent prognostic analysis. (A) Heat map of the correlation between high and low risk scores and clinicopathological characteristics; (B) The proportion of high and low-risk scores to clinicopathological characteristics; (C) Univariate Cox regression analysis based on the IMRG risk score and clinicopathological characteristics; (D) Multivariate Cox regression analysis based on IMRG risk score and clinicopathological characteristics; (E–G) The ROC curve evaluates the predictive effect of the risk model at 1-, 3-, 5-year OS; ***p < 0.001; **p < 0.01.





Construction and validation of the nomograms

This study constructed a nomogram based on the IMRG risk score and clinicopathological factors to predict the prognosis of COAD patients, further validating the usefulness of the risk score in its clinical prognostic application in COAD patients (Figure 7A). Our calibration curves show that our nomogram is accurate for making 1-, 3-, and 5-year OS forecasts (Figure 7B). Both the risk score and the nomogram are reliable predictors, as evidenced by the ROC curves for 1-, 3-, and 5-year OS (Figures 7C–E). The DCA results demonstrated that the nomogram predicted 1-, 3-, and 5-year OS rates in COAD patients with pretty high accuracy (Figures 7F–H).




Figure 7 | Construction and validation of the nomograms. (A) nomogram predicting 1-, 3-, and 5-year OS of COAD patients; (B) Calibration curve of the nomogram; (C–E) The ROC curves used to predict 1-, 3-, and 5-year of OS; (F–H) The DCA curves used for predicting the OS at 1-, 3-, and 5-year.





Analysis of the immune landscape based on risk characteristics

TME is important in the progression and treatment of cancer, so we looked into the differences in immunological features between high- and low-risk populations. We used ESTIMATE to compare TME scores (stromalscore, immunescore, and estimatescore) across IMRG risk categories. In comparison to the low-risk group, both the stromal and estimate scores were found to be considerably higher (p < 0.001; Figure 8A). The low-risk group had substantially higher ssGSEA scores than the high-risk group did for B cells, iDCs, macrophages, mast cells, and the risk of Th2 cells using differential analysis (Figure 8B). The low-risk group had significantly higher levels of plasma cells, CD4 memory resting T cells, activated dendritic cells, and neurophils infiltration than the high-risk group (Figure 8C). These findings point to the possibility that immune cell infiltration and immunological activity contribute to the improved prognosis of patients in the low-risk category. Meanwhile, we also analysed the association between seven genes for developing the predictive risk model and immune cell abundance, and we observed that most immune cells were substantially connected with seven genes (Figure 8D). We also looked at how the IMRG risk score was connected to the immune cell subtypes and found that 13 out of 22 immune-associated cell cells had a significant relationship to the IMRG risk score (Supplementary Figure S4). Seven immune cells (memory B cells, M0 macrophages, M1 macrophages, M2 macrophages, activated mast cells, nutrophils, and activated NK cells) in particular were shown to have a significant positive correlation with the IMRG risk score. The IMRG risk score was inversely related to six immune cells (naive B cells, resting dendritic cells, resting NK cells, plasma cells, CD4 memory resting T cells, and Tregs). Meanwhile, we quantified the immune infiltration and function between the two groups by using the TIMER, CIBERSORT, quanTIseq, xCell, and MCP-counter and EPIC algorithms, as presented centrally by the heatmap (Figure 8E). In light of these findings, the IMRG risk score may have substantial clinical treatment relevance for patients with COAD by influencing the immune microenvironment infiltration.




Figure 8 | An immune landscape analysis based on risk characteristics. (A) The ESTIMATE algorithm evaluates the correlation of different IMRG risk score groups with TME scores; (B) Differential analysis of immune cells and immune function between high- and low-risk groups based on ssGSEA; (C) Differences in immune cell levels between high- and low-risk groups; (D) Correlation between immune cell abundance and the seven genes for constructing the model; (E) Heatmap shows the expression differences of each immune cell in the high- and low-risk groups based on different algorithms; ***p < 0.001; **p < 0.01; *p < 0.05.



This research found a strong association between the IMRGs risk score and the expression of 45 immune checkpoints by assessing the connection between the IMRG risk score and 47 immune checkpoint genes (p < 0.05; Figure 9A). Meanwhile, there were notable differences in the expression levels of the 15 immune checkpoint genes between the high- and low-risk groups (p < 0.05; Figure 9B). However, differences between the two groups could not be discerned using three widely used immune checkpoint genes (CD274, CTLA-4, and PDCD1). We got the immune cell proportion score (IPS) for COAD patients from the TCIA database to learn more about how the high- and low-risk groups responds to immunotherapy. The violin plot results of the IPS score showed that the patients in the low-risk group had a better immunotherapy effect on treatment with no PD-1 and CTLA-4 inhibitors (p = 0.036; Figure 9C) and on treatment with CTLA-4 inhibitors alone (p = 0.014; Figure 9D) compared to the patients in the high-risk group. Instead of using PD-1 inhibitors alone or as a combination of CTLA-4 and PD-1 inhibitors (Figures 9E, F).




Figure 9 | Based on the correlation between risk characteristics and immune checkpoint genes. (A) Correlation between the IMRG risk score and the 47 immune checkpoint genes; (B) Differential expression levels of immune checkpoint genes in the high- and low-risk groups; (C–F) The IPS evaluates the response to immunotherapy in the high- and low-risk groups; ***p < 0.001; **p < 0.01; *p < 0.05.





Correlation between IMRG risk score and MSI and TMB in COAD patients

Changes in MSI and TMB can affect the effect of the immunotherapy that patients receive. This study found that the proportion of MSS and MSI-L in the low-risk group was higher than in the high-risk group, while the proportion of MSI-H in the high-risk group was significantly higher than in the low-risk group (29% vs. 6%; Figure 10A). Patients in the MSI-H group had higher risk scores than those in the MSI-L and MSS groups (p < 0.001; Figure 10B). Immunotherapy was especially helpful for high-risk patients. We analysed the TMB of high- and low-risk groups and found statistically significant variations between the two (p < 0.001; Figure 10C). Moreover, the TMB in the three gene clusters was positively correlated with the IMRG risk score (p < 0.001; Figure 10D). We compared the TMB conditions in the low-risk and high-risk groups, where the mutation frequencies of APC and TP53 were higher than in the high-risk group, but lower in other genes than in the high-risk group (Figures 10E, F). Considering the importance of TMB in clinical prognostic value, we did a survival prognosis study by classifying COAD patients into high-TMB and low-TMB groups according to mutation frequency. Patients with low-TMB had a greater chance of surviving, and the OS rate was higher than that of patients with high-TMB, according to the findings (p = 0.038; Figure 10G). Meanwhile, we performed a subgroup survival analysis based on the TMB combined with the IMRG risk score. The results showed that OS was lower in patients with higher risk and high-TMB compared to other subgroups (p=0.0078; Figure 10H).




Figure 10 | Correlation of IMRG risk score with MSI and TMB in COAD patients. (A, B) Relationship between the IMRG risk score and the MSI; (C) Comparison of TMB differences in the high- and low-risk groups; (D) Spearman correlation analysis of IMRG risk score and TMB; (E, F) Oncoplots of somatic mutations established by the IMRG risk score; (G) Prognostic analysis of the TMB; (H) Prognostic analysis between the IMRG risk score and TMB.





Drug sensitivity analysis

Afterwards, we looked at the connection between the IMRG risk score and the IC50 of the most commonly used chemotherapeutic and targeted medicines for COAD. We found that the IC50 values for lapatinib and methotrexate were lower among patients in the low-risk group (Figures 11A, B). But the IC50 values of other drugs, for example, bicalutamide, cisplatin, vinblastine, and paclitaxel, were lower in the patients in the high-risk group (Figures 11C–F). This result suggests that the IMRG risk score is associated with drug sensitivity.




Figure 11 | The IMRG risk score and drug sensitivity. (A) Lapatinib; (B) Methotrexate; (C) Bicalutamide; (D) Cisplatin; (E) Vinblastine; (F) Paclitaxel.






Discussion

The survival rate of cancer patients has increased somewhat due to the promotion of immunotherapy, but only for specific COAD patients. The complexity and heterogeneity of the immunotherapy responses observed during treatment in COAD patients may be due to the interplay between immunity and metabolism in the TME. It has been shown that immunity and metabolism are two independent key factors affecting the TME (28). And in tumor therapy, targeting inflammatory metabolic pathways can translate drug resistance into immunotherapy (29). COAD is a common cause of cancer-related death worldwide, and some studies have constructed prognostic models for immune-related genes (30). And through the metabolomics analysis of determining the serum metabolite biomarkers and related metabolic pathways in COAD (31), which helps to improve the prognostic outcomes of COAD patients. Therefore, a comprehensive comprehensive analysis of immune and metabolic gene characteristics in COAD may help us to further explore the methods and pathways to improve the prognosis of COAD patients and improve the effectiveness of immunotherapy. Therefore, a comprehensive comprehensive analysis of immune and metabolic gene characteristics in COAD may help us to further explore the methods and pathways to improve the prognosis of COAD patients and improve the effectiveness of immunotherapy. However, no relevant studies have been reported yet.

In this study, we first screened the IMRGs and then typed the extracted differentially expressed genes. With the identification of two different sets of related gene subtypes by consensus clustering, we found that IMRG cluster patients had more enriched immune cells in cluster A, and the GSVA results showed significant enrichment of IMRG cluster A on immune activation pathways. However, the KEGG analysis of DEGs of related gene subtypes showed that these genes were significantly enriched in immune and inflammation-related pathways, providing a more comprehensive complement to the biological behavior of IMRGs. To further evaluate the prognostic value of these IMRGs, we identified two gene clusters based on the DEGs between the two IMRG clusters. Our results suggest that there are significant differences in survival outcomes between the two gene clusters, and that IMRGs may serve as predictors for assessing the clinical outcomes of COAD and the response to immunotherapy. We constructed an IMRG risk scoring system and then constructed a prognostic model based on seven IMRGs (VSIG4, CCDC80, FRMD6, FGL2, SLC2A3, MMP12, and PLCB4). The accuracy of the prediction effect was evaluated and verified by the training set and the test set, and the OS rates from different cohorts (TCGA and GEO) were evaluated, respectively, and the results further verified the prognostic accuracy of our model construction. Meanwhile, we found that the IMRG risk score can affect the OS rate of patients with clinical pathological characteristic subtypes, especially when the clinicopathological factor typing of age, stage, and TNM can show good differential results, demonstrating the universality of the IMRGs-based prognostic model we constructed. Univariate and multivariate independent prognostic analyses showed that the IMRG risk score can serve as an independent predictor of COAD prognosis and has good predictive accuracy. Next, we further drew a nomogram combining the IMRG risk score and clinicopathological features and verified it. The above results indicate that IMRG prognostic features have better predictive ability in COAD patients’ survival outcomes.

V-set immunoglobulin-domain-containing 4 (VSIG4), a B7 family-related protein, is a negative regulator of T cell activation (32), which can inhibit pro-inflammatory macrophage activation by reprogramming mitochondrial metabolism (33) with pyruvate metabolism. VSIG4 expression may be associated with cancer and inflammatory diseases, and its high expression affects the poor prognosis in patients with tumors such as glioma, ovarian cancer, and gastric cancer (34) (35) (36). Studies that were similar showed that overexpressing VSIG4 in glioma U87-MG and U251-MG cells effectively reversed the apoptosis and sensitivity to temozolomide that was caused by silencing Rab18 (37). Meanwhile, the expression level of VSIG4 was also found to be significantly increased in aging tissues (e. g., adipose tissue, thymus) (38). Interestingly, in an animal model of liver damage, mice with a deletion of VSIG4 would develop severe hepatitis (39). VSIG4 has been reported to be downregulated in hepatocellular carcinoma (HCC), and its low expression is linked to a poor prognosis in patients with hepatitis B (HBV)-associated HCC (40). Coiled-coil domain-containing 80 (CCDC80) is a protein secreted by adipocytes, which is one of the adipokines that play an important role in adipocytes and systemic metabolic homeostasis (41). Related studies have shown that CCDC80 can be used as a prognostic stem biomarker to regulate the acquired drug resistance and immune infiltration in colorectal cancer (42). Currently, DRO1/CCDC80 has been identified as a tumor suppressor in the tumor microenvironment, and DRO1/CCDC80 activation in the stroma inhibits colorectal cancer growth and promotes the apoptosis of cancer cells (43). The FERM domain-containing protein 6 (FRMD6), also known as Willin, is an Ezrin/Radixin/Moesin (ERM) family protein. FRMD6 is an upstream regulator of the Hippo signaling pathway controlling tumorigenesis (44) and is responsible for coordinating mammalian peripheral neurofibroblasts (45) and antagonizing the oncogene Yes-associated protein (YAP) (46). It has now been screened and identified as a relevant factor affecting the prognosis of COAD patients (47). Fibrinogen-like protein 2 (FGL2) is involved in a variety of inflammatory and tumor signaling pathways (48). It has been identified as a novel effector molecule of Treg cells and plays an important role in regulating immune function (49). In COAD, FGL2 can be used as a new prognostic marker and an effective therapeutic target, and the overexpression of FGL2 enhances cancer cell invasion, induces epithelial mesenchymal transition (EMT), and promotes COAD invasion and metastasis (50). SLC2A3 is a glucose transporter and a central regulator of cellular energetics, and its high expression contributes to increased glucose uptake and oncogenic growth (51) (52). Related research found that overexpression of the SLC2A protein isoform is associated with poor clinical outcomes in COAD patients (53), and that SLC2A3 may participate in the immune response of COAD through PD-L1 (54). The matrix metalloproteinase (MMP) family is involved in angiogenesis, tumor invasion, and metastasis formation (55). MMP12 is expressed in a variety of tumors and can affect the tumor inflammatory response by affecting the secretion and expression of macrophages (56). Currently, it is believed that its expression function is bidirectional, that is, MMP12 expression in the tumor periphery can inhibit tumor growth while in the tumor, the expression promotes tumor growth (57) (58). At present, a study has shown that the high expression of MMP12 in the serum of COAD patients leads to the impaired overall survival of cancer patients (59). PLCB4 encodes the ß4 isoform of phosphoinositide-specific phospholipase C (PLC) isoenzymes, a superfamily orchestrating the metabolism of inositol lipids (60). PLCB4 is highly expressed in a variety of tumors and leads to a poor prognosis in cancer patients (61) (62). However, no study has specifically elucidated the mechanism of PLCB4 in the development of COAD. The association between PLCB4 expression and COAD needs further research.

The immune response in the TME is considered to be an important factor in determining tumor aggressiveness, progression, and response to immunomodulators (63). To explore the relationship of IMRGs with TIME, we analyzed the immune landscape based on immune and metabolic features. We evaluated the TME score in the high- and low-risk groups through the ESTIMATE package, while the high matrix score and the high immune score reflect the lower the purity of the tumor and the more conducive to tumor genesis and progression. In this study, the matrix score and ESTIMATE score were significantly higher in the high-risk group than in the low-risk group, which means that the IMRG risk score was positively correlated with the matrix score and ESTIMATE score and negatively correlated with tumor purity, which was unfavorable to the prognosis of cancer patients. The degree of immune infiltration significantly affects the prognosis of COAD (64). Combined with the differences in immune function scores and immune cell infiltration levels between the high- and low-risk groups. We found that the levels of T cells, B cells, mast cells, macrophages, plasma cells, and dendritic cells were all significantly higher in the patients, as seen in the IMRG low-risk group, as compared to the high-risk group. These tumor-infiltrating immune cells are the key components in regulating tumor development and treatment response (65), and play an important role in activating immune function and tumor suppression (66). Immunotherapy has been studied in a variety of solid tumors, including COAD (67), and the long-term immunotherapy-related responses and better prognosis of ICIs and MSI are significantly associated (68). The main predictive markers of treatment response in ICIs include PD-L1 expression and several biomarkers, including TMB and MSI (69). At present, although ICIs show better antitumor effects, this therapeutic intervention does not achieve the expected response in some patients (70). In particular, in COAD, only the dMMR/MSI-H tumors can achieve better clinical treatment benefits through ICI (71). In this study, we found a significant correlation between the IMRG risk score and the 45 immune checkpoint genes. However, in the high- and low-risk groups, we did not observe the expected differences in the key immune checkpoint genes CD274, CTLA-4, and PDCD1, a result that may affect the effect of immunotherapy in COAD patients. However, the IPS score showed that the CTLA-4 inhibitor alone achieved better immunotherapy in the low-risk group compared with the high-risk group. Therefore, we speculate that the IMRG risk score could facilitate the development of personalized immunotherapy strategies. Based on this study, we further investigated the correlation of the IMRG risk score with TMB and MSI. The proportion of MSI-H in the high-risk group in this study was significantly higher than that in the low-risk group, which indicates that patients in the IMRG high-risk group had a better immunotherapy benefit in COAD patients, which is basically consistent with previous reports. When we looked at the results of the analysis of the TMB group, we found that the TMB was significantly higher than that of the low-risk group. We also found that the IMRGs risk score was positively correlated with the TMB, which could be an indication of how well the high-risk group responded to immunotherapy. But combined with survival data, we found that the poor prognosis of patients with high-risk groups of mutation and immunotherapy may be the best way to solve the prognosis problem of patients with high-risk groups of mutation. Therefore, the IMRG risk score model we constructed may provide new insights for predicting immunotherapy in COAD patients. Finally, we evaluated the IC50 of different anticancer drugs in patients with high- and low-risk groups and screened potential effective treatments for high-risk groups with poor prognosis, such as bicalutamide, cisplatin, vinblastine, and paclitaxel. So, the IMRG risk score can be used as a possible predictor before chemotherapy in COAD patients, and choosing chemotherapeutic agents based on subtype helps to avoid drug resistance.

Our study demonstrates that the IMRG prognostic model constructed using a comprehensive analysis demonstrates the accuracy and clinical relevance of IMRG features by evaluation and validation of multiple datasets, including internal and external cohorts. Through immune landscape analysis and drug sensitivity screening of IMRG characteristics, our findings can help figure out the immunophenotype of COAD and design personalized immunotherapy regimens.



Conclusion

Our exhaustive analysis of IMRG has unearthed a wide variety of regulatory mechanisms that have an effect on the TME, immunological landscape, clinicopathological characteristics, and prognosis, as well as promising medications for the treatment of the illness. It will help us learn more about the molecular processes that cause COAD and give us ideas for new ways to treat illness.
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Supplementary Figure 1 | Validation of the prognostic IMRG risk score model. (A, B) The Lasso algorithm was used to construct the coefficients for genes with prognostic features; (C, D) Risk distribution, survival status, and related gene expression of IMRG risk score in the training set and test sets; (E, H) Comparison of the OS rate between the high-risk and low-risk groups in the training set and test sets; (F, I) Comparison of the progression free survival between the high-risk and low-risk groupsin the training set and test sets; (G, J) ROC curve of 1-, 3-, 5-year OS of IMRG risk score in the training set and test sets; (K, L) OS ratio of patients in the high- and low-risk groups in the training set and test sets; (M, N) Comparison of the OS rate between the high- and low-risk groups in the TGGA and GEO.

Supplementary Figure 2 | Correlation between IMRG risk score and clinical typing. (A) age; (B) gender; (C) stage; (D) T; (E) N; (F) M.

Supplementary Figure 3 | Independent prognostic analysis validation for the training and test sets. (A, B) The training set included univariate and multivariate Cox regression analysis based on IMRG risk score and clinicopathological characteristics; (C–E) The ROC curve in the training set evaluated the prediction effect of risk models at 1-, 3-, and 5-year; (F, G) The test set included univariate and multivariate Cox regression analysis based on IMRG risk score and clinicopathological characteristics; (H–J) The ROC curve in the test set evaluated the prediction effect of risk models at 1 -, 3-, and 5-year.

Supplementary Figure 4 | Correlation between IMRG risk score and immune cell subtypes. (A) Memory B cells; (B) Naive B cells; (C) Resting dendritic cells; (D) M0 macrophages; (E) M1 macrophages; (F) M2 macrophages; (G) Activated mast cells; (H) Resting mast cells; (I) Neutrophils; (J) Activated NK cells; (K) Plasma cells; (L) CD4 memory resting T cells; (M) T cells regulatory (Tregs).
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Inorganic pyrophosphatase (PPA1) encoded by PPA1 gene belongs to Soluble Pyrophosphatases (PPase) family and is expressed widely in various tissues of Homo sapiens, as well as significantly in a variety of malignancies. The hydrolysis of inorganic pyrophosphate (PPi) to produce orthophosphate (Pi) not only dissipates the negative effects of PPi accumulation, but the energy released by this process also serves as a substitute for ATP. PPA1 is highly expressed in a variety of tumors and is involved in proliferation, invasion, and metastasis during tumor development, through the JNK/p53, Wnt/β-catenin, and PI3K/AKT/GSK-3β signaling pathways. Because of its remarkable role in tumor development, PPA1 may serve as a biological target for adjuvant therapy of tumor malignancies. Further, PPA1 is a potential biomarker to predict survival in patients with cancer, where the assessment of its transcriptional regulation can provide an in-depth understanding. Herein, we describe the signaling pathways through which PPA1 regulates malignant tumor progression and provide new insights to establish PPA1 as a biomarker for tumor diagnosis.
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Introduction

In 1926, Kay et al. identified a synthetic hydrolysis system in various human tissues and body fluids that balance the inorganic phosphates present in the body (1). In 1967, inorganic pyrophosphatase was first purified from human erythrocytes with a molecular weight of 42 KD (2, 3). The study of human-associated inorganic pyrophosphatases is gradually approaching maturity. In the past decades, proteomic analysis based on two-dimensional polyacrylamide gel electrophoresis and mass spectrometry has revealed that the expression of PPA1 is significantly increased in lung adenocarcinoma (4), primary colorectal carcinoma (5), infiltrating ductal carcinoma of the breast (6), prostate cancer (7), gastric cancer (8), liver cancer (9), large B-cell lymphoma (10), and ovarian cancer (11), compared with that in the corresponding normal or paraneoplastic tissues. It is significantly expressed in lung and breast cancer (12). PPA1, an energy-metabolizing enzyme, is encoded by a housekeeping gene and is widely expressed in various tissues of the body. PPA1 differential expression in normal tissues and corresponding malignant tumors indicates its potential as a molecular target for screening, diagnosing, and treating malignancies as well as predicting patient prognosis. Further studies have revealed that PPA1 is positively correlated with the progression of various malignant tumors as a result of its ability to facilitate tumor proliferation, suppress tumor apoptosis (12–14), and promote tumor metastasis by participating in epithelial-mesenchymal transition (EMT)-related signaling pathways (8, 15–17). In addition, a new human PPase, phospho-lysine phospho-histidine inorganic pyrophosphate phosphatase (LHPPase), has been cloned, and a significant increase of this protein was found to be associated with hyperthyroidism, while a decrease was observed in thyroid tumors (18).

Tumor cells are highly plastic and undergo rapid proliferation, invasion, and metastasis (19). The widespread expression of a protein such as PPA1 in tumor tissues and cells implies that it plays an extremely important role in the development of this malignancy. Based on this consideration, we describe the basic structure, function of PPA1 and the characteristics of its enzymatic activity, and summarize its role in malignancies with potential molecular mechanisms.



Introduction of PPA1


Properties and structure of PPA1

PPases are often localized in the cytoplasm and are involved in the hydrolysis of PPi to form Pi. They also promote biological processes such as amino acid activation, nucleic acid polymerization, and nucleotide biosynthesis. Excessive accumulation of PPi can cause metabolic disorders in the body, leading to disease (3, 20) (Figure 1). A membrane-bound pyrophosphatase present in plants utilizes the energy of PPi hydrolysis for Na+ and H+ transport across the cell membrane (22). Further, a mitochondrial pyrophosphatase with catalytic subunits structurally and functionally similar to soluble PPases has also been reported (23–25). The three non-homologous families (I, II, and III) of soluble PPases display conserved functional elements with substantial overall sequence variation (26, 27). Family II pyrophosphatases (PPA2) in prokaryotes have poorly conserved protein residues, and family III pyrophosphatases (PPA3) are single structural domain proteins (20, 27). More closely associated with human organismal activity is the family I pyrophosphatase (PPA1), encoded by a housekeeping gene located on the long arm of chromosome 10 (28). Recent studies have shown that the crystal structure of human PPA1 can be determined at a resolution of 2.4 Å (29). It has a conserved dimeric structure that folds into a compact monomeric form with a molecular weight of 42 KD (3). The core is a substrate recognition site formed by a β-folded barrel-linked ring β5-β6, and the metal ion Mg2+ can bind to a binding groove near the β-folded barrel (20, 21, 29). The activity of PPA1 is closely associated with its function and is regulated by divalent cations. Such as free magnesium ions (Mg2+), it can stabilize PPase activity and act as a physiological activator (20, 30). The catalytic activity of PPase cannot be activated if there is a lack of divalent cations. The pH values also affect the hydrolytic activity of PPA1, with the highest activity at pH 6.5-7 (20). Pi, as an end product of the PPi hydrolysis, also inhibits the function of PPA1 to some extent (30). As an essential energy-metabolizing enzyme, PPA1 participates in various biosynthetic and metabolic pathways. Analyzing the differences between normal tissues and tumor tissues in terms of PPA1 enzymatic activity is beneficial to further investigate the potential role of PPA1 in the metabolic process for tumors. In a study by Shatton, J. B. et al., PPase activity was studied in a variety of rat tissues (31). The enzyme activity was significantly greater in liver and kidney tissues than in other tissues. Based on a per gram basis, PPase enzyme activity in liver is twice that of any other tissue at least, and 100 times greater than alkaline phosphatase activity, 13 times greater than glucose-6-phosphatase activity, and five times greater than ATPase activity. It is worth mentioning that the increase in enzyme activity in the tumor was pronounced (31). Furthermore, PPase activity is also affected by age and energy metabolism. Rats aged 24 months had a 2-fold greater liver activity of PPase than adult rats aged 4 months (32). PPase activity and expression increase in mice with short-term fasting, and refeeding reverse effect (33). Additionally, PPA1 has a self-assembly system that is dependent on the highly conserved amino acid residues Arg52 and Asp281. Nevertheless, PPA1 with mutated amino acid residues in self-assembly still exhibits enzymatic activity and promotes tumor cell growth, suggesting that self-assembly does not affect the biological function of PPA1 (21) (Figure 1).




Figure 1 | Diagram of the monomeric and dimeric structures of PPA1, and their modes of participation in PPi hydrolysis (21). (PDB code: mono 7BTN; dimer 7CMO).





Biological functions of PPA1

PPA1 does not function solely as a hydrolase, but is also involved in biosynthetic functions through other metabolic mechanisms. Precursors of nicotinamide adenine dinucleotide (NAD+) are presented in all living cells which play a key role as coenzymes in the metabolism of substances and energy production. High levels of NAD+ contribute to the rapid proliferation of tumor cells (34). It is proved that silencing PPA1 inhibits NAD+ metabolism, leading to cell cycle arrest and cell death by autophagy in Baker’s yeast (35). Recently, the role of PPA1 in maintaining systemic metabolic stability has been explored. Mice deficient in the PPA1 gene fed a high-fat diet exhibited impaired glucose tolerance and severe insulin resistance, accompanied by impaired adipose tissue development and ectopic lipid accumulation. Mechanistic studies suggest that PPA1, a target gene of PPARc, maintains mitochondrial function in adipocytes (36).

During mammalian neuronal cell development, Tezuka et al. found that PPA1 over-expression in a mouse neuroblastoma cell line (N1E115) inhibited neurite growth after treatment with neuronal differentiation agents through dephosphorylation of phospho-c-Jun N-terminal kinase 1 (p-JNK1) (37). The effect of PPA1 on JNK dephosphorylation also induces type I collagen synthesis and stimulates calcification of osteoblasts (38). Furthermore, PPA1 has been shown to play a vital role in mediating tumor proliferation, apoptosis, and metastasis in a JNK activation-dependent or -independent manner; this is discussed in detail below (13, 14, 17).




PPA1 promotes survival of malignant tumors

Owing to the extreme adaptability of malignancies, enhanced PPA1 expression suggests its requirement for tumor survival. In 2016, Luo et al. demonstrated that silence PPA1 in vitro reducing proliferation and promoting apoptosis in lung and breast cancer cells; the expression of cell cycle-related proteins p21 and p53 and cleaved caspase-3 was increased significantly, while the expression of proliferation-related protein Ki-67 was decreased (12). Similar findings were observed in diffuse large B-cell lymphoma (10), suggesting that the role of PPA1 in value-added apoptosis appears to be inextricably linked to p53. This was later confirmed in the lung cancer cell line H1299 (TP53 deficient), where silencing or overexpression of PPA1 did not affect the proliferation or apoptosis (12, 13). Wang et al. found that the proliferation and viability of colorectal cancer cells may be associated with upregulation of PPA1 and promotion of dephosphorylation of p-JNK1, while its expression did not affect the levels of p-ERK or p-p38 (14). Another study in lung cancer reported similar observations. Additionally, this significant increase in PPA1 expression inhibits apoptosis in lung cancer cells by dephosphorylating p-JNK1 at the peptide level (13) (Figure 2; Table 1).




Figure 2 | Signaling pathway of PPA1 in malignant tumor progression. PPA1, Inorganic pyrophosphatase; JNK-1, c-Jun N-terminal kinase 1; p53, p53 tumor suppressor homolog; p300, Histone acetyltransferase; Sp1, Sp1 transcription factor; PI3K, Phosphatidylinositol 3-kinase; AKT, AKT serine/threonine kinase; GSK-3β, glycogen synthase kinase 3 beta; Slug, snail family transcriptional repressor 2; Dishevelled, Dishevelled segment polarity protein 2 L homeolog; APC, APC regulator of WNT signaling pathway; Axin, Axin protein; p, Phosphorylation; ←, activation; ├, inhibition.




Table 1 | Role of inorganic pyrophosphatase (PPA1) in tumor progression.



Notably, expression of a pyrophosphatase active-inactivating mutant, PPA1 (D117A), abolished the PPA1-mediated apoptosis of the tumor, while inactivation of this active site also affected the dephosphorylation of p-JNK1 by PPA1 (13, 14). Whether PPA1 mediates tumor proliferation and apoptosis through dephosphorylation of JNK1 followed by regulation of p53 is not known, but some reports hint toward this possibility. Wang et al. eliminated the effect of PPA1 silencing on increased p53 expression levels using a JNK-specific inhibitor (SP600125) (14). Furthermore, microRNA (miR-545-3p) can target PPA1 to inhibit cell proliferation and invasion and enhance cisplatin resistance by increasing JNK phosphorylation in ovarian cancer (39) (Table 1).



PPA1 promotes metastasis of malignant tumors


PPA1 and EMT

The expression of PPA1 is significantly increased in the metastatic lymph nodes of malignancies, including gastric cancer (8, 40), colorectal cancer (14), ovarian cancer (16), and laryngeal squamous cell carcinoma (LSCC) (41) as assessed by immunohistochemistry or tissue microarrays, compared to that in controls. This means that PPA1 plays an essential role in the metastatic process of these tumors. Several functional experiments have confirmed this hypothesis. PPA1 over-expression in gastric cancer cell lines promotes its proliferation and increases its aggressiveness (8). Niu et al. studied the relationship between PPA1 and ovarian cancer tumorigenesis. They showed that PPA1 knockdown reduced the invasiveness and migration of ovarian cancer cells, and PPA1 expression was associated with EMT process. PPA1 silencing increases the expression of epithelial-specific marker E-cadherin and decreases the expression of mesenchymal-specific markers N-cadherin, vimentin, and smooth muscle actin (15). PPA1 also promotes the aggressiveness of tumor cells in ovarian cancer, and a positive correlation between β-catenin and PPA1 expression has been demonstrated (15, 16). In EMT process, tumor cells lose their ability to adhere and more easily metastasize via the blood or lymph to other locations (42, 43). Thus, PPA1 is most likely involved in tumor metastasis by promoting EMT.



Regulation of EMT via Wnt/β-catenin signaling

The Wnt signaling pathway initiates intracellular signaling and plays an essential role in cell proliferation, differentiation, and tumor formation. β-catenin-T-cell factor (TCF)/lymphoid-enhancer factor is the hub of Wnt signaling pathway, and large amount of evidence suggest that it is involved in stemness, metabolic reprogramming, immune evasion, and therapeutic resistance of cancer cells (42, 43). Li et al. found that β-catenin expression was reduced after PPA1 silencing in ovarian serous carcinoma. In their work, total β-catenin, but not nuclear- or cytoplasm-derived β-catenin, were assayed, suggesting that PPA1 expression may play a role in the β-catenin signaling activation (16). An in-depth analysis of PPA1 showed that PPA1 silencing induces a slight reduction in the nuclear translocation of β-catenin, as well as a decrease in the transcriptional activity of TCF in the nucleus. In addition, EOC cell lines overexpressing PPA1 were treated with a series of Wnt/β-catenin specific inhibitors, in which the glycogen synthase kinase-3 beta (GSK-3β) inhibitor (KY021111) blocked the nuclear translocation of PPA1-promoted β-catenin (15). Nuclear translocation of β-catenin in the Wnt/β-catenin signaling pathway is a key process in Wnt activation. When GSK-3β phosphorylates β-catenin, it is hydrolyzed by intracytoplasmic proteases, resulting in the inability of intracellular β-catenin to accumulate and translocate to the nucleus to activate the corresponding transcription factors (44). The use of GSK-3β inhibitors blocks the process by which PPA1 promotes β-catenin nuclear translocation, implying that PPA1 promotes EMT in ovarian cancer by participating in β-catenin dephosphorylation (Figure 2; Table 1).



Regulation of EMT via PI3K/AKT/GSK-3β signaling

The phosphatidylinositol 3-kinase (PI3K) and its downstream molecule AKT serine/threonine kinase (AKT), have been shown to be closely associated with tumor EMT, and activation of PI3K/AKT leads to the inhibition of epithelial characteristics and expression of mesenchymal proteins (45, 46). Guo et al. found that PPA1 acts as an activator of the PI3K/AKT/GSK-3β pathway and participates in the development of EMT induced by transcription factor Slug, thereby promoting breast cancer proliferation and metastasis (17). However, PPA1 is not directly upstream of PI3K, and their molecular interactors have not yet been reported. Elevated expression of p-PI3K (Tyr458) promotes phosphorylation of AKT (Ser473) and GSK-3β (Ser9) (17). Phosphorylated GSK-3β is degraded, releasing snail and β-catenin, which enter the nucleus to inhibit the transcriptional activity of E-cadherin (17, 47). Inhibition of E-cadherin during EMT causes epithelial cells to lose their ability to adhere and transform into a mesenchymal state (48). Slug, Twist, and zinc finger E-box-binding homeobox 1, which are transcription factors positively regulating the EMT program, were assessed and only Slug was found to be regulated by PPA1, where silencing PPA1 resulted in reduced Slug protein expression levels (17) (Figure 2; Table 1).




PPA1, a biomarker for predicting survival prognosis

Analysis of several types of malignancies showed that PPA1 expression was closely correlated with clinicopathological staging. The higher the grade and stage of the tumor tissue, the higher the PPA1 expression. This has been observed in gastric cancer (8, 40), epithelial ovarian cancer (15), and colorectal cancer (14). The results of univariate and multivariate analyses have shown that PPA1 expression could also be used as a predictor of postoperative survival in clinical patients and as an independent predictor of overall survival (OS) (13, 14, 40, 49). PPA1 expression is significantly associated with intrahepatic cholangiocarcinoma (ICC) development, including tumor size, lymph node metastasis, differentiation, and TNM stage. Patients with PPA1-overexpressing tumors have reduced OS and higher recurrence rates than those with low PPA1 expression (49). More prominently, the expression of PPA1 is significantly higher in patients with advanced gastric cancer and in those with a poorer prognosis. However, there is no significant relationship between PPA1 expression and histological differentiation of gastric cancer (40). Overall, in malignancies with significantly increased PPA1 expression, PPA1 expression implies poor survival of patients.



Transcriptional regulation of PPA1

Reports on the transcriptional regulation of PPA1 are scarce. In breast cancer cell line MCF7, Mishra et al. found three putative Sp1 binding sites in the promoter region of PPA1, which exhibited the highest transcriptional activity. Sp1 is a constitutive transcription factor located in the sequence of many housekeeping genes that play a regulatory role. It is overexpressed in many cancers and is associated with poor prognosis (50). Further validation showed that Sp1 activates PPA1 promoter activity, upregulates protein expression, and increases chromatin accessibility. Histone acetyltransferase (p300) activates the promoter activity of PPA1 induced by Sp1 (51). Notably, the CDK inhibitor (p16) expresses the key regulatory factor Sp1 which is required to maintain the activity of the proximal promoter necessary for p16 expression. This proximal promoter can also be modified by p300, which interacts directly with the reverse transcriptional activation domain of Sp1 and is recruited to the p16 promoter (50). Additionally, the PPA1 promoter may undergo local chromatin remodeling because of histone acetylation/deacetylation (51) (Figure 2). At the post-transcriptional level, PPA1 mRNA expression can be repressed by miR-545-3p, while circ_0067934, a molecular sponge of miR-545-3p, promotes the expression of PPA1 (39). It is expected that more miRNAs will be discovered and applied to clinical therapeutics targeting PPA1 in the future.



Future perspectives

As the number of newly diagnosed cancer patients and cancer survivors continues to grow each year, it is tremendous pressure and burden on patients who are battling cancer and society at large (52, 53). It is an urgent need to discover effective biomarkers for diagnosis, treatment and prediction of patient survival. PPA1, an enzyme indispensable for maintaining energy metabolism, excels in the progression of several malignancies, regulating tumor cytogenesis development through the JNK/p53, Wnt/β-catenin and PI3K/AKT/GSK-3β signaling pathways. Based on this, we summarized the small molecule inhibitors (such as JNK-IN-8 (54), BKM120 (55) and Capivasertib (56)) targeting the above pathways for malignancy treatment, and found the feasibility and development potential of such therapeutic strategies (39, 57, 58). We also focused on PPA1 whose knockdown represses malignant abilities, such as tumor proliferation and migration. We noticed that designing small-molecule inhibitors to target PPA1 is a promising therapeutic strategy. To this end, designing molecular inhibitors of PPA1 or exploring more miRNAs to regulate PPA1 expression in malignant tumors, or combining with JNK (54) or PI3K-AKT inhibitors (55, 56, 59, 60) may be sensible choices.

Tumor microenvironment and metabolic reprogramming play a vital role in malignant tumor progression. PPA1, an energy metabolism-related enzyme, maintains the cellular metabolism in mitochondria and the expression of the key metabolite NAD+ (57, 61). Therefore, new therapeutic strategies targeting PPA1 need to be investigated, to curb the metabolic plasticity of tumors, either to be used as a standalone therapy or in combination with chemotherapy and other adjuvant therapies (Figure 3). We also propose that as PPA1 upregulation has been associated with high recurrence rates and low survival rates in patients with malignant tumors, PPA1 has substantial potential to be a reliable indicator of survival and prognosis in patients with tumors.




Figure 3 | Targeting PPA1 to develop future therapeutic strategies.
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Immunotherapy has become a successful therapeutic strategy in certain solid tumors and hematological malignancies. However, this efficacy of immunotherapy is impeded by limited success rates. Cellular metabolic reprogramming determines the functionality and viability in both cancer cells and immune cells. Extensive research has unraveled that the limited success of immunotherapy is related to immune evasive metabolic reprogramming in tumor cells and immune cells. As an enzyme that catalyzes the final step of glycolysis, lactate dehydrogenase A (LDHA) has become a major focus of research. Here, we have addressed the structure, localization, and biological features of LDHA. Furthermore, we have discussed the various aspects of epigenetic regulation of LDHA expression, such as histone modification, DNA methylation, N6-methyladenosine (m6A) RNA methylation, and transcriptional control by noncoding RNA. With a focus on the extrinsic (tumor cells) and intrinsic (T cells) functions of LDHA in T-cell responses against tumors, in this article, we have reviewed the current status of LDHA inhibitors and their combination with T cell-mediated immunotherapies and postulated different strategies for future therapeutic regimens.




Keywords: LDHA, lactate, T cell responses, tumor, metabolic reprogramming



Introduction

Nowadays, a tumor still represents a grave life threat to humanity and has become the leading cause of mortality. The conventional regimens for tumors still rest on surgery, radiotherapy, and chemotherapy, whereas the curative efficiency and efficacy have not been satisfactory (1). Hopefully, immunotherapy, as a new generation of tumor therapy, aims to challenge or mobilize the immune system to control and destroy tumor cells (2). T cells are a category of crucial components of the immune system, with activated T cells mediating the engagement of the immune system in the elimination of malignant tumor cells. Over the past decades, T cell-mediated immunotherapies, such as immune checkpoint blockade (ICB) therapy and adoptive T-cell therapy (ACT), have gained considerable therapeutic successes in a certain range of solid tumors and hematological malignancies, which promise the dawn for a complete remission of tumors (3). Unfortunately, this immunotherapeutic efficacy is frequently hindered in many other solid tumors. In addition, a wealth of studies have revealed that the immunotherapeutic inefficiency is implicated with cellular metabolic reprogramming of tumor cells and T cells (4).

Cellular metabolic reprogramming determines the functionality and viability of both cancer cells and T cells (5). Metabolic reprogramming, particularly glucose catabolism, is a hallmark of tumors (6). Tumor cells represent a transition in glucose utilization from mitochondrial oxidative phosphorylation to glycolysis, even in the presence of oxygen, to form lactate and ATP, a process known as aerobic glycolysis or the “Warburg effect” (7). This metabolic rewiring commonly results in a nutrient-depleted, acidic, and hypoxic immunosuppressive tumor microenvironment (TME). With respect to T cells, metabolic reprogramming is related to their activation and differentiation. Generally, naive T cells have a low glycolytic level and mainly rely on mitochondrial oxidation of fatty acids (FAO) for energy during the quiescence state. On activation, effector T cells switch to aerobic glycolysis or simultaneously upregulate oxidative phosphorylation to meet the energy and anabolic demands while inhibiting FAO (8). Thus, aerobic glycolysis exerts profound impacts on T cell-mediated antitumor immunity in the TME, as illustrated in the increased glycolytic metabolism in melanoma cells, which explicates the resistance to ACT and ICB (9, 10).

One of the key enzymes involved in glycolysis is lactate dehydrogenase A (LDHA), the catalyst of the conversion of pyruvate to lactate with the oxidation of nicotinamide adenine dinucleotide dehydrogenase (NADH) to NAD+ (11). Current knowledge has established that LDHA is involved in tumor initiation, development, progression, invasion, metastasis, angiogenesis, and immune escape (12). Additionally, LDHA functions as a biomarker for tumor diagnosis and prognosis (11, 12). Accordingly, LDHA has become an attractive target for possible pharmacological approaches in cancer therapy. In this review, we illustrated the LDHA structure, location, and biological features as well as the epigenetic mechanisms of LDHA expression. With a focus on the extrinsic (tumor cells) and intrinsic (T cells) effects of LDHA on T-cell responses against tumors, we reviewed the prevailing studies on LDHA-targeted therapies in order to address the prospect of LDHA inhibitors combined with T cell-mediated immunotherapy as a therapeutic strategy.



The structure, cellular localization, and biological features of LDHA

LDHA is a protein with 332 amino acids, which is encoded by LDHA genes with eight exons located on chromosome 11p15.1 (13). As well acknowledged, LDHA is a constituent subunit (M) of LDH in combination with LDHB subunit (H) to form five active LDH isoenzymes (Figure 1A), i.e., LDH-1 (4H), LDH-2 (3H1M), LDH-3 (2H2M), LDH-4 (1H3M), and LDH-5 (4M) (13). Of note, LDH1 and LDH5 are commonly known as LDHB and LDHA, respectively. LDHA is favored in low-oxygen tissues and is more effective in catalyzing pyruvate to lactate; conversely, LDHB prefers to exist in tissues with a potent aerobic metabolism and preferentially converts pyruvate to acetyl coenzyme A for entry into the tricarboxylic acid cycle (TAC) (14). As validated in a number of studies, the LDHA expression is upregulated in cancer cells (12, 15) in contrast to the approximately intact expression levels of LDHB in normal and carcinomatous tissues (12).




Figure 1 | The structure of the lactate dehydrogenase A (LDHA) subunit. (A) LDH isoenzymes are LDH-1 (4H), LDH-2 (3H1M), LDH-3 (2H2M), LDH-4 (1H3M), and LDH-5 (4M). (B) Tertiary structure of an LDHA subunit. LDHA contains 332 amino acids. The N-terminal region possesses an unstructured region formed by 20 amino acids to interact with the C-terminus of another adjacent subunit. Residues 99-110 form the conformation of a flexible “active site loop,” and Arg105 is responsible for the trapping of adhered pyruvate. Residues 20-162 and 248-266 constitute the cofactor-binding site, which is characteristic of three parallel β-strands enclosing two α-helices. Residues 163-247 and 267-331 comprise the mixed α/β substrate-binding domain.



The structure of LDHA subunit has been unfolded (Figure 1B). Its N-terminus possesses a haphazard region formed by 20 amino acids to interact with the C-terminus of an adjacent subunit, a critical clue to the formation of LDH (16, 17). The residues 99-110 form the conformation of a flexible “active site loop,” which is often referred to as the substrate specificity loop and contributes to the LDHA catalysis (18). The well-preserved Arg105 in this loop is responsible for the trapping of adhered pyruvate (19, 20) via contact with nucleotides and substrates for stabilization (21). In addition, the residues 20-162 and 248-266 constitute the larger Rossmann domain, which is characteristic of three parallel β-strands enclosing two α-helices, i.e., the cofactor-binding site (22). At this site, NADH cofactors chiefly bind to four residues (Asp168, Arg171, and Thr246 and the catalytic His195) located in a groove of the central β-sheet (22–25). These residues are significantly involved in the catalytic activity of LDHA owing to the assembly of the geometry of the catalytic sites (22). The residues 163-247 and 267-331 comprise the mixed α/β substrate-binding domain. The substrates, such as pyruvate, interact with three residues (Arg171 and Thr246 along with Ala236) (19). The active site loop, the cofactor-binding site, and the substrate-binding site compose a certain spatial conformation and jointly contribute to the catalysis of LDHA. Consequently, these sites will become the ideal venue for the performance of the inhibitors.

The efforts revealed that the catalytic reaction followed an ordered event. First, NADH binds to the cofactor-binding site with His195. Thereafter, the substrate pyruvate interacts with the substrate-binding site and Arg105. Finally, the active site loop is enclosed to form a desolvated ternary complex, thereby facilitating the hydride transfer (19, 26). Notably, His195 functions as a proton donor that could transfer a hydride ion from the nicotinamide ring of NADH to the carbonyl C-atom of the pyruvate, ultimately triggering a reaction to complete the oxidation of NADH to NAD+ and the release of NAD+ and lactate (27, 28).

LDHA is located also in the cytoplasm, mitochondrial matrix, and nucleus (12, 29, 30). In the liver, LDHA is mostly present in the mitochondrial matrix, whereas it is mainly localized in the cytoplasm of cancer cells (31, 32). However, regardless of its presence in the mitochondria or cytoplasm, LDHA is mainly implicated in glycolysis (12, 29). In the nucleus, LDHA is likely involved in DNA duplication and transcription via its function as a single-stranded DNA-binding protein (SSB) (30). Another report described that nuclear LDHA induced the production of α-hydroxybutyrate and disruptor of telomeric silencing 1-like (DOT1L)-mediated histone H3K79 hypermethylation in a noncanonical manner of enzyme activity (33). These findings illuminate the avenue to elucidate the novel role of LDHA in the body.



The epigenetic regulation of the LDHA expression

With the discovery of LDHA, the mechanisms underlying its expression have been extensively mined. The details of regulatory mechanisms, such as transcription factors and posttranslational modification regulations, have been summarized (34, 35). In the section below, we focused on the LDHA expression profiles from the perspective of epigenetic modifications, such as histone modification, DNA methylation, N6-methyladenosine (m6A) RNA methylation, and noncoding RNA (Figure 2).




Figure 2 | The epigenetic regulation of the LDHA expression. LDH expression can be regulated by epigenetic modifications, such as histone modification, DNA methylation, m6A RNA methylation, and noncoding RNA. LDHA, lactate dehydrogenase A; JMJD2A, Jumonji domain-containing protein 2A; SIRT6, sirtuin 6; CDS, coding sequence; METTL3, methyl-transferase-like 3; YTHDF1, YTH domain-containing family protein 1.




Histone modification

Histones are the basic structural proteins of eukaryotic chromosomes. The N-terminal amino tail of core histone can undergo posttranslational modifications, including methylation, acetylation, phosphorylation, glycosylation, and ubiquitination, which affect gene transcription (36).

Histone methylation is a modification primarily in arginine and lysine, which is a reversible process regulated by histone methyltransferase (lysine methyltransferase, arginine methyltransferase) and histone demethylase to jointly affect the expression of target genes (36). Jumonji domain-containing protein 2A (JMJD2A) is a histone demethylase. In patients with nasopharyngeal carcinoma (NPC), the JMJD2A level was reported to be positively correlated with the LDHA expression (37), further demonstrating the JMJD2A-regulated LDHA expression at the level of transcription by the combination with the LDHA promoter region (37). Histone acetylation is also a modification dynamically regulated by histone acetyltransferase and histone deacetylase (HDAC), which plays a pivotal role in nucleosomal assembly, structural maintenance of chromatin, and gene transcription (36). Furthermore, histone deacetylase sirtuin 6 (SIRT6) negatively regulates the main glycolytic genes including LDHA (38). In nasal polyp fibroblasts, the decreased expression of SIRT6 resulted in the upregulation of LDH (39).

With respect to the effects of other histone modifications on the LDHA expression, further work is needed.



DNA methylation

DNA methylation is a process in which the DNA methyltransferase (DNMT) utilizing S-adenosylmethionine (SAM) as the methyl donor transfers the methyl group to the cytosine 5 site of the genomic CpG islands to construct 5-methylcytosine (m5C) (40). In the normal human genome, the CpG islands are in a non-methylated state, whereas the aberrant hypermethylation of certain CpG islands can lead to the corresponding gene silencing (40). LDHA is located on the short arm of chromosome 11, a hot spot for hypermethylation in human tumors (41). Researchers analyzed The Cancer Genome Atlas (TCGA) database and identified the remarkably higher LDHA methylation in pancreatic cancer tissues (42). Furthermore, PCR uncovered that the CpG island in the promoter region of the LDHA gene was indeed methylated (43). There is a similar result reported in the mutant isocitrate dehydrogenase (IDHmut) glioma that the LDHA promoter showed increased methylation, leading to its low expression (44). Not surprisingly, the loss of the promoter methylation of LDHA and the higher LDHA expression were evidenced in the IDHnut aggressive glioma (45, 46). Thus, the demethylating agent 5-aza-2′-deoxycytidine could restore the LDHA expression in the retinoblastoma cell line NCC-RbC-51 (43). More importantly, the demethylation of certain CpG sites in the promoter region results in the alteration of LDHA expression contributing to the development of tamoxifen resistance in the breast cancer cell line MCF-7 (47). These findings validate the impact of DNA methylation of LDHA on the patient’s response to chemotherapy in clinical treatment.



N6-methyladenosine RNA methylation

The m6A RNA methylation occurs at the N6-position of adenine in RNA, which regulates RNA splicing, translocation, stability, decay, and translation into proteins (48). The m6A modification involves three kinds of crucial protein factors, including methyltransferases (writers), demethylases (erasers), and methylation-binding proteins (readers) (48). To date, only one study revealed that the writer METTL3 enhanced the expression of LDHA (49). Mechanistically, the coding sequence (CDS) of LDHA mRNA is the methylation region for m6A, rather than 5′-untranslated region (5′-UTR) or 3′-UTR. Then, METTL3 induced the LDHA transcription via the stabilization of the mRNA of hypoxia-inducible factor (HIF)-1α, further enhancing the YTH domain-containing family protein 1 (YTHDF1)-mediated translation of LDHA (49). However, more efforts are needed to elucidate the regulatory effect of the m6A modification of LDHA.



Noncoding RNA

Noncoding RNA refers to RNA that can be transcribed but cannot encode protein, including microRNAs (miRNAs), circular RNAs (circRNAs), and long noncoding RNAs (lncRNAs). Among them, miRNAs with a length of approximately 20–22 nucleotides function as crucial regulators of the gene expression by binding to the 3′-UTR of the target mRNA to inhibit the translation or promote the mRNA degradation (50). Until now, emerging evidence has confirmed the roles for miRNAs in the regulation of LDHA. In colorectal cancer, several miRNAs, such as miR-34a/c, miR-369-3p, miR-374a, and miR-4524a/b, directly bound the 3′-UTR of the mRNA of LDHA to inhibit the LDHA expression (51). Interestingly, there is a point mutation in the 3′-UTR of LDHA (rs18407893 at 11p15.4) in HCT116 colon and BxPC3 pancreatic cancer cells as well as four of 30 samples Aspire of colorectal cancer tissues. This mutation eliminated the binding of miR-374a (51). In addition, miR-200c, miR-449a, miR-30d-5p, miR1271, miR-142-3p, and miR-383 also directly regulated LDHA in different tumors (52–57). Indeed, miR-200c in bladder cancer and miR-449a in non-small-cell lung cancer cell lines were downregulated, enhancing the LDHA level (52, 53). Moreover, several miRNAs (including miR-92-1) indirectly govern the LDHA expression by stabilizing the HIF-1α (58, 59).

circRNAs are another kind of noncoding RNA and are also involved in the regulation of the LDHA expression. A study unveiled that circSLC25A16 interacted with miR-488-3p/HIF-1α to activate LDHA by promoting its transcription in non-small-cell lung cancer (60). Likewise, circ-CNST/miR-578 and circATRNL1/miR-409-3P regulated LHDA in osteosarcoma (61, 62). In pancreatic ductal adenocarcinoma (PDAC), circSLIT2 functioned as a miRNA sponge to target the miR-510-5p/c-Myc axis to activate the transcription by binding to the promoter region of LDHA (63). In addition, circPDCD11 enhanced the LDHA expression by sponging miR-432-5p in triple-negative breast cancer (64). In brief, circRNAs functioned as a miRNA sponge to promote the LDHA expression.

Long noncoding RNAs (lncRNAs) are an important subset of noncoding RNAs, which are the key regulators of gene expression. Recent research authenticated that LINC01207 interacted with miR-1301-3p, the immediate upstream of LDHA (65). In gastric cancer, lncRNA-HAGLR sponged miR-338-3p while LDHA was the direct target of miR-338-3p (66). Additionally, a recent study demonstrated that lncRNA-NEAT1 sponged miR-410-3p to downregulate its expression, thereby inhibiting LDHA in intestinal epithelial cells (IECs) (67).




The extrinsic (tumor) and intrinsic (T cells) effects of LDHA on T-cell responses to tumors


The effect of lactate dehydrogenase A in tumor on T-cell responses

Numerous studies have confirmed the elevated LDHA levels in several different cancer types and highly expressed LDHA-mediated tumor immune escape by inhibiting immune killing and promoting immunosuppression (12, 68). In tumor cells, LDHA catalyzes the conversion of pyruvate to lactate, then excessive intracellular lactate is excreted from the cytoplasm by monocarboxylate transporters (MCTs) into the TME, thus resulting in an extracellular acidic microenvironment. Researchers have proposed that the LDHA-lactate-acidic microenvironment can establish a barrier for the T-cell response (Figure 3A). The T-cell response is dependent on antitumor effector cells including CD4+ and CD8+ cells, which orchestrate and perform the antigen-specific killing of cancer cells, respectively. CD4+ T cells comprise numerous subsets, such as T helper 1 (Th1) cells that possess a significant antitumor activity and regulatory T (Treg) cells that have an immunosuppressive role and protect tumor cells from other killer cells. CD8+ cells are critically important in direct killing of tumor cells via the induction of apoptosis and cytokine secretion [interferon (IFN)-γ, granzyme B].




Figure 3 | The extrinsic and intrinsic roles of lactate dehydrogenase A (LDHA) in T-cell responses to tumors. (A) In the tumor, LDHA catalyzed the conversion of pyruvate to lactate; then, intracellular excessive lactate was excreted from the cytoplasm by MCT into the TME, thus resulting in an extracellular acidic microenvironment with a low pH. The LDHA-lactate-acidic microenvironment established a barrier for T-cell response. MCT, monocarboxylate transporter; TME, tumor microenvironment. (B) In activated T cells, when naive T cells were activated with anti-CD3 and anti-CD28, the TCR signaling promoted the activation of PDHK1, suppressing the mitochondrial import of pyruvate. Meanwhile, the TCR induced the LDHA expression through PI3K/AKT signaling in activated T cells, then catalyzed lactate production. LDHA deficiency in CD4+ T cells impaired the cell activation and proliferation and the Th17 cell differentiation mediated by the defective termination of the AKT-regulated Foxo1-dependent gene expression program. In CD8+ T cells, LDHA deficiency resulted in defective cell expansion via impairment of AKT and Foxo1 phosphorylation. Moreover, the LDHA inhibition combined with IL-21 promoted the differentiation into Tscm. PDHK1, pyruvate dehydrogenase kinase 1; PI3K, phosphoinositide 3-kinase; Tscm, T memory stem cells.



LDHA in tumors negatively affects the immune cell infiltration (9, 69). In a mouse model of melanoma and pancreatic tumor with low or null LDHA, the infiltration and activation of CD8+ T cells and NK cells were enhanced, and these infiltration cells produced the increased IFN-γ and granzyme B (69, 70). Similar results have been found in breast tumors that the shRNA-mediated reduction of LDHA enhanced the infiltration of CD3+ and CD4+ T cells (71). Additionally, LDHA was negatively associated with the T‐cell activation markers (granzyme K and CD25) in human melanoma (69). Moreover, the infiltration of Treg cells was attenuated (70). However, a study reported that renal cell carcinoma (RCC) with a high expression of LDHA showed significant multiplication of T cells (including CD3+, CD8+, and Foxp3+ T cells) and decreased effector molecules (granzyme B and perforin) in these tumor-infiltrating T cells (72), suggesting that RCCs are infiltrated by functionally inactive cytotoxic T cells. These findings indicate that the modulation by LDHA has more effect on the activity than on the population of T cells.

The regulatory effect of LDHA on immune escape by infiltrating T cells is mainly dependent on the excessive lactate secretion from tumor cells to the TME, which might reach levels of up to 10–40 mM over 10 times greater than physiological lactate concentrations (73). High lactate levels could increase Treg cells through a lactate-based nuclear factor (NF)-κB activation and FoxP3 expression as well as drive Foxp3 metabolically reprogrammed T cells to allow Treg cells to work efficiently (74, 75). Furthermore, Treg cells actively absorbed lactate via MCT1 and promoted the expression of programmed death 1 by enhancing the nuclear factor of activated T cell (NFAT)-1 translocation into the nucleus (76). Moreover, lactate attenuated the differentiation of the antitumoral Th1 subset by triggering the SIRT1-mediated transcription factor T-bet deacetylation (75), while sodium lactate induced the Th17 differentiation (77). In acute myeloid leukemia (AML), lactate induced the exhaustion of CD8+ T cells by altering the lytic granule exocytosis and promoting a higher PD-1 expression (77, 78). However, in mice bearing transplanted MC38 tumors, subcutaneous administration of sodium lactate increased the proportion of stem-like T cell factor-expressing CD8+ T cells among intratumoral CD3+ cells, and its potential mechanism was mediated by enhancing the acetylation at H3K27 of the Tcf7 super enhancer locus to increase the Tcf7 gene expression (79). Furthermore, lactate anions increased the T cell receptor-dependent cytokine production via the glyceraldehyde phosphate dehydrogenase (GAPDH)-mediated posttranscriptional pathway, which promotes the antitumor function in vivo (80). Additionally, once the concentration of lactate is above 20 mM, it induced the apoptosis of CD8+ T and Natural Killer cells (69).

These above studies only focused on the effect of lactate molecules on T cells without considering that lactic acid and the acidification of the TME with low pH caused by lactate have an impact on T cells. The research revealed that lactic acid impeded the infiltration of CD8+ T cells by promoting the interleukin (IL)-23 expression and secretion (81, 82). Moreover, lactic acid blunted the proliferation, degranulation, motility, and expression of effector molecules (IFN-γ, granzyme, and perforin) (83–85). Mechanically, lactic acid impaired the TCR-triggered phosphorylation of p38 and c-Jun N-terminal kinase/c-Jun in Cytotoxic T lymphocytes, which is involved in IFN-γ production (84). Another study reported that lactic acid prevented the translation of IFN-γ by allowing GAPDH to bind to IFN-γ mRNA (77, 86). Therefore, the CTL function could be restored after treatment with lactate-free medium (83). The acidification of the TME also decreased the IFN-γ production by downregulating the NFAT in T and NK cells, triggering a tumor immune escape (69). Similarly, acidic conditions impaired the antitumor immunity by disturbing the calcineurin-mediated nuclear translocation of NFAT (87). The pH values within the TME mostly decrease between 6.0 and 7.0, but the lowest pH could reach 5.6 (88, 89). The reduced extracellular pH impaired almost all aspects of the CD8+ and CD4+ lymphocyte function: activation, cytotoxicity, chemotaxis, motility, and proliferation (89–91). Furthermore, lactate and decreased pH showed a synergistic effect on T cells by inducing apoptosis after 24 h and reducing the IFN-γ and IL-2 production (83). Numerous studies have proven that neutralization of the acidic TME with proton pump inhibitors or bicarbonate can restore T-cell function to improve antitumor responses to immunotherapy (91, 92).

In summary, the LDHA-lactate-acidic microenvironment establishes a barrier not only for T-cell numbers but also for T-cell responses. As the initiator, LDHA is a promising target for immunotherapy.



The effect of LDHA in T cells on T-cell responses

It is instructive to note that aerobic glycolysis is a hallmark of activated T cells, which indicates the intrinsic role of LDHA in T-cell responses (Figure 3B). When naive T cells were activated with plate-bound anti-CD3 and anti-CD28, TCR signaling promoted the activation of pyruvate dehydrogenase kinase 1 (PDHK1), suppressing the mitochondrial import of pyruvate (93). Meanwhile, TCR induced the LDHA expression through the phosphoinositide 3-kinase (PI3K)/AKT signaling in activated T cells and then catalyzed the lactate production (94, 95). Indeed, LDHA induced the immature thymocyte antigen-1 (IMT-1) expression from the cytoplasm to the cell surface membrane during the thymocytic differentiation, the process of which is critical for the selection of thymocytes (96). However, LDHA deficiency in CD4+ T cells did not affect the thymic development of Treg cells or T-cell homeostasis (97). Furthermore, LDHA deficiency impaired the T-cell activation, proliferation, and migration and the Th17 cell differentiation partly mediated by the defective termination of the Akt-regulated Foxo1-dependent gene expression program (95). LDHA promoted the IFN-γ expression by maintaining high levels of acetyl coenzyme A to enhance the histone acetylation and transcription of IFN-γ but not via a 3′-UTR-dependent mechanism of translation in vivo (97). In addition to CD4+ T cells, LDHA deficiency resulted in a defective CD8+ T-cell expansion and differentiation by impairing the Akt and Foxo1 phosphorylation (94). Moreover, LDHA regulated the differentiation of CD8+ T-cell effectors into T memory stem cells (Tscm). LDHA inhibition combined with IL-21 in vitro promoted the formation of Tscm with increased antitumor activity in vivo after adoptive transfer (98).

Taken together, the above evidence indicates that targeting LDHA to modulate the effector functions of T cells in antitumor responses is an efficient strategy for immunotherapy.




Combining LDHA inhibitors with T cell-mediated immunotherapy

In the light of the important role of LDHA in oncology, selective LDHA inhibition can be deemed as a potentially safe target. To date, significant progress has been achieved in the discovery and development of selective small-molecule LDHA inhibitors. Recently, there are more researchers who reviewed the state of the LDHA inhibitors (99–103). Albeit the inhibitors with a promising antitumor activity both in vitro and in vivo have been revealed, none of them showed any real clinical benefit. Only one phase III clinical trial of gossypol combined with docetaxel and cisplatin scheme in advanced non-small-cell lung cancer with apurinic/apyrimidinic endonuclease 1 high expression was conducted by the Third Military Medical University (ClinicalTrials.gov Identifier: NCT01977209). The purpose of this study was to find out whether gossypol can improve the sensitivity of the cisplatin-based chemotherapy. However, no study results were posted for this study (Source of information: ClinicalTrials.gov). This is probably due to some reasons: one is that very few clinical applications associated with LDHA inhibition until the relationships between LDHA and aerobic glycolysis were recently discovered. Another reason is that a high serum LDHA is only considered as a robust biomarker of a poor prognosis (103). Meanwhile, the nature of the LDHA structure has not been understood for a long time (102). Moreover, the highly unspecific toxicity or the limited membrane permeability of inhibitors is also a limiting factor (100). Therefore, a progressive increase in the discovery of new LDHA inhibitors with improvement in selectivity, inhibitory activity, low toxicity, and delivery is hopefully accessible in the clinic soon.

Given the role of LDHA in T-cell responses, the combination of LDHA inhibition with T cell-mediated immunotherapy holds promise to patients with tumors. The combination of LDHA depletion with anti-human prostate-specific membrane antigen (hPSMA)-Chimeric antigen receptor T cell therapy could significantly retard tumor growth (104). Moreover, a recent study reported that the shRNA-mediated blockade of LDHA improved the efficacy of anti-PD-1 therapy by enhancing T-cell infiltration in melanoma (70). ML-05 is a novel potent LDHA inhibitor. In a mouse model of B16F10 melanoma, intratumoral injection of ML-05 significantly suppressed tumor growth and released an antitumor immune response of T-cell subsets (Th1 and GMZB+CD8 T cells) in the TME. Furthermore, ML-05 treatment combined with anti-PD-1 antibody or stimulator of interferon genes protein (STING) could enhance the antitumor activity in the B16F10 melanoma model (105). Unfortunately, the clinical success of treatment strategies that combine LDHA inhibitor with T cell-mediated immunotherapy is lacking.



Current challenges and future directions

Cellular metabolic reprogramming, such as aerobic glycolysis, is a marked feature of tumor cells and immune cells in the TME. As an enzyme that catalyzes the final step of glycolysis, LDHA is the focus of research. In this review, we recapitulated the LDHA structure, location, and biological features as well as the epigenetic mechanisms of the LDHA expression. However, the literature regarding how epigenetic modifications regulate LDHA expression is limited. Moreover, most of the data from the above studies were identified in tumor cells, while evidence in other cells such as immune cells is deficient.

Furthermore, we summarized the extrinsic (tumor cells) and intrinsic (T cells) effects of LDHA on T-cell responses to tumors. The LDHA-lactate-acidic microenvironment established a barrier not only for T-cell populations but also for T-cell responses. Moreover, some small-molecule LDHA inhibitors play a marked effect on tumor burden, metastases, and cell death. However, few studies have evaluated the response changes of immune cells in the context of LDHA inhibitors in tumor treatment.

In this review, we also summarized the current studies of the combination therapy with LDHA-targeted therapies and T cell-mediated immunotherapy. However, these studies are designed for animal tumor models, and few clinical trials are designed to assess the therapeutic efficacy of combined therapy. Thus, further studies to elucidate the clinical efficiency of the combined therapy will be appreciated. It is worth noting that in the clinical trial of LDHA inhibitors combined with T-cell immunotherapy, a variety of different strategies should be adopted to enhance the efficacy, such as targeting the inhibition of LDHA in tumors and regulating the TME to increase the T-cell antitumor response, targeting LDHA in T cells to enhance the efficacy of ACT, and simultaneous treatment of tumor cells and T cells with LDHA inhibitors to enhance the antitumor efficacy (Figure 4).




Figure 4 | The different strategies of the combination therapy with the lactate dehydrogenase A (LDHA) inhibitor and T-cell immunotherapy. ① Targeting the inhibition of LDHA in the tumor and regulating the tumor microenvironment to increase the T-cell antitumor response. ② Targeting LDHA in T cells to enhance the efficacy of the adoptive T-cell therapy. ③ Simultaneous treatment of tumor cells and T cells with LDHA inhibitors to enhance the antitumor efficacy.
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Background

Synchronous multiple primary malignant neoplasms occurring at the same time (SMPMNS) are not currently uncommon in clinical oncological practice; however, the diagnostic performance of 18F-fluorodeoxyglucose positron emission tomography/computed tomography (18F-FDG PET/CT) for SMPMNS needs further elucidation.



Purpose

This study aimed to evaluate the application of 18F-FDG PET/CT in patients with SMPMNS.



Materials and methods

The clinical and imaging data of 37 patients with SMPMNS who had undergone 18F-FDG PET/CT from October 2010 to December 2020 were retrospectively analyzed. The kappa consistency test was applied to evaluate the consistency of the diagnostic performance between PET/CT and conventional imaging (CI). The sensitivity, specificity, and accuracy of PET/CT and CI in the detection of metastatic lesions were compared.



Results

This retrospective diagnostic study included 74 lesions identified in 37 patients with SMPMNS, with 94.6% of patients having double primary tumors. Of the incidences of SMPMNS, 18.9% occurred in the same organ system, with respiratory tumors being the most common type of neoplasm (43.2%) and the lung being the most common primary site (40.5%). The overall survival of SMPMNS patients without metastases was longer than that of those with metastases (χ2 = 12.627, p = 0.000). The maximum standardized uptake value (SUVmax), the SUVmax ratio (larger SUVmax/smaller SUVmax), and the difference index of SUVmax (DISUVmax) [(larger SUVmax − smaller SUVmax)/larger SUVmax] of the primary lesions ranged from 0.9 to 41.7 (average = 12.3 ± 7.9), from 0.3 to 26.7 (average = 4.4 ± 6.9), and from 0.0% to 96.3% (average = 50.3% ± 29.3%), respectively. With regard to diagnostic accuracy, PET/CT and CI showed poor consistency (κ = 0.096, p = 0.173). For the diagnosis of primary lesions (diagnosed and misdiagnosed), PET/CT and CI also showed poor consistency (κ = 0.277, p = 0.000), but the diagnostic performance of PET/CT was better than that of CI. In the diagnosis of metastases, the patient-based sensitivity, specificity, and accuracy of PET/CT were 100.0%, 81.8%, and 89.2%, respectively, while those of CI were 73.3%, 100.0%, 89.2%, respectively. The sensitivity and specificity values were significantly different, with PET/CT having higher sensitivity (p = 0.02) and CI showing higher specificity (p = 0.02).



Conclusions

18F-FDG PET/CT improves the diagnostic performance for SMPMNS and is a good imaging modality for patients with SMPMNS.
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Introduction

Multiple primary malignant neoplasms (MPMNs) are defined as two or more unrelated primary malignant neoplasms that occur simultaneously or successively in one or more organs of the same host (1). They are generally diagnosed according to the criteria established by Warren and Gates (2) and are classified as synchronous MPMN (SMPMN) or metachronous MPMN (MMPMN) depending on the interval between the diagnosis of the first and second primary tumors (3), i.e., SMPMN when the second tumor was identified at the same time (SMPMNS) or successively within 6 months after the diagnosis of the first tumor and MMPMN when the second tumor was identified at an interval of more than 6 months. MPMNs can originate from any site, such as the same organ or paired organs (POs). According to published literature on different countries or districts, the reported incidences of MPMNs vary between 0.5% and 11.7% (0.5%–3.7% in China and 0.7%–11.7% in other countries) (4–6) and have been increasing during the last decade in China. The early diagnosis and appropriate assessment of SMPMNS can alter the therapeutic strategy and improve the overall prognosis. Conventional imaging (CI) techniques, including ultrasound (US), computed tomography (CT), magnetic resonance imaging (MRI), and nuclear imaging, have clear limitations due to their regional imaging modality in the detection of SMPMNS.

Positron emission tomography/computed tomography (PET/CT) has been widely used for the diagnosis, staging, restaging, recurrence, and the effective evaluation of tumors. Because of the integrated imaging modality of anatomic and functional imaging and whole-body scanning, PET/CT may have some advantages over CI in the detection of SMPMNS. At present, there are only a few PET/CT studies on SMPMNS. This study aimed to evaluate the role of 18F-fluorodeoxyglucose PET/CT (18F-FDG PET/CT) in the diagnosis of SMPMNS.



Materials and methods

This study was approved by our institution’s Ethics Review Board. Patient written informed consent was waived owing to the retrospective design of the study. MPMNs were diagnosed according to the criteria established by Warren and Gates (2).


Patients

The patients included in this study met the following criteria: 1) had undergone 18F-FDG PET/CT in our hospital from October 2010 to December 2020; 2) had two or more malignant neoplasms at the same time (SMPMNS) shown in the PET/CT scan; 3) had complete medical data for basic patient characteristics such as age, gender, and histological type of the primary tumor; 4) SMPMNS were confirmed by biopsy/surgical histopathology (and immunohistochemistry) within 2 weeks after PET/CT; and 5) had an ordinary occupation and denied having a history of exposure to radioactive or toxic substances. The exclusion criteria were as follows: 1) both or more primary tumors of SMPMNS were histopathologically confirmed before PET/CT and 2) patients who had received radiochemotherapy for primary tumor before PET/CT.

The number of cases undergoing 18F-FDG PET/CT in our center during the study period determined the sample size (Figure 1).




Figure 1 | Flowchart of the selection of eligible patients. SMPMNs, synchronous multiple primary malignant neoplasms.





Data acquisition and reconstruction of 18F-FDG PET/CT

18F-FDG PET/CT imaging was performed using a GE Discovery STE PET/CT scanner. Patients fasted for at least 4 h before 18F-FDG injections, and scans were obtained 50–60 min after intravenous administration of 18F-FDG (5.5 MBq/kg). Non-contrast CT data were used for the anatomical correlation and attenuation correction of the PET images. The CT data were acquired with the following settings: 120 kV; 100–140 mA; pitch, 1.75:1; collimation, 16 × 3.75 mm; and rotation cycle, 0.5 s. Whole-body PET scans were acquired in 3D mode and performed from the vault of the skull to the mid-thigh, with 3 min per bed position acquisition time.



Image interpretation and comparison of the diagnostic performance of PET/CT and CI

The clinical information and PET/CT imaging data of all patients with SMPMNS were retrospectively analyzed. All focal uptakes greater than the background that could not be explained by the physiological uptake were considered as indicative of lesions. The diagnosis of SMPMNS with 18F-FDG PET/CT was based on the following: 1) the maximum standardized uptake values (SUVmax) of the two suspected tumor lesions were significantly different (Figures 2, 3); 2) two suspected tumor lesions occurred at different sites or organs with very few tumor metastasis to each other (Figures 4, 5); and 3) one tumor was confirmed and the other suspected tumor lesion did not match the characteristics of common metastases (Figure 6).




Figure 2 | 18F-fluorodeoxyglucose positron emission tomography/computed tomography (18F-FDG PET/CT) of a 54-year-old man with lung squamous cell carcinoma and renal small cell carcinoma. PET/CT demonstrated a 52 × 47-mm mass with a maximum standardized uptake value (SUVmax) of 15.5 in the left lower lung and a 30 × 30-mm nodule with SUVmax of 1.1 (white arrows) in the right kidney. Several hilar and mediastinal lymph nodes with different FDG uptake levels were proven to be hyperplasia. (A) PET maximum intensity projection (MIP). (B, C) Axial CT. (D, E) Fusion images.






Figure 3 | 18F-fluorodeoxyglucose positron emission tomography/computed tomography (18F-FDG PET/CT) of a 62-year-old man with lung adenocarcinoma and hepatocellular carcinoma. PET/CT revealed a lobulated mass with central FDG uptake (maximum standardized uptake value, SUVmax = 8.9) and a 48 × 49-mm hypodense mass with SUVmax = 2.0 in the right hepatic lobe (white arrows). (A): PET maximum  maximum intensity projection (MIP). (B, C): Axial CT. (D, E) Fusion images.






Figure 4 | 18F-fluorodeoxyglucose positron emission tomography/computed tomography (18F-FDG PET/CT) of a 50-year-old woman with renal adenocarcinoma and gastric stromal tumor. PET/CT demonstrated an irregular mass in the left kidney with a maximum standardized uptake value (SUVmax) of 45.3 and a 24 × 19-mm nodule in the gastric cardia with SUVmax = 28.3. A hypermetabolic right adrenal nodule and several hypermetabolic retroperitoneal lymph nodes were also shown. (A) PET maximum intensity projection (MIP). (B, C) Axial CT. (D, E) Fusion images.






Figure 5 | 18F-fluorodeoxyglucose positron emission tomography/computed tomography (18F-FDG PET/CT) of a 60-year-old man with gastric adenocarcinoma (GA) and synchronous right lung squamous cell carcinoma. GA was proven before PET/CT, and PET/CT demonstrated a 47 × 40-mm right hilar mass with a maximum standardized uptake value (SUVmax) of 13.9. (A) PET maximum intensity projection (MIP). (B, C) Axial CT. (D, E) Fusion images.






Figure 6 | 18F-fluorodeoxyglucose positron emission tomography/computed tomography (18F-FDG PET/CT) of a 78-year-old woman with lung squamous cell carcinoma, synchronous left breast ductal carcinoma, and lymph node metastases. PET/CT demonstrated a 32 × 45-mm mass with a maximum standardized uptake value (SUVmax) of 12.2 in the right upper lobe, a 15 × 9-mm nodule with SUVmax = 2.6 in the left breast, and several mediastinal lymph nodes with SUVmax = 10.2. (A) PET maximum intensity projection (MIP). (B, C) Axial CT. (D, E) Fusion images.



The presence of SMPMNS and metastatic lesions in the 18F-FDG PET/CT results was carefully recorded, including the site, shape, edge, size, density, and the SUVmax of each lesion. Misdiagnosed and missed primary tumors on 18F-FDG PET/CT were retrieved and reviewed by two board-certified radiologists who served for 30 (ZL) and 8 (WQ) years in radiology departments. The SUVmax ratio, the difference in the SUVmax (ΔSUVmax), and the difference index of SUVmax (DISUVmax) of the concomitant tumors were calculated as follows:

	

	

	

The SMPMNS and metastases reported using CI (including CT, MRI, US, and scintigraphy), performed within 15 days prior to 18F-FDG PET/CT, were also carefully documented.

CI is a common detection method for SMPMNS. The consistency in the diagnostic performance of PET/CT and CI was examined, and the sensitivity, specificity, and accuracy of both methods in the detection of metastatic lesions were compared.



Follow-ups

All patients who completed PET/CT examinations at our institution were routinely followed up. The patients in this study have been followed up for 6–36 months (average = 24.8 ± 9.7 months) after PET/CT examination. The follow-up methods included outpatient examination, telephone or web chat follow-up, and assessment of inpatient medical records. Overall survival was calculated from the date of diagnosis of SMPMNS to the date of death of patients or the date of last follow-up.



Statistical analysis

The SPSS 19.0 software package for PC was used for statistical processing of the obtained data. Categorical variables were expressed as frequencies or percentages, while numerical variables were expressed as the mean ± standard deviation (SD). Statistical comparison of the categorical variables was performed using McNemar’s test. A log-rank test was performed to evaluate the differences in the survival rates of SMPMNS patients with and without metastasis. P-values less than 0.05 were considered significant. A consistency test was also performed to evaluate the diagnostic results between the 18F-FDG PET/CT and CI methods, with the evaluation criteria for the kappa values as follows: κ ≥ 0.75 indicates good consistency in the diagnostic results; 0.4 ≤ κ< 0.75 indicates general consistency in the diagnostic results; and κ< 0.4 indicates poor consistency in the diagnostic results.




Results


Clinical features of eligible patients

Between October 2010 and December 2020, a total of 81 patients with SMPMNs underwent 18F-FDG PET/CT. Of these, 44 patients were excluded base on the inclusion and exclusion criteria. The remaining 37 patients with complete follow-up data and who met the enrollment criteria (Figure 1) were finally included in the study, with 24 men (24/37, 64.9%) and 13 women (13/37, 35.1%) aged 19–82 years (average = 65.4 ± 11.6 years). The demographic and clinical information of the patients are summarized in Table 1.


Table 1 | Clinical features and 18F-fluorodeoxyglucose positron emission tomography/computed tomography (18F-FDG PET/CT) data of patients with synchronous multiple primary malignant neoplasms occurring at the same time (SMPMNS).



From all 37 patients, a total of 74 malignant tumors were identified when they were diagnosed with SMPMNS within 2 weeks after PET/CT. Two patients (5.4%) had triple primary malignancies: one underwent surgery for gastric cancer 11 years ago, fulfilling the MMPMN and SMPMN criteria, and the other underwent surgical resection for scalp squamous cell carcinoma 5 months ago, consistent with the diagnostic criteria of synchronous triple primary malignancy. Both of them denied having a history of chemoradiotherapy after their surgery. The remaining 35 (94.6%) patients all had synchronous double primary malignant tumors. SMPMNS originated in the same organ system in 7 (18.9%) cases: respiratory tumors in 4 (10.8%) and digestive tumors in 3 (8.1%) cases. Of the 74 tumors, respiratory tumors comprised the most common type of neoplasm (32/74, 43.2%), followed by digestive tumors (20/74, 27.0%). The lung was the most common primary site (30/74, 40.5%), followed by the stomach (8/74, 10.8%).

Documented proven metastases were present in 15 (40.5%) cases and adjacent invasion in 3 (8.1%) cases (Table 2).


Table 2 | Metastases and adjacent invasion of patients with synchronous multiple primary malignant neoplasms occurring at the same time (SMPMNS).



Differences in the overall survival rates among the SMPMNS patients with and without metastases are demonstrated in Figure 7. The log-rank test revealed significant lower survival rates in patients with metastases (χ2 = 12.627, p = 0.000), with a median time to death of 17 months (95%CI = 9.6–24.4); for SMPMNS patients without metastases, the median time to death was 29 months (95%CI = 23.3–34.7).




Figure 7 | Kaplan–Meier survival analysis, time to death (in months), for the two categories of patients with synchronous multiple primary malignant neoplasms (SMPMNs) (log-rank test, χ2 = 12.627, p = 0.000).





Diagnosed, misdiagnosed, or missed SMPMNS on 18F-FDG PET/CT and the SUVmax of SMPMNS

Of the 37 patients with SMPMNS, 28 (75.7%) were diagnosed with SMPMNS on the PET/CT report (Table 3), one primary tumor was misdiagnosed as metastasis in 5 (13.5%) cases, and diagnosis was missed in 5 (13.5%) cases (including one endometrial carcinoma and one vulval melanoma, both having been histopathologically diagnosed before PET/CT).


Table 3 | Diagnostic performance for synchronous multiple primary malignant neoplasms occurring at the same time (SMPMNS): 18F-fluorodeoxyglucose positron emission tomography/computed tomography (18F-FDG PET/CT) vs. conventional imaging.



The 74 tumors had an average SUVmax of 12.3 ± 7.9 (range = 0.9–41.7). The primary tumors missed by PET/CT were retrieved and the SUVmax recalculated according to the confirmed site. The average SUVmax ratio, ΔSUVmax, and the DISUVmax of SMPMNs were 4.4 ± 6.9 (range = 0.3–26.7), 7.2 ± 7.6 (range = 0.0–34.0), and 50.3% ± 29.3% (range = 0.0%–96.3%), respectively. The ΔSUVmax values were ≥10.0 in 13 (35.1%) cases (Figure 2), 5.0 ≤ ΔSUVmax< 10.0 in 8 (21.6%) cases (Figure 3), and<5 in 16 (43.2%) cases (Figure 4).

Two hypermetabolic lesions were found in different organs in which the tumors rarely spread from one another in five cases (cases 1, 10, 15, 21, and 32), with 4 (80%) cases being diagnosed (Figures 5, 6).

Hypermetabolic lesions with suspected metastases were identified in 19 (51.4%) cases, while adjacent invasion was identified in 3 (8.1%) cases (Tables 1, 2).



Diagnostic performance: CI VS. 18F-FDG PET/CT

A total of 41 CT scans, 49 ultrasound examinations, 16 MRI, and 6 bone scintigraphy were performed in the 37 patients with SMPMNS before PET/CT imaging. On CI, SMPMNS were reported in 5 (13.5%) cases, while one primary tumor was misdiagnosed as metastasis in 10 (27.0%) cases and missed in 23 (62.2%) cases (Table 3). For the correct diagnosis of SMPMNS, 18F-FDG PET/CT and CI showed poor consistency (κ = 0.096, p = 0.173), but a better diagnostic performance in patients with SMPMNS was found using 18F-FDG PET/CT. The diagnostic results for revealing primary lesions (diagnosed and misdiagnosed) between 18F-FDG PET/CT and CI also showed poor consistency (κ = 0.277, p = 0.000), but 18F-FDG PET/CT was superior to CI.

Metastases and adjacent invasion reported on CI are shown in Tables 2, 3. For the diagnosis of metastasis (not including primary tumors misdiagnosed as metastases), the patient-based sensitivity, specificity, and accuracy values of 18F-FDG PET/CT were 100.0%, 81.8%, and 89.2%, respectively, while those of CI were 73.3%, 100.0%, and 89.2%, respectively. PET/CT and CI showed similar accuracy. The differences in the sensitivity and specificity values were significant, with PET/CT showing higher sensitivity (p = 0.020) and CI having higher specificity (p = 0.020).

After PET/CT examination, the regimens of 14 (37.8%) patients were changed.




Discussion

In this study, we first evaluated the application of 18F-FDG PET/CT in patients with synchronous multiple primary malignant neoplasms occurring at the same time (SMPMNS). It was demonstrated that SMPMMS show some clinical features and that 18F-FDG PET/CT has good diagnostic performance for SMPMNS, including making the correct diagnosis and displaying primary tumor lesions and metastatic lesions.

MPMNs are not currently uncommon in clinical oncological practice (7) and have been increasing in incidence (8, 9). Most MPMNs are double primary malignancy, while triple or more primary cases are rare (10, 11). They are usually found in the same organ, POs, or the organ of the identical organ system (OIS) (6, 12, 13). In all MPMNs, the prevalence of SMPMNs was lower than that of MMPMNs (10, 11, 14–16). A study (14) demonstrated that the most common SMPMN sites are the digestive tract organs. SMPMNs can occur at the same time or successively at a 6-month interval. In this series, 35 cases were double primary malignant neoplasms. This result is roughly similar to that of the previous reports (10, 11). However, SMPMNs originated in the same organ, with POs being lesser. Tanjak et al. (17) found that the top 10 SMPMNs are located in breast, colorectal, and head and neck cancer, among others, while the top 10 multiple primary cancer types are also in the top 10 single primary cancers. Our results suggest that the lung is the most common SMPMNS site rather than the breast or digestive canal. This discrepancy may be related to differences in the samples. Lung cancer is the most common malignant tumor in China, and most of those who undergo PET/CT in our center are patients with lung cancer.

More and more MPMNs have been identified clinically due to better cancer screening and detection technology, as well as the improved therapeutic planning for malignancies that leads to improvements in the survival time of patients. The mechanism of the development of MPMNs has been elucidated by a number of relevant studies. It is believed that their occurrence is closely related to genetic predisposition, immunological status, overexposure to carcinogenic factors, and increased life expectancy (12, 13, 18). The average age of patients with SMPMN is usually over 60 years (15). The average age of the patients included in this study was 65 years. All patients had in ordinary occupation and denied a history of exposure to radioactive or toxic substances, and they also denied a history of radiotherapy and chemotherapy, but cancer radial surgery, suggesting that SMPMNS are more likely to arise in the elderly. The study of Tanjak et al. (17) also revealed that patients with MPMN were significantly older than those with a single tumor. In addition, the same study also revealed that there were more women than men with SMPMNs (62.3% vs. 37.7%), but our series showed the opposite; SMPMNS affected more men than women (64.9% vs. 35.1%). This difference may be a result of the different samples; for example, the SMPMNS in this series all occurred at the same time, not including those SMPMNs that occurred successively in a 6-month interval. Unfortunately, pathogenic gene mutation tests in peripheral blood samples were not performed for most cases in the series. Whether these patients had a genetic mutation remains unclear.

The prognosis of patients with SMPMNS is significantly better than that of patients with single primary tumors and metastases; therefore, it is important to distinguish SMPMNS from single primary tumors with metastases. The diagnosis of SMPMNS is mainly based on histopathology, the immunohistochemistry technique used, and genomic assessments (13, 19). 18F-FDG PET/CT imaging has become increasingly important in the diagnosis and clinical management of SMPMNS. Ishimori et al. (20) found that 18F-FDG PET/CT detected other unexpectedly primary malignancies with a high fluorodeoxyglucose (FDG) uptake in at least 1.2% of cancer patients. Paolini et al. (21) described a case of diffuse large B-cell lymphoma confirmed by PET/CT-guided bone marrow biopsy in a patient with hair cell leukemia. Similarly, Delin et al. (22) reported a case of synchronous lung bronchoalveolar cell carcinoma and squamous cell carcinoma with significantly different levels of FDG uptake. SUVmax plays an important role in differentiating SMPMNS from metastasis. Liu et al. (23) and Dijkman et al. (24) showed that the SUVmax ratio (optimal cutoff = 1.7) and DISUVmax (optimal cutoff = 41%) were beneficial to differentiating synchronous multiple primary lung cancers from intrapulmonary metastasis. In this series, the SUVmax ratio and the DISUVmax of concomitant tumors were 4.4 ± 6.9 and 50.3% ± 29.3%, respectively, with both values exceeding the discriminate cutoff values in the aforementioned studies. Although these studies all demonstrated differences in the SUVmax of concomitant tumors, further investigation on the efficacy, accuracy, and the usefulness of the SUVmax ratio and DISUVmax is needed. Some patients show false-positive results for the presence of SMPMNS. Metastasis, premalignant lesion, or benign lesion may be misinterpreted as another primary lesion on 18F-FDG PET/CT (25).

To our knowledge, there are only a few studies evaluating the diagnostic performance of 18F-FDG PET/CT for SMPMNS. In this series, SMPMNS were considered in 28 cases, and most of the primary lesions (including diagnosed and misdiagnosed) have been revealed on 18F-FDG PET/CT imaging. We noted one primary tumor of SMPMNS that was more frequently missed on CI primarily due to the regional imaging modalities and the general lack of awareness regarding SMPMNS on the part of clinicians, with their attention tending to be focused on the identified primary lesion. 18F-FDG PET/CT, which can more comprehensively reveal lesions due to its whole body surveillance, will help in increasing clinicians’ awareness regarding SMPMNS. Additionally, one primary tumor of SMPMNS was easily mistaken for metastasis, especially in patients with metastases, which will more likely lead to confusion in the diagnosis. 18F-FDG PET/CT, which allows combining metabolic information with anatomic details, reduces the incidences of misdiagnosis, i.e., tumors with different clonal origins that were generally believed to have a different biological behavior, leading to different uptakes of FDG. Misinterpretation of a high FDG uptake in lesions as physiological uptake on PET/CT is also an important reason for the missed diagnosis (Figures 8, 9).




Figure 8 | 18F-fluorodeoxyglucose positron emission tomography/computed tomography (18F-FDG PET/CT) of a 72-year-old woman with bladder cancer and anal canal adenocarcinoma. PET/CT revealed a 26 × 24-mm nodule in the bladder wall with a maximum standardized uptake value (SUVmax) of 23.9, a nodular hypermetabolic lesion (SUVmax = 11.3) misinterpreted as physiological FDG uptake in the anal canal, and a small nodule with a diameter of 1 cm in front of the bladder (SUVmax = 8.9). (A) PET/MIP. (B, C) Axial CT. (C, D) Fusion images. (E) Sagittal fusion image.






Figure 9 | 18F-fluorodeoxyglucose positron emission tomography/computed tomography (18F-FDG PET/CT) of a 49-year-old woman with ureteral squamous cell carcinoma and endometrial carcinoma. PET/CT revealed a 41 × 20-mm mass in the left ureter with a maximum standardized uptake value (SUVmax) of 7.7 and a nodular hypermetabolic lesion (SUVmax = 2.7) (arrow) misinterpreted as physiological FDG uptake in the uterine. (A) PET/MIP. (B, C) Axial CT. (C, D) Fusion images.



The therapeutic regimens and the prognosis of SMPMNS patients with or without metastasis were different. In this series, preoperative PET/CT examination improved the diagnostic accuracy and changed the treatments for some patients. Comparison of the survival times of SMPMNS patients with and without documented metastases showed a significant difference in the overall survival rates between these two categories. In this series, more than one-third of the cases showed suspected metastases on 18F-FDG PET/CT, and the patient-based diagnostic accuracy of 18F-FDG PET/CT and CI for metastases was not significantly different; nevertheless, 18F-FDG PET/CT had higher sensitivity, as it detected more unexpected metastatic lesions that were missed or not imaged on CI. However, 18F-FDG PET/CT had lower specificity, as it overestimated the number of metastatic lesions in some cases of SMPMNS, particularly the number of metastatic lymph nodes. Similar findings have been observed in the 18F-FDG PET/CT assessments of patients with other malignancies (26). Increasing the SUVmax threshold for the diagnosis of lymph node metastasis may improve the diagnostic accuracy (27).

In this series, combination with the serum tumor marker levels may improve the diagnostic accuracy of PET/CT of multiple primary cancers, particularly for a number of suspected tumor patients with other highly specific biomarkers, such as prostate-specific antigen (PSA) and alpha-fetoprotein (AFP). However, most biomarkers are nonspecific; therefore, even if the serum levels of two or more biomarkers are elevated, there is still a limitation in the diagnosis of synchronous multiple primary cancers based on these markers (Supplementary Table S1).

Indeed, the diagnosis of SMPMNs is quite difficult due to the uniqueness of each tumor, and 18F-FDG PET/CT can sometimes also fail to reach a definite diagnosis. Different radiotracers can reveal varied biological characteristics of different tumors, and they have currently been applied in the diagnosis of SMPMNS (28, 29). The stepwise application of different radiotracers for the diagnosis of SMPMNS may have a broad prospect; however, it will also impose an additional economic burden on patients.

The main limitation of this study is its small sample size due to rarity of SMPMNS. Additionally, selective bias and data bias were inevitable because all of patients in this study were from a single hospital.

In conclusion, SMPMNS are mostly double primary tumors that generally occur in the elderly, and the lung is the most common primary tumor site. Different primary tumors usually show differences in the uptake of FDG. When combined with clinical features, 18F-FDG PET/CT can improve the diagnostic performance of SMPMNS and can reveal more primary tumors and metastatic lesions. It is helpful to increasing the awareness of clinicians regarding SMPMNS and reduces the number of missed diagnosis and misdiagnosis. For patients with SMPMNS, 18F-FDG PET/CT is a good imaging modality.
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Stigmasterol is a phytosterol derived from multiple herbaceous plants such as herbs, soybean and tobacco, and it has received much attention for its various pharmacological effects including anti-inflammation, anti-diabetes, anti-oxidization, and lowering blood cholesterol. Multiple studies have revealed that stigmasterol holds promise as a potentially beneficial therapeutic agent for malignant tumors because of its significant anti-tumor bioactivity. It is reported that stigmasterol has anti-tumor effect in a variety of malignancies (e.g., breast, lung, liver and ovarian cancers) by promoting apoptosis, inhibiting proliferation, metastasis and invasion, and inducing autophagy in tumor cells. Mechanistic study shows that stigmasterol triggers apoptosis in tumor cells by regulating the PI3K/Akt signaling pathway and the generation of mitochondrial reactive oxygen species, while its anti-proliferative activity is mainly dependent on its modulatory effect on cyclin proteins and cyclin-dependent kinase (CDK). There have been multiple mechanisms underlying the anti-tumor effect of stigmasterol, which make stigmasterol promising as a new anti-tumor agent and provide insights into research on its anti-tumor role. Presently, stigmasterol has been poorly understood, and there is a paucity of systemic review on the mechanism underlying its anti-tumor effect. The current study attempts to conduct a literature review on stigmasterol for its anti-tumor effect to provide reference for researchers and clinical workers.
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1 Introduction

Tumor, featuring a high rate of recurrence and mortality, represents one of the major threats to the health and life of human. According to the latest data released by an official journal of the American Cancer Society, there were approximately 18.1 million new cancer cases and 9.6 million cancer-related deaths globally (1). Under this background, cancer is becoming a growing public safety problem (2). Thus, much attention has been focused on looking for new effective therapeutic schemes for malignancies and exploring the underlying anti-tumor mechanisms.

Phytosterol is a class of steroids containing a cyclopentanoperhydrophenanthrene skeleton, and it is widespread in plants as an important component of membranes in plant cells. It is diverse with various functions and plays a critical role in the growth and development of plants (3, 4). By now, approximately 300 types of phytosterol have been found in nature, such as campesterol, β-sitosterol and stigmasterol, which are present in most plants (5). Stigmasterol is widely distributed in multiple plants and abundant in herbs, soybean and tobacco (6, 7). It has been extensively applied in fields like medicine, foods and cosmetics owing to its high nutritional value, potent bioactivity and multiple medicinal effects, and thus it is one of the hot topics in current research on drug development from natural products. Studies have unraveled various biological and pharmaceutical properties of stigmasterol, such as analgesia (8), anti-inflammation (9–14), anti-oxidization (15, 16), anti-diabetes (15, 17, 18), maintaining psychiatric status (19), lowering blood cholesterol level (20, 21), improving learning and memory ability (22), and protecting against Leishmania (6), etc. Moreover, stigmasterol is recently reported with anti-tumor potential either in vivo or in vitro in several cancers (e.g., lung cancer (23, 24), liver cancer (25–27), gallbladder cancer (28, 29), gastric cancer (30, 31), and ovarian cancer (32)) via inhibiting growth while promoting apoptosis in tumor cells (Figure 1).




Figure 1 | The potential targets of stigmasterol therapy in different tumors.



As the research on pharmacological effect of stigmasterol goes deeper, its anti-tumor activity has received much more attention in scientific researchers. With the current research results, stigmasterol has significant anti-tumor effect under multiple mechanisms and has wide clinical applications (Table 1). However, there is a paucity of systemic literature review. The present study reviews the mechanisms of action of stigmasterol for treatment of malignant tumors so as to provide reference for future tumor treatment.


Table 1 | Real modules, possible mechanisms, doses and reference of Stigmasterol in various cancers.





2 Stigmasterol biosynthetic pathway

Stigmasterol and β-sitosterol are basically similar in structure, whereas there is a double bond between C22 and C23 positions of the stigmasterol side chain. In most cases, acetyl-CoA is converted to cycloartenol and then to 4-methyl-24-methylene cholesteric-7-enol. The 4-methyl-24-methylene cholesteric-7-enol is subsequently converted to 4-methyl-24-ethyl-7-cholestenol via introduction of a second methyl group under the action of SMT2, a gene key to the synthesis of plant sterols (33). Then, SMO2 catalyzes demethylation of 4-methyl-24-ethyl-7-cholestenol at C4 position, yielding Delta-7-Avenasterol. The Delta-7-Avenasterol undergoes dehydrogenation at C5-C6 positions under the catalysis of SC5D1 to generate 5-dehydrogenated avenasterol, which is then converted to β-sitosterol following sequential reduction of the C7-C8 and C24-C28 double bonds under the action of 7-DR1 and SSR1, respectively. Eventually, the β-sitosterol is dehydrogenated to stigmasterol under the catalysis of sterol C22-desaturase (22-SD) at C22 and C23 positions (Figure 2).




Figure 2 | The biosynthetic pathway of stigmasterol.



Chemical synthesis process from acetyl-CoA to stigmasterol.



3 Role of stigmasterol in different cancers


3.1 Stigmasterol in liver cancer

Liver cancer is one of the common malignancies with a poor prognosis. The 5-year survival rate in cases with an advanced liver cancer was estimated ≤ 5%, posing a serious threat to the health and life of human (34). Additionally, it was reported that the annual incidence of liver cancer in females continued to increase by over 2% (35). Stigmasterol as one of the representative components of phytosterol is critical in liver cancer.

Apoptosis is a form of programmed cell death that occurs under both physiological and pathological conditions, and it plays a vital role in the occurrence and development of tumor (36). KIM et al. (37) found that stigmasterol up-regulated the expression of pro-apoptotic genes (Bax, p53) and down-regulated the expression of anti-apoptotic gene Bcl-2 in liver cancer cells HepG2. In the meantime, they also noted an increase in the number of apoptotic HepG2 cells in experiments including Hoechst staining, Annexin V staining and cell cycle analysis.

Proliferation as one of the basic cell functions that underlies life is a precise, ordering process under strict control (38). Tumor cells display an unrestricted proliferation, while modulating cell cycle can inhibit proliferation and induce differentiation or death in tumor cells (39). Current anti-tumor drugs act mostly via regulating the cell cycle process in tumor cells (40). The study of Zhang et al. (25) revealed that stigmasterol was able to induce cell arrest in G0-G1 phase (stationary phase), resulting in few cells in the G2/M phase (division phase). In addition, the authors also noted up-regulated protein expression of protein kinase MAP2K6, an important participant in cell cycle arrest. The results indicate that stigmasterol suppresses growth of liver cancer cells possibly via promoting cell cycle arrest. Another study (26) applied GeneChip technique to explore the target genes involved in the inhibitory effect of stigmasterol on growth of SMMC-7721 cells in human liver cancer. It was noted that stigmasterol inhibited the in vitro growth of SMMC-7721 cells in a time- and dose-dependent manner. Expression analysis demonstrated that stigmasterol decreased the expression of oncogenes (FOS, MYC, RAS, PIM-1, MET, REL) and increased the expression of tumor-suppressor genes (NF-2, MAP2K6) to normal levels. Combining the results, the authors held the view that stigmasterol exerted marked suppressive effects on liver cancer cells SMMC-7721 in vitro with the involvement of multiple target genes and intra- and extra-cellular signal transduction pathways.

Currently, there are three major apoptotic signaling pathways: mitochondrial pathway, death receptor pathway and endoplasmic reticulum pathway, among which the mitochondrial pathway is particularly important (41). Mitochondria are the main sources of ROS and the targets of pro-apoptotic actions. Ca2+ is an important second messenger involved in various death signal transductions, and it is intricately linked with mitochondrial function and ROS (42, 43). Li et al. (27) found that stigmasterol induced a range of apoptosis-related changes in human liver cancer cells SMMC-772, which was speculated to be achieved mostly via the mitochondrial pathway. Upon a stimulation, the mitochondria were damaged, which impaired the redox system and induced the production of a massive quantity of ROS, leading to a decline in mitochondrial membrane potential (ΔΨm) and extracellular Ca2+ influx. As a consequence, the concentration of intracellular Ca2+ continued to increase, triggering a series of cascade reactions and eventually apoptosis in cancer cells. The authors believed that stigmasterol had a significant suppressive effect on proliferation of SMM-7721 cells in human cancer, and it could induce apoptosis in tumor cells through promoting the oxidation by ROS, decreasing ΔΨm, increasing intracellular Ca2+ concentration and advancing cell cycle arrest.



3.2 Stigmasterol in lung cancer

Lung cancer is a malignancy originating in the bronchial mucosal epithelium and gland and featuring strong invasion, easy metastasis and recurrence (44, 45). On a global scale, lung cancer ranks second in all cancer types in terms of incidence, while it is listed first in mortality (46). According to the existing literature, drugs from natural plants have favorable therapeutic efficacy against lung cancer (47–49).

Retinoic acid-related orphan receptor C (RORC) is a DNA-binding transcription factor belonging to the family of orphan nuclear receptors (50). It has received much attention owing to its key role in regulating cell proliferation, metastasis, and chemoresistance in diverse malignant tumors (51–53). Dong et al. (23) found that stigmasterol inhibited proliferation and promoted apoptosis in lung cancer cells. The authors also noted that stigmasterol directly targeted the expression of RORC in lung cancer, and overexpression of RORC reversed the suppressive effect of stigmasterol on cancer cells. This study suggests the functional role of the stigmasterol-RORC axis in lung cancer progression, which provides a potential target for cancer treatment.

Non-small cell lung cancer (NSCLC) comprises approximately 80% of total lung cancers, while lung adenocarcinoma (LUAD) is the most common subtype of NSCLC (54). The study of Song et al. (24) performed in vivo and in vitro experiments to investigate the regulatory role of stigmasterol in LUAD and try to clarify the corresponding molecular mechanism of action. They found that stigmasterol distinctly inhibited the viability of NCI-H1975 cells but promoted lipid deposition. In the meantime, reduction of energy metabolism in cancer cells was observed, which affected the cell proliferation and colony formation. The authors also examined the expression of cyclin proteins using PPARγ inhibitor GW9662. As compared with the control group, the expression of cyclin D1, CDK2, CDK4, CDK6, SIRT1 and p-SIRT1 was significantly decreased in the high-concentration stigmasterol group, while the expression of p21, acetyl-p53 and PPARγ was significantly increased. The authors believed that stigmasterol suppressed the viability and tumorigenicity of cancer cells by targeting PPARγ.



3.3 Stigmasterol in gallbladder cancer

Gallbladder cancer is a collective term of primary malignant tumors in the gallbladder, including those in the cystic duct, the neck, body and base of the gallbladder (55). Its onset is insidious, and most patients are suffering from a middle-to-advanced disease at the time of diagnosis. As reported, the median survival time of gallbladder cancer was less than 6 months with a 5-year survival rate of only 5%, making gallbladder cancer a refractory disease in the world (56, 57). Stigmasterol has shown satisfactory therapeutic efficacy against gallbladder cancer, providing a new way in clinical treatment.

Pandey et al. (28) sampled gallbladder cancer tissue in clinical patients and found that induction of apoptosis in cancer cells was linked with Caspase-3 increase, ROS production, ΔΨm disruption, and expression of p27 and Jab1 proteins. The dose-dependent activation of Caspase-3 suggests that stigmasterol can induce apoptosis in cancer cells via mitochondria-mediated pathway, while the disruption of ΔΨm via depolarization under the action of stigmasterol in a dose-dependent fashion is considered as an essential prerequisite of activation of apoptosis (58, 59). The authors also observed that Caspase-3 inhibitor Z-DEVDFMK distinctly reduced the stigmasterol-induced cytotoxicity in cancer cells but failed to completely weaken the viability of cells. Therefore, stigmasterol might induce apoptosis in gallbladder cancer cells via Caspase-dependent and independent pathways. Moreover, this study also reported significant G1 arrest in cancer cells treated with stigmasterol. The study of Kangsamaksin et al. (29) revealed that stigmasterol inhibited the viability, migration and morphogenesis of human umbilical vein endothelial cells (HUVECs), whereas it had no suppressive effect on cholangiocarcinoma (CCA) cells KKU-M213. Expression experiments demonstrated that stigmasterol greatly reduced the transcriptional level of TNF-α and the protein levels of a series of downstream effectors of VEGFR-2 signaling (including Src, p-Src, Akt, p-Akt, PCL, p-PCL, FAK and p-FAK), while management of TNF-α rescued the expression of these effectors. In vivo experiment revealed that stigmasterol disrupted tumor angiogenesis and decreased the growth of CCA tumor graft. In addition, immunohistochemical analysis showed reductions in CD31-positive vessels and recruited macrophages after stigmasterol administration. Collectively, stigmasterol could effectively target tumor endothelial cells to inhibit CCA tumor growth with its anti-inflammatory activity, and it could be an ideal candidate agent for CCA treatment.



3.4 Stigmasterol in gastric cancer

Gastric cancer is a life-threatening malignancy, with its incidence ranking sixth and mortality ranking third in total malignancies globally (1). Prior investigations showed that the incidence of gastric cancer increased with age, which makes early prevention and treatment of alimentary malignancies particularly important (60). As the most common, highly heterogeneous malignancy (61), gastric cancer currently is treated by combination therapies involving surgery and adjuvant therapies such as chemotherapy and radiotherapy (62). Plant extracts have certain strengths to preventing premalignancy, prolonging survival time, relieving adverse reactions to chemotherapy, and other aspects in patients with gastric cancer. Thus, they are vital in prevention and treatment of gastric cancer (63, 64).

Autophagy is a ubiquitous, highly conserved catabolic process complementary to apoptosis, and it plays a key part in multiple biological processes such as cell development, innate immunity, stress response, and cell death (65). Zhao et al. (30) explored the role and molecular mechanism of stigmasterol in inducing autophagy in gastric cancer cells. They found that stigmasterol suppressed the proliferation of SGC-7901 and MGC-803 cells probably via inhibiting the Akt/mTOR signaling pathway and inducing apoptosis and autophagy. This is consistent with previous studies (66, 67). In addition, the in vivo experiment also proved the suppressive effect of stigmasterol on growth of xenograft tumor. Combining these results, the authors believed that stigmasterol induced apoptosis and protective autophagy in gastric cancer cells while inhibiting the Akt/mTOR signaling pathway, and they thought stigmasterol was likely to become a potential anticancer agent in future gastric cancer treatment. The study of Li et al. (31) investigated the anti-cancer effect of stigmasterol in gastric cancer and noted increased apoptosis and G2/M arrest in cancer cells SNU-1. When apoptotic cells are cleaned up from the body, cell cycle arrest impedes cell division and then induces apoptosis (68). Previous studies demonstrated that phytosterol could induce apoptosis and cell cycle arrest in tumor cells (69, 70). Another study indicated an increase in Bax protein expression while a decrease in Bcl-2 protein expression, which further proved the promoting effect of stigmasterol on apoptosis of tumor cells. Metastatic cancer is generally difficult to treat, and agents capable of preventing metastasis are considered as important for cancer treatment (71). Li et al. noted that stigmasterol was capable of inhibiting the metastatic potential of gastric cancer cells. The JAK/STAT signaling pathway is highly activated in cancer cells, with significant implications in tumor development (72). In the study of Li et al., stigmasterol was found with an inhibitory effect on the JAK/STAT signaling pathway in gastric cancer, suggesting its potential as a candidate agent for gastric cancer treatment.



3.5 Stigmasterol in leukemia

Leukemia is a malignancy arising from hematopoietic tissue, usually driven by aberrant proliferation of leukocytes within the bone marrow (73). Presently, therapeutic approaches for leukemia mainly include bone marrow transplantation (BMT) (74), chemotherapy (75), and immunotherapy (76). However, the current chemotherapy commonly leads to severe side effects, and patients usually respond to the therapy poorly (77, 78). In the meantime, the drug resistance of leukemia cells also limits the efficacy of multiple chemotherapeutic agents, reducing the cure rate and thereby leading to a poor outcome in patients (79). Therefore, it is particularly important to develop new treatment strategies for leukemia that can reduce side effects, prolong the survival time and improve the quality of life of patients.

Raczyk et al. (80) examined the cytotoxic effect of three stigmasteryl esters on leukemia cells using MTT assay, and they found that the stigmasteryl linoleate had the greatest cytotoxic effect. Nazemi et al. (81) explored the anti-tumor and pharmaceutical activities of stigmasterol in oral epithelial carcinoma cell line KB/C152 and T lymphoblastic leukemia cell line Jurkat/E6-1. With the PASS software, the authors confirmed that stigmasterol induced apoptosis in cells. In addition, they also found stable binding between stigmasterol and the active sites of PTKs and epidermal growth factor receptor (EGFR). Moreover, the authors also proved the good pharmacokinetic properties of stigmasterol, providing evidence for use of stigmasterol in clinical treatment of oral epithelial carcinoma and leukemia.



3.6 Stigmasterol in skin cancer

Skin cancer is a significant health problem increasingly prevalent in human (82, 83), and it can arise from the epidermis as malignant melanoma (MM) or non-melanoma skin cancer (NMSC). The pathogenesis of skin cancer is complex, and one known significant cause is the DNA defects resulting from UV exposure, which involves multiple mutated genes and molecular signaling pathways. Skin cancer can be found in various ethnic groups and make effects across the lifespan (84). In this context, there is an urgent need to look for plant extracts that can be employed as agents for skin cancer treatment.

Ali et al. (85) studied the chemo-preventive benefits of stigmasterol in 7,12-dimethylbenz[a]-anthracene (DMBA) -induced skin cancer in Swiss albino mice and found that stigmasterol led to tumor shrinkage and reduced the number of cumulative papillomas. Additionally, stigmasterol was found to significantly decrease the activity of serum enzymes, such as aspartate aminotransferase (AST), alanine aminotransferase (ALT), alkaline phosphatase (AP) and bilirubin, but distinctly increase the activity of glutathione, superoxide dismutase (SOD) and catalase. It could be inferred that stigmasterol has chemo-preventive property in skin cancers, and such property might be linked with oxidative stress.

Cutaneous melanoma, featuring high invasion, high degree of worsening and poor prognosis, ranks third in all skin malignancies and accounts for approximately 10% of all skin cancers (86, 87). Currently, the preferred treatment for melanoma remains surgery, which helps patients survive longer (88). Nevertheless, the incidence and mortality of melanoma are still high in spite of considerable progress in terms of therapies (89), which prompts us to look for new therapies. The study of Cheng et al. (90) revealed that stigmasterol inhibited proliferation and promoted apoptosis in melanoma cells B16-F10. After 48-72 h of stigmasterol treatment, numerous apoptosomes, decreased number of adherent cells while increased number of floating and dead cells were observed, presenting as typical presentations of apoptosis. Additionally, DAPI staining assay found a series of apoptosis-related events, such as chromatin condensation, expansion of nuclei or formation of apoptosomes in a large number of cells, after 72 h of treatment with stigmasterol. Considering all the findings in this study, stigmasterol inhibited growth of melanoma cells B16-F10 via inducing apoptosis to some extent.



3.7 Stigmasterol in breast cancer

Breast cancer is common in females and ranks first in female malignancies in terms of incidence. Despite that, the incidence of breast cancer continues to increase annually, severely affecting the quality of life of patients and inflicting a heavy burden on the patient family and society (91, 92). It is of great significance to seek for candidates with good targeting ability towards breast cancer cells and characteristics of low toxicity, high efficiency and safety. Presently, natural products are increasingly used to develop efficient breast cancer-targeting agents for clinical treatment.

AmeliMojarad et al. (93) assessed the anti-tumor effect of stigmasterol in breast cancer cell line MCF-7 and found significant reductions in the expression of anti-apoptotic genes Bcl-xL and Bcl-2. Moreover, the in vivo experiment in BALB/c mice revealed a significantly reduced tumor volume in mice treated with stigmasterol for 30 days in comparison to the control group, suggesting the potential therapeutic efficacy of stigmasterol for tumor. Tumor angiogenesis is definitively significant in tumor growth. Through new vessels, tumor accesses nutrients from the host and then delivers tumor cells to the host to potentiate tumor distant metastasis (94, 95). At present, anti-angiogenic therapies are undergoing clinical translation (96, 97). Michelini et al. (98) found that stigmasterol derivatives inhibited the formation of capillary-like structures and the migration in HUVECs and decreased the expression of vascular endothelial growth factor (VEGF) in IL-6-stimulated macrophages and breast cancer cells LMM3.



3.8 Stigmasterol in endometrial cancer

Statistically, the incidence of endometrial cancer increased at the rate of 0.69% per year from 1990 to 2019 on a global scale, and patients with endometrial cancer became younger (99). Early diagnosis is conducive to increasing the cure rate of patients, whereas there are 21% patients who are suffering from metastasis to regional lymph nodes while 9% with distant metastasis at initial diagnosis (100). For patients who are unfit for surgery or decline it, hormone therapy, chemotherapy, and targeted therapy remain the basis in clinical treatment for endometrial cancer (101). Nonetheless, the current drug therapies still present many problems, such as resistance, toxicity, and poor efficacy. Therefore, it is urgent to develop agents that are safer and more effective in improving the survival and quality of life of patients with endometrial cancer.

In recent years, increasing evidence has suggested that Nrf2 is essential in promoting tumor recurrence by increasing patient tolerance to adjuvant chemotherapy or radiotherapy (102, 103). Liao et al. (104) applied network pharmacology to find that stigmasterol might be an inhibitor of Nrf2. In addition, experimental result revealed that stigmasterol inhibited the expression of Nrf2 protein in human endometrial cancer in a dose-dependent fashion. Cisplatin acts to inhibit cell division and increase apoptosis in tumor cells by inducing unwinding and separation of double-stranded DNA (105). In addition, it also induces the mitochondrial ROS to accumulate, activating the mitochondria-dependent apoptotic pathways and then leading to apoptosis (106). However, its clinical application is constrained due to its significant ototoxicity, nephrotoxicity, and drug resistance (107). In this context, Cisplatin is usually used in combination with other agents to help reduce resistance or adverse events and then improve clinical efficacy. In the study of Liao et al., the combination of Cisplatin with stigmasterol significantly inhibited the activity of Nrf2-ARE. In addition, stigmasterol enhanced the effect of Cisplatin to inhibit cell growth, migration, and invasion, and to promote early apoptosis in endometrial cancer cells. The results indicated that Nrf2 was significant in chemoresistance in endometrial cancer, and it had potential to inhibit Cisplatin resistance as a novel potential inhibitor of Nrf2.



3.9 Stigmasterol in ovarian cancer

Ovarian cancer represents one of the top three malignancies of the female reproductive system with the highest rate of lethality (108). The early symptoms of ovarian cancer is atypical, and there is a paucity of effective screening methods. Besides, the ovarian is in deep pelvic cavity. All above makes most patients being suffering from a middle-to-advanced cancer at the time of diagnosis. It was reported that the 5-year survival rate associated with an advanced disease was only 29% (109, 110). Looking for safe and effective therapeutic strategies for ovarian cancer, therefore, has become a difficult but a hot topic in relevant research.

Bae et al. (32) confirmed the complicated anti-cancer effects of stigmasterol in ovarian cancer. Endoplasmic reticulum (ER) is an organelle vital in protein translocation, folding and post-transcriptional modification in eukaryotic cells. The accumulation of ER stress can induce death in tumor cells (111). It was reported that stigmasterol could activate ER sensor proteins and ER-mitochondria axis proteins in ovarian cancer cells, demonstrating that stigmasterol exerts its anti-tumor effect by regulating the ER-mitochondria axis. Additionally, stigmasterol was also reported with suppressive effect on cell cycle progress in ovarian cancer cells ES2 and OV90 via inhibiting their proliferation. PI3K/MAPK signaling cascade plays a key role in proliferation and cell cycle process in cancer cells (112). It is frequently activated in ovarian cancer, and thus its suppression emerges as a viable option for cancer treatment. Since anti-cancer drugs are developed targeting the malignant properties of cancer cells (113), tumor sphere models are conducive to exploring the therapeutic efficacy of these drugs. Stigmasterol can effectively inhibit the accumulation of ovarian cancer cells, while cancer cells that fail to assemble into a tumor mass display a scattered distribution. VEGFA can stimulate the mitosis and migration in ovarian cancer cells (114). PLAU can induce the migration and metastasis of breast cancer cells (115). Matrix metalloproteinases (MMPs) exhibit overexpression in multiple tumor settings to promote tumor metastasis and migration. Studies found that stigmasterol could reduce the expression levels of VEGFA, PLAU, MMP2, MMP9 and MMP14 in ES2 and OV90 cells.




4 Discussion

In recent years, the incidence and mortality of cancer are increasing annually, which is valued by scientific workers. According to the World Health Organization (WHO) statistics, the number of new cancer cases worldwide is expected to exceed 27 million by 2040 (91). Surgery, chemotherapy and radiotherapy are the mainstay of treatment for cancer, but there may have some side effects such as nausea, hair loss and cardiotoxicity. Besides, the treatment cost is high, and the suppressive effect towards tumor metastasis is constrained (116). Plant extracts and metabolites are considered as safer alternatives to synthetic drugs. Traditional medicine has successively applied plant extracts to treat or cure many diseases and believes that the combination of conventional treatment with plant extracts is a promising and effective therapeutic approach in cancer treatment.

Phytosterol is generally found in plant foods (e.g., vegetable oil, nut, plant seeds, vegetables, and fruits) as free sterol, phytostanyl ester, steryl glycoside (SG) or acylated SG (117). People can take phytosterol from daily diet and more from plant foods. Stigmasterol is a common phytosterol that is safe and free from oral toxicity (118). It has anti-tumor activities by regulating multiple biological behaviors of tumor cells such as apoptosis, proliferation, metastasis, invasion, and autophagy (Figure 3). Numerous studies have proved that inflammation is closely linked with the onset of some tumors. For example, close relationships have been confirmed between the chronic infections that are caused by viruses, bacteria or mycoplasmata and the occurrence of some tumors, such as HPV and cervical cancer (119), HBV and liver cancer (120), Helicobacter pylori and gastric cancer (121). Cytokines such as TNF-α (122), IL-1 (123) and IL-6 (124) have significant pro-inflammatory implications. Inflammatory mediators are important participants in the occurrence and development of tumor with stimulating effects on cell growth, angiogenesis, lymphangiogenesis, tumor invasion and metastasis (125). At present, the anti-inflammatory property of stigmasterol has been increasingly investigated (9–14), providing a new direction for research on anti-tumor effect of stigmasterol.




Figure 3 | Antitumor mechanisms of stigmasterol.



Stigmasterol combination therapy has also attracted much attention from researchers. Compared with traditional drugs, drugs based on nanomaterials have incomparable advantages of free chemotherapeutic drugs, such as good biocompatibility, reduce the toxic effect on cells, target to the tumor microenvironment, achieve sustained release of drugs and prolonged blood circulation time (126, 127). Torres et al. (128) used solid lipid nanoparticles coated with stigmasterol and found that it had good performance in the treatment of lung cancer. Stigmasterol has also shown great potential in immunotherapy (129). A study has found that stigmasterol combined with β-sitosterol can inhibit the stimulatory effect of the known stimulator lymphocyte mitogen-induced stimulatory effect, resulting in the activation of immune cells and the reduction of cytokine secretion, thus playing an immunomodulatory role (130). Stigmasterol combined with chemotherapy is also one of the directions worth studying. Gautam et al. (131) have shown that polyethylene glycol nanohybrid plant liposomes combined with chemotherapy have shown good effects in the treatment of breast cancer.

Although stigmasterol has been extensively studied for its anti-tumor mechanisms, current studies are still premature. It remains elusive about the specific targets and signaling pathways involved in the anti-tumor effect of stigmasterol, and the underlying molecular mechanism is speculated as an interplay between multiple signaling pathways. The current mechanistic studies mostly focus on one or more targets of stigmasterol, whereas systemic study is missing. Therefore, in-depth research from multiple aspects and levels is required to promote the application of stigmasterol in the field of tumor treatment. Moreover, most of the current findings are derived from in vitro or in vivo animal experiments but have rarely been clinically translated, requiring clinical trials to explore the practical applications of stigmasterol in human bodies. In the future, more targets and signaling pathways with implications in the anti-tumor effect of stigmasterol are expected to be identified.



5 Future perspectives

Diet has been identified as an important and modifiable risk factor for cancer. Therefore, dietary modification, including the inclusion of functional food ingredients with chemopreventive properties, has been identified as a potential strategy to stop or reverse the early stages of malignancy before its manifestation. Research have proved that functional dietary components can be used effectively for the treatment, especially for the prevention of diseases. In terms of anticancer therapy, dietary phytochemicals have attracted increasing attention due to their high efficiency and low toxicity in regulating key intracellular signaling pathways. Stigmasterol are a class of bioactive dietary phytochemicals. Studies have found that stigmasterol can promote tumor cell apoptosis, inhibit tumor cell proliferation, metastasis and invasion, and induce autophagy in a variety of malignant tumors such as breast cancer, lung cancer, liver cancer and ovarian cancer. However, the research on stigmasterol is still not in-depth.

In the future, we still have many problems about stigmasterol to explore. Firstly, researchers should substitute in vivo and in vitro experiments into clinical trials to fully explore the potential of stigmasterol in tumor treatment. Secondly, Whether derivatives or analogues of stigmasterol also play a similar role in cancer. Third, stigmasterol is poorly soluble in water, and there are few studies on novel formulations of stigmasterol. Fourth, the optimal dose of stigmasterol in the treatment of tumors needs to be studied. Fifth, whether stigmasterol, as a potent anticancer agent, will promote the therapeutic effect when combined with other anticancer methods still remains to be seen.

Stigmasterol exerts anti-tumor effects by promoting tumor cell apoptosis, inhibiting proliferation and metastasis, and inducing autophagy in tumor cells.
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Introduction

Cancer bioenergetics is an essential hallmark of neoplastic transformation. Warburg postulated that mitochondrial OXPHOS is impaired in cancer cells, leading to aerobic glycolysis as the primary metabolic pathway. However, mitochondrial function is altered but not entirely compromised in most malignancies, and that mitochondrial uncoupling is known to increase the carcinogenic potential and modifies treatment response by altering metabolic reprogramming. Our earlier study showed that transient DNP exposure increases glycolysis in human glioma cells (BMG-1). The current study investigated the persistent effect of DNP on the energy metabolism of BMG-1 cells and its influence on tumor progression in glioma xenografts.



Methods

BMG-1 cells were treated with 2,4-dinitrophenol (DNP) in-vitro, to establish the OXPHOS-modified (OPM-BMG) cells. Further cellular metabolic characterization was carried out in both in-vitro cellular model and in-vivo tumor xenografts to dissect the role of metabolic adaptation in these cells and compared them with their parental phenotype. 



Results and Discussion

Chronic exposure to DNP in BMG-1 cells resulted in dual-state hyper-energy metabolism with elevated glycolysis++ and OXPHOS++ compared to parental BMG-1 cells with low glycolysis+ and OXPHOS+. Tumor xenograft of OPM-BMG cells showed relatively increased tumor-forming potential and accelerated tumor growth in nude mice. Moreover, compared to BMG-1, OPM-BMG tumor-derived cells also showed enhanced migration and invasion potential. Although mitochondrial uncouplers are proposed as a valuable anti-cancer strategy; however, our findings reveal that prolonged exposure to uncouplers provides tumor growth advantage over the existing glioma phenotype that may lead to poor clinical outcomes. 





Keywords: Warburg effect, oxidative phosphorylation, glioma tumor, cancer cell metabolism, tumor bioenergetics



Introduction

A century ago, Otto Warburg and colleagues observed that even in the presence of ample oxygen, tumors have an elevated glucose uptake and lactate production, a phenomenon termed the Warburg effect (1). Warburg suggested that cancer cells increase glycolysis to compensate for the ATP loss due to defective OXPHOS in mitochondria, which converts differentiated cells into undifferentiated forms resulting in unregulated enhanced proliferation as cancer cells (2, 3). Further, oncogenic transformation associated with enhanced ATP synthesis is attained by increased glycolysis rate, providing a metabolic advantage to proliferating cells (4). In addition to catering to the energy needs, an increased influx of the glycolytic intermediates to the pentose phosphate pathway (PPP) generates NADPH and ribose-5-phosphate (precursors for the macromolecular biosynthesis) during the rapid proliferation of the cancer cells (5, 6). While enhanced aerobic glycolysis has long been considered a prominent metabolic signature of cancer, several studies relate tumor cell proliferation and enhanced tumor invasiveness to decreased mitochondrial metabolism and respiratory rate (7). Recent advances in our understanding of cancer cell metabolism have challenged the notion that malignant cells predominantly fulfill their bioenergetic and anabolic needs via aerobic glycolysis (8). Accumulating evidence supports the conception that mitochondrial metabolism and OXPHOS influence most oncogenic stages, including malignant transformation and tumor progression (9). While blocking OXPHOS impairs NAD+ regeneration preventing tumorigenesis (10), increased ATP production, mitochondrial biogenesis, and OXPHOS have been shown to promote tumor progression and invasion and metastasis of cancer cells (11–13).

Glycolytic suppression has been found to reprogram the energy metabolism in cancer cells towards enhanced mitochondrial OXPHOS (14). This flexible and adapting nature of metabolism confers survival advantages to cancer cells and severely limits the efficacy of approaches targeting glycolysis as a therapeutic strategy in certain cancers (14). The metabolic shift in cancer cells has been recently suggested to depend on nutrient availability with a high degree of metabolic plasticity in progressive malignancies in more than one tumor model (15, 16). Metabolic plasticity allows cancer cells to switch between glycolysis and OXPHOS, suggesting an interplay between these two metabolic states for adaptation in a hostile environment (16–18). Interestingly, some cancers, viz. highly malignant glioma or glioblastoma multiforme (GBM), display a metabolic pattern where elevated glycolysis++ and OXPHOS++ coexist, which is associated with the aggressive phenotype and a poor prognosis (19). Based on the above facts, it is tempting to speculate that metabolic plasticity provides survival advantages and confers therapeutic resistance in cancer cells (20). Therefore targeting energy metabolism (glycolysis or OXPHOS) is a primary interest of most cancer metabolism research towards the implication of cancer therapy. In the recent past, the promising outcomes of mitochondrial uncouplers in treating numerous metabolic diseases provided a crucial foundation for exploring their potential in cancer therapy. Multiple studies reported considerable evidence for using different mitochondrial uncouplers as anti-cancer agents (21). Mitochondrial uncouplers cause a short circuit in the electrochemical proton gradient (combined proton gradient and membrane potential) that provides an alternate route to re-entry protons in the mitochondrial matrix and bypass the ATP synthase, eventually resulting in the abrogation of ATP synthesis (21, 22). Multiple pre-clinical research investigations using various uncouplers have shown promising results either in-vitro or in-vivo in different cancer like neuroblastoma, glioblastoma, leukemia, head, and neck squamous cell carcinoma, adenocarcinoma, breast, ovarian, lung, and colorectal cancer (21). However, the effects of chronic exposure to mitochondrial uncouplers on cancer energy metabolism and tumor growth have not been well studied and remain elusive. The present study aimed to investigate the chronic response of mitochondrial uncoupler, i.e., DNP, which has been shown to induce glycolysis following transient exposure (23) and developed OXPHOS-modified glioma (OPM-BMG) cells from a human glioma cell line (BMG-1) (24). Further, we carried out cellular metabolic characterization in both in-vitro and in-vivo tumor xenografts to dissect the role of metabolic adaptation in these cells and compared them with their parental phenotype, i.e., BMG-1 cells. Our results showed that OPM-BMG cells have relatively high OXPHOS (OXPHOS++) along with high glycolysis (glycolysis++), which is associated with increased tumorigenic potential (growth and proliferation efficiency). Additionally, cells derived from these tumors also showed increased migration and invasion potential, compared with the relatively low (glycolysis+) and low (OXPHOS+) of its parental phenotype (BMG-1).



Results


OXPHOS modification leads to glycolytic up-regulation

BMG-1 cells were treated with DNP (as an ETC modulator), and OXPHOS-modified cells (OPM-BMG) were established in-vitro to examine the metabolic plasticity in glioma cells (Figure 1A). Further, the cellular characteristics of OPM-BMG cells were compared with their parental phenotype, i.e., BMG-1. Glucose consumption was more than two folds higher in OPM-BMG cells (9 ± 0.75 pmol/cell/h) as compared to the parental BMG-1 cells (4 ± 0.6 pmol/cell/h) (Figure 1B). The lactate production was also two-fold higher in OPM-BMG cells showing a substantial increase (6.5 ± 0.48pmol/cell/h) as compared to BMG-1 cells (2.9 ± 0.27 pmol/cell/h) (Figure 1B). These observations correlated well with the increased glycolytic flux estimated from the ECAR, which was nearly 50% higher in OPM-BMG (1.41 ± 0.19 μs/min./μg protein) in the resting state compared to BMG-1 cells (0.93 ± 0.14 μs/min./μg protein), (Figure 1C). The maximum acidification achieved upon OXPHOS inhibition using Antimycin-A was also increased in OPM-BMG cells (2.11 ± 0.15 μs/min./μg protein) as compared to BMG-1 cells (1.60 ± 0.06 μs·min−1·μg−1 protein), (Figure 1C). Further, an overall relative ECAR revealed an increase in the glycolytic flux of OPM-BMG cells by 50% in the resting state and 32% in case of maximum acidification (+Antimycin), as compared to BMG-1 cells (Figure 1D). The critical regulators of the glycolytic pathway, HK-II, PKM2, and HIF-1α that contribute to the metabolic reprogramming in cancer cells (25–27) also showed a profound increase in the OPM-BMG cells in comparison to BMG-1 cells (Figure 1E).




Figure 1 | DNP-mediated OXPHOS modification showed glycolytic induction in glioma cells. (A) Graphical depiction indicating the methodology opted for establishing the OPM-BMG cell line. (B) Glucose consumption and lactate production were estimated from monolayer cells at 4-time intervals of 1 hour (h) each in BMG-1 and OPM-BMG cells (n=3). Data are presented as an average value per hour. (C) ECAR was measured as the value of pH Xtra fluorescence lifetime signal (μs/min./μg protein) with or without Antimycin (5 μM) in the indicated cell lines (n=3). (D) Information derived from graph C and the overall change in acidification rate of OPM-BMG cells are presented as % relative change with respect to BMG-1. (E) Western blot of indicated glycolytic proteins presented with relative quantification among the mentioned cell lines. All data are presented as the mean ± SD; an unpaired two-tailed Student’s t-test was performed to calculate the statistical significance, and P-values (BMG-1 versus OPM-BMG cells) are mentioned in the graphs.



These results suggest that OXPHOS modification increases the bioenergetic demand of BMG-1 cells resulting in a metabolic shift towards high glycolysis to support the rapid cell growth in glioma cells.



ETC modulation results in increased mitochondrial respiration and metabolic hyper-activation

DNP was used to establish an OPM-BMG cell line through ETC modulation, so next, we examined mitochondrial bioenergetics in these cells. The basal level of OCR was nearly two-fold higher in OPM-BMG cells (0.17 ± 0.004 μs/min./μg protein) than in BMG-1 cells (0.096 ± 0.006 μs/min./μg protein), while the maximum OCR (+FCCP) were 0.29 ± 0.012 and 0.18 ± 0.004 μs/min./μg protein respectively (Figure 2A). The relative OCR showed a 77% increase in the OPM-BMG cells in the resting state and 61% in the uncoupled (+FCCP) state (Figure 2B). The ATP level of OPM-BMG cells was higher and quantified as 0.019 ± 0.0009 pmol/cell compared to BMG-1 (0.014 ± 0.0003 pmol/cell), suggesting an up-regulation of OXPHOS compared with its parental phenotype (Figure 2C). An increase in ETC activity was further supported by the enhanced generation of ROS and mitochondrial mass by nearly 85% and 67% in OPM-BMG cells as compared to BMG-1 cells (Figure 2D), contributed to the increased aerobic cellular respiration (OXPHOS). The level of mitochondrial biogenesis transcription factor TFAM was analyzed and showed a 2.5-fold increase in OPM-BMG cells compared to BMG-1 (Figure 2E), lending further support to the notion that increased OXPHOS is linked to enhanced mitochondrial mass in OPM-BMG cells. We reported earlier that increased mitochondrial biogenesis and succinate dehydrogenase (SDH-complex-II) activity contribute to increased cellular metabolic viability (28). MTT assay showed a significant increase in the metabolic viability of OPM-BMG cells as compared to BMG-1 (Figure 2F), which corroborated with a 2.87-fold increase in the level of SDH in OPM-BMG cells (Figures 2E, F).




Figure 2 | DNP modulates mitochondrial respiration. (A) OCR was quantified as the value of MitoXpressXtra fluorescence lifetime signal (μs·/min./μg protein) with or without FCCP (3 μM) in BMG-1 and OPM-BMG cells (n=3). (B) The overall change in the OCR showed by OPM-BMG cells is presented as % a relative change with respect to BMG-1 (derived information from graph A). (C) ATP content of both BMG-1 and OPM-BMG cells were determined at 24 h post-seeding by ATP bioluminescence assay method, and obtained values were compared among the groups and presented as pmol/cell (n=3). (D) Mitochondrial ROS and mitochondrial mass (Mito-mass) were determined using MitoSox Red and MitoTracker Green, respectively. Column graph showing an increase in mean fluorescence intensity (MFI) as a relative change for both fluorescent probes in OPM-BMG cells with respect to BMG-1 cells. (E) Immunoblotting of indicated mitochondrial proteins depicting the difference in expression level and densitometric evaluation plotted as relative change among both the cell lines. (F) Metabolic viability was evaluated as a mitochondrial function of cell lines by MTT assay (n=4) and presented as a change in MTT value (ΔOD, y-axis) with respect to time (x-axis). Data are presented as the mean ± SD; P values (BMG-1 versus OPM-BMG cells) are mentioned in the graphs.



Collectively, these results suggest that DNP-mediated ETC modulation efficiently increases mitochondrial activity, including OCR, and ATP production, with a profound increase in the mitochondrial enzyme (SDH) and biogenesis contributing to enhanced cellular metabolic viability.



Metabolic hyper-activation results in enhanced cell growth in OPM-BMG cells

Since increased glycolysis is reported as an adaptive mechanism in cancer cells to support the biosynthetic requirements of uncontrolled cell proliferation and improved mitochondrial function results in reduced cell death in cancer cells (29), we studied the kinetics of cell growth and clonogenic efficiency. A shorter population doubling time and a 25% higher cell number at 72 h of growth in OPM-BMG cells (~11 h) compared to BMG-1 cells (15 h) suggested a higher rate and extent of cell growth in the OXPHOS-modified cells (Figure 3A). There was also a notable decrease in CFSE fluorescence (left shift in overlay graph), indicating higher cell proliferation in OPM-BMG cells (Figure 3B). The clonogenicity of OPM-BMG cells was also increased by 15% than BMG-1 cells (Figure 3C).




Figure 3 | OPM-BMG cells showed an increase in cell growth and clonogenicity. (A) Growth kinetics was performed in BMG-1 and OPM-BMG cells (n=4) at indicated time points (x-axis), the exponential increase in the cell number is expressed as Nt/N0 (y-axis). (B) The 48-hour CFSE overlay graph shows the right-to-left differential fluorescence shift in cells as a function of cell proliferation. (C) Difference in the clonogenicity is presented as percent platting efficiency (%PE; n=4). Data are expressed as the mean ± SD, and P-values (BMG-1 versus OPM-BMG cells) are mentioned in the graphs.



These results suggest that OXPHOS modification supports enhanced cell growth and clonogenic potential.



Coexistence of glycolysis++ and OXPHOS++ increases the in-vivo rate of grafted tumor growth

An in-vitro study revealed a higher glycolytic flux and OXPHOS in ETC-modulated OPM-BMG cells, which prompted us to investigate the impact of this metabolic adaptation on the formation and progression of tumors xenografted in athymic nude mice. We first performed tumor-take analysis where the mice were subcutaneously inoculated with 0.1×106 and 0.5×106 BMG-1 or OPM-BMG cells (Figure 4A). Tumors were formed with the implantation of 0.1×106 and 0.5×106 OPM-BMG cells, whereas tumors were developed with only 0.5×106 BMG-1 cells (Figure 4A), suggesting a significant increase in the tumorigenic potential of OPM-BMG cells. The latency period for the initial appearance of palpable tumor nodules was also shorter (4 days) in OPM-BMG compared to ~ 7 days in BMG-1 xenografts. The tumor volume of xenografts was monitored upto 30 days, and considerable differences in the growth were observed from day 15 onwards (Figure 4B). In OPM-BMG, tumor volume was quantifiable on the 8th day (4 days post palpability; Figure 4B inset) with an average tumor volume of 28 mm3 (n=11) and reached 769 mm3 by day 30 (Figure 4B). On the other hand, in BMG-1 xenografts tumor became measurable on day 12 (5th day after it was palpable; Figure 4B inset) with an average of 38 mm3 (n=11), reaching a volume of 386 mm3 on day 30 (Figure 4B), which was nearly two folds lower than the OPM-BMG tumors (Figure 4B). Representative images depicting the gross tumor size differences between OPM-BMG and BMG-1 xenografts on day 25 are shown in Figure 4C.




Figure 4 | OPM-BMG xenografts showed an increased tumorigenic potential and rapid growth rate. (A). Tumor take analysis was carried out with indicated cell numbers in BMG-1 and OPM-BMG cells (n=5/group). (B). The tumor volume of BMG-1 and OPM-BMG grafted tumors (n=11 mice/group) were plotted, showing an exponential increase in tumor volume (y-axis mm3) with the indicated number of days (x-axis) obtained from two independent observations. An inset bar plot compares the first tumor volumes measured in BMG-1 and OPM-BMG xenografts following the development of the initial palpable tumor nodules. (C). Athymic, nude mice images are presented from BMG-1 and OPM-BMG groups, depicting the difference in tumor size captured at the 25th-day post-implantation. Data are presented as the mean ± SD; an unpaired two-tailed Student’s t-test was performed to calculate the statistical significance between BMG-1 and OPM-BMG tumor xenografts and presented as *P≤ 0.05 with respect to BMG-1 tumors.



These data suggest that the coexistence of glycolysis++ and OXPHOS++ in OPM-BMG cells contribute to faster tumor growth and reduced latency period.



OPM-BMG tumor xenografts show glycolysis++ and OXPHOS++ as metabolic adaptation

To investigate if the reprogrammed energy metabolism of OPM-BMG cells was also retained in the tumor xenografts, we analyzed the metabolic phenotype, including the levels of certain glycolytic and mitochondrial regulators in the tumor tissues. OPM-BMG tumors showed a significant increase in glucose uptake, ROS level, MMP, and mitochondrial mass compared to their parental phenotype (Figure 5A). Additionally, in line with the in-vitro observations, OPM-BMG xenografts also showed a profound increase in critical glycolytic protein expression levels, including HK-II, GLUT-1, PKM-2, and HIF-1α, as compared to BMG-1 tumors (Figures 5B, C). Interestingly, we also observed overexpression of ATP-citrate lyase (ACLY) in OPM-BMG tumor xenografts (Figure 5C), an established positive regulator of glycolysis in glioblastoma (30) suggestive of increased fatty acid biosynthesis. Additionally, in OPM-BMG tumors, the upregulated level of mitochondrial biogenesis regulatory proteins PGC-1α (~1.73 fold) and TFAM (~1.5 fold), compared to BMG-1 (Figures 5D, E), confirmed an increase in mitochondrial mass and the induction of mitochondrial biogenesis in OPM-BMG tumor tissue. Moreover, augmented mitochondrial mass in the OPM-BMG tumor tissues was visually supported by the images obtained from transmission electron microscopy (TEM) and showed a considerable increase in the number of mitochondria compared to BMG-1 tumors (Figures 5F, G). Further, the level of succinate dehydrogenase-A (SDH-A), the catalytic subunit of succinate-ubiquinone oxidoreductase (complex-II), and voltage-dependent anion channel (VDAC) showed a substantial increase in OPM-BMG tumors (Figures 5D, E). An up-regulation of SDH-A and VDAC observed along with the enhanced mitochondrial ROS, and MMP (by ~1.5 fold and ~1.42 fold, respectively; Figure 5A) implied an upregulated functioning of ETC in OPM-BMG tumors compared to its parental phenotype.




Figure 5 | Tumor bioenergetic profile revealed coexisting hyper-metabolism in the OPM-BMG xenografted tumor. (A) Glucose consumption, ROS, MMP, and mitochondrial mass (Mito-mass) were estimated in BMG-1 tumor (BT) and OPM-BMG tumor (OT) samples at 25th-day post-implantation (n=4mice/group) using fluorescent probes 2NBDG [100μM ], CM-H2DCFDA [10μM], DiOC6 [100nM] and Mito Tracker Green [100nM] respectively and presented as relative change among the BT and OT samples. (B, C). BT and OT samples were subjected to immunoblotting on (the 25th day; n=3 mice/group), and the expression profile (B) with the relative densitometric evaluation (C) presented among the groups. (D, E). In a similar experimental condition, representative expression of indicated mitochondrial proteins (D) and relative change (E) are presented in the BT and OT sample (n=3 mice/group). (F, G). TEM images were obtained from different BT and OT samples on the 25th day post-implantation, with arrows indicating the difference in the number of mitochondria/view (F) and a bar plot showing the average numbers of mitochondria (n=5; (G). Data are expressed as the mean ± SD; P-values (BMG-1 versus OPM-BMG tumor samples) are mentioned in the graphs.



These results suggested that increased co-expression of glycolytic and mitochondrial regulators contributes to the aggressive tumor phenotype in OPM-BMG cells.



OPM-BMG tumor xenografts showed increased neovascularization, migration, and invasion potential

We next employed an in-vivo Matrigel plug assay to determine the effect of this metabolic modulation on the process of tumor-associated neo-angiogenesis that plays an essential role in facilitating tumor growth and progression. On the 7th day post-implantation, OPM-BMG plugs showed a prominent developing vessel-like network (neo-angiogenesis), indicating increased tumor vascularity at the edges and surrounding the tumor, compared to a relatively lesser neo-vasculature in BMG-1 Matrigel plugs (Figure 6A). We also observed a significant increase in the expression levels of VEGF and MMP-9, confirming increased angiogenesis in OPM-BMG tumor xenografts (Figures 6B, C). Moreover, histological examination of intra-tumoral heterogeneity using H&E (hematoxylin & eosin) staining showed a condensed heterochromatin pattern (hematoxylin staining) in OPM-BMG tumors, compared to relatively sparse staining in BMG-1, indicating increased tumor proliferation efficiency in OPM-BMG tumor xenografts (Figure 6D). Relatively slower growth of BMG-1 xenografts compared to the OPM-BMG tumors was accompanied by a ~ 20% increase in the levels of p-AMPK (Figures 6E, F), an activated form of AMP-activated protein kinase (AMPK), in BMG-1 tumors, indicating that metabolic stress eventually reduces the ATP consuming anabolic processes required for cell growth and proliferation (31). Moreover, in both the xenografts, the metastatic progression was confirmed by in-vitro migration potential and invasion in tumor-derived cells (from the tumors grown in-vivo), (Figures 6G, K). The effect of metabolic modulation on migration was evaluated by the scratch assay. In response to the mechanical scratch wound, OPM-BMG tumor cells showed a significant increase of nearly 1.8-fold cell migration than its parental phenotype BMG-1, observed as early as 8 h post-scratching (Figures 6G, H). Additionally, migration potential was also monitored in co-culture of both the tumor cells stained separately using fluorescent probe cell tracker red (for BMG-1) and cell tracker blue (for OPM-BMG). An increase in the cell movement of OPM-BMG cells was validated by enhanced fluorescence signal (Blue>Red) captured in the respective emission channel and merged images (Figure 6I) as well. Further, the invasive potential evaluated using the Boyden chamber assay revealed a significantly higher degree (~2.3 fold) of invasiveness of OPM-BMG cells compared to BMG-1 tumor cells (Figures 6J, K). These results suggest that modification of oxidative phosphorylation enhances angiogenic potential, i.e., the endothelial phenotype in OPM-BMG tumor xenografts, accompanied by increased tumor proliferation efficiency, supported by high migration and invasion of tumor-derived cells than its parental phenotype.




Figure 6 | OPM-BMG tumors and derived cells showed aggressive tumor characteristics. (A) Photomicrographs of Matrigel plug depicting the angiogenesis in BMG-1 and OPM-BMG xenografted tumor (cell density 0.5×106) at 7th-day post-implantation (n=4/group). (B, C). Change in the expression level of proangiogenic proteins VEGF and MMP-9 (B) and presented as the relative change in the protein expression among BMG-1 tumor (BT) and OPM-BMG tumor (OT) samples (n=3 mice/group; (C). (D) Histological examination of intra-tumoral compartments after H&E staining presented on the 25th day of post-tumor implantation (n=4 mice/group). (E, F). Metabolic energy stress marker proteins AMPK-α and its activated form p-AMPK-α were examined in BT and OT samples (n=3 mice/group; (E) and presented as the relative change in the indicated tumor samples (F). (G, H). Migration of tumor-derived cells, i.e., BMG-1-T & OPM-BMG-T, were monitored (after 8 h) in response to the mechanical scratch wound in unstained cells (n=5), followed by quantitative evaluation presented as relative change among the groups (H). (I) Migration potential in BMG-1-T and OPM-BMG-T cells were examined in co-culture of separately stained cells using CTR (BMG-1-T cells) and CTB (OPM-BMG-T cells) fluorescent probes, respectively (n=5). Differential images of cell movement were captured in the respective emission channel of probes, while merge staining is presented for better appreciation. J&K. Transwell invasion assay was performed by analyzing the differential chemotactic movement of BMG-1-T and OPM-BMG-T cells. In photomicrographs, arrows indicate the different stained cell populations in both groups (J); cells were further counted from five random field views and presented as relative change among the groups (K). The bar plots are the mean ± SD; P-values (BMG-1 versus OPM-BMG tumor samples) are mentioned in the graphs.






Discussion

Mitochondrial uncouplers have received good attention in the recent past for their potential to cure cancer. However, the chronic effects of mitochondrial uncouplers on tumor cell metabolism and its consequences on tumor progression still argue for more exploration. Warburg phenotype has long been recognized as a signature characteristic of tumor metabolism; nevertheless, emerging evidence has highlighted the coexistence of enhanced glycolysis and oxidative phosphorylation in cancer and emphasized the importance of this phenotype on the biological behavior of tumors, including its strong correlation with the aggressive growth of glioblastoma multiforme (19, 32). In the present study, mild mitochondrial uncoupling caused by DNP in the BMG-1 glioma cells resulted in the reprogramming of metabolism wherein an increase in the glycolytic flux coexisted with an increase in OXPHOS as well, designated as OPM-BMG cells (Figures 1, 2). The increase in glycolytic flux appeared to be driven by the up-regulation of HK-II, HIF-1α as reported by us earlier (23) as well as PKM-2, some of the critical determinants of the glycolytic pathway (27). Interestingly, the OPM-BMG cells were also associated with increased mitochondrial biogenesis and metabolic viability as compared to the parental BMG-1 cells (Figures 2E, F). We have previously shown that the mitochondrial uncoupling using DNP contributes to increased OCR and ATP production, besides conferring resistance against radiation-induced cell death (33). Understanding from our previous studies (23, 33) and the results of the present study confirmed that mild mitochondrial uncoupling has two consequences: one is increased glycolysis, and the second is an increase in the mitochondrial mass. In the context of the present study, the simultaneous increase of glycolysis and OXPHOS is an adaptive response of established phenotype, i.e., OPM-BMG. It is pertinent to note that DNP treatment leads to an increase in the functional mitochondria that tend to require more fuel substrate for ETC functioning, necessitating increased glycolysis to maintain the cellular bioenergetics. Therefore, tumor cells with reprogrammed metabolism comprising high glycolysis++ and OXPHOS++ like OPM-BMG cells would not only be efficient in proliferation but could also be resistant to therapies. Retention of this phenotype under in vivo conditions, as revealed by the increased rate of tumor progression in OPM-BMG xenografts compared to BMG-1 (Figure 4B), suggests the robustness of this phenotype that is not attenuated by factors associated with the tumor microenvironment. Further, the rapid tumor growth in OPM-BMG xenografts was associated with an increase in the expression of pro-angiogenesis factors like VEGF and MMP-9 (Figures 6A–C), suggestive of stimulated neovascularization (34, 35) that appears to be driven by the increased ROS generation (Figure 5A) (33). Increased mitochondrial activity results in enhanced leakage of mitochondrial ROS, and it is evident that ROS plays an important role in stabilizing HIF-1α and associated signaling (36). A substantial increase in the HIF-1α expression observed in OPM-BMG cells in-vitro (Figure 1E) and tumor tissues (Figures 5B, C) compared to BMG-1 may be responsible for promoting proangiogenic pathway and neovascularization (37). Hypoxia in tumors upregulates glycolysis resulting in increased lactate production which is metabolized aerobically by normoxic cells in the mitochondria, allowing them to evade anti-angiogenesis therapies (38). Increased expression of glycolytic and OXPHOS regulators in the OPM-BMG tumors observed here (Figures 5B–E) indicated the retention of the metabolic phenotype of the OPM-BMG cells in the tumor microenvironment of the xenograft. Further, the enhanced migratory and invasive potential of cells obtained from OPM-BMG tumors indicated higher metastatic potential suggestive of an aggressive phenotype. Although the role of glycolysis is well established in metastatic progression mediated by HIF-1α, HK-II, and PKM2 (39–41), enhanced OXPHOS activity has also been shown to contribute to higher metastatic potential (11, 42). A strong association of migration and invasive properties with PGC-1α, a key regulator of mitochondrial biogenesis and OXPHOS, besides ROS, has been recently shown in breast cancer cells (11). A significant up-regulation of HIF-1α, HK-II, and PKM2 in addition to ROS, as well as both the enhanced biogenesis transcription factors PGC-1α and TFAM, were observed in OPM-BMG compared to BMG-1 tumor (Figure 5) substantiates the impact of high glycolysis++ and OXPHOS++ in the higher invasive potential seen in these tumor-derived cells (Figures 6J, K). Further, an increase in tumor growth and proliferation efficiency in OPM-BMG tumors (Figure 4) correlated well with the downregulation of activated AMPK (p-AMPK; Figures 6E, F) (43) coupled with HK-II, Glut-1, and PKM-2 (Figures 5B, C), leading to glycolytic up-regulation compared to its parental phenotype. ACLY expression is known to contribute to the upregulated fatty acid biosynthesis and glycolysis (44, 45) and play a role in the radio-resistance of nasopharyngeal carcinoma (46). A higher level of ACLY seen in OPM-BMG tumors compared to the parental BMG-1 tumors suggests that this metabolic phenotype would also lead to therapeutic resistance. Recent system biology studies have proposed that the coexistence of upregulated HIF-1α and activated AMPK are indicative of increased glycolysis and OXPHOS in cancer cells with a hybrid state of metabolism (17). However, the OPM-BMG tumors had a marginally lower level of p-AMPK but showed a substantial increase in the HIF-1α (Figures 5B, C, 6E, F), suggestive of a metabolic adaptation in transition. The reduced level of p-AMPK obtained in OPM-BMG tumor tissues also indicates that it has reduced energetic stress due to enhanced aerobic glycolysis and OXPHOS.

Increased MMP-9 and ROS levels (Figure 5A) seen in OPM-BMG tumors without a significant loss of AMPK activity appear to support the functional restoration of mitochondria leading to an increased vasculature that could contribute to higher growth and aggressive behavior. Oxidative stress is suggested as a critical player in the increased vasculature and higher tumor growth rate (36). Up-regulation of mitochondrial membrane protein VDAC and the critical glycolytic regulator HK-II (Figures 5B, D) in OPM-BMG tumors point toward the advantage of this metabolic adaptation. The binding of HK to the outer membrane of mitochondria in association with VDAC is required for ATP’s easy accessibility to initiate the glycolytic reaction (47, 48). Interaction of HK-II and VDAC in cancer cells suggests a strong interconnection between glycolysis and mitochondrial respiration (49), indicating metabolic symbiosis as seen here in the OPM-BMG tumor xenografts (Figure 5). Higher levels of both HK-II and VDAC seen in OPM-BMG cells and tumor samples (Figures 5B–E) also support the existence of high glycolysis++ and OXPHOS++ that could contribute to the aggressive tumor phenotype in OPM-BMG as compared to the BMG-1tumor xenografts. A significant increase in the PGC-1α, TFAM, and SDH levels in the OPM-BMG tumor xenografts compared to BMG-1 confirmed an increase in mitochondrial biogenesis in OPM-BMG (Figure 5D–G).

In conclusion, our findings indicate that a chronic response to mild mitochondrial uncoupler is responsible for the coexistence of high glycolysis++ and OXPHOS++ as part of the reprogramming of energy metabolism that occurs throughout the development of OPM-BMG xenografts. Moreover, the symbiotic relationship between glycolysis and OXPHOS provides growth and survival advantages during the increased rate of tumor progression and also plays a role in acquiring an aggressive glioma tumor phenotype (Summary Figure 7). The current work demonstrates that prolonged exposure to mitochondrial uncoupler as an anti-cancer medication has the potential to change the treatment response by promoting an aggressive tumor phenotype. Even though further studies are required to understand the impact of this metabolic phenotype on therapeutic resistance, nonetheless, concerning tumor cell metabolism, this study highlights the chronic exposure limitation of mitochondrial uncouplers that should be taken into consideration. Moreover, the study warrants further investigations on approaches exploiting both glycolytic and OXPHOS inhibition or disruption of the symbiotic relationship between the two metabolic pathways to treat aggressive glioma tumors for better clinical outcomes. In the same vein, additional research is also required in other model systems to bolster our hypothesis of a mitochondrial uncoupler linked to the dual role of energy metabolism in the aggressive tumor phenotype.




Figure 7 | (Summary Figure): Graphical illustration indicates the prolonged effect of mitochondrial uncoupler on the energy metabolism of glioma cells. The human glioma-derived cell line BMG-1 was treated with DNP to modify the electron transport chain, which resulted in a phenotype of dual-state hyper-energy metabolism characterized by increased glycolysis++ and OXPHOS++ compared to its parental phenotype (BMG-1) of low glycolysis+ and OXPHOS+. Tumor xenograft investigation shows that OPM-BMG cells with dual-state hyper-energy metabolism have increased tumorigenic potential and accelerated tumor growth, compared to its parental phenotype. (The graphical illustration was generated using Biorender software).





Materials and methods


Reagents and chemicals

Cell growth medium, Dulbecco’s Minimum Essential Medium (DMEM) low glucose (Cat# D5523-10X1L), Penicillin G, Streptomycin, and Nystatin were all purchased from Sigma Chemicals Co. (St Louis, U.S.A.). CM-H2DCFDA, DiOC6, Mito-Tracker Green FM, Cell Tracker™ Red (CTR), Cell Tracker™ Blue (CTB), and CFSE were obtained from Molecular Probes (Eugene, U.S.A.). Matrigel (HC) was procured from BD Biosciences (Bedford, MA). Primary antibodies HK-II (Cat# SC-6521), PKM-2 (Cat# SC-65176), TFAM (Cat# SC-23588), Glut-1 (Cat# SC-7903), purchased from Santa Cruz Biotechnology (CA); HIF-1α (Cat# 3716S), SDH-A (Cat# 11998S), VEGF-R2 (Cat# 2479 S), MMP-9 (Cat# 13667S), AMPK-α (Cat# 2532S), p-AMPK-α (Cat# 2535 S), ACLY (Cat# 4332S), PGC-1α (Cat# 2178S), VDAC (Cat# 4866S) procured from Cell Signaling Technology (Danvers, MA, USA); and β-Actin (612657) obtained from BD Biosciences (CA), whereas Horseradish Peroxidase (HRP) conjugated secondary antibodies were procured from Thermo Fisher Scientific (USA).



Sources of tumor cell lines

The human brain malignant glioma (BMG-1; diploid, wild type p53) cell line used in this study (BMG-1; diploid, wild type p53) was previously established by us (24) at the National Institute of Mental Health and Neurosciences, Bangalore, India. Whereas OPM-BMG cell line was established by modulation of the ETC using mitochondrial uncoupler DNP (1µM) as a culture supplement, added for 10 passages in BMG-1 cells. DNP (1µM) was used in routine passaging to maintain this cell line as OPM-BMG cells. Growth medium DMEM low glucose supplemented with 5% FBS, HEPES, and antibiotics, were used to maintain the cell lines as monolayers in 60 mm tissue culture Petri dishes (PD-60; BD Falcon, U.S.A.) at 37°C in a humidified incubator with 5% CO2. All cell culture experiments were performed with the exponentially growing cells.



Ethics statement

Throughout the entirety of the study, mice were provided care in accordance with the guidelines outlined earlier (50). All animal experiment protocols used in the present study were reviewed and received ethical approval by the Institute of Nuclear Medicine and Allied Sciences (Institutional Ethical Committee approval; INM/IAEC/2017/20 and INM/IAEC/2018/21).



Growth kinetics, MTT, and clonogenic assay

To study growth kinetics, 0.075×106 cells from each group were seeded in PD-35 and counted at different time intervals (post cell seeding) using a Neubauer improved counting chamber (Paul Marienfeld GmbH & Co. KG, Germany) and a compound light microscope (Olympus CH30, Japan). Obtained cell numbers at (Nt; 24, 48, and 72 hours) were normalized with the cell density (at N; 0 hours), and the graph was plotted as Nt/N0. Cells were seeded in 96-well plates at a density of 0.005×106 cells per well for the determination of metabolic viability using MTT assay. At the time points specified in the experiment, MTT working concentration of (0.5mg/ml) was added, and cells were incubated in the dark for 2 hours at 37°C in a CO2 incubator. After incubation medium was removed, and DMSO (200 µl/well) was added to dissolve the formazan crystals formed by the cells. Finally, absorbance was measured at 570 nm with a reference wavelength of 630 nm on a Multiwell plate reader (Biotech Instruments, USA). For the clonogenic assay, 100 cells from each group were seeded in PD-60 and incubated for 7-8 days in a CO2 incubator to allow the formation of macroscopic colonies. After cell washing in PBS and staining with crystal violet, colonies with at least ≥ 50 cells were counted. Finally, normalizing the number of colonies formed with the number of cells seeded, the plating efficiency (PE) of both cell lines was determined as percent clonogenicity.



CFSE cell proliferation assay

Cell proliferation assay was performed using CFSE (5-(and-6)-Carboxyfluorescein Diacetate, Succinimidyl Ester) according to manufacturer protocol. Briefly, cells were incubated with 5µM CFSE in a medium supplemented with 2% serum at room temperature for 20 minutes (with continuous rolling), followed by seeding with a density of 0.075×106 in PD-35 and kept at 37°C in a CO2 incubator. After 48 hours, cells were terminated CFSE uptake was analyzed using a flow cytometer (BD, FACS Aria Tm III Cell Sorter, USA).



Estimation of glucose consumption and lactate production

Glucose consumption and lactate production were performed 24 h post-seeding as our previously described method (23). Both BMG-1 and OPM-BMG cells were allowed to grow in HBSS medium for a period of four hours. At the end of each hour, 100 µl of the medium was removed and placed in a freezer until further examination. A glucose-oxidase method-based kit (Tecnicon RA-500 auto-analyzer) and lactate estimation kit (Randox; Cat. No.-LC2389) were used to estimate the unused amount of glucose and lactate production, respectively. The obtained data were normalized by cell number, and the graph was plotted as pM/cell/h. In tumor tissue, glucose consumption was estimated using fluorescent glucose analog 2-NBDG. Tissue samples were minced in PBS and filtered with a cell strainer (70M), then 2-NBDG (100μM ; 20 min. at 37°C) was added to the cell-PBS suspension, followed by PBS washing and acquisition on LSR-II flow cytometer (BD, Mountainview, CA, USA).



ATP measurement

Both BMG-1 and OPM-BMG cell lines were seeded at a density of 0.3×106 in-35 to estimate cellular ATP content. Cells were harvested 24 hours after seeding, and an ATP bioluminescence assay was performed using the ATP bioluminescence assay kit (Invitrogen USA) as directed. After normalization from the respective group cell number, an estimated cellular ATP content presented as pmol/cell.



Estimation of ECAR and OCR

The ECAR and OCR were determined using the pH Xtra glycolysis and MitoXpressXtra oxygen consumption assay kits (Agilent, Chicopee, MA, USA), respectively. Cells were seeded into 96-well plates at 0.08 × 106 cells/well in the complete growth medium. OCR was performed as described earlier (33), whereas to perform the ECAR assay, the culture plate was placed in a CO2-free incubator at 37°C with 95% humidity for two hours. Wells were gently washed two times with respiration buffer, and 10 µl of pH Xtra reagent was added to each well containing 90 µl of buffer medium. Antimycin A (5 µM) was used to achieve maximum acidification, and 2-DG (50 mM) was applied as a negative control. Fluorescence intensity signals for ECAR and OCR dual read TR-F (time-resolved fluorescence), fluorescence measurements 380 nm/645 nm (ex/em.) were repeatedly recorded every 5 minutes interval over 100 minutes using Synergy H1 Hybrid Multi-Mode Microplate Reader (BioTek Instruments, USA). Dual read TR-F settings were maintained for ECAR with integration window 1 (100 μs delay D1; 30 μs measurement time W1) and integration window 2 (300 μs delay D2; 30 μs measurement time W2). After being normalized with the respective protein content, the measured TR-F intensity signals of ECAR and OCR were converted into lifetime signals (μs) as described earlier (33) and presented as μs·min−1 μg−1 protein.



Tumor study

The tumor xenograft study was conducted using six-week-old female athymic nude (BALB/c) mice (n=11/group) and acclimatized for one week before study commencement. For tumor cell inoculation, cells were grown to 70-90% confluency, and the medium was replaced with fresh growth medium 24 hours prior to harvesting by trypsinization. 100μl of inoculum containing 0.1x106 or 0.5×106 cells were injected into each mouse of respective groups (BMG-1 and OPM-BMG). To determine the tumor’s volume, the tumor’s length, width, and height were initially measured with Vernier calipers and finally estimated using the formula 1/2× (Length×Width×Height). On the 25thday after implantation, mice were sacrificed, and tumor specimens were dissected, fixed with 10% buffered formalin, and embedded in paraffin for tumor histology. Haematoxylin and Eosin (H&E) stains were applied to paraffin sections, and intra-tumoral proliferative compartments were examined, followed by a comparative analysis between BMG-1 and OPM-BMG groups. The digital images of histology slides were visualized with the bright-field microscope(IX 51, Olympus, Japan) using 10x (objective)×10x (eyepiece) magnification.



In-vivo matrigel plug assay

The difference in the tumor-associated angiogenesis was determined using Matrigel, which mimics the physiological cell matrix. Briefly, 250 µL of unpolymerized Matrigel (~10 mg/mL) was mixed with 250 μL of serum-free medium containing BMG-1 and OPM-BMG cells (0.5×106 cells/mice). Finally, each mouse was subcutaneously injected with a 500 µL volume of tumor cells containing matrigel mix at the right flank of the mouse (n=6/group). On the 7th day post-implantation, animals were sacrificed, and the plugs were dissected and photographed.



Establishment of tumor-derived cells

Solid tumors were dissected into small pieces using a sterile scalpel, and tissue was minced in PBS, followed by filtration using a cell strainer (pore size 70 µM). The filtered cell suspension was further processed for PBS washing and centrifugation (1500g) steps, repeated thrice. The cell pellet was resuspended in a complete growth medium in a T-25 flask and kept at 37°C in a CO2 incubator. Cells were monitored for doubling and confluency; the medium was replaced routinely to remove dead cell floaters. Finally, experiments were performed with exponentially growing cells after 3-5 in-vitro passaging.



In-vitro wound-healing assay (Scratch assay)

Cell migration was performed in tumor-derived cells as the previously described method (51). Briefly, cells were seeded in 24 well plates with a cell density of 0.04×106 cells/well and allowed to attain confluency. A mechanical “wound” was created by scraping with a 200-µl sterile pipette tip. As cells traveled from the intact zones into the scratched region, cell migration was monitored under an inverted bright-field microscope (Olympus, Japan) using a 10 x (objective) × 10X (eyepiece) magnification. In a different experiment, cell movement was also examined using fluorescent probes. Both BMG-1 and OPM-BMG cells were stained separately with 5µM each CellTracker™ Red and CellTracker™ Blue, respectively, in a serum-free medium, followed by co-culture in a complete growth medium. Fluorescence images were captured under blue and red emission channels for respective dyes. A minimum of 5 random field views of cell movement were enumerated, and average data was presented as the relative change in the tumor cell migration.



In-vitro invasion assay

The transwell invasion assay was performed to analyze the differential chemotactic responses in tumor-derived cells (BMG-1 and OPM-BMG) as the previously described method (51). The 24 well plates were used with Hanging Millicell inserts (Millipore) of 8-μm polyethylene terephthalate membrane filters. Cells were seeded with a density of 0.05×106 cells/well in the upper chamber with 200 μl of serum-free medium, whereas 500 μl of complete growth medium with 5% FBS was added to the bottom chamber. The plates were incubated at 37°C in a humidified environment with 5% CO2 for 24 hours. The non-migratory cells remaining in the upper chamber were removed using a cotton swab, and cells in the lower chamber were fixed in 4% paraformaldehyde, followed by permeabilization with methanol and Giemsa staining. Stained cells on the lower surface of the membrane were counted in five random fields under an inverted microscope using 10 x (objective) × 10x (eyepiece) magnification. Data were obtained as the average number of invading cells from different field views and plotted as differential fold change between BMG-1 and OPM-BMG cells.



Estimation of ROS, MMP, and mitochondrial mass

To stain tumor tissues, samples were initially minced in PBS and filtered through a cell strainer (Millipore, pore size 70 µM). Further tissue and cell samples were processed in a similar way with the appropriate probes. Both mitochondrial and intracellular ROS was measured using CM-H2DCFDA (10 μM) and MitoSox Red (5μM), respectively. In a similar experimental condition, MMP and mitochondrial mass were estimated using fluorescent probes DiOC6 (100 nM) and Mito-Tracker Green FM (100 nM), respectively. As a final step, cell lines and tissue samples were washed and resuspended in 500 μl of PBS for acquisition in respective FITC and PE channels on an LSR-II flow cytometer (BD, Mountainview, CA, USA).



Immunoblotting

For immunoblotting whole cell lysates or tumor tissue samples were lysed in RIPA lysis buffer, and western blotting was performed as the previously described method (33). Names and details of primary antibodies, including glycolytic and mitochondrial proteins, are mentioned in the chemicals and reagent section. The protein expression analysis specified in the experiments involved the blot densitometry evaluation and normalization with the corresponding loading control (β-actin). Further data from the BMG-1 and OPM-BMG cell lines/tumor samples were compared and presented as protein expression relative change.



Transmission electron microscopy

For the TEM study, Trump’s solution (4% formaldehyde in 0.1M phosphate buffer) was used to fix tumor tissue samples overnight at room temperature, followed by secondary fixation in 1% osmium tetroxide solution and 1% aqueous uranyl acetate. Tissues were embedded in epoxy resin after being dehydrated in ethanol concentrations (50, 70, 90, and 100%). Thin sections with a thickness of 0.1 micrometers were collected on copper grids and post-stained with lead citrate and uranyl acetate. Further images were viewed at 120 kV with a JEOL 2100 transmission electron microscope (JEOL USA, Peabody, MA). For each tumor sample, the ten randomly selected mitochondrial profiles were scored based on their appearance: regular elongated (>3μm long), ovoid (0.5μm in diameter), teardrop-shaped, or mitochondria-on-string (MOAS).



Statistical analysis

Unless otherwise stated, all the experiments were performed at least three times, with each condition analyzed in triplicates. Data are expressed as means ± SD. The statistical significance was calculated by unpaired two-tailed Student’s t-test using GraphPad Prism software (version 8), and values p ≤ 0.05 was considered statistically significant.
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Introduction

As a unique feature of malignant tumors, abnormal metabolism can regulate the immune microenvironment of tumors. However, the role of metabolic lncRNAs in predicting the prognosis and immunotherapy of gastric cancer (GC) has not been explored.



Methods

We downloaded the metabolism-related genes from the GSEA website and identified the metabolic lncRNAs. Co-expression analysis and Lasso Cox regression analysis were utilized to construct the risk model. To value the reliability and sensitivity of the model, Kaplan–Meier analysis and receiver operating characteristic curves were applied. The immune checkpoints, immune cell infiltration and tumor mutation burden of low- and high-risk groups were compared. Tumor Immune Dysfunction and Exclusion (TIDE) score was conducted to evaluate the response of GC patients to immunotherapy.



Results

Twenty-three metabolic lncRNAs related to the prognosis of GC were obtained. Three cluster patterns based on metabolic lncRNAs could distinguish GC patients with different overall survival time (OS) effectively (p<0.05). The risk score model established by seven metabolic lncRNAs was verified as an independent prognostic indicator for predicting the OS of GC. The AUC value of the risk model was higher than TNM staging. The high-risk patients were accompanied by significantly increased expression of immune checkpoint molecules (including PD-1, PD-L1 and CTLA4) and increased tumor tolerant immune cells, but significantly decreased tumor mutation burden (TMB). Consistently, TIDE values of low-risk patients were significantly lower than that of high-risk patients.



Discussion

The metabolic lncRNAs risk model can reliably and independently predict the prognosis of GC. The feature that simultaneously map the immune status of tumor microenvironment and TMB gives risk model great potential to serve as an indicator of immunotherapy.
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Introduction

Gastric cancer (GC) is a common cancer worldwide and carries an incidence of over one million new cases in 2020 and an estimated 769,000 deaths, ranking fifth for incidence and fourth for mortality globally (1). The high mortality might be ascribed to the diversity of tumors, but the treatment is unitary. Immunotherapy showed promising efficacy in a subset of GC patients, and brought the dawn to the treatment of GC. More accurate classification and immunotherapy for suitable GC patients are urgently needed to solve the dilemma behind GC treatment and to improve the overall survival (OS) rate.

Tumor metabolism and immune environment have been the focus of research in recent years. It is now believed that the stimulation of the external environment and the abnormal regulation of oncogenes and tumor suppressor genes are the root causes of abnormal metabolism of tumor cells. Abnormal metabolism not only satisfies the needs of rapid tumor growth, but also has a far-reaching impact on tumor invasion, metastasis and therapy resistance (2, 3). Dysfunctional immune status in cancer microenvironment is a hallmark of cancer. The tumor can force the body to shift to a low immune reaction or low tolerance state through many ways, including interfering with the antigen presentation of dendritic cells, hindering the activation and immune response of T cells and abnormal expression of autoantigen, eventually producing a microenvironment conducive to its growth (4). Tumor immune escape is an important strategy of tumor survival, which has become a research hotspot in recent years (5).

With further research, it was found that the tumor metabolism and immunosuppression are not unrelated (6). During the process of rapid proliferation, tumor cells sample the surrounding microenvironment for nutrient locations, which can lead to changes in the immune microenvironment (7). For example, Warburg metabolism provides a cell extrinsic advantage to tumor cells, with accelerated exhaustion of extracellular glucose, rendering tumor infiltrating T cells dysfunctional (8). Metabolic changes in T cells would inhibit anti-tumor T effector cell response, induce Treg (T regulatory) cells response and mediate immunosuppression, thereby promoting tumor progression (9). The immune response of the body to the tumor is in a low-energy state, such that the tumor can escape immune surveillance and progress. Evidence suggested that long noncoding RNA (lncRNA) can modulate tumor metabolism and innate immunity by targeting various metabolic pathways in different ways, either through cis-regulation, antisense inhibition, interaction with proteins or interaction with microRNA (miRNA) sponges (10, 11).

LncRNA is a type of RNA that cannot encode protein. It was not considered to be of any value in the process of gene transcription and had no physiological function. With the development of new technology, research on lncRNA has been performed in more depth over the past few years. LncRNA plays the role of regulators in various biological processes of eukaryotes, and shows abnormal expression in a variety of malignant tumors. Their abnormal expression is closely related to the degree of tumor malignancy, including tumor growth, drug resistance, metastasis, immunity and metabolism. For instance, Li et al. found that lncRNA LIMIT locally targets GBPs, thereby forming a molecular cascade of LIMIT–GBP–HSF1–MHC to alter antitumour immunity and the efficacy of tumour immunotherapy (12). LncRNA lincNMR regulates nucleotide metabolism via interacting with YBX1 and regulating RRM2, TK1, and TYMS (13).

Currently, the methodology of repurposing used microarray data for expression profiling of ncRNAs (noncoding RNA) has been well established. For instance, Song et al. used a series of microarray datasets to build a resource of clinically relevant lncRNAs and found a tumor-specific prognostic lncRNA model in GC (14). However, whether metabolic lncRNAs can build an effective model to judge the prognosis and immunotherapy efficacy of tumors is unknown. In this study, we constructed a predictive model of GC with metabolic lncRNAs based on the Cancer Genome Atlas (TCGA) database. The performance of metabolic lncRNAs model in prognosis, immune microenvironment and immunotherapy of GC was investigated.



Patients and methods


Patients and samples

The gene expression profiles and the clinical characteristics of samples were downloaded from the TCGA database (https://gdc.nci.nih.gov) [15]. 375 GC tissues and 32 normal tissues derived by HIseq-FPKM (Fragments Per Kilobase Million) were enrolled in the study. The collected clinicopathological data included gender, age, TNM (tumor node metastasis) classification, survival status, TNM staging and survival outcomes. The downloaded raw data pre-procession and bioinformatics analyses were conducted using the R studio software. The clinicopathological features of GC patients were described in the Supplementary File.



RNA sequence analysis of metabolism-related genes and lncRNAs

The list of metabolism-related genes was downloaded from the GSEA(Gene Set Enrichment Analysis) website (https://www.gsea-msigdb.org/gsea/index.jsp). Strawberry Perl was used to extract metabolism-related genes from TCGA-GC samples. We used the Wilcoxon test of the R language “limma” software package to screen differentially expressed genes. A total of 16 metabolic genes were screened out. Related data were analyzed by the “limma” and “igraph” R package. Twenty-three metabolic lncRNAs were identified. Then we analyzed metabolic lncRNAs related to survival using the “survival” R package. Samples were screened according to p < 0.05.



Consensus clustering analysis

“Consensus Clusterplus” R package was used to investigate the expression characteristics of metabolic lncRNAs in GC and to cluster the patients into different groups. After that, the OS of GC patients in different groups was analyzed by “survival” R package. The association of expression pattern of metabolic lncRNAs and clinicopathologic features in different groups were visualized using “pheatmap” R package. Fisher test was performed to compare the distribution of each clinicopathological character.



Immune infiltration analyses

“CIBERSORT” and “ESTIMATE” R packages were used to detect tumor-infiltrating immune cells and to compare the level of microenvironment scores among three clusters. The ESTIMATE algorithm based on single-sample GSEA was applied to infer the levels of immune cell responses and estimate the tumor purity in tumor samples among three clusters (16). The following three scores were derived from this algorithm: (1) StromalScore (the presence of matrix in tumor tissue); (2) EstimateScore (the inference of tumor purity); and (3) ImmuneScore (the infiltration of immune cells in tumor tissue). The immune cellular distributions of each GC sample were displayed by “barplot” package. The differential proportions of 22 immune cells among three clusters were visualized by the boxplot package in the R software. Immune cellular components and composition analysis was conducted using CIBERSORT (17).



Procedure of the metabolic lncRNA model

Kaplan–Meier and univariate Cox regression analyses were conducted using the “survival” R package. Only significant genes (p<0.05) in both Kaplan–Meier and Cox analyses were considered potential prognostic metabolic genes. The LASSO (Least absolute shrinkage and selection operator) analysis with twelve cross-validations was conducted by applying the “glmnet” R package, with the best penalty parameter lambda. A prognostic gene list with coefficients was calculated by the LASSO model with the optimal lambda value. Then, each patient’s risk score was obtained from the gene expression levels and corresponding coefficients. We developed a metabolic lncRNA prognostic signature for the GC patients involving seven metabolic lncRNAs. Risk score = ∑_(i=n)^n〖Coefi*Xi〗 (where Coefi is the coefficient of each selected gene, Xi is the expression value). Patients with gastric cancer were randomly assigned to the training group and the testing group in a 1:1 ratio. Patients were divided into low- and high-risk groups by the cutoff value of the median value of risk scores. The survival difference between the two groups was conducted by Kaplan–Meier analysis. The prognostic ability of the gene signature was further assessed using Cox and receiver operating characteristic (ROC) analyses.



Tumor mutation burden and TIDE analysis

Tumor mutation burden (TMB) analysis was adopted to analyze the mutational burden of tumors in the high- and low-risk groups. Combining the risk score and mutation compound, we divided GC patients into four groups and compared the survival between them. TIDE (tumor immune dysfunction and exclusion) scores were calculated by the website (http://tide.dfci.harvard.edu/) to assess whether patients could benefit from immunotherapy. Drug Sensitivity Analysis was conducted using the”pRRophetic” R package.



Statistical analysis

Statistical analysis was performed with “Bioconductor” R packages. The prognostic ability of the derived prognostic signatures for GC in comparison to other clinicopathological characteristics was evaluated using ROC curve analysis [18]. The independent prognostic value of the risk scores for OS was evaluated using univariate and multivariate Cox proportional hazard regression analyses. Survival analysis of GC patients was conducted using the Kaplan–Meier method. A two-tailed p< 0.05 was considered to be statistically significant.




Results


Identification of metabolic lncRNAs

The expression data of metabolism-related genes were extracted from the transcriptome data of TCGA. Figure 1A showed metabolism-related genes which were significantly associated with the prognosis of GC patients. The correlation between the expression of lncRNAs and metabolism-related genes was analyzed by co-expression analysis. Network diagrams were generated to visually display this correlation (Figure 1B). The forest map showed the results of the cox-regression analysis, and lncRNAs were considered to be prognostic indicators when the p value was less than 0.05. Twenty-three lncRNAs were significantly correlated with the survival of GC and were selected as metabolic lncRNAs (Figure 1C). The expressions of these metabolic prognostic lncRNAs in tumor and normal tissues were analyzed (Figure 1D). As the results shown, the expression of all twenty-three metabolic lncRNAs showed significant difference in normal versus cancer tissue of GC.




Figure 1 | Identification of metabolic lncRNAs. (A) Metabolism-related genes significantly associated with the prognosis of GC patients. (B) Interaction network diagram for relationship between metabolism-related genes and their relationship with lncRNAs. (C) Forest plot of lncRNAs expression by one-way Cox analysis, where red represented high risk lncRNAs and green represented low risk lncRNAs. (D) Heatmap of metabolic lncRNAs expression in normal and tumor samples. Red represented upregulated expression, and blue represented downregulated expression. *p<0.05,**p < 0.01 and ***p < 0.001.





Construction of metabolic lncRNA patterns

According to the analysis performed using the Consenses cluster Plus R package, metabolic lncRNAs in GC were divided into different clusters. When the consensus matrix k value was equal to 3, there was the least crossover among the GC samples. Therefore, we divided GC clusters into three types: cluster 1(n=64), cluster 2(n=240) and cluster 3(n=67) (Figure 2A; Figure S1). We ran a survival analysis according to the lncRNA patterns to evaluate the prognostic value of metabolic lncRNAs. As shown in the image, the OS of GC patients was significantly different among the three clusters (p=0.046). GC patients in cluster 1 suffered the worst OS (Figure 2B). The heatmap showed the expression of prognosis-related metabolic lncRNAs and their correlation with clinicopathological parameters in different clusters. No significant differences were detected among other clinical characteristics except for the grade of GC (Figure 2C).




Figure 2 | Construction of metabolic lncRNAs patterns. (A) Consensus clustering matrix for k = 3. (B) Kaplan–Meier analysis of patients in three metabolic lncRNAs patterns. (C) The clinicopathological differences among cluster 1, cluster 2 and cluster 3. **p < 0.01.





Immune cell infiltration of three clusters in GC

After clarifying the predictive potential of metabolic lncRNAs clusters, we further explored the difference in immune infiltration among the patterns. We examined the expression of immune-related genes or oncogenes in three clusters, as shown in the Figures 3A–D, the expression of leukocyte immunoglobulin like receptor B1 (LILRB1), B and T lymphocyte associated (BTLA), homo sapiens nuclear receptor subfamily 4 (NR4A1) and plasmacytoma variant translocation 1 (PVT1) was varied among three clusters obviously. The CIBERSORT algorithm was used to estimate the fraction of 22 immune cell types in three clusters. The differentiation ratio of tumor immune cells in each cluster was shown by the boxplot diagram (Figure 3E). The distribution of immune cells such as monocytes, macrophages, mast cells and dendritic cells resting were distinctive (p<0.001). Moreover, the ESTIMATEScore, ImmuneScore and StromalScore decreased successively in the three groups, where cluster 3 got the lowest score (Figures 3F–H). Collectively, the above findings indicated that the cluster pattern based on metabolic lncRNAs is reliable to distinguish the prognosis and immune status of GC.




Figure 3 | Immune cells infiltration of three clusters in GC. (A–D) Immune genes (LILRB1, NR4A1, BTLA) or oncogene (PVT1) expression of three clusters in GC. (E) Differences levels of infiltration of the 22 immune cells in three metabolic lncRNAs patterns. (F–H) The comparsion of ESTIMATEScore, ImmuneScore, and StromalScore in cluster 1, cluster 2 and cluster 3. *p<0.05,**p < 0.01 and ***p < 0.001.





Establishment of risk score model

To further exploit the predictive value of metabolic lncRNAs, Lasso Cox regression was used to construct the risk score model based on the TCGA database (Figures 4A, B). Seven genes were selected and adopted to build the risk score model. Risk score=0.105*LINC02773 – 0.134* AC009065.9 + 0.579*AL590705.3 – 0.057* SREBF2-AS1 +1.207* AL139147.1 – 0.397* AL033527.3 + 0.211* PSMG3-AS1. To verify the predictive value of the model, we divided the samples of the training (n=187) and testing group (n=184) into high-risk group and low-risk group according to the median value of the risk scores. The OS of high-risk and low-risk patients in the two groups differed significantly (Figures 4C, D). Patients in the high-risk group suffered a worse OS (p<0.05). The AUC value illustrated that the risk model has acceptable performance in predicting the prognosis of the two groups of patients (Figures 4E, F). Figures 5A–D represented the survival status of gastric cancer patients in training and testing groups respectively. The survival status and risk score distribution in the TCGA training and testing datasets indicated that the proportion of patients who died was considerably greater in those with high scores as opposed to those with low scores. Heatmap displayed that the expression level of the 4 genes increased as the score increased (Figures 5E, F). Our findings indicated that the metabolic lncRNA risk model can serve as a reliable indicator to predict the prognosis of GC patients.




Figure 4 | Establishment of risk score model. (A) The distribution of lambda and the best options in Lasso analysis (B) The weight of each candidate gene in the model. (C, D) Kaplan-Meier survival curves of the OS of patients between the high- and low-risk groups in the training (C) and testing (D) set. (E, F) The ROC curves of the risk score model in training (E) and testing (F) group.






Figure 5 | Prognostic value of the risk score model. (A, B) Patterns of survival status and survival time in the training and testing group. (C, D) Distribution of metabolic lncRNAs risk score model in the high- and low-risk groups plotted in training and testing set. (E, F) Heatmap showed the expression standards of the seven prognostic lncRNAs of training and testing set.





Metabolic lncRNAs model was an independent prognostic factor

To further verify the predictive value of the risk model, univariate and multivariate regression analysis including risk model and clinicopathological parameters such as age, gender, grade and stage were conducted. Both univariate and multivariate analysis showed that the metabolic lncRNA risk model significantly correlated with OS, illustrating that the risk model was an independent prognostic factor for GC patients (Figures 6A–D). It was found that the diagnostic value of risk model is better than clinicopathological features, including the TNM staging (Figure 6E). Moreover, the AUC value increased with the year (Figure 6F).




Figure 6 | Metabolic lncRNAs risk score model was an independent prognostic factor. Univariate (A, B) and multivariate (C, D) Cox regression analysis of the association between clinicopathological features (including risk score) and OS of patients in the training and testing group. (E) The ROC curves of the risk score model and clinicopathological parameters (F) The ROC curves of the risk score model at 1-,3-,5-years.





Validation of the prognostic risk model in clinicopathological features of GC

Then, we evaluated the correlation between the risk score and clinicopathological features of GC patients. The grade, tumor invasion depth, cluster pattern and TNM staging showed significant differences in the high- and low-risk groups (Figures 7A–D). The expression of the seven selected metabolic lncRNAs were varied, as shown in the heatmap, LINC02773, AL590705.3, AL139147.1 and PSMG3-AS1 were highly expressed, while AC009065.9, SREBF2-AS1 and AL033527.3 were expressed lowly in high-risk group(Figure 7E). Next, stratification analysis was performed to verify whether the risk score can maintain its prediction ability in each subgroup. The results showed the lncRNA risk score could further distinguish the survival difference among GC patients with same age, gender, grade, tumor invasion depth (T), lymph node metastasis (N), distal metastasis (M) and TNM staging (Figure 8; Figure S2).




Figure 7 | The prognostic risk model was applied to clinical features and immune characteristics of GC patients (A–D) Boxplot of relationship analysis of risk score and clinical features. (E) The clinicopathological differences between the high- and low-risk groups. ***p < 0.001.






Figure 8 | Kaplan-Meier curves of OS differences stratified by tumor invasion depth (T), lymph node matestasis (N), distinal metastasis (M) and TNM staging between the high- and low-risk groups.





Metabolic lncRNAs risk model reflected the immune microenvironment of GC

We explored the correlation between immune genes or immune cell types and risk scores in GC patients. The results revealed that some key immune checkpoint molecules were significantly overexpressed in the high-risk group, such as CTLA4 (Cytotoxic T-lymphocyte associated protein 4), PD-1 (Programmed cell death 1) and corresponding ligand PD-L1(Programmed cell death 1 ligand 1), indicating that high-risk GC tends to be immunosuppressive (Figures 9A–D; Figure S3). Consistently, heatmap showed that genes involved in APC (Antigen-presenting cells) inhibition, T cell inhibition and checkpoint were significantly elevated in high-risk patients (Figure 9E). The antitumor immune cells (such as activated CD4+ T cell and macrophages M1 cell) decreased in the high-risk group, but tumor tolerant immune cells (such as resting CD4+ T cell and macrophages M2 cell) increased in the tumor microenvironment (p<0.05, Figures 9F–J; Figure S4). Consequently, the ImmuneScore decreased significantly in high-risk group (Figure 9K). These results suggested that there is an active interaction between abnormal tumor metabolism and the immune microenvironment. The metabolic lncRNA model can reflect the immune microenvironment of GC.




Figure 9 | Metabolic lncRNAs risk model reflected the immune microenvironment (A–D) The relationship between immune checkpoint molecules and risk scores. (E) Heatmap of differences in immune function between high- and low-risk group. (F–J) The relationship between immune cell types and risk scores. (K) Boxplot of relationship analysis of risk score and ImmuneScore. *p < 0.05,**p < 0.01, ***p < 0.001.





Metabolic lncRNAs risk model predicted immunotherapy efficacy of GC

On the other side of the coin, whether tumor cells were easily recognized by the immune system was unknown. To figure this out, we focused on the TMB of GC. The waterfall chart showed the number of mutations in low- and high-risk GC (Figures 10A, B), mutation burden of high-risk GC was significantly lower than that of low-risk GC (Figure 10C). Survival analysis found that patients with high mutation burden have better OS in GC (Figure 10D), in particular, the OS of low-risk patients with high TMB was extremely longer than other types of patients (Figure 10E). TIDE value of low-risk GC patients was significantly lower than high-risk patients (Figure 10F). Moreover, drug sensitivity analysis found that patients with low-risk GC were more sensitive to cisplatin, which is a common drug in GC chemotherapy (Figures 10G, H). Collectively, low-risk GC patients were accompanied by active immune status and high tumor mutations, which illustrated these patients are more likely to benefit from immunotherapy.




Figure 10 | Metabolic lncRNAs risk model predicted immunotherapy efficacy. (A, B) Waterfall diagram of high- low-risk GC patients. (C) Tumor mutation burden analysis to compare the TMB of GC patients in two groups. (D,E) Kaplan-Meier analysis to compare the OS of GC patients in different groups. (F) Violin diagram showed the TIDE values of GC patients in two groups. (G,H) Sensitivity of patients with different risk scores to cisplatin treatment.






Discussion

The length of a patient’s survival time, in essence, reflects the level of malignancy of tumors. At present, TNM staging is the main method to judge the prognosis of GC patients. However, TNM staging is a representation of tumor progression but cannot accurately indicate the intrinsic properties of tumors, so cases of patients in the same TNM stage but with significantly different survival time is common. Accurate judgment of patients’ feedback on treatment and prediction of patients’ survival time are vital for the formulation of individualized treatment strategies. Therefore, it is necessary to find a more accurate method to predict the prognosis of GC patients.

N6-methyladenosine (m6A) is the most abundant RNA modification in eukaryotic cells (15). Over m6A modification of certain genes could lead to alterations of mRNA behavior and expression, resulting in the acceleration of tumor development, whereas lacking of m6A modification on other genes may also lead to tumor progression (16). Some researchers who explored the correlation between m6A related lncRNAs and immune infiltration, reported the value of these lncRNAs in predicting tumor prognosis. Zhou et al. reported that m6A-related lncRNAs could predict outcomes of head and neck squamous cell carcinoma and could provide new therapeutic targets for these patients (17). A prognostic model based on m6A-associated lncRNAs is a predictor of overall survival, which can also be used as a predictor of immunotherapy effectiveness and need (18). Unfortunately, although abnormal metabolism is irreplaceable in tumorigenesis and progression, the possibility of metabolic lncRNAs risk model in predicting the prognosis of malignant tumor is unknown.

In this study, we found that the predictive value of metabolic lncRNA risk model is higher than TNM staging (Figure 6E). This risk score was an independent predictor and was able to compensate for the inaccuracy of TNM staging. As shown in Figure 8, the metabolic lncRNA risk score could further differentiate the survival time of patients in early(stage I-II) or advanced (stage III-IV) stages, which can avoid unrealistic optimism about the prognosis of GC patients with early stage and excessive pessimism with advanced stages. We noticed this to be true even in advanced stage patients who already suffered distant metastasis (M1), some of whom were worthy of and would benefit from active treatment.

Immunotherapy is a breakthrough in cancer therapy in recent years. The latest research reports that immunotherapy brings encouraging efficacy in the treatment of advanced GC (19–21). However, the main dilemma for oncologists is the lack of reliable indicators to screen sensitive patients to immunotherapy. Understanding the immune status of different patients makes immunotherapy more reasonable and effective (22). Metabolic lncRNAs risk model revealed the immune environment of GC in two aspects. Firstly, the expression of negative regulatory receptors and corresponding ligands were increased in high-risk patients (Figures 9A–E), which inhibited the activation of T cells. Secondly, the number of anti-tumor immune cells decreased with the increase of risk score (Figures 9F–J). The above phenomena showed that high-risk GC goes hand-in-hand with immunosuppressive status. Nevertheless, immune status alone is not enough to predict the sensitivity of immunotherapy, because tumor cells can escape the specific immune recognition by T cells through down-regulating the expression of tumor specific antigen or related antigen (23). Tumor mutations may express more antigens recognized by immune cells to activate the immune system (24, 25), thus the guidelines recommend high TMB as an indication of immunotherapy in GC.

Obviously, the ideal indicator should reflect both tumor immune status and TMB, but the commonly used CPS (Combined positive score)/TPS (Tumor proportion score) or dMMR (Different mismatch repair)/MSI-H (Microsatellite instability-high) does not meet this requirement. Our study found that the risk model based on metabolic lncRNAs not only reflects the immune state, but is also significantly correlates with TMB. For instance, GC patients in the low-risk group tend to be in a significantly active immune status (Figure 9) and carry more TMB (Figures 10A–C). We found that immune checkpoint inhibitors are more likely to benefit patients with this feature, which is consistent with the results of TIDE analysis (Figure 10F). Thus, the metabolic lncRNAs risk model has great potential to serve as an indicator for screening immunotherapy sensitive GC patients.

We previously conducted deep exploration around the lncRNA PVT1 and found that PVT1 can promote GC neovascularization by activating the STAT3 (Signal transducer and activator of transcription 3) pathway and is able to regulate the BCL2 (B-cell lymphoma 2) protein which leads to GC resistance to 5-Fluorouracil (5-FU) (26, 27). After classifying GC samples based on metabolic lncRNAs, we found that the expression of PVT1 was significantly different among differing patterns and risk score models. This reminded us that PVT1 may be associated with metabolic and immune status, but the specific mechanism of PVT1 deserves further exploration.

Despite the robust prognostic risk model of seven lncRNA established in this study, several limitations of our study remain. First, our results were obtained and validated using the TCGA dataset, more independent gastric cancer cohorts should be used to validate the risk model of seven metabolic lncRANs. Second, this study was a bioinformatic and retrospective study, further cell line and animal functional experiments were needed to reveal the intrinsic mechanisms of prognostic lncRNAs. Finally, we were not able to verify theirs specific biological functions and found the exact signaling pathways of metabolic lncRNAs.

In conclusion, our study used microarray data from 372 GC samples to screen out key genes related to metabolism, and built an independent prediction model based on metabolic lncRNAs. The present pilot study revealed that the metabolic lncRNAs model is significantly associated with the immune environment and TMB, and strongly suggests that the risk model is a reliable indicator to predict the efficacy of immunotherapy. We hope that our findings can contribute to a deeper understanding of the relationship between metabolism and immunity, help provide a new perspective in predicting GC prognosis, and help provide indications for immunotherapy of GC.
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Background

Gastric cancer is one of the common malignant tumors of the digestive system worldwide, posing a serious threat to human health. A growing number of studies have demonstrated the important role that lipid droplets play in promoting cancer progression. However, few studies have systematically evaluated the role of lipid droplet metabolism-related genes (LDMRGs) in patients with gastric cancer.



Methods

We identified two distinct molecular subtypes in the TCGA-STAD cohort based on LDMRGs expression. We then constructed risk prediction scoring models in the TCGA-STAD cohort by lasso regression analysis and validated the model with the GSE15459 and GSE66229 cohorts. Moreover, we constructed a nomogram prediction model by cox regression analysis and evaluated the predictive efficacy of the model by various methods in STAD. Finally, we identified the key gene in LDMRGs, ABCA1, and performed a systematic multi-omics analysis in gastric cancer.



Results

Two molecular subtypes were identified based on LDMRGs expression with different survival prognosis and immune infiltration levels. lasso regression models were effective in predicting overall survival (OS) of gastric cancer patients at 1, 3 and 5 years and were validated in the GEO database with consistent results. The nomogram prediction model incorporated additional clinical factors and prognostic molecules to improve the prognostic predictive value of the current TNM staging system. ABCA1 was identified as a key gene in LDMRGs and multi-omics analysis showed a strong correlation between ABCA1 and the prognosis and immune status of patients with gastric cancer.



Conclusion

This study reveals the characteristics and possible underlying mechanisms of LDMRGs in gastric cancer, contributing to the identification of new prognostic biomarkers and providing a basis for future research.





Keywords: lipid droplet metabolism, gastric cancer, tumor immunity, subtypes, prognostic model



Introduction

Gastric cancer is one of the most common malignant tumors of the digestive tract worldwide, with the fifth highest incidence and the fourth highest mortality rate (1). Early gastric cancer is mainly treated with surgery, adjuvant chemotherapy and radiotherapy, while chemotherapy remains the main treatment for advanced gastric cancer. Although, with the development of molecular biology of tumors, molecular targeted therapy and immunotherapy have achieved some success in the treatment of advanced gastric cancer (2), only a small percentage of patients can benefit from them and most patients with advanced gastric cancer still have a poor prognosis. Therefore, there is an urgent need to find new biomarkers to construct clinical prediction models for risk stratification and outcome prediction in patients with gastric cancer.

Lipid droplets are an evolutionarily highly conserved organelle consisting of a single phospholipid membrane wrapped around a core of neutral lipids involved in the storage and utilization of lipids (3). Recent studies have shown that in addition to adipocytes, lipid droplets have also been found in various cells such as hepatocytes, smooth muscle cells and glial cells. These findings clarify that lipid droplets do not only serve as storage sites for neutral lipids, but also have various functions such as inhibition of metabolism and regulation of gene expression (4, 5). In addition to their lipid and cholesterol storage functions, lipid droplets have recently been found to be associated with inflammatory responses, obesity, atherosclerosis and cancer (6–8).

A growing number of studies have demonstrated that the gradual accumulation of lipid droplets is a distinctive feature of many types of cancer (9–11). These lipid droplets store excess lipids to avoid lipotoxicity and can provide sufficient raw material for biofilms for the proliferation of cancer cells. In addition, lipid droplets provide a sufficient source of energy for tumor invasion and are associated with chemotherapy resistance (12, 13). In addition, lipid droplets can be used as a controlled and biocompatible vehicle for the delivery of anticancer drugs (14). Therefore, targeting altered lipid droplet metabolic pathways is a promising anti-cancer strategy (15).

The development of gastric cancer is closely related to lipid droplet metabolism. A study has shown that inhibition of DGAT2 expression enhances the sensitivity of gastric cancer to anoikis in vitro and inhibits peritoneal metastasis in vivo by disrupting lipid droplet formation in a lipid-rich environment (16). Furthermore, studies have confirmed the accumulation of lipid droplets that do exist in gastric epithelial tumors, further demonstrating the close relationship between lipid droplet metabolism and gastric cancer (17). Nevertheless, the expression patterns and functions of LDMRGs in STAD remain to be systematically analyzed.

In this study, we systematically analyzed multi-omics data from LDMRGs and identified 2 subtypes of STAD with different survival prognostic and immunological features. In addition, lasso regression models and nomogram prediction models were constructed based on the expression profiles of LDMRGs, which have reliable predictive efficacy for OS of patients with STAD by risk score. Moreover, we took the intersection of hub genes and the results of multivariate cox regression analysis to identify the key gene of LDMRGs, ABCA1. Finally, we performed a systematic multi-omics analysis of ABCA1 in STAD, and the results demonstrated that ABCA1 can predict outcomes in patients with STAD and has the potential to be a new therapeutic target for STAD.



Materials and methods


Data collection and process

RNA-sequence data (375 tumors and 32 normal, TPM value), genetic mutation and corresponding clinical information of stomach adenocarcinoma (STAD) were downloaded from The Cancer Genomics Atlas (TCGA) dataset (https://portal.gdc.com) (18). The GSE15459 cohort, GSE66229 cohort and GSE26253 cohort were downloaded from Gene Expression Omnibus (GEO) database (http://www.ncbi.nih.gov/geo) (19).



Gene expression analysis

Lipid droplet metabolism-related genes were obtained from the GeneCards (https://www.genecards.org/) database (20) by searching for the keyword “Lipid droplet metabolism” and filtering for “relevance score>40”. The detailed information on LDMRGs can be found in Supplementary Table 1. We analyzed the differential expression and correlation of 21 LDMRGs in TCGA-STAD. In addition, we analyzed the differential expression of ABCA1, a hub gene in LDMRGs, in STAD by combining the TCGA-STAD cohort and the Genotype-Tissue Expression (GTEx) database (21). These analyses were performed statistically using the R software (version 3.6.3) and the ggplot2 package (version 3.3.3) was mainly used for visualization. Moreover, we analyzed the differential expression of ABCA1 in gastric cancer of gene chip data from GEO using TNMplot platform (https://tnmplot.com/analysis/) (22).



Unsupervised clustering for 21 lipid droplet metabolism-related genes

Consistency analysis was performed using ConsensusClusterPlus R package (v1.54.0) with a maximum number of clusters of 6 and 100 replicates to extract 80% of the total sample, clusterAlg = “hc”, innerLinkage = “ ward.D2” (23). The clustering heatmaps were all analysed by the R software package complex heatmap (v2.2.0), and gene expression heatmaps were retained for genes with variance above 0.1. PCA plots were plotted using the ggord package and OPLS-DA analysis was performed using the Metware Cloud, a free online platform for data analysis (https://cloud.metware.cn).



Construction of lasso regression models and nomogram models

The least absolute shrinkage and selection operator (LASSO) regression algorithm was used for feature selection, 10-fold cross-validation was used, and the glmnet package (version 4.1-2) and the survival package (version 3.2-10) were used for the analysis. Log-rank test was used to compare differences in survival between two groups. The univariate Cox regression analysis was conducted to identify proper terms for the construction of the nomogram. The multivariate Cox regression analysis was performed to further identify independent prognostic factors for STAD. The rms package (version 6.2-0) and survival package (version 3.2-10) were used to create nomogram to predict the total recurrence rate in 1, 3, and 5 years. The timeROC(version 0.4) analysis was used to compare the predictive accuracy of risk score. The survival package (version 3.2-10) and stdca.R files (24) were used to create DCA curves to assess the clinical utility value of the model.



The protein-protein interactions analysis

We analyzed the protein-protein interactions between LDMRGs through the STRING (https://cn.string-db.org/) database (25). Moreover, we used cytoscape’s cytoHubba plugin to obtain the top five hub genes in LDMRGs by the MCC scoring method. Finally, we obtained two important functional modules through the MCODE plug-in in the cytoscape software.



Gene function enrichment analysis

GO and KEGG analyses were performed using R software with a cutoff p value <0.05 and an adjusted p value <0.1. The clusterProfiler (26) package (version 3.14.3) was used for enrichment analysis and the org.Hs.eg.db package (version 3.10.0) was used for ID conversion. Gene Set Enrichment Analysis (GSEA) was performed using CAMOPI (https://www.camoip.net/) database (27).



Analysis of differentially expressed genes

The differential expression of mRNA was identified using the limma package for R software (version 3.14.3). “ adjusted p value < 0.05 and log2 (fold change) > 1.5 or log2 (fold change) < -1.5” was defined as the threshold for the differential expression of mRNAs.



Analysis of genetic alterations

LDMRGs alterations were analyzed using the cBioPortal (28) database (http://www.cbioportal.org/). ABCA1 mutation analysis was performed primarily using the maftools package in R software to download and visualize somatic mutations in patients with STAD.



Correlation between LDMRGs mRNA expression levels and clinical characteristics, prognosis, copy number variation, and methylation in STAD


The relationship between ABCA1 mRNA expression level and clinical characteristics in TCGA-STAD cohort was analyzed using a dichotomous logistic model constructed with R software. The diagnostic value of ABCA1 mRNA expression level for gastric cancer was analyzed by the receiver operating characteristic (ROC) curves using the R packages mainly the pROC package (version 1.17.0.1) and the ggplot2 package. The relationship between LDMRGs mRNA expression levels and prognosis was mainly analysed statistically and visualised using the survminer package (version 0.4.9) and the survival package (version 3.2-10) for survival data. Correlation of LDMRGs mRNA expression levels with CNV and methylation was analyzed by the Gene Set Cancer Analysis (GSCA) (29) database (http://bioinfo.life.hust.edu.cn/GSCA/#/).



Analysis of immune infiltration and immune checkpoint blockade treatment

The correlation between LDMRGs mRNA expression levels and immune infiltration was mainly analyzed using the GSCA database. The comparison of immune cell infiltration levels between different subgroups was analysed using the immunedeconv package, which integrates six state-of-the-art algorithms including TIMER, xCell, MCP-counter, CIBERSORT, EPIC and quanTIseq. Then, the results were visualised using the ggplot2 package. Moreover, we analyzed the differential expression of 8 immune checkpoint-related genes in different subgroups using the ggplot2 package. Finally, we used the Tumor Immune Dysfunction and Exclusion (TIDE) algorithm (30) to predict the responsiveness of different subtypes to immune checkpoint inhibitors based on gene expression profiling data. The results of the analysis were visualized using the ggplot2 package and the ggpubr package (0.4.0). In addition, we analyzed the differences in the level of infiltration of different immune cells between the high and low ABCA1 expression groups using the ssGSEA algorithm built into the GSVA package (version 1.34.0), and also calculated the differences between the stromal score, immune score and estimate score between the different groups using the estimate package (version 1.0.13) (31). The relationship between ABCA1 expression levels and different molecular subtypes and immunological subtypes was analyzed by the TISIDB (32) database (http://cis.hku.hk/TISIDB/). The relationship between ABCA1 expression levels and TMB, MSI and Neoantigen Loads was analyzed using the CAMOIP database.



Comparison of differences in m6A-related gene expression levels and differences in stemness scores in different subgroups

The m6A-related genes were derived from past study (33) and the heat map of m6A-related gene expression between different subgroups in the TCGA-STAD cohort was visualized using the complex heatmap package. Furthermore, the OCLR algorithm constructed by Malta et al. was used to calculate mRNAsi and to assess the degree of stemness of samples in different subgroups (34, 35).



Correlation analysis of ABCA1 expression levels and drug sensitivity

Correlation analysis of mRNA expression levels of ABCA1 and CTRP drug sensitivity was performed using the drug module of the GSCA database.



Statistical analysis

T test was used when the two groups met normal distribution and homogeneity of variance; Wilcoxon rank sum test was used when the two groups did not meet normal distribution. Kaplan-meier method was used for survival curve analysis of prognosis. and median gene expression level was used for grouping. Logrank test or Cox regression was used for differences between groups. The ROC curve was used to evaluate the predictive effectiveness of the model. Two-tailed p < 0.05 was considered statistically significant (ns: p > 0.05, *: p ≤ 0.05, **: p ≤ 0.01, ***: p ≤ 0.001, ****: p ≤ 0.0001).




Results


LDMRGs expression and functional enrichment analysis in STAD

We explored the differential expression of LDMRGs in the TCGA-STAD cohort and as shown in Figure 1A, 10 LDMRGs were highly expressed in STAD, including PPARG, AUP1, CETP, CYP2D6, LDAH, ABCA1, HILPDA, APOE BSCL2, and MTR. 5 LDMRGs were lowly expressed in STAD, including PLIN1, MTTP, APOB, ACADM, and APOA1. We then performed a correlation analysis based on the expression levels of LDMRGs and the results showed a general positive correlation between the expression levels of LDMRGs in STAD (Figure 1B). Moreover, we performed GO and KEGG pathway enrichment analysis on LDMRGs. As shown in Figure 1C, these genes were mainly involved in lipid storage and transport, fat digestion and absorption, and cholesterol metabolism. To further explore the interactions between these genes, we constructed a PPI network using the STRING database (Figure 1D) and then identified the top 5 hub genes using cytoscape, including: INS, LPL,APOB,APOE, and ABCA1 (Figure 1E). Then 2 key sub-networks were identified through the MCODE plugin (Figures 1F, G).




Figure 1 | The differential expression and functional enrichment analysis of LDMRGs in STAD. (A) Differential expression analysis of LDMRGs in STAD. (B) Correlation analysis of the expression of LDMRGs in STAD. (C) GO and KEGG pathway enrichment analysis of LDMRGs. (D) Construction of PPI interaction network for LDMRGs using the STRING database. (E) Identification of the top 5 hub genes in the PPI Interaction network of LDMRGs by cytoscape software. (F, G) Identification of key network modules in PPI interaction network for LDMRGs via cytoscape software. (ns: p > 0.05,*: p ≤0.05, **: p ≤ 0.01, ***: p ≤ 0.001).





Analysis of genetic alterations and correlation between mRNA expression of LDMRGs and CNV, methylation and immune infiltration in STAD

We analyzed genetic alterations in the TCGA-STAD, PanCancer Atlas cohort using the cBioPortal database. As shown in Figure 2A, the total frequency of genetic alteration was 36% (157/434), with the top 3 genes most frequently altered being APOB (12%), MTR (6%), and ABCA1 (5%). The types of genetic alterations were mainly missense mutation, amplification, and truncating mutation. Furthermore, we noted that TMB and MSI were significantly higher in the genetically altered group than in the unaltered group, implying that patients in the genetically altered group may be more effective in immunotherapy for STAD (Figure 2B). In addition, we explored that LDMRGs mRNA expression was generally positively correlated with CNV, negatively correlated with methylation levels, and strongly correlated with multiple immune cell infiltrations (Figures 2C–E). These results indicated that LDMRGs may be involved in the progression of STAD through genetic alterations and immune regulation.




Figure 2 | Multi-omics analysis of LDMRGs in STAD. (A) Landscape analysis of genetic alterations of LDMRGs in STAD using the cBioPortal database. (B) Differential analysis of TMB, MSI in different genetic alteration groups in STAD using the cBioPortal database. (C–E) Correlation analysis of mRNA expression levels of LDMRGs and CNV, methylation, and immune infiltration levels in STAD. (****: p ≤ 0.0001).





Identification of two clusters by consensus clustering of LDMRGs in STAD

Based on the expression levels of LDMRGs, the TCGA-STAD samples can be classified into 2 molecular subtypes, cluster1 (C1) and cluster2 (C2), using an unsupervised clustering method (Figures 3A–E). In addition, we performed a supervised OPLS-DA analysis, as shown in Supplementary Figure 2, which also distinguished C1 and C2 subtypes better. Then, we analyzed the survival prognosis between the 2 different molecular subtypes by kaplan-Meier (KM) curve, as shown in Figure 3F, subtype C2 had worse OS prognosis, progression-free survival (PFS) prognosis and disease-specific survival (DSS) prognosis compared with subtype C1. Interestingly, we found that most LDMRGs were expressed at higher levels in C2 subtype compared with C1 subtype, including PNPLA2, APOE, APOB, ACADM, LPL, BSCL2, ABHD5, MTR, PLIN1, CETP, MTTP, PPARA, LDAH, LEP, and ABCA1 (Figure 3G). This could mean that high expression of these LDMRGs may be associated with a poorer prognosis for patients in STAD.




Figure 3 | Identification of subtypes associated with LDMRGs in STAD. (A–C) The optimal number of clusters (K=2) was determined for classification based on the cumulative distribution function (CDF) curve. (D) Heat map of the expression of LDMRGs in different subgroups, red represents high expression and blue represents low expression. (E) Principal component analysis (PCA) of 375 patients with STAD, with each point representing one sample. (F) Survival analysis between different subgroups in the TCGA-STAD cohort, including OS, PFS, and DSS. (G) Differential expression analysis of LDMRGs between different subgroups in the TCGA-STAD cohort. (ns: p > 0.05, *: p ≤0.05, **: p ≤ 0.01, ***: p ≤ 0.001).



To further analyze the molecular functional differences between the 2 subtypes, we performed differential gene analysis on the 2 subtypes and obtained a total of 2257 differentially expressed genes that were up-regulated and 22 differentially expressed genes that were down-regulated in STAD (Figures 4A, B). The GO and KEGG pathway enrichment analysis revealed that these differentially expressed genes were mainly involved in immune regulation, inflammatory response, and glutathione metabolism. The up-regulated differential genes were mainly involved in cell adhesion, extracellular matrix composition, and PI3K-Akt signalling pathway (Figures 4C, D). We speculated that differences in immunomodulation and cell adhesion led to different survival prognosis between these 2 subgroups in STAD.




Figure 4 | Functional enrichment analysis of DEGs between the two subgroups. (A, B) Volcano and heat maps of differentially expressed genes between the two subgroups in the TCGA-STAD cohort. (C) GO and KEGG pathway enrichment analysis of differentially expressed genes that were dwon-regulated. (D) GO and KEGG pathway enrichment analysis of differentially expressed genes that were up-regulated.





Correlation analysis between subtypes and immune infiltration, ICB treatment, m6A methylation modification, and tumour stemness

To further evaluate the immune status of the different subgroups, we compared the differences in the infiltration levels of immune cells in the 2 subgroups by the TIMER and MCP-counter algorithms. As shown in Figures 5A, B, the level of infiltration of multiple immune cells was significantly higher in the C2 subgroup than in the C1 subgroup. Furthermore, we assessed the expression levels of immune checkpoint-related genes in different subgroups. Interestingly, we also found that the expression levels of immune checkpoint-associated genes were significantly higher in the C2 subgroup than in the C1 subgroup (Figure 5C). TIDE algorithm was used to predict the response of the two subgroups to ICB treatment, and the results showed that C2 subgroup had a lower TIDE score, indicating that C2 subgroup had a better effect on ICB treatment (Figure 5D). Past studies have shown that m6A methylation modifications (36, 37) and tumour stemness (38, 39) are involved in the progression of a variety of tumours. Our study showed that the expression levels of most key genes associated with m6A methylation modifications were higher in the C2 subgroup than in the C1 subgroup. However, the stemness index of the C2 subgroup was lower than that of the C1 subgroup (Figures 5E, F). The relationship between lipid droplet metabolism and m6A methylation modifications and tumour stemness in STAD needs to be further investigated.




Figure 5 | Characteristic analysis of different subgroups in the TCGA-STAD cohort. (A, B) Analysis of differences in the level of immune infiltration between the two subgroups. (C) Differential expression analysis of immune checkpoint-related genes between the two subgroups. (D) Analysis of the differences in TIDE scores between the two subgroups. (E) Heat map of differential expression of m6A methylation-related genes between the two subgroups. (F) Analysis of differences in tumor stemness scores between the two subgroups. (*: p ≤0.05, **: p ≤ 0.01, ***: p ≤ 0.001, ****: p ≤ 0.0001).





Construction and validation of the lasso regression model

To further investigate the relationship between LDMRGs and prognosis, we screened 8 key genes by lasso regression analysis and constructed a prognostic model in STAD (Figures 6A, B). Risk score = (-0.099 * ACADM) + (0.070 * LPL) + (0.255 * INS) + (0.032 * APOA1) + (0.009 * MTTP) + (-0.084 * PPARA) + (0.144 * ABCA1) + (0.025 * HILPDA). Then, we divided the patients in the TCGA-STAD cohort into high-risk and low-risk groups based on risk scores from the prognostic model and showed that patients in the high-risk group had a worse overall survival prognosis (Figures 6C, D). The ROC curves showed that the model had certain predictive efficacy for 1, 3, and 5-year survival of patients in the TCGA-STAD cohort (Figure 6E). In addition, to demonstrate the reliability and applicability of the model, 2 gastric cancer cohorts (GSE15459, GSE66229) from the GEO data were used to validate the prediction model, which also proved to be able to differentiate well between the high-risk and low-risk groups of patients with gastric cancer. The ROC curves showed that the model was effective in predicting survival at 1,3, and 5 years (Figures 6F–K).




Figure 6 | Construction and validation of the Lasso regression model. (A) Trajectory plots of variables for Lasso regression analysis. (B) Screening of coefficients for Lasso regression analysis variables. (C–E) Construction and evaluation of a risk prediction scoring system in the TCGA-STAD cohort. (F–H) Validation and evaluation of risk prediction scoring systems in the GSE15459 cohort. (I–K) Validation and evaluation of risk prediction scoring systems in the GSE66229 cohort.





Construction and evaluation of nomogram model

To further explore the clinical factors related to the OS prognosis of patients with STAD, we included the 7 key genes screened by the above lasso regression analysis (due to the expression level of INS in more than half of the samples in TCGA-STAD cohort was 0, it was not possible to separate the high and low expression groups for the next cox regression analysis) and a variety of clinical characteristics in the univariate and multifactorial cox regression analysis. As shown in Table 1, age, T-stage, N-stage, M-stage, pathological stage, LPL, APOA1, and ABCA1 were associated with the OS prognosis of patients in the TCGA-STAD cohort. In addition, age, M-stage, and ABCA1 were independent risk factors affecting the OS prognosis of patients with STAD.


Table 1 | Univariate and multivariate cox regression analyses were based on multiple clinical characteristics and LDMRGs in the TCGA-STAD cohort.



To better assess the OS prognosis of clinical patients with STAD, we constructed nomogram prognostic model based on the results of cox regression analysis (Figure 7A). The Calibration curve and the ROC curve showed that the nomogram model had certain prediction efficiency for 1 -, 3 - and 5-year survival rate of patients with STAD (Figures 7B, C). Finally, the DCA curves demonstrated that the model also had good clinical utility in STAD (Figures 7D–F).




Figure 7 | Construction and evaluation of nomogram prediction models in the TCGA-STAD cohort. (A) Construction of a nomogram prediction model. (B) Evaluation of calibration curve on the predictive value of the nomogram model. (C) Evaluation of ROC curve on the predictive value of the nomogram model. (D–F) Evaluation of DCA curve on the clinical utility value of the nomogram model.





Correlation analysis of The expression and clinical characteristics of ABCA1, A key gene in lipid droplet metabolism

The Venn diagram showed that we took the intersection of hub genes of LDMRGs and independent prognostic risk factors to identify a key gene associated with lipid droplet metabolism in STAD, ABCA1 (Figure 8A). By combining TCGA,GTEx and GEO data sets, we found that ABCA1 expression was significantly up-regulated in gastric cancer tissues compared with normal gastric tissues (Figures 8B–E). As shown in Figure 8F, the ROC curve showed that the expression level of ABCA1 had certain diagnostic value for STAD (AUC = 0.765; CI: 0.682 - 0.848). Furthermore, we found that ABCA1 expression was closely related to pathological stage and histologic grade by logistic regression analysis (Figure 8G). In addition, we explored that patients with gastric cancer in the ABCA1 high expression group had a worse prognosis in the TCGA-STAD cohort, the GSE15459 cohort and the GSE26253 cohort (Figures 8H–L). These results suggested that ABCA1 may promote gastric cancer progression.




Figure 8 | Expression and prognostic analysis of ABCA1 in gastric cancer. (A) Identification of the key gene, ABCA1, in LDMRGs in STAD. (B–E) Differential expression analysis of ABCA1 in gastric cancer using TCGA and GEO databases. (F) The diagnostic value of ABCA1 expression in gastric cancer was analyzed by ROC curve in STAD. (G) The correlation between ABCA1 expression and clinical characteristics was analyzed by logistic regression in STAD. (H–J) Correlation analysis of ABCA1 expression and survival prognosis in the TCGA-STAD cohort, including OS, DSS, and PFI. (K, L) Correlation analysis of ABCA1 expression and OS prognosis in the GSE15459 and GSE26253 cohorts. (*: p ≤0.05, ***: p ≤ 0.001).





Functional enrichment analysis and correlation analysis of ABCA1 expression and immune infiltration and ICB treatment response in STAD

To further explore the molecular functions played by ABCA1 in STAD, we divided the samples in the TCGA-STAD cohort into high and low expression groups based on the expression levels of ABCA1 and analyzed the DEGs between the two groups, including 2241 genes with up-regulated expression and 59 genes with down-regulated expression (Figures 9A, B). We then performed GO and KEGG pathway enrichment analysis as well as GSEA. The GO and KEGG pathway enrichment results showed that these differentially expressed up-regulated genes were mainly enriched in cell adhesion, T cell activation, and PI3K-Akt signaling pathways. Differentially expressed down-regulated genes were mainly enriched in cytoskeleton composition (Figures 9C, D). The GSEA results indicated that the KEGG pathway was mainly enriched in ECM-receptor interactions, cell adhesion, neutrophil extracellular trap formation, and PI3K-Akt signaling pathways (Figures 9E, F). These results suggested that ABCA1 may mediate cell adhesion through the PI3K-Akt signaling pathway and thus promote tumor metastasis, and further experiments are needed to verify the results.




Figure 9 | Gene function enrichment analysis of ABCA1 in STAD. (A, B) Volcano and heat maps of DEGs in the ABCA1 high and low expression groups in the TCGA-STAD cohort. (C, D) GO and KEGG pathway enrichment analysis of DEGs in STAD. (E, F) GSEA analysis based on ABCA1 expression in STAD.



In addition, immune cell infiltration analysis showed that high expression of ABCA1 correlated with high levels of infiltration of multiple immune cells (Figures 10A, B). As shown in Supplementary Figure 1, we also assessed the correlation between ABCA1 expression and immune infiltration by the CIBERSORT algorithm, which showed that ABCA1 expression was associated with a variety of stromal cells, including M2-type macrophages, myeloid dendritic cells, and mast cells. The expression of ABCA1 is closely related to a variety of immune and molecular subtypes in STAD (Figures 10C, D). These results indicated that the high expression of ABCA1 may contribute to the progression of gastric cancer by mediating the body’s immune regulation. To assess the relationship between ABCA1 expression and immunotherapy response, we explored the correlation between ABCA1 expression and TMB, MSI, and Neoantigen Loads. As shown in Figures 10E–G, the group with high ABCA1 expression had lower TMB, MSI, and Neoantigen Loads, suggesting that these patients may not respond well to ICB therapy. Also, our TIDE algorithm showed that the ABCA1 high expression group had higher TIDE scores, indicating that these patients were less effective on ICB treatment (Figure 10H).




Figure 10 | Correlation analysis of ABCA1 expression and immune characteristics in STAD. (A, B) Differential analysis of the level of immune infiltration between high and low expression groups of ABCA1 was performed in STAD by the ssGSEA and estimate algorithms. (C, D) Differential analysis of ABCA1 expression levels between different immunological and molecular subtypes in STAD using the TISIDB database. (E-G) Differential analysis of TMB, MSI, and neoantigen loads between high and low ABCA1 expression groups was performed in STAD using the CAMOIP database. (H) Differential analysis of TIDE scores between high and low ABCA1 expression groups in STAD. (ns: p > 0.05, *: p ≤0.05, **: p ≤ 0.01, ***: p ≤ 0.001, ****: p ≤ 0.0001).





Mutation analysis of ABCA1 and correlation analysis of ABCA1 mRNA expression levels and drug sensitivity in STAD

Past research has shown that the accumulation of genetic mutations and tumour development are closely related (40). Our analysis showed a somatic mutation rate of 4.3% for ABCA1 and demonstrated the distribution of ABCA1 mutations in the genome in STAD. We noted that the somatic mutation type of ABCA1 was predominantly missense mutation (Figure 11A). As shown in Figure 11B, we analyzed the somatic landscape of the TCGA-STAD cohort and demonstrated the top 10 genes with the highest mutation frequency in the tumor samples by waterfall plots, including TTN, TP53, MUC16, LRP1B, SYNE1, CSMD3, ARID1A, FLG, PCLO, and FAT4 (Figure 11B).




Figure 11 | Mutation analysis and drug sensitivity analysis of ABCA1 in STAD. (A) Lollipop plot of ABCA1 mutation distribution in the genome. (B) A waterfall map of the somatic mutation landscape in the TCGA-STAD cohort, including the top 10 mutation-frequency genes and ABCA1. (C) Correlation analysis of ABCA1 mRNA expression and drug sensitivity in pan-cancer using the GSCA database.



In addition, we found a positive correlation between the mRNA expression levels of ABCA1 and the sensitivity of multiple drugs, suggesting that these chemotherapeutic agents may be more effective in patients with higher levels of ABCA1 expression (Figure 11C).




Discussion

Gastric cancer has long been a worldwide public health problem with its high morbidity and mortality rates (2, 41). Especially for patients with advanced gastric cancer, chemotherapy-based monotherapy or combination therapy regimens have limited effect. In recent years, emerging targeted therapies have benefited only a small proportion of gastric cancer patients (42). Therefore, the identification of biomarkers that promote gastric cancer progression and the search for more effective therapeutic targets has been an ongoing clinical challenge.

Metabolic reprogramming, the ability of tumor cells to regulate energy metabolism to accelerate cell growth and proliferation, is also a characteristic of tumors (43). Tumor cells will choose the best mode for their own survival according to the microenvironment, and constantly change in the process of tumor development. Warburg effect is the starting point of the study of metabolic reprogramming in cancer. Current research has found that metabolic reprogramming is also involved in amino acid and lipid metabolism, with lipid metabolic reprogramming playing an important role in tumour progression (44). A marked increase in the de novo synthesis of fatty acids in tumour cells is accompanied by a marked enhancement of fatty acid oxidation to meet the demands of rapid tumour cell growth (45). In addition, many lipid signalling molecules, including phosphatidylinositol-3,4,5-trisphosphate, lysophospholipids, prostaglandins, and platelet-activating factors, which contribute to tumour progression by participating in signal transduction cascade reactions, in turn, contribute to tumour progression (46–48). Thus, the pathway regulating lipid metabolic reprogramming has emerged as an important potential target for tumour therapy (49).

Lipid droplets play an important role in the process of lipid metabolism and are the central hub for processing lipids (48). Lipid droplets are spherical monolayer organelles that primarily regulate lipid metabolism, transport and signalling in cells and tissues (50). Lipid droplet biogenesis is induced by nutritional and oxidative stress, and cancer cells promote tumour progression through the accumulation of lipid droplets to ensure energy production, redox homeostasis, and drive membrane synthesis (10). A study has constructed a risk prediction scoring model based on genes related to lipid metabolism, which can effectively predict the prognosis of patients (51). Lipid droplets are an important energy reservoir for cancer cells and accumulation of lipid droplets can be found in many cancer cells (52–55). Several studies have shown that autophagy and lipid droplet synthesis are closely related and that it can promote lipid droplet synthesis to increase the resistance of cancer cells to stress, thus promoting cancer cell progression (56). In gastric cancer, excess lipids are converted to triglycerides and cholesteryl esters in the ER, and the rate of fat synthesis increases, leading to the formation of lipid droplets. At the same time, the increased level of mitochondrial fatty acid β-oxidation not only provides sufficient energy for the growth and metastasis of cancer cells, but also participates in the transduction of lipid rafts and lipid modified signaling molecules, which further promotes tumor progression. In addition, drug resistance in gastric cancer may also be related to lipid metabolism (57, 58). However, no article has yet reported on the construction of risk models for genes related to lipid droplet metabolism in gastric cancer to predict survival prognosis and immunotherapy efficacy in patients with gastric cancer.

In this study, we first systematically analysed the multi-omics data of the LDMRGs. We found that most LDMRGs were differentially expressed in STAD and that there was generally a positive correlation between their expression. We constructed PPI interaction networks between LDMRGs and identified the top 5 hug genes and 2 important sub-networks. The gene function enrichment analysis revealed that LDMRGs are primarily involved in the metabolism of lipid droplets, including the storage, localization, and transport of lipids, lipoproteins, celiac particles, and cholesterol. In addition, we analyzed the genetic alteration landscape of LDMRGs and found that TMB,MSI was significantly higher in the genetically altered group of patients with STAD than in the genetically unaltered group. This meant that patients with STAD in the genetically altered group may be more sensitive to treatment with ICB. Furthermore, we found that the expression levels of most LDMRGs were positively correlated with CNV and negatively correlated with methylation levels in STAD. Notably, the expression levels of LDMRGs were strongly correlated with the level of multiple immune cell infiltration, which suggested that these genes were also involved in the regulation of immunity in STAD.

Furthermore, we classified the samples in the TCGA-STAD cohort into C1 and C2 subtypes based on the expression of LDMRGs and found that the C2 subtype had a worse survival prognosis. Gene functional enrichment analysis revealed that DEGs in the 2 subtypes were mainly enriched in immune regulation and cell adhesion. Differences in immune infiltration levels, TIDE scores, m6A methylation, and tumour stemness were also compared between the 2 subtypes. The results showed that the C2 subtype had higher levels of immune infiltration and expression of immune checkpoint-related genes, but the TIDE score showed that the C2 subtype had a higher score, suggesting that the C2 subtype was less effective in ICB treatment. We speculated that the C2 subtype may be more susceptible to tumour invasion and metastasis and insensitivity to ICB treatment due to dysregulation of cell adhesion and immune regulation, thus leading to a poorer survival prognosis.

To further explore the relationship between LDMRGs expression and prognosis of patients with STAD, we constructed lasso regression model based on the expression profiles of LDMRGs in STAD. Moreover, we validated the risk prediction scoring system with the GSE15459 and GSE66229 datasets and the results showed that the prediction model has reliable predictive efficacy for the OS prognosis of patients with gastric cancer. We noted that 8 genes screened by lasso regression analysis were associated with a variety of cancers in past studies, including hepatocellular carcinoma (59), prostate adenocarcinoma (60), chronic lymphocytic leukemia (61), pancreatic adenocarcinoma (62), and colon adenocarcinoma (63).To improve the clinical applicability of the model, we incorporated the prognostic molecules screened by the lasso regression analysis into the cox regression analysis and constructed a nomogram prediction model in STAD. We then evaluated the predictive efficacy of the model by a variety of methods and the results demonstrated that the model has a certain predictive efficacy for survival prognosis at 1, 3 and 5 years for patients with STAD.

Furthermore, we further identified a key prognostic molecule in LDMRGs in STAD, ABCA1. Past studies have shown that ABCA1 is a lipid transporter protein that plays an important role in maintaining HDL biosynthesis and cellular cholesterol homeostasis (64). Numerous studies have demonstrated that ABCA1 was associated with the development of a variety of cancers, including colon cancer (65, 66), myeloproliferative neoplasms (67), ovarian cancer (68, 69), prostate cancer (70), and melanoma (71). ABCA1 may have a dual role in cancer, with ABCA1 showing anti-cancer effects in breast and prostate cancers, but pro-cancer effects in colorectal, bladder and melanoma cancers (72). However, there are few reports of ABCA1 being associated with gastric cancer. Our results showed that the expression level of ABCA1 was closely related to the survival prognosis, pathological stage and histological grade of patients with STAD. The gene function enrichment results showed that ABCA1 is mainly involved in cell adhesion and PI3K-Akt signaling pathway. Past studies have shown that the PI3K-Akt signaling pathway was involved in the invasion and metastasis of a variety of cancers, including hepatocellular carcinoma (73), gastric cancer (74, 75), lung adenocarcinoma (76), colorectal cancer (77), and renal cell carcinoma (78). We speculated that ABCA1 may be involved in the invasion and metastasis of gastric cancer through the PI3K-Akt signaling pathway. Moreover, previous studies showed PI3K/Akt/mTOR signaling pathway as an important signaling pathway in lipid metabolism in gastric cancer (57, 79). In addition, our study revealed that ABCA1 expression in STAD was closely associated with immune infiltration, MSI, TMB, and neoantigen loads. Patients with STAD in the high ABCA1 expression group may be less effective in the treatment of ICB. Finally, mutational landscape analysis showed that the somatic mutation type of ABCA1 was mainly missense mutation and ABCA1 expression was associated with mutations in TP53. These results suggest that ABCA1 may promote gastric cancer progression through immune regulation and mutations in TP53. The expression level of ABCA1 was positively correlated with the sensitivity of most chemotherapeutic drugs, which meant that patients with high expression of ABCA1 may respond better to these chemotherapeutic drugs. Our study demonstrated that ABCA1 was closely related to the prognosis and immune regulation of patients with gastric cancer and could potentially be a new therapeutic target for gastric cancer.

However, there are some limitations to our study. Firstly, our analysis is mainly based on multiple online databases and lacks validation from a large external clinical multicentre cohort of gastric cancer. Secondly, our study was mainly conducted by bioinformatics analysis and lacks validation from basic cellular and animal experiments. Therefore, we will improve these deficiencies and further explore the mechanism of LDMRGs in gastric cancer in future studies.



Conclusion

In summary, we identified 2 molecular subtypes based on the expression of LDMRGs and analyzed the survival prognosis, functional enrichment analysis, and immune status between the different molecular subtypes. In addition, we constructed lasso regression models and performed iterative validation on the GEO dataset with consistent results. A nomogram containing the prognostic molecules screened by the lasso regression analysis was generated, which improved the predictive value and clinical applicability of the model. Finally, we identified a key gene in LDMRGs, ABCA1, and analyzed the prognostic value of ABCA1 in gastric cancer by multi-omics. The results showed that ABCA1 was closely associated with multiple clinical features, immune infiltration, and drug sensitivity in gastric cancer patients. The present study provided evidence for the prognostic value of LDMRGs in gastric cancer and contributes to the development of diagnostic and prognostic biomarkers and therapeutic agents for patients with gastric cancer.



Data availability statement

The datasets presented in this study can be found in online repositories. The names of the repository/repositories and accession number(s) can be found in the article/Supplementary Material.



Author contributions

ML was primarily responsible for the design of the study protocol and writing of the manuscript. XF and HW contributed to the data organization and analysis. RJ and QG downloaded the data. ZC and QR contributed to the revision and review of the manuscript. YW and YZ contributed to the supervision of the study. All authors contributed to the article and approved the submitted version.



Funding

This study was supported by the Natural Science Foundation of Gansu Province, China (21JR1RA117), the Talent Innovation and Entrepreneurship Project in Lanzhou City, China (2019-RC-33), the Fundamental Research Funds for the Central Universities, China (lzujbky-2021-ct17), the Foundation of The First Hospital of Lanzhou University, China (ldyyyn2019-74).



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Supplementary material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fonc.2022.1038932/full#supplementary-material

Supplementary Figure 1 | The correlation of ABCA1 expression and immune cell infiltration assessed by CIBERSORT in STAD. (A) Heat map of the correlation between ABCA1 expression and immune infiltration. (B) The percentage abundance of each type of tumour-infiltrating cell in each sample in the STAD.

Supplementary Figure 2 | OPLS-DA analysis based on the expression of LDMRGs in STAD. (A) Inertia bar plot for OPLS-DA model. (B) Permutation test plot for OPLS-DA model validation. (C) Score plot for the OPLS-DA model. (D) S-plot plot for OPLS-DA model.

Supplementary Table 1 | Screening of lipid droplet metabolism-related genes using the GeneCards database.



References

1. Sung, H, Ferlay, J, Siegel, RL, Laversanne, M, Soerjomataram, I, Jemal, A, et al. Global cancer statistics 2020: GLOBOCAN estimates of incidence and mortality worldwide for 36 cancers in 185 countries. CA Cancer J Clin (2021) 71:209–49. doi: 10.3322/caac.21660

2. Johnston, FM, and Beckman, M. Updates on management of gastric cancer. Curr Oncol Rep (2019) 21:67. doi: 10.1007/s11912-019-0820-4

3. Walther, TC, Chung, J, and Farese, RV Jr. Lipid droplet biogenesis. Annu Rev Cell Dev Biol (2017) 33:491–510. doi: 10.1146/annurev-cellbio-100616-060608

4. Galano, M, Li, Y, Li, L, Sottas, C, and Papadopoulos, V. Role of constitutive STAR in leydig cells. Int J Mol Sci (2021) 22:2021. doi: 10.3390/ijms22042021

5. Du, X, Zhou, L, Aw, YC, Mak, HY, Xu, Y, Rae, J, et al. ORP5 localizes to ER-lipid droplet contacts and regulates the level of PI(4)P on lipid droplets. J Cell Biol (2020) 219(1):e201905162. doi: 10.1083/jcb.201905162

6. Pu, Q, Guo, K, Lin, P, Wang, Z, Qin, S, Gao, P, et al. Bitter receptor TAS2R138 facilitates lipid droplet degradation in neutrophils during pseudomonas aeruginosa infection. Signal Transduct Target Ther (2021) 6:210. doi: 10.1038/s41392-021-00602-7

7. Ohira, H, Tsuruya, A, Oikawa, D, Nakagawa, W, Mamoto, R, Hattori, M, et al. Alteration of oxidative-stress and related marker levels in mouse colonic tissues and fecal microbiota structures with chronic ethanol administration: Implications for the pathogenesis of ethanol-related colorectal cancer. PLos One (2021) 16:e0246580. doi: 10.1371/journal.pone.0246580

8. Sugihara, M, Morito, D, Ainuki, S, Hirano, Y, Ogino, K, Kitamura, A, et al. The AAA+ ATPase/ubiquitin ligase mysterin stabilizes cytoplasmic lipid droplets. J Cell Biol (2019) 218:949–60. doi: 10.1083/jcb.201712120

9. Liu, Q, Luo, Q, Halim, A, and Song, G. Targeting lipid metabolism of cancer cells: A promising therapeutic strategy for cancer. Cancer Lett (2017) 401:39–45. doi: 10.1016/j.canlet.2017.05.002

10. Petan, T, Jarc, E, and Jusović, M. Lipid droplets in cancer: Guardians of fat in a stressful world. Molecules (2018) 23(8):1941. doi: 10.3390/molecules23081941

11. Cruz, ALS, Barreto, EA, Fazolini, NPB, Viola, JPB, and Bozza, PT. Lipid droplets: Platforms with multiple functions in cancer hallmarks. Cell Death Dis (2020) 11:105. doi: 10.1038/s41419-020-2297-3

12. Koizume, S, and Miyagi, Y. Lipid droplets: A key cellular organelle associated with cancer cell survival under normoxia and hypoxia. Int J Mol Sci (2016) 17(9):1430. doi: 10.3390/ijms17091430

13. Cotte, AK, Aires, V, Fredon, M, Limagne, E, Derangère, V, Thibaudin, M, et al. Lysophosphatidylcholine acyltransferase 2-mediated lipid droplet production supports colorectal cancer chemoresistance. Nat Commun (2018) 9:322. doi: 10.1038/s41467-017-02732-5

14. Liang, T, Wen, D, Chen, G, Chan, A, Chen, Z, Li, H, et al. Adipocyte-derived anticancer lipid droplets. Adv Mater (2021) 33:e2100629. doi: 10.1002/adma.202100629

15. Cheng, C, Geng, F, Cheng, X, and Guo, D. Lipid metabolism reprogramming and its potential targets in cancer. Cancer Commun (Lond) (2018) 38:27. doi: 10.1186/s40880-018-0301-4

16. Li, S, Wu, T, Lu, YX, Wang, JX, Yu, FH, Yang, MZ, et al. Obesity promotes gastric cancer metastasis via diacylglycerol acyltransferase 2-dependent lipid droplets accumulation and redox homeostasis. Redox Biol (2020) 36:101596. doi: 10.1016/j.redox.2020.101596

17. Enjoji, M, Kohjima, M, Ohtsu, K, Matsunaga, K, Murata, Y, Nakamuta, M, et al. Intracellular mechanisms underlying lipid accumulation (white opaque substance) in gastric epithelial neoplasms: A pilot study of expression profiles of lipid-metabolism-associated genes. J Gastroenterol Hepatol (2016) 31:776–81. doi: 10.1111/jgh.13216

18. Tomczak, K, Czerwińska, P, and Wiznerowicz, M. The cancer genome atlas (TCGA): an immeasurable source of knowledge. Contemp Oncol (Pozn) (2015) 19:A68–77. doi: 10.5114/wo.2014.47136

19. Clough, E, and Barrett, T. The gene expression omnibus database. Methods Mol Biol (2016) 1418:93–110. doi: 10.1007/978-1-4939-3578-9_5

20. Stelzer, G, Rosen, N, Plaschkes, I, Zimmerman, S, Twik, M, Fishilevich, S, et al. The GeneCards suite: From gene data mining to disease genome sequence analyses. Curr Protoc Bioinf (2016) 54:1.30.1–1.30.33. doi: 10.1002/cpbi.5

21. Carithers, LJ, Ardlie, K, Barcus, M, Branton, PA, Britton, A, Buia, SA, et al. A Novel Approach to High-Quality Postmortem Tissue Procurement: The GTEx Project. Biopreservation and biobanking (2015) 13, 311–9. doi: 10.1089/bio.2015.0032

22. Bartha, Á., and Győrffy, B. TNMplot.com: A web tool for the comparison of gene expression in normal, tumor and metastatic tissues. Int J Mol Sci (2021) 22(5):2622. doi: 10.3390/ijms22052622

23. Wilkerson, MD, and Hayes, DN. ConsensusClusterPlus: A class discovery tool with confidence assessments and item tracking. Bioinformatics (2010) 26:1572–3. doi: 10.1093/bioinformatics/btq170

24. Vickers, AJ, and Elkin, EB. Decision curve analysis: A novel method for evaluating prediction models. Med Decis Making (2006) 26:565–74. doi: 10.1177/0272989X06295361

25. Szklarczyk, D, Gable, AL, Nastou, KC, Lyon, D, Kirsch, R, Pyysalo, S, et al. The STRING database in 2021: Customizable protein-protein networks, and functional characterization of user-uploaded gene/measurement sets. Nucleic Acids Res (2021) 49:D605–d612. doi: 10.1093/nar/gkaa1074

26. Yu, G, Wang, LG, Han, Y, and He, QY. clusterProfiler: An r package for comparing biological themes among gene clusters. Omics (2012) 16:284–7. doi: 10.1089/omi.2011.0118

27. Lin, A, Qi, C, Wei, T, Li, M, Cheng, Q, Liu, Z, et al. CAMOIP: a web server for comprehensive analysis on multi-omics of immunotherapy in pan-cancer. Brief Bioinform (2022) 23(3):bbac129. doi: 10.1093/bib/bbac129

28. Gao, J, Aksoy, BA, Dogrusoz, U, Dresdner, G, Gross, B, Sumer, SO, et al. Integrative analysis of complex cancer genomics and clinical profiles using the cBioPortal. Sci Signal (2013) 6:l1. doi: 10.1126/scisignal.2004088

29. Liu, CJ, Hu, FF, Xia, MX, Han, L, Zhang, Q, and Guo, AY. GSCALite: A web server for gene set cancer analysis. Bioinformatics (2018) 34:3771–2. doi: 10.1093/bioinformatics/bty411

30. Jiang, P, Gu, S, Pan, D, Fu, J, Sahu, A, Hu, X, et al. Signatures of T cell dysfunction and exclusion predict cancer immunotherapy response. Nat Med (2018) 24:1550–8. doi: 10.1038/s41591-018-0136-1

31. Yoshihara, K, Shahmoradgoli, M, Martínez, E, Vegesna, R, Kim, H, Torres-Garcia, W, et al. Inferring tumour purity and stromal and immune cell admixture from expression data. Nat Commun (2013) 4:2612. doi: 10.1038/ncomms3612

32. Ru, B, Wong, CN, Tong, Y, Zhong, JY, Zhong, SSW, Wu, WC, et al. TISIDB: An integrated repository portal for tumor-immune system interactions. Bioinformatics (2019) 35:4200–2. doi: 10.1093/bioinformatics/btz210

33. Li, Y, Xiao, J, Bai, J, Tian, Y, Qu, Y, Chen, X, et al. Molecular characterization and clinical relevance of m(6)A regulators across 33 cancer types. Mol Cancer (2019) 18:137. doi: 10.1186/s12943-019-1066-3

34. Malta, TM, Sokolov, A, Gentles, AJ, Burzykowski, T, Poisson, L, Weinstein, JN, et al. Machine learning identifies stemness features associated with oncogenic dedifferentiation. Cell (2018) 173:338–354.e15. doi: 10.1016/j.cell.2018.03.034

35. Lian, H, Han, YP, Zhang, YC, Zhao, Y, Yan, S, Li, QF, et al. Integrative analysis of gene expression and DNA methylation through one-class logistic regression machine learning identifies stemness features in medulloblastoma. Mol Oncol (2019) 13:2227–45. doi: 10.1002/1878-0261.12557

36. An, Y, and Duan, H. The role of m6a rna methylation in cancer metabolism. Mol Cancer (2022) 21:14. doi: 10.1186/s12943-022-01500-4

37. Sun, T, Wu, R, and Ming, L. The role of m6A RNA methylation in cancer. BioMed Pharmacother (2019) 112:108613. doi: 10.1016/j.biopha.2019.108613

38. Chen, P, Hsu, WH, Han, J, Xia, Y, and Depinho, RA. Cancer stemness meets immunity: From mechanism to therapy. Cell Rep (2021) 34:108597. doi: 10.1016/j.celrep.2020.108597

39. Saygin, C, Matei, D, Majeti, R, Reizes, O, and Lathia, JD. Targeting cancer stemness in the clinic: From hype to hope. Cell Stem Cell (2019) 24:25–40. doi: 10.1016/j.stem.2018.11.017

40. Martincorena, I, and Campbell, PJ. Somatic mutation in cancer and normal cells. Science (2015) 349:1483–9. doi: 10.1126/science.aab4082

41. Smyth, EC, Nilsson, M, Grabsch, HI, Van Grieken, NC, and Lordick, F. Gastric cancer. Lancet (2020) 396:635–48. doi: 10.1016/S0140-6736(20)31288-5

42. Patel, TH, and Cecchini, M. Targeted therapies in advanced gastric cancer. Curr Treat Options Oncol (2020) 21:70. doi: 10.1007/s11864-020-00774-4

43. Hanahan, D. Hallmarks of cancer: New dimensions. Cancer Discovery (2022) 12:31–46. doi: 10.1158/2159-8290.CD-21-1059

44. Altman, BJ, Stine, ZE, and Dang, CV. From Krebs to clinic: glutamine metabolism to cancer therapy. Nat Rev Cancer (2016) 16:619–34. doi: 10.1038/nrc.2016.71

45. Park, JK, Coffey, NJ, Limoges, A, and Le, A. The heterogeneity of lipid metabolism in cancer. Adv Exp Med Biol (2018) 1063:33–55. doi: 10.1007/978-3-319-77736-8_3

46. Koundouros, N, and Poulogiannis, G. Reprogramming of fatty acid metabolism in cancer. Br J Cancer (2020) 122:4–22. doi: 10.1038/s41416-019-0650-z

47. Mizuno, R, Kawada, K, and Sakai, Y. Prostaglandin E2/EP signaling in the tumor microenvironment of colorectal cancer. Int J Mol Sci (2019) 20(24):6254. doi: 10.3390/ijms20246254

48. Lordan, R, Tsoupras, A, and Zabetakis, I. The potential role of dietary platelet-activating factor inhibitors in cancer prevention and treatment. Adv Nutr (2019) 10:148–64. doi: 10.1093/advances/nmy090

49. Abramson, HN. The lipogenesis pathway as a cancer target. J Med Chem (2011) 54:5615–38. doi: 10.1021/jm2005805

50. Petan, T. Lipid droplets in cancer. Rev Physiol Biochem Pharmacol (2020). doi: 10.1007/112_2020_51

51. Wei, XL, Luo, TQ, Li, JN, Xue, ZC, Wang, Y, Zhang, Y, et al. Development and validation of a prognostic classifier based on lipid metabolism-related genes in gastric cancer. Front Mol Biosci (2021) 8:691143. doi: 10.3389/fmolb.2021.691143

52. Fader Kaiser, CM, Romano, PS, Vanrell, MC, Pocognoni, CA, Jacob, J, Caruso, B, et al. Biogenesis and breakdown of lipid droplets in pathological conditions. Front Cell Dev Biol (2021) 9:826248. doi: 10.3389/fcell.2021.826248

53. Tirinato, L, Liberale, C, Di Franco, S, Candeloro, P, Benfante, A, La Rocca, R, et al. Lipid droplets: A new player in colorectal cancer stem cells unveiled by spectroscopic imaging. Stem Cells (2015) 33:35–44. doi: 10.1002/stem.1837

54. Blücher, C, and Stadler, SC. Obesity and breast cancer: Current insights on the role of fatty acids and lipid metabolism in promoting breast cancer growth and progression. Front Endocrinol (Lausanne) (2017) 8:293. doi: 10.3389/fendo.2017.00293

55. Wu, X, Geng, F, Cheng, X, Guo, Q, Zhong, Y, Cloughesy, TF, et al. Lipid droplets maintain energy homeostasis and glioblastoma growth via autophagic release of stored fatty acids. iScience (2020) 23:101569. doi: 10.1016/j.isci.2020.101569

56. Mukhopadhyay, S, Schlaepfer, IR, Bergman, BC, Panda, PK, Praharaj, PP, Naik, PP, et al. ATG14 facilitated lipophagy in cancer cells induce ER stress mediated mitoptosis through a ROS dependent pathway. Free Radic Biol Med (2017) 104:199–213. doi: 10.1016/j.freeradbiomed.2017.01.007

57. Cui, MY, Yi, X, Zhu, DX, and Wu, J. The role of lipid metabolism in gastric cancer. Front Oncol (2022) 12:916661. doi: 10.3389/fonc.2022.916661

58. Walther, TC, and Farese, RV Jr. Lipid droplets and cellular lipid metabolism. Annu Rev Biochem (2012) 81:687–714. doi: 10.1146/annurev-biochem-061009-102430

59. Ma, APY, Yeung, CLS, Tey, SK, Mao, X, Wong, SWK, Ng, TH, et al. Suppression of ACADM-mediated fatty acid oxidation promotes hepatocellular carcinoma via aberrant CAV1/SREBP1 signaling. Cancer Res (2021) 81:3679–92. doi: 10.1158/0008-5472.CAN-20-3944

60. Narita, S, Tsuchiya, N, Wang, L, Matsuura, S, Ohyama, C, Satoh, S, et al. Association of lipoprotein lipase gene polymorphism with risk of prostate cancer in a Japanese population. Int J Cancer (2004) 112:872–6. doi: 10.1002/ijc.20477

61. Kaderi, MA, Kanduri, M, Buhl, AM, Sevov, M, Cahill, N, Gunnarsson, R, et al. LPL is the strongest prognostic factor in a comparative analysis of RNA-based markers in early chronic lymphocytic leukemia. Haematologica (2011) 96:1153–60. doi: 10.3324/haematol.2010.039396

62. Sun, Y, Ren, D, Yang, C, Yang, W, Zhao, J, Zhou, Y, et al. TRIM15 promotes the invasion and metastasis of pancreatic cancer cells by mediating APOA1 ubiquitination and degradation. Biochim Biophys Acta Mol Basis Dis (2021) 1867:166213. doi: 10.1016/j.bbadis.2021.166213

63. Luo, Y, Xie, C, Brocker, CN, Fan, J, Wu, X, Feng, L, et al. Intestinal PPARα protects against colon carcinogenesis via regulation of methyltransferases DNMT1 and PRMT6. Gastroenterology (2019) 157:744–759.e4. doi: 10.1053/j.gastro.2019.05.057

64. Phillips, MC. Is ABCA1 a lipid transfer protein? J Lipid Res (2018) 59:749–63. doi: 10.1194/jlr.R082313

65. Bi, DP, Yin, CH, Zhang, XY, Yang, NN, and Xu, JY. MiR-183 functions as an oncogene by targeting ABCA1 in colon cancer. Oncol Rep (2016) 35:2873–9. doi: 10.3892/or.2016.4631

66. Aguirre-portolés, C, Feliu, J, Reglero, G, and Ramírez de Molina, A. ABCA1 overexpression worsens colorectal cancer prognosis by facilitating tumour growth and caveolin-1-dependent invasiveness, and these effects can be ameliorated using the BET inhibitor apabetalone. Mol Oncol (2018) 12:1735–52. doi: 10.1002/1878-0261.12367

67. Viaud, M, Abdel-Wahab, O, Gall, J, Ivanov, S, Guinamard, R, Sore, S, et al. ABCA1 exerts tumor-suppressor function in myeloproliferative neoplasms. Cell Rep (2020) 30:3397–3410.e5. doi: 10.1016/j.celrep.2020.02.056

68. Chou, JL, Huang, RL, Shay, J, Chen, LY, Lin, SJ, Yan, PS, et al. Hypermethylation of the TGF-β target, ABCA1 is associated with poor prognosis in ovarian cancer patients. Clin Epigenet (2015) 7:1. doi: 10.1186/s13148-014-0036-2

69. Gao, J, Jung, M, Williams, RT, Hui, D, Russell, AJ, Naim, AJ, et al. Suppression of the ABCA1 cholesterol transporter impairs the growth and migration of epithelial ovarian cancer. Cancers (Basel) (2022) 14(8):1878. doi: 10.3390/cancers14081878

70. Lee, BH, Taylor, MG, Robinet, P, Smith, JD, Schweitzer, J, Sehayek, E, et al. Dysregulation of cholesterol homeostasis in human prostate cancer through loss of ABCA1. Cancer Res (2013) 73:1211–8. doi: 10.1158/0008-5472.CAN-12-3128

71. Hanouna, G, Tang, E, Perez, J, Vandermeersch, S, Haymann, JP, Baud, L, et al. Preventing calpain externalization by reducing ABCA1 activity with probenecid limits melanoma angiogenesis and development. J Invest Dermatol (2020) 140:445–54. doi: 10.1016/j.jid.2019.06.148

72. Jacobo-Albavera, L, Domínguez-Pérez, M, Medina-Leyte, DJ, González-Garrido, A, and Villarreal-Molina, T. The role of the ATP-binding cassette A1 (ABCA1) in human disease. Int J Mol Sci (2021) 22(4):1593. doi: 10.3390/ijms22041593

73. Sun, F, Wang, J, Sun, Q, Li, F, Gao, H, Xu, L, et al. Interleukin-8 promotes integrin β3 upregulation and cell invasion through PI3K/Akt pathway in hepatocellular carcinoma. J Exp Clin Cancer Res (2019) 38:449. doi: 10.1186/s13046-019-1455-x

74. Wang, C, Yang, Z, Xu, E, Shen, X, Wang, X, Li, Z, et al. Apolipoprotein c-II induces EMT to promote gastric cancer peritoneal metastasis via PI3K/AKT/mTOR pathway. Clin Transl Med (2021) 11:e522. doi: 10.1002/ctm2.522

75. Huang, Y, Zhang, J, Hou, L, Wang, G, Liu, H, Zhang, R, et al. LncRNA AK023391 promotes tumorigenesis and invasion of gastric cancer through activation of the PI3K/Akt signaling pathway. J Exp Clin Cancer Res (2017) 36:194. doi: 10.1186/s13046-017-0666-2

76. Wei, C, Dong, X, Lu, H, Tong, F, Chen, L, Zhang, R, et al. LPCAT1 promotes brain metastasis of lung adenocarcinoma by up-regulating PI3K/AKT/MYC pathway. J Exp Clin Cancer Res (2019) 38:95. doi: 10.1186/s13046-019-1092-4

77. Duan, S, Huang, W, Liu, X, Liu, X, Chen, N, Xu, Q, et al. IMPDH2 promotes colorectal cancer progression through activation of the PI3K/AKT/mTOR and PI3K/AKT/FOXO1 signaling pathways. J Exp Clin Cancer Res (2018) 37:304. doi: 10.1186/s13046-018-0980-3

78. Yue, Y, Hui, K, Wu, S, Zhang, M, Que, T, Gu, Y, et al. MUC15 inhibits cancer metastasis via PI3K/AKT signaling in renal cell carcinoma. Cell Death Dis (2020) 11:336. doi: 10.1038/s41419-020-2518-9

79. Mossmann, D, Park, S, and Hall, MN. mTOR signalling and cellular metabolism are mutual determinants in cancer. Nat Rev Cancer (2018) 18:744–57. doi: 10.1038/s41568-018-0074-8


Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2023 Liu, Fang, Wang, Ji, Guo, Chen, Ren, Wang and Zhou. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




REVIEW

published: 12 January 2023

doi: 10.3389/fonc.2022.1101503

[image: image2]


Partners in crime: The feedback loop between metabolic reprogramming and immune checkpoints in the tumor microenvironment


Jesus J. Benito-Lopez 1,2†, Mario Marroquin-Muciño 1,3†, Mario Perez-Medina 1,3†, Rodolfo Chavez-Dominguez 1,2, Dolores Aguilar-Cazares 1, Miriam Galicia-Velasco 1 and Jose S. Lopez-Gonzalez 1*


1 Laboratorio de Investigacion en Cancer Pulmonar, Departamento de Enfermedades Cronico-Degenerativas, Instituto Nacional de Enfermedades Respiratorias “Ismael Cosio Villegas”, Mexico City, Mexico, 2 Posgrado en Ciencias Biologicas, Universidad Nacional Autonoma de Mexico, Mexico City, Mexico, 3 Laboratorio de Quimioterapia Experimental, Departamento de Bioquimica, Escuela Nacional de Ciencias Biologicas, Instituto Politecnico Nacional, Mexico City, Mexico




Edited by: 

Balkrishna Chaube, Yale University, United States

Reviewed by: 

Sandip Ashok Sonar, University of Arizona, United States

Parul Singh, National Heart, Lung, and Blood Institute (NIH), United States

Sanjay Pandey, Albert Einstein College of Medicine, United States

*Correspondence: 

Jose S. Lopez-Gonzalez
 slopezgonzalez@yahoo.com


†These authors have contributed equally to this work and share first authorship


Specialty section: 
 This article was submitted to Cancer Metabolism, a section of the journal Frontiers in Oncology


Received: 17 November 2022

Accepted: 22 December 2022

Published: 12 January 2023

Citation:
Benito-Lopez JJ, Marroquin-Muciño M, Perez-Medina M, Chavez-Dominguez R, Aguilar-Cazares D, Galicia-Velasco M and Lopez-Gonzalez JS (2023) Partners in crime: The feedback loop between metabolic reprogramming and immune checkpoints in the tumor microenvironment. Front. Oncol. 12:1101503. doi: 10.3389/fonc.2022.1101503



The tumor microenvironment (TME) is a complex and constantly changing cellular system composed of heterogeneous populations of tumor cells and non-transformed stromal cells, such as stem cells, fibroblasts, endothelial cells, pericytes, adipocytes, and innate and adaptive immune cells. Tumor, stromal, and immune cells consume available nutrients to sustain their proliferation and effector functions and, as a result of their metabolism, produce a wide array of by-products that gradually alter the composition of the milieu. The resulting depletion of essential nutrients and enrichment of by-products work together with other features of the hostile TME to inhibit the antitumor functions of immune cells and skew their phenotype to promote tumor progression. This review briefly describes the participation of the innate and adaptive immune cells in recognizing and eliminating tumor cells and how the gradual metabolic changes in the TME alter their antitumor functions. In addition, we discuss the overexpression of the immune checkpoints and their ligands as a result of nutrient deprivation and by-products accumulation, as well as the amplification of the metabolic alterations induced by the immune checkpoints, which creates an immunosuppressive feedback loop in the TME. Finally, the combination of metabolic and immune checkpoint inhibitors as a potential strategy to treat cancer and enhance the outcome of patients is highlighted.
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Introduction

The tumor microenvironment (TME) is composed of cellular and non-cellular elements that establish a dynamic interaction in which the concentration of nutrients and metabolic by-products constantly fluctuates over time, modifying the nutritional status of the cells. From a perspective of energy and biomass production, tumor cells show remarkable plasticity to adapt to the changing conditions of the TME, which allows them to overcome the diminished availability of oxygen and other nutrients. As a part of metabolic reprogramming, tumor cells may display alterations in their glycolytic activity, glutaminolysis, Fatty Acid Oxidation (FAO), Oxidative Phosphorylation (OXPHOS), etc (1). Aerobic glycolysis, also known as the Warburg effect, is probably the most evident and widespread metabolic adaptation in tumor cells. This process consists of a massive increase in glucose consumption and lactate production, even in the presence of oxygen, which provides tumor cells with a mechanism to fulfill the biosynthetic requirements to maintain uncontrolled proliferation. The increase in glucose consumption is concerted by changes in oxidative metabolism, activation of oncogenes, and inactivation of tumor-suppressor genes (2).

Nevertheless, studies on carbon flux have demonstrated that metabolic reprogramming on tumor cells is not limited to increased glucose uptake. Tumor cells employ multiple biosynthetic pathways to support their high proliferative rate, such as FAO or glutaminolysis, as well as increase the uptake of exogenous nutrients, such as amino acids like glutamine, tryptophan, and arginine. The depletion of these nutrients by consumption concomitantly promotes the accumulation of other by-products such as kynurenines and adenosine (3). Glutamine is an essential fuel for the increased demand of ATP, biosynthetic precursors, and reducing agents in cells with high proliferative rates, such as tumor and activated T cells. Glutaminolysis begins when glutamine enters the cell through the transporter ASCT2/SLC1A5 and is metabolized to glutamate and ammonium by the glutaminase enzyme (GLS). The resulting glutamate plays a key role in biomass production, redox homeostasis, and modulation of signaling pathways (4). In addition, the regulation of tryptophan concentration is essential for maintaining tissue homeostasis since the metabolism of this amino acid is related to nutrient sensing and metabolic response to cellular stress. In the TME, increased tryptophan metabolism by tumor cells induces the suppression of T cell responses (5). In multiple tumors, the overexpression of the enzyme that catabolizes tryptophan into kynurenines, Indoleamine-2,3-dioxygenase (IDO) has been reported to signal through the aryl hydrocarbon receptor (AhR) and to have immunosuppressive activity (6). Similarly, arginine availability in the TME plays a critical role in tumor cell proliferation and progression. Arginine is mainly synthetized from citrulline by the enzymes arginosuccinate synthase (AS) and arginosuccinate lyase (ASL) in a process known as the citrulline-nitric oxide cycle. This cycle represents the main arginine source for nitric oxide (NO) synthesis in immune cells (7). Arginine starvation assays have demonstrated that this amino acid is indispensable for tumor cells in vitro (8).

In the TME, tumor and stromal cells compete with immune cells for the uptake of these nutrients while producing a wide array of metabolic by-products with immunosuppressive activity. In nascent tumors, immune cells are immersed in an environment rich in nutrients that allows them to control tumor growth by eliminating susceptible tumor cells (9). Nevertheless, as tumors progress and the equilibrium phase of the immunoediting is established, metabolic alterations of tumor and stromal cells promote a metabolically hostile environment for effector immune cells. The resulting changes in concentrations of nutrients and by-products signal immune cells to end their antitumor functions and skew their phenotypes to enable immune escape and favor tumor cell proliferation. In this review, the participation of the innate and adaptive immune cells in recognizing and eliminating neoplastic cells is described. In addition, we discuss the main effects of the changes in the concentration of glucose, and some amino acids, as well as their by-products, on immune cells, highlighting the shifting of immune response from antitumor to tumor-promoting activity. Special focus is given to the crosstalk between immune checkpoints (ICs) and metabolic reprogramming in the establishment of an immunosuppressive feedback loop in the TME. Finally, current advances regarding therapy combining both metabolic and IC inhibitors (ICIs) are reviewed.



Participation of the immune response in tumor development

The involvement of the immune system in the context of cancer has gained relevance in recent years since immune cells have been shown to play a dichotomic role in tumor development. On the one hand, the immunoediting theory postulates that immune cells recognize and eliminate susceptible tumor cells and that this process shapes tumor biology. On the other hand, it has been shown that chronic inflammation caused by an incomplete resolution process favors tumor progression. Excellent reviews have been published on the dual role of the immune system in tumor biology (10–12).

Although immune elimination of tumor cells mainly relies on the cytotoxic activity of CD8+ T cells, the activation of an effective antitumoral immune response involves the coordination of diverse innate and adaptive immune cells in a process regarded as the Cancer-Immunity Cycle (13). In nascent tumors, susceptible tumor cells are eliminated by innate immune cells. In this process, NK and NKT cells exert their cytotoxic function by releasing molecules with cytolytic potential, while phagocytic cells, by producing TNF-α and reactive oxygen (ROS) and nitrogen (RNS) species. Tumor cell death causes the release of tumor antigens and damage-associated molecular patterns (DAMPs) that stimulate the phagocytosis of dying tumor cells and promote the chemotaxis of immune cells from blood vessels. Moreover, the release of tumor antigens may also occur through the secretion of extracellular vesicles (EVs) by viable tumor cells. As previously reported, EVs contain tumor antigens and critical components that trigger the antitumor immune response (14). Tumor antigens released or contained in EVs are phagocyted by immature resident or arriving dendritic cells (DCs), processed through the ubiquitin-proteasome pathway, and resulting peptides are associated to class I and class II MHC molecules. Subsequently, DCs mature and migrate to draining lymph nodes to activate naïve CD4+ and CD8+ T cells. Activation triggers metabolic changes in T cells, such as aerobic glycolysis, necessary to sustain their proliferation and production of cytokines and cytotoxic molecules (15). Finally, T cells migrate through the bloodstream to infiltrate the tumor site, where effector CD8+ T cells (CTLs) recognize and eliminate tumor cells. This event promotes the release of more DAMPs and tumor antigens, perpetuating the Cancer-Immunity Cycle to eliminate susceptible tumor cells.

However, several reports indicate that tumors in advanced stages develop multiple mechanisms to evade immune destruction (16, 17). Among these mechanisms, reports highlight the diminishing of tumor cell antigenicity, recruitment of cells with regulatory activity and pro-tumoral function such as regulatory T cells (Tregs), M2 macrophages, and myeloid-derived suppressor cells (MDSCs), and the overexpression of molecules that limit the antitumor functions of immune cells, known as Immune Checkpoints (ICs) and their ligands. Recently, metabolic alterations in the TME promoted by tumor and stromal cells have been pointed out as an additional mechanism to evade immune destruction (18).



Metabolic reprogramming in the TME

Multiple studies have demonstrated that cell metabolism is a housekeeping process to maintain cell survival, as well as a powerful guiding force that directs cell fate. As a result of the dynamic interplay between highly proliferating immune and tumor cells, local levels of nutrients such as glucose, glutamine, tryptophan, and arginine, among others are reduced in the TME. At the same time, metabolic by-products such as lactate, kynurenines, polyamines, and adenosine are accumulated. These metabolic alterations gradually change the environment of the TME, as illustrated by pH acidification of the milieu due to lactate accumulation, and act as a selective pressure that modifies the phenotypic features of the cellular components of the TME (19). Acidosis inhibits the glycolytic metabolism, thus affecting the proliferation of immune and some tumor cells.

As mentioned above, tumor cells can adapt to the changing conditions of the TME, such as hypoxia, deficiency of nutrients, iron accumulation, or acidic pH. For instance, some clones may express resistance mechanisms such as acid extruders (e.g., Na+, HCO3- cotransporters, H+ ATPases, and Na+/H+ exchangers) to overcome and even take advantage of high lactate concentrations (20). Moreover, metabolic alterations in the TME promote tumor heterogeneity. Adverse features such as hypoxia and acidic pH induce cell cycle arrest or cell death in some tumor cell clones, while other clones reprogram their metabolism and acquire adaptation mechanisms that allow them to survive and proliferate.

Additionally, lactate is transported into cells through monocarboxylate transporters (MCTs) and signal through the specific G protein-coupled receptor 81 (GPR81), which has been reported to participate in cancer development and regulation of antitumor immune responses. Internalized lactate plays essential roles in tumor biology, such as improving tumor cell glycolysis by enhancing c-Myc signaling and the expression of the pyruvate kinase isoenzyme M2 (PKM2) (21, 22). As a result of lactate accumulation, emerging epigenetic modifications such as histone lactylation have been identified as important metabolic stress-related modifications that promote tumorigenesis (23, 24). However, immune cells lack the capacity to display these adaptation mechanisms, and metabolic alterations significantly affect their phenotype and effector mechanisms. For the correct elimination of tumor cells, CD4+ and CD8+ tumor-infiltrating lymphocytes (TILs), NK cells, and M1 macrophages rely on a highly glycolytic metabolism and amino acid consumption, while pro-tumoral immune cells, such as Tregs, M2 macrophages, and MDSCs mainly display an oxidative metabolism. Thus, changes in nutrient availability and concentration of metabolites in the TME impair the effector mechanisms of antitumor immune cells and favors the accumulation, survival, and suppressive functions of protumor immune cells.

In the next sections, we summarize the effects of the most common metabolic changes in glucose/lactate, glutamine, tryptophan/kynurenines, arginine, and adenosine, on inhibiting the tumor-infiltrating immune cells and their influence on the expression of the ICs and their ligands.


Glucose and lactate

The introduction of high throughput technologies has confirmed Otto Warburg’s early observations that tumors consume more glucose than normal tissues and deepened the understanding of the biological role of glucose and lactate in the TME. In this regard, single-cell RNA-sequencing (scRNAseq) data from breast cancer patients showed that tumor cells display a gene signature associated with higher glucose consumption compared to normal epithelial cells (25), and glucose consumption by pancreatic ductal adenocarcinoma (PDAC) cell lines has been reported to impair proliferation of CD8+ T cells (26). Lactate, once considered a mere waste product of glycolytic metabolism, is now well known to play a critical role in establishing the TME and modulating immune evasion mechanisms by altering the phenotype and effector activity of immune cells (27). Li et al. recently published a comprehensive review of the role of lactate in physiologic and pathological processes (20).

In hepatocellular carcinoma (HCC), transcriptomic data revealed a lactate metabolism-related gene signature (LMRGS) based on the expression of six genes (FKTN, PDSS1, PET117, PS1, RARS1, and RNASEH1). HCC cases with high LMRGS were associated with immune cell infiltration characterized by the presence of follicular helper T cells (Tfh), Tregs, and M0 macrophages. In contrast, cases with a low LMRGS were mainly infiltrated by resting NK cells, monocytes, and mast cells (28).

As mentioned earlier, T cells are the most potent mediators of the adaptive antitumor immune response and require high glucose consumption to effectively perform their effector functions. Glucose deprivation decreases the phosphorylation of p28 and JNK induced after TCR stimulation (29), leading to decreased production of IFN-γ, IL-2, and TNF-α, and Th1 differentiation on CD4+ T cells and impaired exocytosis of cytotoxic granules on cytotoxic T lymphocytes (CTLs). Some reports indicate that glucose deprivation allows the glycolytic enzyme GAPDH to bind the 3’UTR region of the IFN-γ transcript and promotes the loss of the open chromatin marks H3K9Ac and H3K27Ac in Th1-related genes, preventing their transcription (30, 31). Additionally, T cells express the lactate transporters SLC5A12 and SLC16A1, and exposure to this metabolite alters some functional activities such as glycolytic activity, motility, the cytotoxic activity of CTLs, and skew CD4+ T cells to Th17 phenotype, characteristic of persistent inflammatory responses (32, 33).

The hostile environmental features of the TME, such as the presence of anti-inflammatory cytokines and metabolic reprogramming, promote the accumulation of Tregs that favor tumor survival and progression. Tregs exert their suppressor activity on other immune cells through membrane-membrane interaction or by producing anti-inflammatory cytokines, such as IL-10 and TGF-β (34). In the glucose deprived, lactate enriched TME, Tregs are able to maintain their suppressor activity, since their metabolism is reprogrammed by the master transcription factor FOXP3 from glycolysis to OXPHOS (35). Interestingly, Watson et al. reported that Tregs display a heterogeneous metabolism of glucose and lactate, in which glucose-avid Tregs show lower suppressor activity than lactate-avid Tregs that promote immune suppression and tumor progression. Moreover, glucose starvation skews Tregs toward lactate consumption, and blockade of the lactate transporter MCT1 promotes the accumulation of glucose-avid Tregs that preserve the antitumor functions of CTLs (36).

These studies demonstrate that glucose depletion and lactate accumulation probably due to the increased metabolism of proliferating immune cells are sufficient to inhibit the effector functions of T cells and induce the accumulation of Tregs. It is tempting to speculate that this process is hijacked and taken one step forward by tumor and stromal cells as an immune evasion mechanism capable of inducing T cell dysfunction in the TME. Dysfunctional T cells can be classified in anergic, exhausted and senescent, and have been described to be induced by the hostile conditions of the TME and fail to eliminate tumor cells (37). As discussed in the next section, metabolic alterations are drivers of ICs expression, which are markers of T cell exhaustion. Furthermore, Tregs and tumor-derived γδ T cells have been reported to induce a senescent phenotype on effector T cells in vitro that differs from exhaustion and anergy. This effect is induced by glucose deprivation-mediated AMPK activation, and glucose supplementation or the blockade of glucose uptake in Tregs reverts the acquisition of the senescent phenotype by effector T cells (38).

Exhausted T cells are mainly induced by chronic antigen stimulation, show diminished effector function and high expression of ICs. Interestingly, it has been reported that T cells display characteristics of metabolic dysfunction even before the emergence of the exhausted phenotype. Thus, exhausted T cells show reduced glucose uptake, and transcriptional changes suggestive of glucose deprivation, as well as diminished mitochondrial function related to increased mitochondrial depolarization and production of ROS (39). As a response to TME variations, epigenetic modifications have been suggested as drivers of metabolic exhaustion. Transcription factors TOX and NR4A drive epigenetic changes characteristic of T cell exhaustion that may be promoted by conditions like hypoxia, glucose restriction, methionine deprivation, and ROS accumulation, and in turn promote the expression of some ICs (40, 41).

In comparison, cellular senescence is mainly related to telomere shortening due to repetitive division cycles. Although a senescence-like phenotype has been reported in multiple immune cells (42), it has been mostly studied on T cells that are characterized by loss of surface expression of costimulatory CD28 and telomere shortening due to their elevated proliferative rate (43, 44). Similar to other senescent cells, T cells upregulate their glycolytic metabolism in order to maintain the metabolic requirements of the senescent phenotype, like the senescent-associated secretory phenotype (SASP) (45). Interestingly, senescence in T cells strongly depends on their mitochondrial content. In particular, CD4+ T cells have been reported to better withstand cellular senescence due to higher mitochondrial content and oxidative metabolism, in comparison to CD8+ T cells (46). By contrast, senescent CD8+ T cells are able to acquire a NK cell-like phenotype that might be important for the removal of other senescent cells, and possibly tumor cells (47).

Although changes in the concentrations of glucose and lactate have been shown to inhibit the effector mechanisms and change the phenotype of T cells, more studies are needed to clarify if these metabolic alterations are capable of driving cell exhaustion or senescence in TILs.

Effective antitumor responses require the participation of several other immune cells that may also be impaired by the elevated glucose consumption in the TME. Similar to CD8+ T cells, NK cells require a highly glycolytic metabolism during activation. Increased glucose uptake and mTOR1-mediated glycolytic activity are required for their IFN-γ and granzyme B production. This is illustrated by the fact that some NK cells, especially the CD56bright subpopulation, depend on glucose uptake through the GLUT1 transporter for IFN-γ production (48). Similarly, high lactate concentrations inhibit the activation of the transcription factor NFAT in both CD8+ T and NK cells, impairing their tumor infiltration and cytolytic effector functions. Brand et al. reported that, in a model of mice engrafted with low Lactate Dehydrogenase-expressing (LDHlow) melanoma, tumor progression was reduced in an IFN-γ-dependent manner. LDHlow tumors showed higher NK and CD8+ T cell infiltration with increased IFN-γ and granzyme B expression, compared to the control group (49). Moreover, CD56bright NK cells cultured in conditioned media from colorectal cancer metastasis undergo apoptosis induced by lactate-mediated intracellular pH decrease, mitochondrial stress, and accumulation of ROS (50). Based on these findings, we propose that, in addition to promoting immune evasion at the primary tumor, a high lactate production may facilitate the establishment of the premetastatic niche.

Two opposite phenotypes have been described in macrophages. The M1 phenotype shows antitumor activity that depends on glycolytic metabolism, with high oxygen consumption and pentose phosphate pathway (PPP), while the M2 phenotype mainly depends on OXPHOS (51). In this regard, glucose deprivation and lactate accumulation may skew macrophages toward the M2 phenotype, favoring immunosuppression. In fact, the M2 phenotype polarizing cytokine IL-4 inhibits mTOR signaling, which favors oxidative metabolism over glycolytic activity (52). Lactate has been reported to inhibit LPS-induced glycolytic activity on bone marrow-derived macrophages (BMDMs), resulting in lower expression of the cytokines IL-6, IL-12p40, and the co-stimulatory molecule CD40 (53), and to induce the expression of M2-specific markers, such as arginase-1, Mannose Receptor C-Type 1, CD206, and VEGF production, through ERK/STAT3 signaling (54). This effect seems to be dependent on the heterodimer of the odorant receptor Olfr78, and the G-protein-coupled receptor GRP132 since knockdown of Olfr78 prevents M2 polarization and promotes tumor infiltration by M1 macrophages and CD4+ and CD8+ T cells (55).

The effect of glucose concentration on DC maturation and the subsequent activation of T cell responses is less clear. On the one hand, maturation of DCs induced by TLR ligands or type I IFN favors a switch from oxidative to glycolytic metabolism. Reports indicate that glucose restriction limits the ability of DCs to produce IL-2 and express the co-stimulatory molecule CD86, which results in impaired CD4+ T cell activation. Moreover, the inhibitory effect of IL-10 has been reported to be due to the blockade of the metabolic shift toward glycolytic metabolism (56, 57). On the other hand, it has been reported that LPS-stimulated DCs under glucose deprivation express higher amounts of co-stimulatory molecules CD80 and CD86 and the cytokine IL-12. Consequently, glucose-restricted DCs exhibit higher capability of activating antigen-specific CD8+ T cells than DCs stimulated in normal glucose concentrations. The restriction of nutrients, such as glucose or amino acids, inhibits mTOR signaling, which prevents HIF-1α activation and the metabolic switch in DCs (58). These seemingly contradictory results may be explained by the dual function of DCs associated with their maturation stage. Immature DCs display high phagocytic activity for antigen capture in tissues, so these cells may require a high nutrient consumption to support this active process. After maturation and migration to the lymph nodes to present antigens to T cells, DCs may reduce their metabolism to avoid T cell inhibition due to nutrient depletion. This is supported by the fact that AKT activation and increased glycolysis are early events of DC activation (59) and that, after migrating to lymph nodes activated T cells deprive DCs of nutrients (58). In this sense, glucose depletion in the TME may impair DC maturation and migration to lymph nodes, preventing efficient T cell activation.

Regarding the effect of lactate on DCs, it has been reported that lactate produced by lung cancer cells inhibits IL-2 and type I IFN production and induces the expression of IL-10. As a result, DCs fail to correctly present antigens to induce efficient antitumor T cell responses (60). In particular, lactate impairs type I IFN production on plasmacytoid DCs (pDC) through GRP81 and MCTs (61). In the TME, granulocyte-macrophage colony stimulating factor (GM-CSF)-induced tolerogenic DCs inhibit glycolytic metabolism on T cells and promote the Treg phenotype through lactate production (62).

As in the case of tumor cells, MDSCs have been reported to exhibit significant metabolic plasticity. Based on dynamic metabolic flux analysis, it has been proposed that MDSCs are mainly dependent on glycolysis while maintaining high tricarboxylic acid (TCA) cycle with minimal PPP and OXPHOS activities (63). In Staphylococcus aureus infection, MDSCs have been shown to require an increased glucose uptake to undergo complete maturation. In contrast, a glucose-deficient environment, such as the TME, promotes the accumulation of immature and highly suppressive MDSCs. Reports indicate that MDSCs cultured in high glucose concentrations display a reduced ability to suppress CD4+ T cell proliferation (64). The dependence of PMN-MDSCs on glucose uptake relies on the expression of glucose transporter GLUT3; knockdown of this transporter reduces glucose uptake and promotes apoptosis, suggesting it as a possible therapeutic target to restore antitumor immunity (65).

Similarly, in vitro exposure of mouse bone marrow cells to IL-6, GM-CSF, and lactate enhances the induction of bone marrow-derived MDSCs that display high capacity to suppress T cell proliferation and cytotoxicity of NK cells (66). Radiotherapy has been reported to promote the Warburg effect inducing lactate secretion in a mouse model of PDAC. Tumor-derived lactate promotes MDSCs induction and activation through the GPR81/HIF-1α/STAT3 signaling pathway, suggesting the role of enhanced lactate secretion as a mechanism of radioresistance (67).

According to this information, progressive glucose deprivation and lactate accumulation in the TME due to increased glycolytic metabolism suppress the effector functions of immune cells and skew them toward anti-inflammatory/pro-resolving phenotypes, which supports the survival of tumor cells. The combination of treatments to inhibit the glycolytic activity of tumor and stromal cells to restore baseline glucose levels and the consequent decrease in lactate accumulation in the TME is a promising therapeutic strategy to reinvigorate the effector functions of tumor-infiltrating cells.



Metabolism of amino acids

As discussed earlier, metabolic reprogramming in the TME is a hallmark of cancer and is not restricted to the Warburg effect. Rapid growth and multiplication of tumor cells require a high demand for other nutrients, such as amino acids. It has been reported that some cancer cells lack the ability to synthesize some amino acids, so they depend on the exogenous supply of these nutrients to maintain their development and metabolism (68). To meet this metabolic demand, cancer cells increase the expression of transporters and enzymes involved in amino acid synthesis and metabolism (69), which may promote the deprivation of these nutrients in the TME and thus, the impairment of the effector functions of antitumor immune cells.


Glutamine

Glucose-derived pyruvate is recognized as the main anaplerotic substrate for cell proliferation and homeostasis. However, when this molecule is limited, other substrates such as glutamine fulfill this requirement. Glutamine is the most abundant amino acid in the blood and is involved in multiple biosynthetic pathways, such as the production of precursors for synthesizing nucleic acids and maintaining the cellular redox state. Glutamate and ammonia are used as substrates by the enzyme glutamine synthetase (GS) for the intracellular synthesis of glutamine. However, glutamine is considered a conditionally essential amino acid for highly proliferative cells since internal synthesis is insufficient to fulfill the increased demand in immune and tumor cells. It has been reported that the loss or downregulation of GS turns ovarian cancer and oligodendroglioma cells dependent on exogenous glutamine to maintain their proliferation (70). To fulfill glutamine requirements, tumor cells overexpress major glutamine transporters, such as the alanine-serine-cysteine transporter 2 SLC1A5 (formerly known as ASCT2) and SLC38A2 (SNAT2) (71). In the case of T cells, it has been reported that in glucose deprivation, T cells increase glutaminolysis to maintain the anaplerotic production of TCA cycle intermediates and ATP,in an AMP-activated protein kinase (AMPK)-dependent manner (72).

As a result of the increased glutamine consumption by tumor and immune cells, glutamine availability is reduced in the TME, which acts as a suppressive signal that inhibits antitumor phenotypes while promotes pro-tumor phenotypes on immune cells. The competition between immune and tumor cells for glutamine is illustrated by the fact that T cells also require the expression of transporter ASCT2 for proper activation. Knockdown of this transporter dampens the activation of CD4+ T cells and their differentiation toward antitumor Th1 and Th17 phenotypes (73). In addition, it has been reported that glutamine deprivation impairs T cell proliferation and IL-2 and IFN-γ production, and this effect is dependent on kinase ERK (74). Likewise, NK cells require glutamine to maintain c-Myc activation, which is necessary to induce the metabolic switch and the production of IFN-γ and granzyme B (75). In fact, oral administration of glutamine has been proposed as a therapeutic strategy that enhances NK cell activity and reduces tumor growth in a fibrosarcoma rat model (76).

Regarding macrophages, glutaminolysis may be associated with the M2 phenotype. It has been reported that inhibition of glutamine metabolism in BMDMs through the inhibition of GS promotes M1 polarization by the accumulation of succinate and the activation of HIF-1α, resulting in an enhanced ability of macrophages to attract and activate T cells in vitro and in vivo (77). By contrast, it has been shown that α-ketoglutarate derived from glutaminolysis induces M2 gene expression through the activation of the histone demethylase JMJD3, promoting an open chromatin state at M2-specific gene promoters (78). Glutamine deprivation in the TME, induced by glutamine-addicted tumor cells, promotes IL-23 expression on Tumor-Associated Macrophages (TAMs) through HIF-1α activation, which is related to higher IL-10 and TGF-β production and recruitment of Tregs (79). MDSCs also display an increased glutamine uptake in the TME (80). In primary tumor and lung metastasis murine breast cancer models, Oh et al. demonstrated that glutamine antagonists reduce the number of MDSCs by inhibiting G-CSF expression, which promotes their differentiation to a pro-inflammatory phenotype. Moreover, inhibition of glutamine metabolism reduced the expression of IDO in tumor cells, TAMs, and MDSCs promoting T cell activation (81).

Therapeutic strategies that modulate glutamine metabolism on tumor cells and recover glutamine availability in the TME may act synergistically with other therapeutic options to inhibit tumor progression and reactivate the antitumor immune response.



Tryptophan and kynurenines

Tryptophan is another critical metabolite whose availability influences immune responses. About 95% of exogenous tryptophan is metabolized via the kynurenine pathway by the enzymes tryptophan-2,3-dioxygenase (TDO), regulating its plasmatic concentrations, and IDO1 acting in peripheral tissues. It has been proposed that IDO-mediated tryptophan metabolism regulates T cell responses to maintain immune privilege in the maternal-fetal interface (82). This process is co-opted by tumors cells to maintain an immunosuppressive environment since the overexpression of IDO has been reported in multiple tumors (83). Moreover, the accumulation of the IDO-derived metabolite l-kynurenine promotes the inhibition of immune cells via activation of the receptor AhR (84). In fact, AhR activation by microbiome-produced tryptophan catabolites promotes the suppressor functions of PDAC TAMs, which reduces tumor infiltration of CD8+ T cells (85).

IDO overexpression in tumors is associated to immune evasion and poor prognosis in cancer patients (86). Early studies indicated that IDO expression by tumor cells correlates with little or null T cell infiltration, and mice immunized with IDO1-expressing tumor cells fail to reject the tumor. Moreover, treatment with IDO inhibitors promotes tumor rejection (84, 87–89). IDO-mediated tryptophan catabolism is regarded as a powerful immunosuppressive mechanism. Culture in low tryptophan and high kynurenine concentrations inhibit the activity of T cells. T cells activated in these conditions display lower proliferation and are more prone to Fas-mediated apoptosis (90). CD8+ T cells co-cultured with IDO-expressing DCs show lower expression of the CD3ζ chain, decreased production of IL-2 and IFN-γ, and are devoid of cytotoxic activity. Regarding CD4+ T cells, reports indicate that cell cultures in low tryptophan and high kynurenine concentrations inhibit Th17 differentiation and promote Treg cell phenotype with increased expression of IL-10 and TGF-β (91, 92).

Overexpression of IDO has been reported in other cellular components of the TME to exacerbate tryptophan deficiency and accumulation of kynurenines. Both tumor cells and melanoma-associated fibroblasts (MAFs) produce COX-2 and IDO, inducing the expression of IL-10 in macrophages. Consequently, the pharmacological inhibition of COX-2 and IDO reverts the suppressive phenotype in macrophages (93). In addition, monocyte-derived macrophages induced by M-CSF upregulate IDO in response to IFN-γ or CD40L to deplete milieu tryptophan and suppress T cell responses to maintain peripheral tolerance (94). Although it has been suggested that monocyte-derived macrophages display a specialized tryptophan uptake system that may promote tryptophan deficiency in the TME (95), more studies are required to identify the molecules involved in this mechanism as possible therapeutic targets.

IDO expression has been widely reported in some subpopulations of DCs (96, 97). This expression is induced via interaction with Tregs, and IDO-expressing DCs can further promote the differentiation of Tregs, thus creating an amplifying immunoregulatory loop in the TME (96). In this regard, differentiation of Tregs from naïve CD4+CD25-T cells is promoted by IDO-derived kynurenine, and pharmacological inhibition of IDO prevents pDC-mediated induction of Tregs (98). Tryptophan deficiency in the TME may also impair the antitumor functions of DCs. Tryptophan-deprived DCs show decreased antigen uptake, decreased expression of the maturation markers CD40 and CD80, and increased expression of the inhibitory receptors ILT3 and ILT4. As a result, DCs show a reduced ability to activate T cells, thereby promoting Treg cell differentiation (99). Moreover, the tryptophan catabolite 3-hydroxyanthranilic acid reduces the phosphorylation of p38 and JNK, which prevents the maturation of mouse DCs, based on the expression of CD80, CD86, and CD40, and decreases the activation of T cells (100). IDO expression in human and mouse melanoma tumors has been associated with aggressive tumor growth that depends on the recruitment of highly suppressive CD11b+Gr1int MDSCs mediated by Tregs (101). Moreover, GM-CSF derived from tumor cells has been reported to induce IDO expression on MDSCs (102) and IDO-expressing MDSCs promote the expansion of Tregs, that subsequently inhibit T cell proliferation and the antitumor immune response (103–105).

IL-2-activated NK cells in presence of l-kynurenine show impaired expression of the activating receptors NKp46 and NKG2D, lower production of IFN-γ and TNF-α, and reduced cytotoxicity against tumor cells (106). Furthermore, exposure to l-kynurenine promotes apoptosis in NK cells through ROS production (107). Controversially, kynurenine signaling through the AhR has been reported to promote the expression of the activating receptors NKp30, NKp46, perforin, and granzyme B in NK cells (108), which is supported by the observation that IDO1 inhibition impairs NK cell activity against tumor cells (109).

IDO inhibitors are currently under research, alone or in combination with ICIs. However, some clinical trials have shown that IDO inhibition does not improve the benefits of IC blockade alone. Several features have been proposed to impact the efficacy of inhibiting tryptophan catabolism, such as the participation of other enzymes, like TDO, the presence of multiple metabolites that drive AhR activation in the TME, and the augmented expression of IDO as a resistance mechanism to IC blockade (110).



Arginine

Arginine is synthesized from citrulline via the enzymes arginosuccinate synthase (ASS) and arginosuccinate lyase. Arginase is involved in the production of nitric oxide by the enzyme nitric oxide synthase (NOS), an agent involved in tumor development. Most solid tumors and leukemias lack the expression of the critical enzyme for arginine synthesis, due to methylation-induced transcriptional silencing, making them dependent on exogenous arginine. In addition, repression of the Argininosuccinate synthase 1 (ASS1) promoter by HIF-1α has also been implicated (111, 112). As a consequence, arginine deprivation induces cell arrest and tumor cell death (113). Thus, a high arginine uptake is mandatory for tumor cells, which may reduce its concentration in the TME and impair the antitumor activity of immune cells.

Activated T cells rapidly metabolize intracellular arginine to ornithine and citrulline, leading to enhanced CD4+ and CD8+ T cell survival and improved antitumor activity (114). In arginine deprivation, activated T cells fail to express cyclin D3 and cyclin-dependent kinase (cdk4), leading to arrest in the G0–G1 phase of the cell cycle (115). It has been shown that activated T cells that do not express ASS1 are unable to adapt to arginine deprivation, resulting in impaired metabolic processes due to reduced chromatin accessibility (116). In the case of NK cells, arginine deprivation impairs their proliferation, cytotoxic activity, and expression of the activating receptors NKp30 and NKp46 (117). Arginase derived from polymorphonuclear granulocytes depletes local arginine, resulting in decreased proliferation and IFN-γ secretion by NK cells (118), a process that might be supported by tumor cells.

Unlike T and NK cells, arginine deprivation does not affect the phagocytic activity, expression of activation markers, or cytokine production in macrophages (119). However, the dichotomy between the M1/M2 phenotypes of macrophages is mainly distinguished by their arginine metabolism. The antitumor M1 phenotype produces iNOS to convert arginine to nitric oxide (NO) and citrulline, while the M2 phenotype produces arginase to convert arginine to ornithine and urea and promotes immune evasion and tumor progression (120, 121).

Tumor-infiltrating MHC-II+/CD11b+/CD11chigh DCs (TIDCs) have been reported to suppress CD8+ T cell responses via the upregulation of arginase, inducing less proliferation and CD3ζ chain expression on T cells upon interaction (122). Moreover, arginine depletion in the TME promotes the accumulation of CD11b+Gr1+ MDSCs that suppress antitumor functions of T cells (123), and pharmacological inhibition of arg-1 suppresses the activity of G-MDSCs, restoring the production of IFN-γ and granzyme B by T cells and reducing tumor growth (124). Interestingly, arginine metabolites such as spermidine, produced by MDSCs, induce IDO1 expression on DCs, promoting a crosstalk between arginine and tryptophan metabolism that enhances immunosuppression in the TME (125). Like glutamine, oral arginine supplementation has been shown to reduce tumor growth in a breast cancer mouse model by decreasing the amount of tumor and splenic MDSCs. Moreover, arginine supplementation promoted the accumulation of activated macrophages, mature DCs, as well as activated CD4+ and CD8+ T cells, which resulted in the inhibition of tumor growth and enhanced survival of mice (126).



Adenosine

ATP is an ubiquitous intracellular molecule in cellular bioenergetics (127). Depending on the type of cell death, ATP is released from dying cells, and levels of extracellular ATP are proportional to the number of irreversibly damaged cells. Extracellular ATP is regarded as a DAMP that induces immune responses to eliminate the insult that causes cellular damage. To prevent exacerbated immune responses, extracellular ATP is eventually degraded by ectonucleotidases CD39 and CD73 to ADP and adenosine (128). Adenosine plays a dual role in cell biology, depending on its localization. Intracellular adenosine is involved in energy metabolism, nucleotide synthesis, and the methionine cycle, while extracellular adenosine acts as a signaling molecule related to immunosuppression. In the TME, conditions such as hypoxia, tissue disruption, inflammation, and overexpression of CD39 and CD73 promote adenosine accumulation, favoring the immunosuppressive state of the TME (129).

Hypoxia induces the expression of CD39 and CD73 in both tumor and stromal cells. In turn, adenosine signaling induces the expression of CD39 and CD73 in T cells, creating a positive feedback loop (130, 131). Interestingly, CD8+ T cells have been reported to support adenosine production by releasing EVs containing CD73, which degrade AMP and impair T cell proliferation upon activation (132). High adenosine concentrations inhibit different points of T cell activation. It has been reported that adenosine prevents the expression of high-affinity chain IL-2 receptor (CD25), the activation of kinase ZAP70, as well as synthesis of IL-2, TNF-α, and IFN-γ. In CTLs, adenosine signaling through A2AR results in decreased glycolytic activity and OXPHOS, which dampens essential functions such as adhesion to target cells and expression of effector molecules, such as Fas-L and perforin (133–135). Concerning NK cells, adenosine has been reported to inhibit their cytotoxic activity against tumor cells and their production of TNF-α, IFN-α, and GM-CSF (136). This inhibitory effect is reverted by blockade of CD39 and CD73 with antibodies, which restores the cytotoxicity of NK cell against tumor cell lines (137). Furthermore, depletion of the A2AR increases the percentages of mature NK cells with CD11b+CD27- phenotype in the TME, resulting in reduced tumor growth (138).

Adenosine not only promotes the M2 phenotype in macrophages by activating STAT3 and inducing arginase-1 and IL-10 expression (139), but also promotes the angiogenic role of M2 macrophages by promoting VEGF production (140, 141). Moreover, adenosine accumulation in the TME promotes the recruitment of TAM precursors that strengthen adenosine production by expressing CD39 and CD73 and impair the proliferation of T CD4+ cells (142). High concentrations of adenosine also alter the antitumor activity of DCs. DCs exposed to adenosine show lower production of TNF-α and CXCL10 and higher production of IL-10, inhibiting their ability to induce the Th1 phenotype in T cells (143). Similarly, it has been reported that the selective deletion of A2AR in the myeloid lineage delays tumor growth in mouse melanoma and lung cancer models. This effect is associated with higher expression of class II molecules and IL-12 in TAMs and lower production of IL-10 in macrophages, DCs, and MDSCs. As a result, NK cells and CD8+ T cells increase the production of IFN-γ and their cytotoxic activity against tumor cells (144). Furthermore, adenosine signaling through A2BR favors tumor growth by supporting the recruitment of CD11b+Gr1+ MDSCs that impairs tumor infiltration by CD8+ T and NKT cells and their production of TNF-α, IFN-γ, and granzyme B (145). Consequently, knockdown of CD73 diminishes GM-CSF in PDAC tumors, resulting in decreased circulating MDSCs and reduced tumor growth (146).

In summary, high nutrient consumption added to the accumulation of catabolites by tumor and stromal cells inhibit the activity of antitumor immune cells, while favors the recruitment and skewing to pro-tumoral phenotypes. The main alterations induced in tumor-infiltrating immune cells by metabolic alterations are summarized in Table 1. In early stages of tumor development, available nutrients support proliferation of the incipient tumor as well as the activation of an antitumor immune response. However, as tumor cells increase their nutrient consumption and secretion of by-products to maintain their uncontrolled proliferation, a metabolically hostile environment is gradually established. Tumor cells adapt and take advantage of this conditions to signal antitumor immune cells, such as M1 macrophages, NK, and T cells to shut down their effector mechanisms and turn into immunosuppressive/pro-resolving phenotypes, such as M2 macrophages and Tregs that favor tumor progression. Despite the enormous efforts to elucidate the effect of local metabolic alterations on immune cells, a deeper understanding is required to unravel the crosstalk between metabolic and immune cells for the development of more effective therapeutic strategies to increase the survival of cancer patients.


Table 1 | Main alterations of tumor-infiltrating cells by metabolic alterations.



The present review focuses on a better knowledge of the local alterations driven by the metabolism of tumor and tumor-associated stromal cells and how these local alterations disrupt the antitumor mechanisms of immune cells in the TME. However, processes such as aging and obesity that alter the systemic concentrations of nutrients are of key importance and must be addressed for the optimization of effective antitumor therapies.





Metabolic reprogramming drives the expression of immune checkpoints

Cancer immunotherapy is a therapeutic strategy that aims to reactivate the patient’s antitumor immune response against tumor cells. These strategies include cancer vaccines, adoptive cell transfer, and immune checkpoint blockade (ICB). Immune checkpoints (ICs) are membrane proteins expressed mainly on immune cells that act as co-stimulatory or co-inhibitory receptors of the immune response, so that upon binding to their ligands, ICs can positively or negatively regulate the function of immune cells. As a mechanism of immune evasion, tumor cells commonly induce the overexpression of inhibitory ICs and their ligands in the TME (147, 148). Many ICs have been described and new information is continuously reported (149). In this study, we include information of the inhibitory ICs: CTLA-4, PD-1, LAG3, TIM3, VISTA, and TIGIT (Table 2) (150–171).


Table 2 | Main ICs and their ligands expressed in the TME.




Glucose/lactate

Multiple studies have demonstrated that glucose deprivation alone or combined with lactate exposure induces ICs expression on immune cells. Although the PD-1/PD-L1 axis is the most studied IC and the main therapeutic target of immunotherapies, alterations in the concentration of metabolites in the TME modulate the expression of many other ICs. Thus, combinatorial therapies that simultaneously target tumor glucose metabolism and the expression of ICs may restore the antitumor state of tumor-infiltrating immune cells.

As mentioned above, a scRNA-seq analysis of breast cancer patients has shown that tumor cells exhibit a gene signature associated with elevated glucose metabolism compared to normal epithelial cells. Interestingly, the highest glucose uptake in TME is displayed by exhausted CD8+ T cells, which displayed increased expression of the ICs PD-1, TIM-3, LAG3, and TIGIT (25). In vitro, culture in low glucose concentration induce the expression of PD-L1 on highly glycolytic PDAC cells and PD-1 on co-cultured CD8+ T cells. Knockdown of the enzyme phosphofructokinase-m (PFK-m) before tumor engraftment on mice reverted PD-1 expression on CD8+ TILs and the corresponding PD-L1 on tumor cells suggesting that this phenomenon was mediated by the high glycolytic activity of PDAC cells (26). Similarly, inhibition of glycolysis in renal cancer cell lines by the knockdown of HIF-1α, PFKFB3, or LDHA, or by culture under glucose deprivation induces PD-L1 expression, and glucose supplementation reverses this effect. Mechanistically, low glucose concentration promotes epithelial growth factor receptor (EGFR) expression, which induces PD-L1 expression via the EGFR/ERK1/2/c-Jun signaling pathway and PD-L1 stabilization through glycosylation (172, 173). Similarly, soluble mediators secreted by tumor cells, such as hyaluronan fragments, induce a metabolic shift toward aerobic glycolysis in tumor-infiltrating monocytes. This metabolic change causes the overexpression of the glycolytic enzyme PFKFB3, promoting the signaling by NF-κB, which increases PD-L1 expression. Inhibition of glycolysis by the glucose analog 2-deoxy-D-glucose (2-DG) reversed this effect (174).

Consequently, the pharmacological inhibition of Akt in esophageal cancer cell lines by ginsenoside Rh4 reduces the expression of crucial glycolytic enzymes, such as GLUT1, HK2, LDHA, PFKL, and PKM2, as well as the lactate production, which results in lower PD-L1 expression (175). Moreover, it has been reported that PKM2 is mandatory for PD-L1 expression in tumor, immune, and stromal cells in the TME and lymph nodes (176). Dimerization and nuclear translocation of PKM2, induced by M2 TAMs-derived TGF-β, allows its interaction with the nuclear factor STAT1 to promote the overexpression of PD-L1, event that impairs NK cell-mediated antitumor immune response (177). Concomitantly, lactate accumulation has been reported to induce PD-L1 expression in lung cancer cell lines in a dose-dependent manner. Lactate represses the activity of PKA, allowing the interaction of TAZ with the transcription factor TEAD, and their recruitment to the PD-L1 promoter (178). Similarly, in absence of lactate, activation of NF-κB prevents the transcription of the IC Galectin-9 (Gal-9) by binding to histone deacetylase HDAC3 in head and neck carcinoma cell lines. Thus, accumulation of PKM2-derived lactate induces the expression and secretion of Gal-9 (179).

Although the main inductor of the IC VISTA is the hypoxic microenvironment, lactate accumulation promotes VISTA-mediated immunosuppression through the acidification of the TME. VISTA suppresses T cell functions at physiologic pH, but this suppression is improved at acidic pH. The extracellular domain of VISTA is enriched with protonated histidine residues at acid pH, which allows its binding to P-selectin glycoprotein ligand-1 (PSGL-1), transmitting an inhibitory signal to T cells (180).


Glutamine

A RNA-seq analysis has demonstrated that tumor cells cultured in glutamine starvation express higher PD-L1 levels and secrete this IC in exosomes. Deprivation of glutamine inhibits the activity of Sarco/ER Ca2+-ATPase (SERCA), since it is an essential amino acid for glutathione synthesis. As a result, less Ca2+ is released from the endoplasmic reticulum, which promotes the activation of the NF-κB that induces PD-L1 expression. Therefore, inhibition of glutamine transport or GLS enzyme induces PD-L1 expression (181). In bladder and renal cancer cell lines, glutamine restriction induces EGFR activation and PD-L1 expression through the EGFR/ERK1/2/c-Jun signaling pathway (182, 183). Conversely, in natural killer T cell lymphoma cell lines, PD-L1 expression is reduced by overexpression of the glutamine transporter SLC1A1 (184).

In comparison, glutamine deprivation prevents PD-1 expression in T cells, since cell culture in this restricted conditions reduces PD-1 expression and promote IFN-γ production in CD8+ T cells (185). In fact, intravenous glutamine supplementation has been reported to reduce PD-1 expression on CD4+ and CD8+ T cells and PD-L1 expression on peripheral and splenic B cells and monocytes (186). In addition to the PD-1/PD-L1 axis, the IC B7/H3 is prone to be regulated by glutamine metabolism. Inhibition of glutamine uptake by an antagonist of the amino acid transporter ASCT2 (SLC1A5) promotes B7/H3 degradation through autophagy and ROS production in breast cancer cell lines, favoring the activation of tumor-infiltrating CTLs (187).



Tryptophan and kynurenines

As previously mentioned, overexpression of IDO in the TME promotes tryptophan depletion and the concomitant accumulation of kynurenines plays a vital role in the expression of ICs. Upon binding to kynurenines, AhR is translocated to the nucleus and binds to AHR-specific xenobiotic response elements (XREs). XREs are found in the promoters,  of PDCD1 (PD-1), Lag3, Tim3, Klrg1, Ctla4, Btla, 2B4, CD160, and TIGIT, which promote the expression of these ICs (188). Thus, AhR activation by tobacco smoke induces PD-L1 expression in lung cancer cell lines and mouse models (189). In bladder cancer cells, IDO expression correlates with epithelial–mesenchymal transition (EMT) and PD-L1 overexpression via the IL-6/STAT3 signaling pathway (190).

T cells increase tryptophan metabolism upon activation, and its deprivation has been reported to induce PD-1 expression in Jurkat cells and mouse T cells. The absence of tryptophan prevents ubiquitylation and the subsequent degradation of the transcription factor NFAT-1, which promotes PD-1 expression. Consequently, the restoration of tryptophan concentrations or inhibition of IDO block PD-1 expression (191). Moreover, kynurenine produced by tumor cells induces PD-1 expression in human and mouse CD8+ T cells through nuclear translocation of the receptor AhR (192). Results from the assay for transposase-accessible chromatin sequencing (ATAC-seq) in human ovarian cancer cells revealed that exposure to kynurenine promotes chromatin accessibility of PD-1 regulatory regions, allowing AhR to induce its transcription (188). As discussed earlier, low tryptophan and high kynurenine conditions promote the differentiation of T cells toward a CD4+CD25+Foxp3+ regulatory phenotype. Additionally, Tregs exposed to low tryptophan and high kynurenine concentrations upregulate CTLA-4 and BTLA (91). CTLA-4 overexpression has been reported in CD4+CD25+ T cells co-cultured with IDO-expressing acute myeloid leukemia (AML) cells, and this effect is completely abrogated by the IDO-inhibitor 1-methyl tryptophan (1-MT) (193).

The report of Wu and Zhu illustrates the effect of IDO expression and tryptophan metabolism on the inhibition of antitumor functions of T cells and ICs expression. In vitro, exposure to kynurenine inhibits IFN-γ and TNF-α production in CD8+ T cells; in vivo, IDO knockdown in colon carcinoma cell lines before engraftment reduces the expression of the ICs: PD-1, CTLA-4, and LAG3 in CD8+ TILs. Moreover, in colorectal cancer patients, the expression of these ICs on CD8+ T cells positively correlates with serum kynurenine concentrations (194). In addition to PD-1, culture of CD8+ T cells in kynurenine-enriched media derived from IDO-expressing mouse cells induces the expression of the inhibitory receptors KLRG1 and TIM-3 (188), so that targeting the IDO pathway may prevent the expression of multiple ICs.

The expression and secretion of the recently incorporated IC HLA-G is also regulated by the availability of tryptophan and its catabolites. Macrophages and DCs, derived from healthy donor monocytes, and matured in the presence of tryptophan or its catabolites express high levels of HLA-G. Kynurenine is the metabolite that induces the highest surface expression of HLA-G in DCs, whereas 3-hydroxy anthranilic acid induces this same effect in macrophages. Furthermore, kynurenine induces the shedding of HLA-G by immature and mature DCs to impair T cell proliferation (195, 196).

The effect of tryptophan and its IDO-derived catabolites on IC expression opens the possibility for combinatorial therapies that target this pathway to improve the efficacy of immunotherapy or conventional therapies. In this regard, in a mouse model of Lewis lung cancer, IDO inhibition by oral administration of 1-MT synergizes with radiotherapy by reducing the expression of PD-1/PD-L1, TIM-3, BTLA, and Gal-9 to restore antitumor immune response and inhibit tumor progression (197). With respect to VISTA, knockdown or pharmacological inhibition of the AhR reduces VISTA expression in melanoma cell lines. Interestingly, metformin treatment inhibits AhR signaling and VISTA expression in vitro and in melanoma mouse models (198).



Arginine

As was indicated earlier, metabolic alterations and the induction of IC expression in immune cells are not only mediated by tumor cells. Simultaneous expression of VEGF, IL-10, and arg-1 on tumor cells induces TIM-3 expression on BMDCs and tumor-associated DCs. The inhibition of these molecules diminishes the induction of TIM-3 on DCs by tumor cell-conditioned media (199). Cancer-associated fibroblasts (CAFs) have been reported to inhibit antitumor immune responses. CAFs inhibit T cell activation and CD8+ T cell proliferation by expressing high levels of arg-1 enzyme, and the ICs VISTA and HVEM. The inhibitory effects of MAFs may be mediated by arginine depletion. MAFs-conditioned media induces the expression of TIGIT and BTLA on CD8+ T cells, and the inhibition of arginine metabolism by knockdown or pharmacological inhibition of arg-1 reverts this effect (200).




Adenosine

In addition to the direct suppression of the antitumor functions of immune cells by adenosine accumulation, especially due to the overexpression of CD39 and CD73, IC expression is enhanced by adenosine signaling. In biopsies from PDAC patients, CD73 expression on tumor and stromal cells correlates with PD-L1 expression on tumor cells (201). Additionally, in biopsies from NSCLC patients, CD39+ CAFs positively correlate with PD-L1 expression on tumor cells (202). Similarly, the activation of the A2AR induces PD-1 expression, but not CTLA-4, on CD8+ and CD4+ FOXP3+ TILs in vitro, and in a mouse model of colon adenocarcinoma. Consequently, CD8+ TILs from CD73 deficient mice show lower PD-1 expression compared to T cells from wild-type mice (203), and deletion of the A2AR results in lower PD-1 expression in CD8+ TILs in a melanoma mouse model. Nevertheless, the deletion of A2AR in T cells reduces their survival, resulting in enhanced tumor growth (204).

By using mixed lymphocyte reactions with T cells and DCs derived from mouse, it has been shown that A2AR activation by an agonist reduces T cell proliferation, while inducing PD-1 and CTLA-4 expression (205). Moreover, A2AR stimulation induces the expansion of Tregs in the TME, which further increases adenosine accumulation, since A2AR agonist-induced Tregs to express CD39 and CD73. These A2AR-induced Tregs show high expression of CTLA-4, which plays a crucial role in their inhibitory activity (206). Contrary to the effect of adenosine on ICs expression, ATP binds to its P2X7R on monocytes to inhibit the shedding of soluble HLA-G (207). In the context of the TME, adenosine accumulation due to overexpression of CD39 and CD73 ectonucleotidases may inhibit the stimulatory effect of extracellular ATP, promoting an increased production of both membrane and soluble HLA-G to limit antitumor immune responses.

Regarding combinatorial therapies that target adenosine signaling to improve the response to immunotherapies, oral administration of A2AR antagonists reduces PD-1 and LAG-3 expression on activated CD8+CD44+ T cells within tumor-draining lymph nodes (dLNs) and Tregs infiltrating tumors in a mouse melanoma model (208).




Immune checkpoints feedback the metabolic alterations in the TME


PD-1/PD-L1

Metabolically, PD-1 signaling inhibits T cell activation by altering metabolic reprogramming induced by TCR-mediated antigen recognition. It has been demonstrated that, when activation occurs in presence of PD-1 interacting with recombinant PD-L1, T cells show diminished glucose uptake and glycolytic capability due to a reduction in the expression of Glut1 transporter and HK2. Furthermore, PD-1 inhibits T cell capability of uptaking and utilizing amino acids such as valine and glutamine while promoting FAO by enhancing the expression of the carnitine pamitoyltransferase (CPT1A) and desnutrin/adipose triglyceride lipase (ATGL) (209). Exposition of PD-1 positive esophageal adenocarcinoma cell lines to the anti-PD-1 pembrolizumab augments glycolytic reserve by upregulating the expression of GLUT-1.

Similarly, PD-1 blockade increases GLUT1 expression on CD8+ T cells from B cell lymphoblastic leukemia-bearing animals. However, PD-1 blockade was insufficient to restore the antitumor functions of T cells, suggesting the existence of additional immunosuppressive or compensatory mechanisms that impair antitumor immunity (210). In this regard, it has been reported that resistance to anti-PD-1 treatment is due to increased lactic acid in TME, which promotes PD-1 expression of Tregs in intrahepatic tumors. Furthermore, resistance to anti-PD-1 treatment can be overcome by hindering lactate metabolism through inhibition of LDHA or MCT1 on Tregs (211). Moreover, knockdown of the glycolytic enzyme PKM2 in PDAC cells promotes NK cell infiltration, production of IFN-γ, granzyme B, and NKp46, and response to anti-PD-1 treatment (177).

These results show that metabolic modulations in TME improve the efficacy of ICIs, suggesting that IC blockade induces metabolic changes that impact the use of combination therapy. In addition, it has been suggested that PD-1 engagement impairs metabolic functions beyond glycolytic activity. RNA-seq and Gene Ontology analysis revealed that PD-1 signaling triggers a specific transcriptional program in CD8+ T cells involved in altered amino acid, nucleotide, and carbohydrate metabolism, as well as altered TCA cycle and OXPHOS. Furthermore, PD-1 affects the expression of genes involved in the structure and function of mitochondria, resulting in reduced mitochondria number and cristae length (212). Metabolic alterations driving T cell exhaustion after PD-1 engagement may be due to PD-1-mediated inhibition of the peroxisome proliferator-activated receptor-gamma co-activator (PGC)-1α, acting as a regulator of genes involved in energy metabolism and mitochondrial biogenesis (213). Moreover, PD-1 inhibitory signaling shifts metabolism away from aerobic glycolysis and glutaminolysis and forces T cell to events of anaplerotic input to the TCA cycle, mainly at acetyl-CoA and succinyl-CoA, also preventing the de novo nucleoside phosphate synthesis accompanied by decreased mTORC1 signaling (214).

Aside from T cells, PD-1 signaling causes metabolic dysfunctions in monocytes and macrophages. Monocytes isolated from Chronic Lymphocytic Leukemia (CLL) show diminished glucose uptake and lactate production. As discussed above, M1 Macrophages rely on aerobic glycolysis for their antitumoral functions. CLL monocytes show enhanced PD-1 expression compared to healthy donors, and ligation with recombinant PD-L1 diminishes monocytes switch to aerobic glycolysis, while anti-PD-L1 blockade reverts this effect, promoting phagocytosis of tumor cells (215). Interestingly, it is known that PD-1 expression on TAM of the TME can be induced by CAFs (216). In addition to PD-1-mediated metabolic alterations described in T cells and monocytes, in a melanoma mouse model it has been shown that PD-1 knockout reduces the accumulation of granulocyte and monocyte precursors, as well as the immunosuppressive activity of MDSCs, in part through metabolic alterations. In PD-1 knockout tumor-bearing mice, glucose uptake and mitochondrial biogenesis were elevated in myeloid progenitors, and it was suggested that, in PD-1 deficiency, glycolytic activity is progressively switched to mitochondrial metabolism. PD-1-deficient myeloid progenitors display increased metabolic intermediates of glycolysis, PPP, TCA cycle, and elevated cholesterol, resulting in enhanced differentiation toward effector monocytic/macrophage and DCs, thus promoting antitumor responses (217). Whereas PD-1/PD-L1 axis-mediated immune suppression is commonly attributed to PD-1 signaling, PD-L1 is known to mediate intracellular signaling that promotes cancer progression, immune escape, and metabolic reprogramming (218).

In patients with NSCLC, 2-Deoxy-2-[fluorine-18] fluoro-D-glucose (2-FDG) uptake has been reported to be higher in tumors with high PD-L1 expression, suggesting an interplay between PD-L1 expression and glucose uptake. Moreover, it has been suggested that an elevated glycolytic metabolism might be used as a prognostic biomarker for ICI treatment (219). In cervical cancer cell lines, it has been reported that PD-L1 promotes glucose metabolism and lactate secretion by interacting with integrin β4 (ITGB4), and suppressing SIRT3, resulting in the augmented expression of glycolytic enzymes HK2 and LDHA and of transporters GLUT1 and GLUT4 (220). Similar results have been reported in AML cell lines, where genes and the corresponding proteins associated with glucose metabolisms, such as ALDOA, PGK1, LDHA, and HK2, are highly expressed when PD-L1 is overexpressed (221). In a mouse model of sarcoma, it has been shown that monoclonal antibody blockade of CTLA-4, PD-1, or PD-L1 augments glucose availability in the TME and glycolytic metabolism in T cells by restoring mTOR-mediated signaling, as well as the activity of the enzyme glutamate dehydrogenase (Glud1). PD-L1 knockdown and antibody blockade diminish glucose metabolism and Akt/mTOR signaling in tumor cells without affecting proliferation in vitro or tumor growth in RAG-/- mice. These results suggest that ICIs might revert metabolic alterations in tumor cells, allowing an enhanced nutrient availability in the TME to restore the functionality of antitumor immune cells (222). Mechanistically, PD-L1 might promote glycolysis by enhancing the expression of the glycolytic enzyme PFKFB3 since PD-L1 knockdown by a small interfering RNA also diminishes the expression of this enzyme (172).

As discussed earlier, lactate accumulation in the TME also impairs immune cell function and response to immunotherapy. For instance, lung cancer cells A549 exposed to high lactate concentration inhibit IFN-γ production and induce apoptosis of co-cultured Jurkat T cells. Interestingly, treatment with PD-L1-blocking antibody reverses the indicated effects (178), suggesting that anti-PD-L1 treatment modulates the inhibitory effect of tumor-derived lactate on immune cells. In addition, the inhibition of glutamine metabolism by a competitive antagonist of transmembrane glutamine flux or a GLS inhibitor, in combination with anti-PD-1 or anti-PD-L1 antibodies, has been shown to reduce tumor growth in breast and colon cancer mouse models to a greater extent than monotherapies (181, 187).

Interestingly, IDO-mediated tryptophan metabolism in the TME has been proposed as a major mechanism for resistance to ICIs. High IDO expression in macrophages and endothelial cells in TME are related to anti-PD-1 non-responsiveness in metastatic renal cell carcinoma and sarcomas patients undergoing anti-PD-1 treatment with pembrolizumab or nivolumab antibodies (223, 224). As mentioned earlier, the accumulation of IDO-derived kynurenine in the TME is associated with the upregulation of multiple immune checkpoints that may contribute to anti-PD-1 resistance (188). Combined checkpoint blockade therapy is becoming increasingly important, especially regarding cancers in advanced stages or associated with poor prognosis. For instance, a recent study in HER2-overexpressing cancers showed that using a bispecific antibody, simultaneously targeting PD-1 and HER2, represents a new promising approach for treating late-stage metastatic HER2-positive cancers (225).



CTLA-4

One of the first relationships reported between ICs and metabolism was the influence of CTLA-4 on IDO expression (226, 227). In vitro stimulation of DCs with recombinant CTLA-4 showed an increased tryptophan metabolism to kynurenine, and IDO inhibitor 1-MT reversed this effect. Moreover, CTLA-4 stimulation induces IDO expression in DCs similarly to IFN-γ (228). Consequently, mice with a Treg-specific CTLA-4 knockdown show reduced IDO expression in CD11c+ mesenteric DC and reduced kynurenine production by spleen-isolated DCs (229). In the context of the TME, CTLA-4 expressing Tregs induced by metabolic alterations, may promote IDO expression in tumor-infiltrating DCs, reinforcing immune suppression. In T cells, CTLA-4 signaling inhibits glycolysis without inducing FAO; in contrast to PD-1 signaling, the authors suggest that CTLA-4 does not induce metabolic alterations related to T cell exhaustion but preserves the metabolic profile of unstimulated T cells (209). In addition, IDO activity in the peripheral blood of melanoma patients increases PD-L1 expression in circulating CTLs. This IDO activity is associated with a CTLA-4 increase in Tregs. This IDO/PD-L1/CTLA-4 interplay is associated with a negative prognosis of cancer patients, showing that the expression of IDO, PD-L1, and CTLA-4 is strongly interconnected (230).

Regarding ICIs, ipilimumab-mediated CTLA-4 blockade promotes immune cells metabolic fitness and infiltration. Moreover, ipilimumab treatment induces the functional destabilization of tumor-infiltrating Tregs by impairing cell glycolysis and CD28 signaling (231). It has been reported that anti-CTLA-4 monotherapy produces durable responses in many cancers, mainly in melanoma (232). However, combining anti-CTLA-4 antibodies with other therapeutic strategies, such as chemotherapy or radiotherapy, increases their efficacy (233–236). In fact, the modulation of TME by propranolol increases tumor T cell infiltration and the efficacy of anti-CTLA-4 treatment (237).

Research is still in progress to enhance anti-CTLA-4 therapy response. Notably, the modulation of the metabolic conditions in the TME may enhance response to ICIs in cancer patients. For instance, PD-1 or CTLA-4 inhibition has been reported to synergize with the blockade of adenosine metabolism to inhibit tumor growth in colon cancer and sarcoma mouse models. Targeting adenosine production by CD73 blockade combined with PD-1 or CTLA-4 inhibition promotes tumor regression in a manner dependent on IFN-γ and CD8+ T cells (203).



LAG-3

LAG-3 expression has been reported to impair the metabolic shift of mouse T cells toward glycolysis, and its deficiency has been shown to augment metabolic fitness by promoting oxygen consumption and glycolytic activity. Conversely, LAG-3 expression in CD4+ T cells impairs mitochondrial biogenesis by altering the AMPK/Sirt-1 pathway, resulting in a diminished proliferation of CD4+ T cells and high IL-7 dependence (238). Similarly, LAG-3 deletion in mouse BMDCs has been reported to increase their glycolytic activity and FAO, which can be counteracted by IL-10. This enhanced metabolic switch in LAG3-/-BMDCs increases their ability to induce Th1-like responses, promoting antitumor immunity (239).



TIM-3/Gal-9

In Jurkat T cells, TIM-3 overexpression has been reported to diminish glucose consumption and lactate production. TIM-3 expression downregulates Glut-1, while TIM-3 knockdown has the opposite effect. Interestingly, TIM-3 did not affect glutamine consumption, glutamate release, mitochondrial mass, ROS production, or membrane potential (240). Conversely, in Tregs, TIM-3 induces a metabolic shift from OXPHOS toward glycolysis while decreasing mitochondrial mass and membrane potential. TIM-3 expression in Tregs promotes tumor progression and exhaustion of CD8+ T cells enhancing their suppressive activity and IL-10 production (241).

Regarding myeloid cells, Gal-9 or antibody-mediated TIM-3 stimulation in THP-1 cells has been reported to induce mTOR phosphorylation, HIF-1α expression, as well as enhanced glycolytic activity and VEGF secretion by activating the PLC-1/PI3K/mTOR signaling pathway (242). Conversely, stimulation with a TIM-3 agonist in a mouse macrophage cell line has been reported to inhibit glucose uptake and lactate production by inhibiting HK2 expression, resulting in diminished production of TNF-α and IL-1β (243). As mentioned earlier, macrophages depend on glycolysis to differentiate into the antitumoral M1 phenotype, and TIM-3 expression may prevent M1 differentiation and promote the pro-tumoral M2 phenotype.



TIGIT

In CD8+ T cells, the downregulation of GLUT1, HK1, HK2, GAPDH, PKM2, and HIF-1α metabolism-associated genes correlates with the expression of TIGIT. In addition, CD8+ T cells expressing TIGIT show reduced activation of the Akt/mTOR signaling pathway. Co-culture of gastric cancer cells with CD8+ T cells induces TIGIT expression and metabolic impairment, while the blockade of the TIGIT/CD155 axis restores normal metabolic functions in T cells and promotes antitumor immune response (244). Similarly, T cell dysfunction in colorectal cancer has been related to diminished glucose metabolism since TIGIT expression, and metabolic alterations induced by colorectal cancer cells are restored by antibody-mediated TIGIT blockade (245). Anti-TIGIT monotherapy has shown encouraging results in the treatment of diverse cancers, and combining TIGIT blockade with the inhibition of adenosine production, restores NK cell-mediated AML cell killing, which might enhance treatment efficacy (246).




Targeting the crosstalk between metabolic reprogramming and ICs

Since the middle of the last century, metabolic inhibitors have represented a promising therapeutic alternative for treating several cancers, including brain, lung, breast, skin, and hematological cancers. However, the administration of metabolic inhibitors as monotherapy is insufficient since most tumors do not rely on a single metabolic pathway to meet their energetic demands (247). Additionally, the administration of these compounds represents a challenge due to off-target effects and toxicity in non-tumoral cells, narrowing the therapeutic index. Despite these hurdles, it seems promising that administering metabolic inhibitors in combination with chemotherapy, targeted therapy, or immunotherapy could circumvent the challenges of treatment failure. In this setting, as we discussed previously, the feedback established between metabolic reprogramming and immune checkpoint molecules represents a potential target to treat cancer and enhance the outcome of patients. In the present section, we discuss the current knowledge regarding the combination of both treatment options.

As mentioned above, tumor and stromal cells increase the expression of the enzyme IDO1, which metabolizes tryptophan into the immunosuppressive kynurenine. Several studies report that increased levels of IDO1 expression correlate with altered function of immune cells or accumulation of cells with immunosuppressive activity, which is associated with poor survival (248–251). Due to these therapeutic implications, several IDO inhibitors have been developed, showing promising results in pre-clinical models. For example, studies have reported that small-molecule IDO inhibitors synergize with immunotherapy based on the administration of monoclonal antibodies against ICs. To support this notion, administration of epacadostat in co-cultures conformed of human allogenic lymphocytes with DCs and tumor cells showed an increase in the number and activity of T and NK cells and a reduction in the proportion of immunoregulatory cells (252). Recent evidence from clinical trials demonstrates that epacadostat in combination with ICIs against PD-1 resulted in a well-tolerated combination regimen and improved progression-free survival/overall survival (253). In addition, a phase II trial reported that a combination of IDO inhibitor indoximod plus anti-PD1/PDL-1 antibodies pembrolizumab, nivolumab, and ipilimumab resulted in increased progression-free survival and a better response in patients with advanced melanoma (254). Despite these promising results, further clinical trials should be undertaken to conclude the efficacy of the combination therapy using IDO and ICIs.

However, IDO expression is not only responsible for consuming essential amino acids, such as tryptophan. As mentioned in previous sections, the tumor cell catabolism of glutamine and arginine starve tumor-infiltrating immune cells, causing a disruption in their activation and promoting their demise or differentiation into immunosuppressive subsets. For example, recent evidence from Varghese et al. demonstrates that the inhibition of glutaminase with telaglenastat improved the tumor-killing capacity of autologous patient-derived T cells against melanoma. Interestingly, authors reported that, in mice, combination of telaglenastat with immune checkpoint inhibitors against PD-1 or CTLA-4 increased the number of tumor-infiltrating T cells and the expression of genes associated with IFN-γ signaling (255). In the case of arginine, a recent study employing co-cultures of the Lewis cell line reported that administration of OAT-1746, an arginase inhibitor, restores CD4+ and CD8+ T cell activation by increasing CD3ζ chain expression. In addition, in vivo assays showed that the combination of OAT-1746 with anti-PD-1 antibody slightly increased the survival of mice compared to groups treated with the immune checkpoint inhibitor alone (256). In support of these findings, Pilanc et al. reported that, in a mouse model of glioma, this novel small-molecule arginase inhibitor in combination with immunotherapy also reduced tumor growth (257). Currently, no clinical trials evaluate the efficacy and safety of combining glutaminase or arginase inhibitors with immune checkpoint inhibitors in human cancer patients. These findings highlight the need for further clinical trials to evaluate the effect of combining glutaminase or arginase inhibitors with ICIs and to test tolerability and response in cancer patients.

In addition, to deplete and consume essential amino acids, tumor cells also catabolize glucose via aerobic glycolysis to produce lactate by the action of the LDH enzyme. To avoid the accumulation and acidification of the cytoplasm, tumor cells overexpress MCT transporters, specifically MCT1, on their surface to promote lactate extrusion into the TME. As was mentioned above, lactate accumulation in the TME favors the outgrowth of tumor cells and, more importantly, acts as an immunosuppressive metabolite disrupting the activity of immune effector cells and favoring the recruitment of MDSCs (258). For this reason, the inhibition of lactate transport into the TME represents an attractive strategy to restore the antitumor immune response. In a recent study, Babari et al. reported in a mouse xenograft of Raji cells that the administration of the MCT1 inhibitor AZD3965 inhibited tumor growth and promoted its infiltration by NK and monocyte-derived DCs cells. Interestingly, these tumor-infiltrating immune cells displayed high expression of PD-L1, suggesting the induction of an immunoregulatory phenotype (259). These findings suggest that combining MCT1 inhibitor AZD3965 with monoclonal antibodies against PD-L1 might be a promising therapeutic alternative to decrease tumor growth and restore the antitumor immune response. Currently, one orally bioavailable MCT1 inhibitor is under study in a phase I clinical trial showing promising results (260). For this, further clinical trials are required to test our proposal.

Another attractive point of metabolic inhibition is the enzyme IDH, which catalyzes the conversion of isocitrate into α-ketoglutarate depending on NADP. Reports indicate that isoforms (IDH1 and IDH2) of this enzyme are often mutated in some cancers, gaining a new function that results in the production of the immunosuppressive D-2-hydroxyglutarate (D2HG) (261). Currently, two IDH inhibitors approved by the FDA for treating AML and second-generation inhibitors are under clinical trials for treating gliomas (247). In the last case, a recent study reported in a mouse glioma that administration of AGI-5198, an IDH inhibitor, induced immunogenic cell death accompanied by increased expression of PD-L1 (262).


Metabolic alterations at systemic level

Once we have analyzed current immunometabolism studies that comprehend the local impact of metabolic reprogramming on the antitumor immune response, it is important to highlight that systemic alterations of nutrients availability may also modify the functions of immune cells and impact the effectiveness of immunotherapies. Aging and obesity are two processes in which the systemic availability of nutrients is modified, and the normal functions of immune cells may be altered in consequence. For instance, aging has been related to changes in blood concentrations of amino acids and lipids (263), while obesity is related to metabolic alterations such as hyperglycemia, dyslipidemia, and insulin resistance (264). In fact, both aging and obesity have been reported to involve a low-grade chronic inflammation that alters the anti-tumor innate and adaptive immune responses (265). Excellent reviews have addressed the metabolic impact of these conditions on immune cells (266, 267).

Aging is a physiological process in which the biological functions of an individual slowly deteriorate with age. Immunosenescence is the term that describes the alterations on the immune system related to aging that impair its ability to respond against pathogens and cancer cells. Alterations on the metabolism and effector functions of multiple immune cells that may alter the antitumor response have been related to aging (266). For instance, a predisposition toward myelopoiesis has been suggested in aged mice, while lymphopoiesis is reduced (268). Regarding the metabolic changes related to immunosenescence, an increased glycolytic metabolism has been reported on monocytes, macrophages, and T cells from elderly mice. This effect is mediated by ROS accumulation that drives HIF-1α and NF-κB activation (269, 270). In addition, in adipose tissue macrophages from elderly mice it has been shown a decrease in FAO, driven by decreased PPARγ expression, which promotes an increased secretion of proinflammatory factors (271).

Systemic changes in the availability and metabolism of amino acids have also been related with aging, which may impair the antitumor immune responses as discussed above. On the one hand, the concentration of glutamine is reduced with ageing, while accumulation of ROS impairs the activity of glutamine synthetase (272).On the other hand, ageing increases IDO activity, which is reflected in increased kynurenine and reduced tryptophan concentrations in elderly (273). Additionally, the expression of the asparagine transporter SLC7A2 has been reported to decrease in macrophages from elderly mice (274).

Similarly, obesity-induced inflammation has been regarded as an important risk factor for cancer development, and secondary conditions such as insulin resistance, hyperglycemia and dyslipidemia have been related to tumor growth (264). Paradoxically, obesity has been related to enhanced response to ICB in tumor-bearing mice and cancer patients (275).

At the metabolic level, the two main adipokines altered in obesity display opposing roles in the activation of T cells. On the one hand, leptin is necessary for normal T cell proliferation, glycolytic metabolism, and production of IFN-γ, and IL-2 (276), and it has been reported to promote M1 polarization on macrophages, reduce MDSCs, and increase the effectiveness of ICB (277). On the other hand, adiponectin has been reported to impair the glycolytic metabolism of Th1 and Th17 cells (278). In addition, a mouse model revealed that diet-induced dyslipidemia impairs mTOR1 signaling in Tregs, which results in reduced glycolytic metabolism and increased FAO (279). Moreover, high fat diet consumption has been related to induction of an exhausted phenotype on T cells from the white adipose tissue, and overexpression of the IC BTLA (280).

At the TME, high fat diet has been reported to alter the expression of activation markers on T cell, probably related to a reduction on GLUT1 expression, while promoting fatty acid metabolism on tumor cells (281). This effect may be due to adipocyte derived leptin that impairs glycolytic metabolism and promotes FAO on TILs through activation of STAT3. In fact, tumor-infiltrating CD8+ T cells from obese breast cancer patients display lower expression of granzyme B compared to T cells from lean patients (282).




Concluding remarks and perspectives

In incipient tumors, immune cells are recruited to an environment rich in nutrients and inflammatory stimulus, such as tumor antigens, DAMPs, and inflammatory cytokines. This environment strongly resembles immune responses against external pathogens. In the course of removing an insult, immune cells consume available nutrients and produce a spectrum of by-products that gradually change the surrounding milieu. As a result, the removal of the inflammatory stimulus, together with reduced nutrient availability and accumulation of by-products, signal immune cells to interrupt their pro-inflammatory programs and shift their phenotype toward anti-inflammatory programs, initiating the resolution phase of inflammation.

In cancer, the uncontrolled tumor cell proliferation and the activation of the antitumor immune response deplete local nutrient availability, combined with the by-products, resulting in a microenvironment similar to that of the resolution phase of the inflammation, perceived by immune cells as a signal to enter into a pro-resolution program. In this sense, despite tumor cells and antigens are maintained, immune cells in the TME terminate their effector programs or reprogram their activity to show regulatory function, promoting tumor progression. Moreover, the imbalance in nutrient availability and the accumulation of by-products induce the expression of immune checkpoints (ICs) and their ligands. Furthermore, the overexpression of ICs is linked to exacerbated metabolic alterations, which results in a positive feedback loop that strengthens the regulatory role of tumor-infiltrating immune cells. See Figure 1.




Figure 1 | Metabolic shifting in the TME and its relationship with immune checkpoints. In early stages of tumor development, tumor and immune cells are immersed in a milieu enriched in nutrients such as glucose and amino acids. High nutrient availability allows antitumor immune cells to exert their effector functions, such as the production of soluble mediators against immunogenic and susceptible tumor cells. However, some tumor clones are able to resist the attack of immune cells and continue their uncontrolled proliferation. As a result of the sustained proliferation of tumor cells and the activation of the immune response, nutrients are gradually consumed, and metabolic by-products are accumulated in the TME. These metabolic alterations signal antitumor immune cells to end their effector mechanisms, as well as promote the recruitment and activation of immune cells with tumor-promoting phenotypes. Moreover, metabolic alterations establish a positive feedback loop with the expression of immune checkpoints and their ligands that strengthens the immunosuppressive state at the TME. See the text for detailed information. CTL=Cytotoxic T Lymphocyte, DC= Dendritic Cell, MDSC= Myeloid Derived Suppressor Cells, NK=Natural Killer cell, Th=T helper cell, Treg=Regulatory T cell, ⊥=Inhibition. Created with BioRender.com.



Multiple gaps remain to be elucidated. For instance, whether metabolic alterations are sufficient to drive exhaustion and senescence on T cells and if this relationship can be targeted by the combination of metabolic inhibitors and ICIs to restore the antitumor functions of TILs. Similarly, little is known about the effect of systemic metabolic alterations on the functions and phenotype of tumor-infiltrating immune cells. For this reason, it is necessary to deepen the understanding of the role that local and systemic metabolic alterations play on the functions of immune cells, as well as their crosstalk with ICs in the TME. Forthcoming knowledge derived from these aspects will aid the development of more efficient therapeutic strategies that improve the outcome of cancer patients.
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UDP-glycosyltransferases (UGTs), important enzymes in biotransformation, control the levels and distribution of numerous endogenous signaling molecules and the metabolism of a wide range of endogenous and exogenous chemicals. The UGT superfamily in mammals consists of the UGT1, UGT2, UGT3, and UGT8 families. UGTs are rate-limiting enzymes in the glucuronate pathway, and in tumors, they are either overexpressed or underexpressed. Alterations in their metabolism can affect gluconeogenesis and lipid metabolism pathways, leading to alterations in tumor cell metabolism, which affect cancer development and prognosis. Glucuronidation is the most common mammalian conjugation pathway. Most of its reactions are mainly catalyzed by UGT1A, UGT2A and UGT2B. The body excretes UGT-bound small lipophilic molecules through the bile, urine, or feces. UGTs conjugate a variety of tiny lipophilic molecules to sugars, such as galactose, xylose, acetylglucosamine, glucuronic acid, and glucose, thereby inactivating and making water-soluble substrates, such as carcinogens, medicines, steroids, lipids, fatty acids, and bile acids. This review summarizes the roles of members of the four UGT enzyme families in tumor function, metabolism, and multiple regulatory mechanisms, and its Inhibitors and inducers. The function of UGTs in lipid metabolism, drug metabolism, and hormone metabolism in tumor cells are among the most important topics covered.
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  1 Introduction

UDP-glycosyltransferases (UGTs) are a superfamily of enzymes found in animals, plants, fungi, and germs that catalyze the covalent addition of sugars from nucleotide UDP sugar donors to functional groups on a variety of lipophilic compounds. There are 22 UGTs in humans. UGTs found in the endoplasmic reticulum membrane catalyzes the attachment of the hemiacetal hydrogen bond of glucuronic acid (UDPGA) to a range of compounds containing functional groups, such as hydroxy, carboxylic, amino, and sulfhydryl groups to create esters or glycosides. Glucuronides are excreted via the bile and urine. The metabolism of many drugs relies on this pathway, as does the excretion of substances, such as endogenous steroids, thyroid hormones, and bilirubin generated from the degradation of heme in the human body (1, 2). To demonstrate the role of glucuronidation in cancer, many reviews have summarized UGTs genetic variants and their risk assessment in cancer, illustrating the effects of UGTs in exogenous carcinogen detoxification and endogenous tumor-promoting factor inactivation (3–5). Reviews of the relationship between UGTs and cancer progression, and that between UGTs and primary or acquired treatment resistance have also been published (6). This review focuses on the function of UGTs in cancer metabolism.

Human UGTs are expressed in a wide range of organs and tissues, but most isoforms are prominent in the liver, kidney and intestine, reflecting their role in detoxification. Tumor cells can meet the high demand for their own growth and survival by promoting the biotransformation of small molecule metabolites. The most common function of UGTs in cancer is the metabolic inactivation of chemotherapeutic agents (7). By conjugating glucuronic acid to lipophilic drugs, UGTs weaken the biological activity of these drugs and increases their water solubility, driving these agents to be eliminated in bile, urine and feces (6). Increasingly, studies have shown that the upregulation and inactivation of UGTs in cancer progression have a significant impact on tumor development as well as prognosis (4, 5, 8). UGTs genes are upregulated in tissues associated with drug metabolism, such as cancers of the liver, kidney, intestine, and pancreas, such as UGT1A6, UGT1A9, UGT1A10, UGT2A3, UGT2B7, and UGT8, and they are significantly associated with increased overall survival in cancer (9). High expression of UGT2B17 in chronic lymphocytic leukemia (CLL) leads to poorer prognosis in CLL, partly because upregulated UGT2B17 glucuronidates anti-leukemic drugs (e.g., fludarabine) in CLL cells, leading to their local inactivation and enhancing their drug resistance (10, 11). It follows that UGTs differentially expressed in tumors can be used as biomarkers or therapeutic targets for cancer prognosis.

Metabolic enzymes are involved in carcinogenesis and metastasis and can be exploited as targets for cancer detection and treatment. Metabolic reprogramming has a significant role in tumorigenesis (12). Metabolic changes in tumors are associated with dysregulation of the activity of intermediate enzymes in metabolic pathways (13). UGTs are rate-limiting enzymes in the glucuronide pathway. Because of the complex and interconnected metabolic networks, changes in the activity of UGTs can affect many metabolic pathways and thus influence tumor development. UGTs have effects on glucose and lipid metabolism in tumor cells in addition to the biotransformation of small molecule metabolites. This article not only describes the role of UGTs in tumors, but also elucidates the new role of UGT in metabolism, including glucose, lipid, drug, and hormone metabolism, providing new research directions for the role of UGTs in tumor metabolism alterations.

The expression and enzymatic activity of UGTs have been reported to be regulated by multiple mechanisms and influenced by a variety of factors. The regulatory mechanisms include epigenetic modifications (e.g. DNA methylation and histone modifications), transcriptional regulation, post-transcriptional regulation (miRNA), and post-translational regulation (e.g., structural and functional modifications, and protein-protein interactions). Methylation regulates UGTs expression in some cases, for example in colon cells, where methylation of the transcription factor HNF1A has a negative regulatory effect on UGT1A1 (14, 15). Histone modifications also regulate the expression of UGTs and also synergize with DNA methylation to regulate the expression of UGT1A1 (16). The promoters upstream of UGTs as well as enhancers comprise the transcription factor conjugating sites that induce and regulate UGTs expression, and the regulation of UGTs by transcription factors varies in different tissues (17). miRNAs can act directly on the mRNA of UGTs to regulate their expression, or indirectly by repressing UGTs transcription factors (18–20). Post-translational N-linked glycosylation and phosphorylation of UGTs and their interactions with different proteins have important effects on their activity (21–23). Therefore, this review contains an in-depth study and summary of its regulatory network and discusses the regulatory relationships of the above multiple mechanisms on UGTs for future studies.


 2 Roles of UGTs in tumors

Studies have shown that UGTs expression profiles in tumor patients are highly individual and intra-individual specific, and that its upregulation and downregulation correlate significantly with the overall survival of some patients (9). In this review, we summarize the relationship between UGTs expression and breast cancer, lung cancer, liver cancer and prostate cancer.

UGT family members play an important role in the development of breast cancer. The UGT1A6 gene polymorphism is associated with breast carcinogenesis in the European population, and people with the UGT1A6-19-GC genotype have an increased risk of developing breast cancer (24). Furthermore, the UGT1A8 polymorphism is associated with breast cancer and leads to an increased risk of breast cancer cell malignancy (25). Meanwhile, existing studies have shown that the expression of UGT2B28 has an impact on the metabolic changes of steroid hormones in breast cancer (26). In basal breast cancer, UGT8 enhances the malignancy of basal breast cancer cells. High UGT8 expression is closely related to the tumor grade and size in patients with basal breast cancer, and plays an important role in poor patient prognosis (27) ( Figure 1A ).

 

Figure 1 | Mechanisms of UGTs role in three types of cancer. (A) In basal breast cancer, UGT8 is regulated by SOX10, which promotes the expression of sulfatide and activates the expression of αVβ5 signaling, thereby enhancing the malignancy of basal breast cancer cells; (B) In pulmonary non-small cell lung cancer, UGT8 is regulated by the transcription factor SOX9, which affects the glycolytic process in pulmonary non-small cell lung cancer and plays an important role in maintaining the malignancy of pulmonary non-small cell lung cancer and in poor patient prognosis; (C) In prostate cancer, the expression of both UGT2B15 and UGT2B17 was negatively regulated by miR-376c, with reduced expression leading to their diminished glucuronidation capacity and consequently to increased tumor malignancy. 



Polymorphisms in the UGT1A6 gene in lung tissue and qualitative or quantitative alterations in humans may increase the likelihood of lung cancer in the population (28). High expression of UGT8 in lung cancer tissues can maintain the malignancy of these tissues and is closely associated with drug resistance and tumor metastasis in patients, leading to poor patient prognosis (29, 30) ( Figure 1B ).

UGT1A7 can alter an individual’s susceptibility to cancer by decreasing the body’s detoxification capacity (31). High expression of UGT1A7 in different populations is also strongly associated with increased risk of liver cancer (32). Hepatocellular carcinoma cells can also regulate the expression of UGT family members. In hepatocellular carcinoma, UGT2B4 expression is negatively regulated by miR-135a and miR-410 (33). It was also confirmed that UGT variants were associated with the age of onset, recurrence, distant migration and death in patients with liver cancer (34).

UGT2B15 promotes lymph node metastasis in prostate cancer. Its hypermethylation increases the risk of prostate cancer, and its gene polymorphism is strongly associated with the development of prostate cancer (35, 36). Furthermore, low expression of UGT2B17 further promotes the development of prostate cancer (37). Meanwhile, both polymorphisms are negatively regulated by miR-376c (36)( Figure 1C ).

The literature indicates that UGTs are important players in tumorigenesis. To investigate whether the UGTs mentioned above also play a role in other cancers, we used bioinformatics analysis to initially explore whether they are of potential research value (GEPIA: http://gepia.cancer-pku.cn/detail.php, SangerBox: http://vip.sangerbox.com/login.html). Elevated expression of UGT1A6 in kidney, liver, and lung cancers compared with normal tissues has different prognostic implications for patients with different cancers. In kidney and liver cancers, the higher the expression of UGT1A6, the shorter the overall survival of patients; while in lung cancer, the higher the expression of UGT1A6, the better the prognosis of patients. This tentatively suggests that UGT1A6 may play an oncogenic role in kidney and liver cancers, while the effect of UGT1A6 on cancer progression in lung cancer needs to be further explored. UGT1A8 expression was elevated in hepatocellular carcinoma, lung cancer, and head and neck squamous cell carcinoma compared with normal tissue, but its expression was not significantly associated with patient prognosis. In adrenocortical carcinoma, UGT1A8 expression was increased, whereas its low expression was associated with poor patient prognosis. UGT8 expression was elevated in colon cancer, esophageal cancer, glioblastoma, low-grade glioma of the brain and gastric cancer compared with normal tissue, and higher expression of UGT8 in colon cancer, esophageal cancer, and gastric cancer was positively associated with good patient prognosis. Furthermore, UGT1A7 expression was elevated in lung cancer and positively correlated with good patient prognosis, while UGT2A3 expression was elevated in kidney cancer compared to normal tissue and positively associated with good patient prognosis. UGT2B15 was highly expressed in hepatocellular carcinoma compared to normal tissues and positively correlated with good patient prognosis. The high expression of UGT1A8, UGT8, UGT1A7, UGT2A3, and UGT2B15 in these cancers and its relation to good patient prognosis is very interesting and deserves further investigation. Hence, increased or decreased expression of UGTs may have an impact on tumor progression. Identifying the key point where UGTs affect tumor progression and blocking it will provide new options for clinical tumor treatment, improvement of patient prognosis, and increasing the survival rate ( Table 1 ).

 Table 1 | Relationship between UGTs expression and cancer. 




 3 Roles of UGTs in the regulation of tumor metabolism

The metabolic networks in the human body are interconnected to achieve homeostasis due to the interaction of metabolic signals. In the process of cancer development, any dysregulation of metabolites will lead to the disruption of the metabolic network, which leads to cancer development and malignant metastasis. The glucuronate pathway’s rate-limiting enzyme belongs to the UGTs. Alterations in its metabolism can affect gluconeogenesis and even lipid metabolism pathways, leading to altered metabolism in tumor cells, which affects the development and prognosis of cancer.

 3.1 Roles of UGTs in tumors related to glucose metabolism

The UGTs are involved in the metabolism and elimination of thousands of both exogenous and endogenous human hydrophilic drugs and substances. UGTs conjugate a variety of tiny lipophilic compounds to sugars, such as glucuronide, galactose, glycosyl, or galacto (39–42), with substrates, such as cancer-causing substances, medications, corticosteroids, triglycerides, fatty acid oxidation, and bile salts (43). UGT1A, UGT2A, and UGT2B are primarily responsible for this reaction, which is known as glucuronidation. UGT covalently conjugates with other substrates via glucuronic acid provided by UDP-sugars. These compounds are then removed from the body through bile, urinary, and fecal matter (44) ( Figure 2 ). UGT8 is a UGT family member that catalyzes the transfer of galactose from UDP galactose to ceramide, a crucial step in the synthesis of brain sphingolipids. In contrast, UGT3A1 and UGT3A2 use UDP N-acetylglucosamine and UDP glucose and UDP xylose, respectively, as sugar donors to conjugate substrates. Furthermore, it has been demonstrated that UGT8 is also capable of conjugating bile acids and bile acid analogs that are similar to drugs, such as galactosylation, and that UGT8 conjugates bile acids around 60 times more effectively than ceramide (3, 42).

 

Figure 2 | Metabolic pathways involved in glucuronidation by UGTs. The glucuronate pathway is a branched pathway of sugar metabolism with a small flux. The first stage of the glucuronate pathway is the isomerization of the glycolytic intermediate, glucose 6-phosphate, to produce glucose 1-phosphate. This is then reacted with UTP to produce UDP-glucose. The catalytic enzymes are phosphoglucomutase (PGM) and UDP-glucose pyrophosphorylase (UGP). UDP-glucose is an important branch point of sugar metabolism. It can be used for the synthesis of UDP-glucuronide, UDP-galactose, and also as an entry point for polysaccharide synthesis. UDP-glucose is catalyzed by UDP-glucose dehydrogenase (UGDH) to produce UDP-glucuronide. This reaction involves two successive oxidation steps that oxidize the terminal hydroxymethyl group of glucose to a carboxyl group while generating two NADH. UDP-glucuronide is an important substance used by the liver for detoxification and can react with many fat-soluble substances (Glucuronidation). this reaction is catalyzed by UDP-glucuronyl transferase (UGTs) in the endoplasmic reticulum membrane, and the hemiacetal hydroxyl group of glucuronide can be combined with a variety of substances containing functional groups such as hydroxyl, carboxyl, amino, and sulfhydryl groups to produce esters or glycosides, which are excreted from the bile and urine. 



In addition to the function of UGTs in glucuronidation, UGTs may interact with other metabolic enzymes thereby affecting multiple metabolic pathways in tumor biology and have an impact on the alteration of the tumor phenotype (6). It has been shown that a transcription factor promotes the high expression of UGT8 in non-small cell lung cancer (NSCLC) and that UGT8 upregulation maintains the malignancy of NSCLC by enhancing glycolysis (29). UGT1 interact with the rate-limiting enzyme of glycolysis pyruvate kinase (PKM2) in colon cancer cells contributing to cancer cell metabolism and tumor growth (45). Changes in the enzymatic activity of UGTs may have an impact on the energy production of “aerobic glycolysis,” which is essential for the growth of cancer cells. The glucuronidation activity of UGTs may also affect UDP glucose metabolic pathways, including UDP glucose, UDPGA, and UDP xylose, which are derived from glucose-6-phosphate, an intermediate product of glycolysis. According to a theory formed in the context of prostate cancer advancement, alterations in the enzymatic activity of UGTs may also impact how well their byproducts perform, such as the many functions of UDPGA in glucuronidation or the production of UDP xylan and proteoglycan. UDPGA appears to be preferred in the synthesis of proteoglycans (e.g., NOTCH1) in androgen-independent cells, possibly to prevent inactivation of intracellular testosterone depots, according to studies in prostatic cancer cell types (46). Based on this, alterations in the UGT enzyme family can affect not only their own functions but also the functions of other enzymes of the glucuronate pathway or other metabolites, thereby affecting tumor development. In turn, alterations in the glucuronate pathway may affect the entire gluconeogenic pathway. As the center of the metabolic network, changes in glucose metabolism are inextricably linked to other metabolic pathways, such as lipid metabolism and nucleotide metabolism. Therefore, UGTs affect tumors by regulating metabolism, providing a new direction for future research on the metabolic mechanisms of tumors.


 3.2 Roles of UGTs in tumors related to lipid metabolism

UGTs do not only glucuronidate estrogens, androgens and bile acids, which are common cholesterol-derived molecules. They also react with some other fatty acid derivatives, altering their biological activity and degrading many low molecular weight endogenous molecules that alter some endogenous substrates with oncogenic functions, such as vitamin A, leukotriene B4, prostaglandins, and arachidonic acid precursors (47–50). For example, it has been shown that UGT2B17 can glucuronidate prostaglandin E2 (PGE2) thereby affecting the frontal proliferation and migratory capacity of leukemia cells (47).

Changes in lipid metabolism can have a profound clinical effect on breast cancer since they can increase the spread and recurrence of the disease (51). Ceramides can be galactosylated by ceramide galactosyltransferase (UGT8) to form galactosyl ceramides (GalCer), which are then converted to sulfate by GalCer sulfotransferase (GST). UGT8 is a crucial enzyme in the metabolism of sulfatidylcholine and is abundantly expressed in the brain and nervous system. Additionally, a recent study discovered that GalCer was a crucial glycosphingolipid for both the central and peripheral nervous systems, and that UGT8 deficiency caused significant neurological impairment (52). UGT8 is a key enzyme in the synthesis of sulfatide, a sphingolipid widely found in eukaryotic cells. Sulfatide is a type of lipid that plays an important part in the development of numerous diseases, such as disorders of the neurological system, cardiovascular disease, diabetes, immunological disorders, cancers (53). Sox10 acts as a transcription factor to promote the expression of UGT8, which significantly promotes ceramide metabolism leading to sulfatide formation and thus increases the binding of integrin αVβ5 to activate the TGF-β and NF-κB pathways in basal-like breast cancer to encourage its capacity to spread and migrate (38) ( Figure 3 ). Many malignancies exhibit reprogramming of lysosomal metabolism. It has been discovered that UGT8 is linked with tumor progression and that elevated UGT8 levels may be crucial for the emergence of lung metastases (54). UGT8 has also been found to be substantially prevalent in cervical and oropharynx malignancies through analysis of clinical samples (55, 56). Ceramide functions differently in different cancer cells as a second messenger of intracellular signaling, and there is clear evidence that one of the causes of drug resistance is ceramide glycosylation (57–59). These investigations demonstrate that UGT8 can maintain intracellular ceramide levels, raise glycosphingolipid levels, control drug transport, lessen cell death, and combat drug resistance. Breast cancer cells with high UGT8 expression exhibit sensitive to apoptosis caused by adriamycin. According to these studies, increasing UGT8 expression can convert ceramide to GalCer and reduce ceramide-induced apoptosis (60). The survival of cancer cells may highly depend on this mechanism. By blocking the glucuronidation of ceramide, or finding effective inhibitors of UGTs, new ideas have been generated for studying the development and prognosis of tumors.

 

Figure 3 | The synthesis pathway of sphingosine sulfatide. The first step is catalyzed by UGT8 on the endoplasmic reticulum to generate GalCer and uridine diphosphate (UDP) from ceramide and uridine diphosphate galactose (UDP-galactose). The second galactoceramide transferase (GAL3ST1) in this reaction converts galactoceramide to Sulfatide via a sulfonation reaction. Sphingosine sulfatide on the cell membrane is involved in the regulation of proliferation, differentiation, apoptosis and senescence of cancer cells. 




 3.3 Role of UGTs in the metabolism of antitumor drugs

UGT family members, which are highly expressed in tissues related to drug metabolism, promote drug metabolism in vivo through glucuronidation and play a key role in the metabolism of some antitumor drugs, leading to improved drug function and reduced drug toxicity. For example, the drug irinotecan, used to treat small cell lung cancer, has serious drug toxicity. It is converted to the active metabolite SN-38 via carboxylesterase, and UGT1A1 mediates the conversion of SN-38 to an inactive compound by binding to SN-38G, facilitating its excretion from the body (61). An evaluation and analysis of a large body of literature revealed a high occurrence of severe irinotecan-induced toxicity in pure carriers of the UGT1A1 mutant UGT1A1*28 or UGT1A1*6; hence, these UGT1A1 mutations were predictive of irinotecan-related toxicity (62). UGT1A6 is involved in the oxidative metabolism of benzo(a)pyrene (BaP) and BaP quinone exerting a detoxifying effect, and the combination of UGT1A6 and cytochromes (CYPs) can further enhance its detoxifying effect and reduce the toxic effect of carcinogens (63). Regarding polycyclic aromatic hydrocarbon (PAH) carcinogens, UGT1A4 is the main active enzyme in the glucuronidation of the nicotine secondary metabolite trans-30-hydroxycotinine (64). It has been shown that resveratrol, as an anticancer drug for breast cancer, can inhibit the development of breast cancer cells by upregulating the expression of NRF2 and UGT1A9, promoting the metabolism of estrogen in the body, and inhibiting the cell damage caused by toxic metabolites produced by estrogen (65). UGT2A1 counteracts the activity of simple and complex PAHs, and has a mitigating effect on lung cancer caused by long-term exposure to PAHs (66). UGT2A2 is a splice variant of UTG2A1, which is expressed mainly in the nasal mucosa and plays an important role in the local detoxification of carcinogenic monohydroxy PAH metabolites (67, 68). Unlike UGT2A1, UGT2A2 has no glucuronidation activity toward TSNAs, HCA, or nicotine and does not possess N-glucuronidation ability (69). UGT2A3 and UGT3A1 can only detoxify simple PAHs because of their weak activity in the human body (69, 70).

In addition to the beneficial role of drug detoxification, UGT has a detrimental effect on the human body. When UGT1A9 interacts with bisphenols, it leads to intracellular calcium overload, which induces mitochondrial stress, leading to dysregulation of mitochondrial homeostasis, and promoting bisphenol-induced cell death (71). UGT1A10 has also been associated with glucuronidation of the acridone derivatives C-1305 and C-1311 antitumor drugs, significantly increasing the cytotoxicity of C-1305, enhancing its pro-apoptotic properties in HCT116 cells and leading to inactivation of exogenous substances (72). Bitter almond phenol, which has anticancer effects, can form three metabolites (M1-M3) after glucuronidation. UGT1A10 mainly catalyzes the formation of M2, which can affect the clearance of its metabolites and affect their bioavailability (73). The UGT2B11 mRNA affects the IC50, EC50, and AUC of anti-prostate cancer drugs and confers resistance to cisplatin-based drugs (74–76). UGT2B17 is involved in the glucuronidation of exemestane, an aromatase inhibitor against breast cancer, and its copy number variation leads to individual differences in drug metabolism (77, 78). It is also involved in the inactivation of the anti-leukemia drugs fludarabine and ibrutinib, leading to the development of resistance to these drugs in patients (10, 79). Unlike other UGTs, UGT1A7 has a dual role: it inhibits irinotecan and erlotinib for rectal and small cell lung cancers and is also involved in the inactivation of various carcinogens including hydroxybenzopyrene metabolites. In contrast, it can promote the action of ketoconazole so that it can be used for infections caused after chemotherapy (80) ( Table 2 ). Thus, members of the UGTs mainly function in the metabolism of drugs and carcinogens by participating in their glucuronidation. However, some members are involved in the metabolism of these substances by other means. They have both beneficial and detrimental effects on the organism, which are closely related to the polymorphism of the UGTs gene and the enzymes that act in concert with it. Elevated UGT2B11 expression during the treatment of prostate cancer with cisplatin-based drugs may indicate that the body has developed resistance to these drugs and that androgen deprivation therapy or immunotherapy may be used to treat the prostate cancer (81, 82). In addition, after treating breast cancer with exemestane, the polymorphism of the UGT2B17 gene leads to individual differences in the drug and the upregulation of UGT2B17 expression in some patients may be related to the development of drug resistance (78). The treatment of radiotherapy or endocrine therapy, or integrated treatment may be a good alternative therapy (84). Elevated expression of UGT2B17 also occurs in the treatment of leukemia with fludarabine or ibrutinib, which may also suggest the exists of drug resistance (10). Taken all together, Tyrosine kinase inhibitors (TKI) targeting BCR-ABL1 tyrosine kinase, monoclonal antibodies targeting cell surface antigens (CD19, CD20, and CD22), bispecific antibodies, and chimeric antigen receptor (CAR)-T therapy may be good alternative treatments (85).

 Table 2 | Relationship between UGTs expression and adverse drug effect. 




 3.4 Role of UGTs in hormone metabolism

Members of the UGTs play an important role in hormone metabolism. UGT1A1 plays an important role in estrogen metabolism. It is highly expressed in the uterus and is involved in the elimination of estrogen (61). After menopause, women gain weight and fat content, with a subsequent increase in estrogen sources, which leads to a decrease in bone transformation and an increase in bone loss (61). Analysis of postmenopausal women with osteoporosis revealed that UGT1A1*28 can be used as a marker of bone loss for the timely assessment of bone tissue changes, and that pureton mutations in UGT1A1*28 can reduce the risk of bone loss and osteoporosis in postmenopausal women (25, 61). Excessive accumulation of estrogen and its toxic metabolites can stimulate abnormal proliferation of breast cells, which causes breast cancer, while UGT can react with estrogen, which promotes the metabolism of estrogen and play a certain detoxifying effect (86). In vivo, UGT1A7 and UGT1A8 can participate in the glucuronidation of estrogen and promote estrogen metabolism. UGT1A7 can also participate in the glucuronidation of estrogen metabolites catechol estrogen and methoxyestradiol metabolites (65). In breast cancer tissues, polymorphisms in specific UGTs genes regulate the exposure to toxic estrogen metabolites. UGT1A8 expression is regulated by NRF2 and reduced UGT1A8 expression leads to estrogen accumulation in the body and increased cellular damage (25, 65). UGT2B11 plays a catalytic role in the glucuronidation of androgens (74–76). It is also involved in the glucuronidation of steroids and promotes the excretion of toxic substances from target cells (87). UGT2B28 is abundantly expressed in the human liver and kidney and is involved in the metabolism of estradiol and androstenedione. Its altered function can interfere with HBV replication by affecting the metabolism of sex hormones (34, 88). One study showed using multivariate analysis that UGT2B28 gene mutations are closely associated with the development of hepatocellular carcinoma, the ability to metastasize to distant sites, and the age of onset, which may be related to its involvement in HBV replication (34). UGT2B28 also acts as a regulator of steroid hormones and alters testosterone dihydrotestosterone levels. In primary prostate cancer, if androgen expression is elevated, UGT2B28 expression is also elevated (89), therefore, UGT2B28 can be a good predictor of prostate cancer. UGT2B15 and UGT2B17 play an important role in the metabolism of androgens and are involved in the inactivation of testosterone and dihydrotestosterone (36, 90). UGT2B17 expression is negatively regulated by the androgen receptor. In prostate cancer cells, androgens can inhibit UGT2B17 expression by activating the androgen receptor, and glucuronidation leads to increased androgen secretion in the body, which will promote prostate cancer progression, forming a vicious cycle (37).

Members of the UGTs also play an important role in the metabolism of bile acids. UGT2A1 and UGT2B4 are highly responsive to bile glucuronidation (91). UGT2B28 is involved in bile acid metabolism and can explain the correlation between bilirubin levels and high alcohol consumption (89). UGT3A1, in contrast, is involved in the metabolism of ursodeoxycholic acid, a therapeutic drug for patients with cholestatic liver disease, and catalyzes the detoxification of bile and urine by ursodeoxycholic acid, which plays an important function in patients with cholestasis (39). Recently, it has been found that UGT8 also plays an important role in the metabolism and clearance of bile acids, not only in the maintenance of bile acid homeostasis in vivo but also in bile acid signaling (42). As a conjugating enzyme in the endocrine system, UGTs play a major role in the metabolism of catecholamine hormones as a conjugating enzyme in the endocrine system and is involved in the development of these hormone-related cancers (92). ( Table 3 )

 Table 3 | Relationship between expression of UGTs and hormone metabolism. 





 4 UGTs are regulated by multiple regulatory mechanisms

The UGTs plays an important role in the metabolism and clearance of a wide range of substances, and there is growing evidence that the UGTs plays a functional role in the development of many diseases, particularly in cancer development. Moreover, the UGTs is controlled at multiple levels by a variety of factors, including epigenetic modification, transcriptional regulation, post-transcriptional regulation and post-translational regulation. Therefore, this review provides an in-depth study and summary of their regulatory networks.

 4.1 Epigenetic modification

UGTs expression is tissue-specific. For example, UGT1A7, UGT1A8, and UGT1A10 are only expressed in the gastrointestinal tract, whereas UGT1A9 is stably expressed in the liver and kidney (93). In addition, the expression of some UGTs isoforms has been shown to be closely associated with DNA methylation (14). The CpG-enriched region near the UGT1A1 promoter is highly methylated in the kidney and hypomethylated in the liver, and DNA methylation is negatively correlated with UGT1A1 expression (14, 15). This could partly explain the tissue-specific expression of UGT1A1. Similarly, the tissue-specific expression of UGT1A10 in the liver and intestine may also be associated with methylation (94).

It has been shown that histone modifications can regulate UGT1A1 expression in the liver. For example, the enrichment of the transcriptional activation marker H3K4me2 in the adult liver is closely associated with high expression of UGT1A1, while the enrichment of the UGT1A1 transcriptional repression marker H3K4me3 is consistent with repression of fetal UGT1A1 expression, both of which are the result of histone modifications (95). By way of comparison, it is reasonable to surmise that histone modifications may synergistically regulate gene expression with DNA methylation, such as histone modifications and DNA methylation synergistically regulating the expression of UGT1A1 in the kidney (16).

Studies show that there are significant gender differences in disease occurrence. The mechanism underlying these phenomena is probably related to differences in the regulation of gene expression, especially that related to sex hormones (96). Some scientists have studied the relationship between estrogen receptor α (ERα) and the sex-specific expression of UGT1As. Studies have shown that ERα binds to the xenobiotic response element (XRE) of UGT1As by recruiting histone deacetylases 1 and 2, thus significantly inhibiting the transcription of UGT1A (97). This indicates that chromatin remodeling induced by histone modifications is involved in the sex differential expression of UGT1As.

In summary, studies confirm that histone modifications do play a crucial role in UGTs gene expression and that UGTs expression is clearly regulated by DNA methylation. However, the current understanding of the epigenetic mechanism of UGTs is very limited and further studies are needed to elucidate the association between other isoforms of UGTs and epigenetics.


 4.2 Transcriptional regulation

The promoter upstream of UGTs, as well as the enhancer, comprise the sites of transcription factor binding that induce and regulate UGTs expression. The regulation of UGTs by transcription factors varies in different tissues, and in the liver UGTs expression is regulated by the transcription factors HNF1 and HNF4, PXR, CAR, PPARα, and the Ah receptor (AhR) (17). It has been shown that HNF1 is able to interact with CAR, PXR, AhR, and GR as a regulator essential for their promotion of UGT1A1 expression, while HNF4 can further reduce UGT1A1 expression in vivo by inhibiting the expression of these receptors. AhR is expressed in almost all UGT1 members and in the nucleus by binding to ARTN and promoting HSP90 dissociation from AhR and binding to XRE located in the promoter of its target gene, thereby promoting the expression of UGT family members and thus stimulating their glucuronidation ability. Nrf2 also regulates UGTs expression through binding to ARE. PXR and CAR can be involved in cholesterol metabolism and it has been shown that they are abundantly expressed in the liver as nuclear receptors, and that UGTs are their effective target genes. They can regulate their own activity in a cell cycle-dependent manner, thus affecting the expression of UGT family members. They can also be activated by a variety of anti-lipid drugs, which in turn promote UGTs expression, facilitating drug glucuronidation, reducing drug toxicity, and decreasing damage to the organism (98). GR may be synergistically involved when UGT1A1 is involved in the metabolism of exogenous substances, whereas CAR/PXR regulates UGT1A1 expression and influences the regulation of exogenous responses by UGT1A1 (98, 99). The regulators of UGT expression form a feedback loop with UGTs substrates. For example, UGT1A1 promotes the glucuronidation of bile acids, facilitating their metabolism in the body and reducing bile acid accumulation in the body. Bile acids in the body can also act on the transcription factors PXR, CAR, and AhR of UGTs to stimulate their activity and further promote the expression of UGT. The same feedback loop also occurs between hepatotoxic bile acids, UGT2B4, UGT2B7, and FXP, PPARα; between some eicosanoids, PPARa and UGTs; and between dietary polyphenols, UGTs and Ah receptors, which would provide a new basis for further investigation of the characteristics of UGTs action on substrates. However, the interactions between UGTs transcription factors in the loop are unclear that still need to be further explored (100).


 4.3 Post-transcriptional regulation – MicroRNA

MiRNAs are endogenous non-coding RNAs consisting of 19-25 nucleotides that regulate gene expression by translational repression or degradation of mRNA through incomplete base pairing with the target mRNA (101). Growing evidence shows that miRNAs play a role in essential cellular functions and, as such, abnormal miRNA regulation is associated with the development and progression of a wide range of diseases.

Studies have confirmed that mir-491-3p binds to the 3’UTR of UGT1A, and that its overexpression can significantly inhibit the mRNA levels of UGT1A1, UGT1A3, and UGT1A6. In contrast, inhibition of mir-491-3p expression leads to an increase in UGT1A mRNA level and activity (18). Similarly, mir-141-3p downregulated the mRNA expression and activity of UGT1A1 and UGT1A6 in LS180 and human hepatocytes (19). This indicates that both mir-491-3p and mir-141-3p are among the factors regulating the expression of UGT1A in the liver. It was also found that miR-216-5p downregulated the expression of UGT2B4, UGT2B10, and UGT2B15, and luciferase assays showed that miR-216b-5p bound to the MRE on the 3’UTR of UGT2B7, UGT2B4, and UGT2B10 (102). Similarly, miR-135a and miR-410 downregulated UGT2B4 expression in HepG2 and Huh-7 cells by binding the 3’UTR, and miR-3664 downregulated UGT2B7 expression by binding the 3’UTR (33).

In addition, miRNAs can also regulate the UGTs expression profile through indirect mechanisms. It was found that the expression level of mir-375 in the low UGT1A activity group was significantly higher than that in the high UGT1A activity group. At the same time, it was found that the binding site of differentially expressed mir-375 was not on the UGT1A 3’UTR, but on the AhR mRNA. This is a transcription factor that has been clearly shown to regulate UGT1As. Similarly, overexpression of mir-137 in LS180 cells decreased the expression of AhR target genes UGT1A1 and UGT1A6. Thus, miR-137 and miR-375 can indirectly downregulate the expression and activity of UGT1A1 by inhibiting the expression of the transcription factor AhR (20).

The expression of miRNAs often differs markedly between healthy individuals and patients, and aberrant regulation of miRNAs is closely associated with disease, further making them a focus of biomarker research (103). UGT1A1 plays a crucial role in the metabolism of ketamine in vivo, while mir-548D-5p mainly binds to the 3’UTR of UGT1A1 and inhibits the expression of UGT1A1 mRNA and protein in hepatocytes. Based on this, it was found that in patients with low ketamine treatment efficacy, the low expression of mir-548D-5p led to high UGT1A1 activity and high level of glucuronidation in hepatocytes, thereby accelerating the metabolic clearance of ketamine drugs and reducing the therapeutic effect (104). Similarly, in patients with hepatocellular carcinoma treated with sorafenib after surgery, those with good prognosis had high UGT1A9 expression. Gene monitoring assays confirmed a negative post-transcriptional regulation of UGT1A9 expression by miR-200a/-183, with low levels of miR-200a/-183 suggesting high levels of UGT1A9, thereby increasing sorafenib β-diglyceride formation in HCC and enhancing drug efficacy (105). miRNA regulation of UGT expression and activity also plays an important role in tumor development. Several groups have reported the importance of miR-376c in downregulating UGT2B15 and UGT2B17 in prostate cancer. Luciferase assays showed that miR-367c directly binds to the 3’UTR of UGT2B15 and UGT2B17, and that overexpression of miR-376c downregulated UGT2B15 and UGT2B17, further reducing testosterone and androgen glucuronidation in prostate adenocarcinoma cells in response to elevated residual androgen levels in the organism. Prostate cancer cell proliferation was enhanced (36, 106).

To better understand the post-transcriptional regulation of UGTs, more in-depth and comprehensive studies targeting miRNAs are needed ( Figure 4 ).

 

Figure 4 | Summary of the targets of miRNAs associated with UGTs. miRNAs regulate gene expression by translational repression or degradation of mRNAs through incomplete base pairing with target mRNAs. By summarizing the direct regulatory role of miRNAs, their indirect regulatory role and their role in drug metabolism and tumor progression, the most important UGTs targets are listed here. 




 4.4 Post-translational modifications

The only post-translational modifications of UGTs are N-linked glycosylation and phosphorylation (21). The post-translational modifications of UGT1A6, 1A9, 2B7, 2B15, and 2B17 include glycosylation. N-linked glycosylation plays an important role in the correct folding of these proteins and preservation of enzymatic activity and can also affect the interaction of UGTs with other proteins of the endoplasmic reticulum (21, 22). Owens et al. found that the phosphorylation regulation with Protein kinase Cα and Src kinase as the core plays a key role in maintaining the activity levels of UGT1A7, UGT2B7, and UGT2B15. In addition, mutations in the predicted site of PKC and the Src site likewise greatly reduce enzyme activity, together elucidating the kinases and mechanisms involved in UGTs phosphorylation (107, 108). In summary, the complex pattern of glycosylation and phosphorylation regulation in the organism is necessary for homeostasis. The phosphorylation of UGT2B is tyrosine-dependent, and it has been shown that mutations in the phosphorylation sites of UGT1A7, UGT1A10, UGT2B7, and UGT2B15 reduce the activity of these enzymes. The optimal activity of UGTs is maintained by phosphorylation (21, 22).


 4.5 Involvement in protein–protein interactions

UGTs family proteins can interact with proteins of the same isoform and also with proteins of different isoforms. Interactions between UTG isoforms affect their activity (21, 23). UGT1A1 is able to interact with UGT1A3, UGT1A4, UGT1A6, UGT1A7, UGT1A8, and UGT1A9, and the interaction of UGT1A1, 1A9, and 2B7 affects enzyme activity and also alters their regioselectivity for substrates (22). In patients with hyperbilirubinemia with low UGT1A1 activity, UGT1A1 enhances the metabolism of UGT1A9 for the anticancer drug sorafenib (21, 109). In vivo UGT2B7 activity decreases and the metabolism of its specific substrate isoproterenol by UGT1A9 is reduced (21). The activity of UGT1A4, UGT2B4, and UGT2B7 is also affected by the inhibition of UGT1A9 expression (21, 110). The effect of UGT1A4 and UGT1A6 on UGT1A1 activity upon their interaction with UGT1A1 depends on the substrate on which they act (111). The identical isoforms UGT2B4, UGT2B7, and UGT2B17 can also interact. Their interaction mostly affects some of their specific substrates and is influenced by cross splicing and genetic metabolism (112).

When bound to UGT1A1, UGT1A1 and UGT1A7, CYP3A4 is able to promote the glucuronidation of these UGTs to their substrates and accelerate the rate of reaction between them (113). In prostate cancer, UGT2B17 can interact with the kinase c-Src, which is associated with the ability of c-Src to activate the receptors of various steroid hormones (114). UGT1A can generate its isoform protein UGT1A_i2s through alternative splicing, and in colon cancer cells UGT1A_i2s can interact with PKM2 to affect cellular energy levels, redox homeostasis and proliferative (115). And more importantly UGT1A_i2s can weaken the scavenging activity of catalase and peroxidase by interacting with them (116).UGT8 can interact in the endoplasmic reticulum with SLC35A2 to affect the balance between endoplasmic reticulum-localized lipid galactose and Golgi-localized protein galactose reactions. Furthermore, in the endoplasmic reticulum UGT8 also binds to the sigma-1 receptor (Sig-1R), and Sig-1R knockdown prolongs the lifespan and enhances the activity of UGT8 in the endoplasmic reticulum (23). UGT also interacts with microsomal proteins such as epoxide hydrolase 1, carboxylesterase 1, alcohol dehydrogenase and glutathione S-transferase, but the effects of these on the organism need further study (21–23) ( Figure 5 ).

 

Figure 5 | Effects of UGTs interacting with isotypic or heterotypic proteins on their function. UGTs can interact with proteins of the same isoform and different isoforms and the activity of UGTs will be altered and consequently the metabolism and capacity of the substrate will be altered. Through protein interactions, there are members of the UGTs family whose regioselectivity for substrates is also altered, and there are also interactions of UGTs with other proteins that can also localise the site of biochemical reactions. The figure lists which proteins UGTs can interact with, as well as predicting the way in which some of these proteins interact with each other. 





 5 Inhibitors and inducers of UGTs

This review also focuses on the regulation of UGTs in cells. Thus, we want to explore whether there are clear drugs that can regulate UGTs. According to their effects on the expression and activity of UGTs, they were divided into two parts: inducers and inhibitors, and further clarified according to their drug types.

 5.1 Inhibitors of UGTs

 5.1.1 Histone deacetylase inhibitors

Belinostat, a Histone deacetylase inhibitor, inhibits UGT1A1 in a dose-dependent manner, resulting in reduced elimination of SN-38, the active metabolite of irinotecan.Therefore, the efficacy can be enhanced in the small dose and will lead to severe drug toxicity at high doses (117).


 5.1.2 Tyrosine kinase inhibitors

It has been reported that many tyrosine kinase inhibitors have lower IC50 values than their clinical steady-state maximum concentrations in UGT1A1 inhibition assays in vitro, in contrast showing a higher incidence of hyperbilirubinemia in vivo experiments. It is concluded that UGT1A1-mediated inhibition of glucuronidation plays an important role (118).


 5.1.3 New uses for traditional medicines

Cao et al. found that zoledronic acid, a direct inhibitor of UGT8, effectively blocked the production of two downstream metabolites in the thiosemicarbazone biosynthetic pathway in a concentration-dependent manner, while significantly inhibiting the migration and invasion of breast cancer cells. These studies demonstrate that UGT8 is a potentially valuable target for tumor therapy (27, 119).



 5.2 Inducers of UGTs

Studies have shown that estrogen upregulated UGT2B15 mRNA levels in a time-dependent and dose-dependent manner. Estrogen induced upregulation of UGT2B15 feedback regulate estrogen and androgen concentrations. As a consequence, estrogen regulate signaling in cancer cells and further exert regulatory functions (120) ( Table 4 ).

 Table 4 | Summary of inhibitors and inducers of UGTs. 





 6 Conclusions

The exploration of the connection between UGTs and cancer and the 22 recognized UGTs encoded by genes contained in the human genome provides basic information regarding the functional diversity of UGTs. The expression of UGTs is either high or low in different cancer types, and there are different prognostic manifestations in patients with different cancer types. The underlying mechanisms leading to the progression of such different cancers need to be studied and summarized in depth. Therefore, it is uncertain if UGTs have a positive or negative impact on cancer.

We can only hypothesize that an organism’s biological diversity may have various effects on cancer progression as more research shows that different UGTs in organisms alter their biological functions. For example, UGTs genes generate diverse protein variants through selective splicing. Gene splicing can be dynamically controlled since it is typically tissue-specific and can be quickly adjusted to the needs of cancer cell proliferation. Dysregulation of UGTs splicing may affect the regulation of tiny signaling molecules that increase the risk or progression of cancer because selective splicing dysregulation is a defining characteristic of cancer. Therefore, predicting the mechanisms affecting tumorigenesis during UGTs gene expression (including selective shearing, transcriptional, and post-transcriptional regulation) will provide new directions for early clinical tumor diagnosis and prevention.

In recent years, the investigation of tumor metabolism has focused heavily on the impact of UGTs on the pathways for glucose and lipid metabolism. We suggest that the mechanism may be related to UGTs and multiple non-UGTs protein interactions. The proteomics-identified UGTs-interacting proteins have an impact on glycolysis/glycogenesis and fatty acid breakdown. The observation that several UGTs conjugate various lipids, such as saturated fats, inflammatory cytokines, prostaglandins, citronellal, ceramides, diacylcyclohexanol, and triglycerides, is consistent with reports on the interaction of UGTs with lipid metabolism proteins, which suggest that they may have a broad role in basal lipid metabolism. As a component of the homeostatic system, UGTs may also control other pathways involved in the synthesis and utilization of UDP carbohydrates by protein–protein interactions. We presented how UGTs affect cancer metabolism based on the existing literature. If UGTs affect cancer development through other pathways is unknown to us.


 7 Future perspectives

As we mentioned above, the expression of UGTs varies among different cancers at different stages of progression. Abnormal UGTs expression undoubtedly affect the cellular response to endogenous or exogenous factors, and influence the cancer risk and progression of common malignancies, as well as their drug response. Therefore, early monitoring of expression of UGTs in vivo can provide a better understanding of the state of tumorigenesis and progression, which can provide new early diagnostic options for UGTs-related cancers. Such studies include monitoring UGTs mRNA and protein levels in different cancers and at different stages of cancer. And, the differences in UGTs expression in people in healthy and disease states should be considered. This would be a new means of early diagnosis of cancer ( Figure 6A ).

 

Figure 6 | The possible directions of UGTs-related cancer therapy prospects. (A) By detecting the expression of UGTs to do early diagnosis of cancer; (B) Through the exploration of beneficial and safe UGT-targeted drugs with promising pharmaceutical applications to prevent and therapeutic UGTs-related cancers; (C) By injecting appropriate volumes of UGTs in cancer patients who were deficient in UGTs to supplement the deficient UGTs in the body. 



Currently, the development of selective UGTs inhibitors is in its infancy. Since endogenous and acquired drug glucuronidation is a new form of chemoresistance that is not easily overcome. Therefore, determining the increased or decreased expression of UGTs in specific cancers may help predict which class of drugs will experience glucuronidation. This will potentially help direct the selection of appropriate anti-cancer drugs. For cancer therapy, approaches that directly or indirectly target UGTs (e.g., UGT1A7, UGT1A8, UGT1A9, UGT8) may ultimately prove useful in slowing cancer progression, increasing drug-related responses, avoiding drug resistance, and ultimately improving patient prognosis. This would be a new cancer therapy option to consider ( Figure 6B ).

UGTs are highly expressed in tissues related to drug metabolism, promote drug metabolism in vivo through glucuronidation, and play a critical role in the metabolism of some antitumor drugs, thereby improving drug function and reducing drug toxicity. In some cancers, the deficiency of UGTs (e.g., UGT1A1, UGT1A8, UGT2B17, UGT1A1, UGT1A7) can lead to the development of tumor malignancy. Therefore, exogenous supplementation of UGTs is beneficial for cancer therapy. This would be a therapeutic modality that would help improve patient prognosis ( Figure 6C ).
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Glutamine, the most abundant non-essential amino acid in human blood, is crucial for cancer cell growth and cancer progression. Glutamine mainly functions as a carbon and nitrogen source for biosynthesis, energy metabolism, and redox homeostasis maintenance in cancer cells. Dysregulated glutamine metabolism is a notable metabolic characteristic of cancer cells. Some carcinogen-driven cancers exhibit a marked dependence on glutamine, also known as glutamine addiction, which has rendered the glutamine metabolic pathway a breakpoint in cancer therapeutics. However, some cancer cells can adapt to the glutamine unavailability by reprogramming metabolism, thus limiting the success of this therapeutic approach. Given the complexity of metabolic networks and the limited impact of inhibiting glutamine metabolism alone, the combination of glutamine metabolism inhibition and other therapeutic methods may outperform corresponding monotherapies in the treatment of cancers. This review summarizes the uptake, transport, and metabolic characteristics of glutamine, as well as the regulation of glutamine dependence by some important oncogenes in various cancers to emphasize the therapeutic potential of targeting glutamine metabolism. Furthermore, we discuss a glutamine metabolic pathway, the glutaminase II pathway, that has been substantially overlooked. Finally, we discuss the applicability of polytherapeutic strategies targeting glutamine metabolism to provide a new perspective on cancer therapeutics.
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1 Introduction

Metabolic reprogramming is a hallmark of cancer that manifests in several ways. Cancer cells exhibit substantially enhanced glucose uptake and full utilization of the glycolysis/tricarboxylic acid (TCA) cycle to generate a large amount of ATP (Warburg effect) (1). Additionally, cancer cells may exhibit accelerated uptake, transport and metabolism of glutamine, which is the most abundant non-essential amino acid in the human body. Adaptation to rapid metabolism is achieved by regulating genes that encode metabolic drivers to increase the expression of favorable transporters and metabolic enzymes. Furthermore, metabolism-regulating interactions occur between cancer cells and the tumor microenvironment (TME) (2). Since Hans Krebs first studied glutamine metabolism in animals, the biological roles of glutamine in cellular growth and cancer cell biology have gradually been recognized (3). In 1955, Eagle discovered a high dependence of cancer cells on glutamine, also known as glutamine addiction (4). Specifically, cancer cells consume 10–100-fold more glutamine than they do any other amino acids. Glutamine is the most abundant non-essential amino acid in the bloodstream. High levels of glutamine can promote cancer cell proliferation by serving as nitrogen and carbon sources for the biosynthesis of nucleotides, fatty acids, and non-essential amino acids. In addition to its primary roles in macromolecular biosynthesis, glutamine is also involved in the cellular uptake of essential amino acids, the maintenance of the mitochondrial membrane potential, and the production of glutathione and nicotinamide adenine dinucleotide phosphate (NADPH), which are required to maintain redox homeostasis (5–7). Altered glutamine metabolism is a significant outcome of changes in energy metabolism in cancer cells. Abnormal expression of regulatory genes associated with glutamine metabolism is more frequently observed in cancer cells than in healthy cells. Most abnormally expressed regulatory genes, including B-Raf proto-oncogene (BRAF), epidermal growth factor receptor (EGFR), isocitrate dehydrogenase 1 (IDH1), Kirsten rat sarcoma viral oncogene homolog (KRAS), and phosphatidylinositol 3-kinase p110 alpha (PIK3CA), are either oncogenes or tumor suppressor genes involved in the onset and development of cancer (8). Mutations in some of these oncogenes render cancer cells highly dependent on glutamine. Given the critical biologica roles of glutamine in cancer cells, an in-depth understanding of glutamine metabolism is essential to develop new cancer treatments.

Therefore, this review summarizes the uptake, transport, and metabolic characteristics of glutamine, as well as the regulatory effects of some important oncogenes on glutamine addiction in cancer to emphasize the therapeutic potential of targeting glutamine metabolism. In particular, we discuss the significance of the glutaminase II pathway, which is a historically understudied glutamine metabolic pathway in the context of cancer. Furthermore, we also discuss the potential applications of polytherapy that targets glutamine metabolism to provide novel strategies for treating cancer.




2 Glutamine metabolism in cancer

Metabolism, a fundamental process for all cellular functions, is also related to cancer cell proliferation. Unlike normal differentiated cells, cancer cells can modify many metabolic pathways—including glycolysis, glutaminolysis, the TCA cycle, the electron transport chain, and the pentose phosphate pathway—to fulfill their energy requirements (2). Following the discovery of the Warburg effect, numerous studies have confirmed the crucial role of cancer cell metabolism in tumor survival and growth. However, recent studies have demonstrated that glutamine plays a more significant role in cancer metabolism than was previously thought. The glutamine demand is usually higher in cancer cells than in normal cells owing to accelerated glutamine metabolism. Despite being a non-essential amino acid and the most abundant amino acid in humans, glutamine is considered to be conditionally essential in some instances due to its involvement in multiple cellular processes (9). Below, we summarized the uptake, transport, and functions of glutamine, and its relevant metabolic enzymes (Figure 1).




Figure 1 | Glutamine uptake, transport, and metabolism. Glutamine uptake and transport in cancer cells is mediated by transporters (ASCT2/ATB0,+/SNAT1,2,3). Intracellular glutamine can be converted into α-KG through the glutaminase I (GLS+GDH/transaminase) or II (GTK/GTL/KAT2+ω-amidase) pathway. Aspartate, alanine, and serine are mainly produced via transaminases, such as GOT, GPT, and PSAT. GOT transforms glutamate into aspartate, which is essential for purine, pyrimidine, and protein synthesis. Aspartate is further converted to asparagine via ASNS. GPT catalyzes the reversible conversion of glutamate to pyruvate for α-KG and alanine generation. This GPT-catalyzed reaction plays a vital role in the glucose–alanine cycle, which is essential to support liver gluconeogenesis. PSAT transforms glutamate into serine, which is involved in nucleotide and protein synthesis. α-KG is an important anaplerotic substrate of the TCA cycle, in which FH, IDH, and SDH mutations are the main causes of cycle dysfunction and mitochondrial metabolic defects in various types of cancers. Glutamine can be synthesized from glutamate via GS. Glutamine can also be converted to ornithine and proline, which regulate apoptosis/autophagy. The byproduct of glutaminolysis, ammonia, can modulate autophagy under specific circumstances. The reductive carboxylation of α-KG into citrate can support adipogenesis, which is crucial for cancer cell survival. The GDH pathway is also linked to cellular ROS homeostasis, and further modulates autophagy, which can also be regulated by AAs through the mTOR pathway. Glutamate is exchanged for cystine via xCT, which is rapidly reduced to cysteine by CR. Then, glutamate, cysteine, and glycine react together for de novo synthesis of glutathione via GCL and GSS. The interconversion of oxidized glutathione and glutathione is catalyzed by GSR, and glutathione can directly control redox homeostasis. AAs, amino acids; ASNS, asparagine synthetase; α-KG, alpha-ketoglutarate; CR, cystine reductase; GCL, glutamylcysteine ligase; GSS, glutathione synthetase; GSR, glutathione reductase; GLS, glutaminase; GDH, glutamate dehydrogenase; GS, glutamine synthase; GTK/GTL, glutamine transaminases K/L; KAT2, kynurenine aminotransferase 2; GOT, glutamate-oxaloacetate transaminase; GPT, glutamate-pyruvate transaminase; PSAT, phosphoserine aminotransferase; FH, fumarate hydratase; IDH, isocitrate dehydrogenase; SDH, succinate dehydrogenase; ROS, reactive oxygen species.





2.1 Glutamine uptake and transport in cancer cells

Glutamine uptake by cancer cells is mediated by transporters (10). Alanine-Serine-Cysteine Transporter 2 (ASCT2), a sodium (Na+)-dependent transmembrane transporter encoded by the solute carrier family 1 member 5 (SLC1A5) gene, mediates the cellular uptake of glutamine and other neutral amino acids and is considered to be a primary glutamine transporter in cancer cells (11, 12). L-type amino acid transporter 1 (LAT1), which is encoded by the SLC7A5 gene, preferentially transports large branched and aromatic neutral amino acids, and its expression is upregulated in various types of cancer cells (13, 14). Intracellular glutamine can serve as an exchange substrate to import extracellular amino acids, including leucine, isoleucine, valine, phenylalanine and tyrosine via LAT1 with high affinity (15). In addition, intracellular glutamine can be metabolized into glutamate, which serves as an exchange substrate for cystine uptake mediated by the cystine/glutamate transporter xCT (SLC7A11). The imported cystine can then be converted to cysteine for the biosynthesis of glutathione and the maintenance of cellular redox homeostasis (16). ASCT2, LAT1, and xCT are antiporters that balance cytosolic amino acid composition by proportionally exchanging intracellular amino acids with extracellular amino acids. Hence, these antiporters do not mediate affect intracellular glutamine levels unless other amino acids are available for exchange.

Since the net movement of amino acids into cells can only be mediated by uniporters and symporters (17–19), their expression may also be crucial for cellular growth. Neutral amino acid transporters belong to the SLC38 gene family of sodium-coupled neutral amino acid transporters (SNATs), among which SNAT1 (SLC38A1) and SNAT2 (SLC38A2) are uniporters (19). Both SNAT1 and SNAT2 play important roles in the net uptake of glutamine in epithelial cervical cancer cells, osteosarcoma cells, human melanoma cells, and six breast cancer cell lines (19–21). The first member of the SLC38 family to be cloned was SNAT3 (SLC38A3) (22). Unlike SNAT1 and SNAT2, SNAT3 preferentially imports glutamine, asparagine, and histidine (23). SNAT3 is overexpressed in malignant glioma and non-small cell lung cancer (NSCLC) (24, 25). The amino acid transporter B0,+ (ATB0,+), a symporter encoded by the SLC6A14 gene, can transport all neutral (including glutamine) and basic amino acids. ATB0,+ is overexpressed in various types of cancer, including colorectal (CRC), breast, and pancreatic cancers (26). Additional information on glutamine transporters is provided in Table 1.


Table 1 | Main membrane-anchored amino acid transporters of glutamine, their properties, and the cancers in which they are overexpressed.






2.2 Glutamine metabolism in cancer cells



2.2.1 Epigenetics and the dysregulation of the tricarboxylic acid cycle

Here, we address the dysregulated TCA cycle in cancer cells before summarizing glutamine metabolism in cancer cells. The TCA cycle is an intracellular central metabolic hub and a common catabolic pathway for various types of sugar, amino acids, and fatty acids (78). TCA cycle dysregulation can directly alter the metabolism of cancer cells. Alpha-ketoglutarate (α-KG), which is derived from glutamine catabolism, is an important anaplerotic substrate of the TCA cycle.

Mutations in genes involved in the TCA cycle are associated with familial cancers (79). Mutations in the genes encoding fumarate hydratase (FH), isocitrate dehydrogenase (IDH), and succinate dehydrogenase (SDH) cause TCA cycle dysfunction and mitochondrial metabolic defects in various types of cancers (80). Mutations occur throughout the FH gene, and heterozygous mutations in this gene are related to dominantly inherited uterine fibroids, hereditary leiomyomatosis, and renal cell carcinoma (81, 82). FH acts as a tumor suppressor, and downregulation of its expression results in the accumulation of hypoxia-inducible factor-1α (HIF-1α) and fumarate (83). Fumarate is an oncometabolite and a potent inhibitor of prolyl 4-hydroxylase (P4H), which is a negative regulator of HIF-1α. Inhibition of P4H leads to HIF-1α activation under normoxic conditions, resulting in pseudohypoxia that promotes the proliferation of cancer cells (79). IDH has three isoforms: IDH1, IDH2, and IDH3. Genomic analyses have revealed IDH1 or IDH2 mutations in samples from most patients with glioblastoma multiforme and grade II-III gliomas (84). Furthermore, mutations in IDH1 at arginine 132 (R132) and in IDH2 at arginine 172 (R172) have also been identified in patients with acute myeloid leukemia (85). Virtually almost all IDH1 and IDH2 mutations are missense mutations located at R132 and R172, respectively; both isotypes are therefore promising biomarkers for cancer diagnosis and gene therapy. Mutations in IDH cause the loss of its enzymatic activity of converting isocitrate to α-KG while conferring a neo-enzymatic activity of reducing α-KG to the oncometabolite D-2-hydroxyglutarate, an excess of which favors the formation of malignant tumors (86). Similar to FH mutations, heterozygous mutations in the SDH gene are associated with hereditary paraganglioma and pheochromocytoma (87). In addition, mutations in genes encoding SDH subunits are found in other types of tumors, such as gastrointestinal stromal tumor (88), testicular seminoma (89), neuroblastoma (90), renal cell carcinoma (91), and thyroid cancer (92).




2.2.2 Functions of glutamine



2.2.2.1 Glutamine as a nitrogen donor

Glutamine is first converted by the glutaminase I (GLS/GLS2) system to glutamate, which is then converted to α-KG through two pathways. One pathway is mediated by the enzymatic activity of glutamate dehydrogenases (GDH). The other pathway is mediated by glutamate-oxaloacetate transaminase (GOT), glutamate-pyruvate transaminase (GPT), and phosphoserine aminotransferase (PSAT), which catalyze the conversion of glutamine to α-KG without producing ammonia. Additionally, glutamine can also be converted into α-KG through the glutaminase II pathway, which is described in detail below. Transaminases catalyze the biosynthesis of amino acids such as aspartate, alanine, and serine using the amino group of glutamine. GOT, also known as aspartate transaminase, has cytoplasmic (GOT1) and mitochondrial (GOT) isoforms. GOT catalyzes the conversion of glutamate to aspartate, which is required for biosynthesizing purines, pyrimidines, and proteins, as well as maintaining redox homeostasis by the malate–aspartate shuttle (93). Prominent studies demonstrate that aspartate biosynthesis is an essential function of mitochondrial respiration in proliferating cells (94, 95). In view of the multiple critical roles of aspartate, aspartate uptake and biosynthesis pathways have been are considered therapeutic targets in cancer (93). GPT, also called alanine transaminase, includes the cytoplasmic GPT1 and mitochondrial GPT2 isoforms and catalyzes the reversible conversion of glutamate to pyruvate for α-KG and alanine generation. This GPT-catalyzed reaction plays an important role in the glucose–alanine cycle, which is essential for supporting hepatic gluconeogenesis (96). PSAT is required to produce serine, which plays a key role in the biosynthesis of nucleotides and proteins and is an allosteric activator of several enzymes. Approximately half of all α-KG that enters the TCA cycle in breast cancer cell lines is produced via the activity of PSAT (97); thus, serine biosynthesis may play an important role in cancer cell metabolism. Glutamine can also be converted to ornithine and proline. Proline dehydrogenase/proline oxidase-dependent apoptosis/autophagy may be modulated by the interconversion of glutamate, ornithine, and proline, among which proline is the key amino acid (98). Understanding the regulatory roles of the proline in this process could facilitate the development of targeted cancer therapies. Glutamine also serves as a nitrogen donor for the biosynthesis of asparagine catalyzed by asparagine synthase (ASNS). In addition to amino acid biosynthesis, glutamine also provides nitrogen for the de novo synthesis of purines, pyrimidines, and nucleobases of DNA and RNA (99).




2.2.2.2 Glutamine as a carbon donor

One of the most important metabolic pathways involving glutamine is the biosynthesis of α-KG to provide an anaplerotic supply for the TCA cycle. α-KG can be metabolized via oxidative decarboxylation and reductive carboxylation. Hypoxia (100), impaired mitochondrial respiration (101), and anchorage-independent formation of tumor spheroids (102) can promote the reductive carboxylation of glutamine-derived α-KG into citrate to support adipogenesis, which is crucial to cancer cell survival. Under such circumstances, glutamine serves as a direct carbon source for citrate and fatty acid biosynthesis (103, 104).




2.2.2.3 Reactive oxygen species homeostasis and autophagy regulation

Glutamine produces reactive oxygen species (ROS) in addition to providing nitrogen and carbon for biosynthesis and energy metabolism. However, some glutamine metabolites can directly control ROS levels. For instance, glutathione can neutralize peroxide free radicals, and NADPH generated via GDH-catalyzed glutamine metabolism can regulate ROS homeostasis by directly scavenging excess ROS (105). Glutamine also plays an important regulatory role in autophagy suppression through various processes affected by its metabolism. ROS promote autophagy in response to stress. Meanwhile, glutamine modulates autophagy through the production of glutathione and NADPH, which affect ROS levels (106). Additionally, glutamine is involved in the activation of mammalian target of rapamycin (mTOR), which inhibits autophagy. The latest research demonstrates that glutaminolysis is one of two mechanisms through which glutamine metabolism modulates the mTORC1-autophagy pathway (107). A byproduct of glutaminolysis, ammonia, induces and inhibits autophagy at low and high concentrations, respectively (108). Thus, ammonia regulates autophagy in a concentration-dependent manner without relying on inhibited mTOR or ULK1/2 activity (108, 109). The GDH-catalyzed conversion of glutamate to α-KG generates a second molecule of ammonia in some types of cancer cells. However, others preferentially use transaminases for this reaction, thereby bypassing the generation of the second ammonia molecule. Changes in this metabolic pathway could thus indirectly affect autophagy regulation.






2.3 Enzymes involved in glutaminolysis



2.3.1 Glutaminase

Greenstein discovered the two glutaminase enzyme systems in rats (110). The glutaminase I system, which is now known as the glutaminase or phosphate-activated glutaminase system, comprises kidney (GLS or KGA) and liver (GLS2 or LGA) isozymes activated by phosphate (111), while the glutaminase II system is activated by α-keto acids (112).

The mitochondrial glutaminase I system converts imported glutamine to glutamate and is considered the first key enzymatic reaction in the catalysis of glutamine in cancer cells. The ubiquitous expression of GLS in normal tissues is upregulated in various cancers, and it might play a key role in cancer onset and progression (113). GLS has thus been extensively explored as a target for drug development. In contrast, GLS2 is primarily expressed in the liver, brain, pituitary gland, and pancreas. Whether GLS2 promotes or suppresses tumorigenesis remains uncertain, and it has rarely been targeted in drug discovery (111, 114). However, GLS significantly promotes cancer cell growth. The expression of GLS is abnormally elevated in multiple cancer types, including breast (115), colorectal (116), and prostate (117) cancers, especially when compared with adjacent tissues. Knocking down or inhibiting GLS can restrict the growth of various types of cancer cells and suppress cancer progression (113, 115, 118). The GLS inhibitor CB-839 is currently entering phase I and II clinical trials as monotherapy and as polytherapy when combined with chemotherapy and/or immunotherapy.

Glutaminase II is an enzymatic complex comprising glutamine transaminase and omega (ω)-amidase (119, 120). The main glutamine transaminases in humans and rodents are glutamine transaminases K (GTK) and L (GTL) (121, 122). Kynurenine aminotransferase 2 (KAT2), also exerts some enzymatic action on glutamine (123). In the presence of various α-keto acids, glutamine transaminases catalyze the conversion of glutamine into alpha-ketoglutaramate (α-KGM), which is then deamidated by ω-amidase into α-KG. To date, cancer cell glutamine addiction is still widely and naturally thought to involve the glutaminase I pathway, by which glutamine is first converted to glutamate via a GLS-catalyzed reaction and before being converted into α-KG through GDH or transaminases (GOT/GPT/PSAT). However, the glutaminase II pathway can also realize the conversion of glutamine into α-KG. This pathway’s functions in cancer cells have been substantially overlooked, with only a few relevant studies having been reported. For instance, it has been newly confirmed that the glutaminase II pathway exists in human pancreatic cancers, and genetic suppression of GTK completely inhibits pancreatic tumorigenesis in vivo (124). Almost concurrently, the glutaminase II pathway was identified in prostate cancer cells, and expression of the GTK and ω-amidase genes in this pathway has been shown to be more upregulated with increased cancer cell invasiveness (125). The glutaminase II pathway also plays important roles in providing anaplerotic carbon to the TCA cycle, supplying citrate carbon in prostate cancers, and closing the methionine salvage pathway (125). These findings suggest that glutamine transaminase (GTK) and ω-amidase could be novel metabolic targets for cancer treatment. However, the broad substrate specificity of glutamine transaminase towards α-keto acids and amino acids should be considered. Inhibiting glutamine transaminase might interfere with other biological properties. Additionally, glutamine metabolism through the glutaminase I pathway is notably catalyzed by GLS+GDH requires an aerobic environment due to the involvement of nicotinamide adenine dinucleotide (NAD+). In contrast, α-KG production through the glutaminase II pathway does not involve net oxidation, indicating that it can function in hypoxic regions of tumors. In summary, the glutaminase II pathway in cancers has provided a new perspective for studying cancer cell glutamine addiction and for developing corresponding therapeutic strategies.




2.3.2 Glutamate dehydrogenase

Glutamate dehydrogenase (GDH) catalyzes the second step in glutamine metabolism, which is the oxidative deamination of glutamate into α-KG. The GDH1 isozyme is expressed ubiquitously across tissues and cells, whereas GDH2 is specifically expressed in brain, testis, and embryonic tissues (126). Aside from producing anaplerotic α-KG for the TCA cycle, the GDH pathway is also associated with various cellular processes, including acid–base balance, ammonia metabolism, lactate production, redox homeostasis, and lipid biosynthesis (127). Specifically, recent research indicates that GDH is crucial for metabolic ammonia recycling in breast cancer cells, especially estrogen-receptor-positive cells, to support their growth and proliferation (128). Additionally, GDH1 plays a vital role in maintaining redox homeostasis in breast and lung cancer (129). GDH1 expression is significantly upregulated in tumor samples from patients with advanced breast or lung cancer, resulting in the accumulation of fumarate. Fumarate can bind to and activate the ROS-scavenging enzyme glutathione peroxidase 1 (GPx1), conferring metabolic advantages for cancer cell growth and proliferation. The small-molecule inhibitor R162, which targets GDH1, can reduce the proliferative capacity of cancer cells by causing redox homeostasis imbalance (129). The survival of glioblastoma cells with glucose metabolism disorders due to glucose deprivation, glycolytic inhibition, or Ak strain transforming (Akt) signaling inhibition requires GDH (130). Overexpressed GDH promotes the proliferation, migration, and invasion of CRC cells, and might serve as a novel independent prognostic biomarker for CRC progression and metastasis (131). Glutamine enhances the proliferative capacity of ovarian cancer cells in a dose-dependent manner and increases the activities of GLS and GDH by modulating the mTOR/ribosomal S6 kinase (S6) and mitogen-activated protein kinase 1 (MAPK) pathways (132). GDH expression is upregulated in extrahepatic cholangiocarcinoma tissues, whereas silencing it significantly reduces the proliferative, migratory, and invasive capacity of cancer cells. Hence, GDH is considered an important prognostic marker and therapeutic target in extrahepatic cholangiocarcinoma (133).

The roles of GDH2 in cancer growth and metabolism have not been fully investigated. However, GDH2 plays an important role in eliminating the growth-inhibiting effect of IDH1 (R132H) mutant gliomas (134). This suggests that targeting GDH2 could be a beneficial strategy for treating patients with IDH1 mutant gliomas.




2.3.3 Transaminase

GOT1/GOT2, GPT1/GPT2, and PSAT are important enzymes in glutamine metabolism and amino acid biosynthesis, and have crucial functions in various types of cancers (135). GOT1-mediated pathways play vital roles in maintaining redox homeostasis in pancreatic cancer, and increased enzymatic activity of GOT1 favors the growth of cancer cells (136). A recent study demonstrates that inhibiting GOT1 activity hinders the growth of several pancreatic ductal adenocarcinoma cell lines, primary tumor models, and tumor xenografts (137). GOT2 acetylation is essential for regulating the mitochondrial NADH/NAD+ ratio and stimulating the production of NADPH to maintain the redox state of pancreatic cancer cells (138). Acetylation of GOT2 at the K404 lysine residue promotes the proliferation of pancreatic cancer cells and tumor growth in vivo, and GOT2 acetylation at the lysine residue K159 is increased in human pancreatic tumors. Triple-negative breast cancer (TNBC) cell lines also overexpress GOT1, which controls intracellular ROS levels by producing NADPH, in turn promoting tumor growth. The shRNA-mediated inhibition of GOT1 expression enhances cancer cell sensitivity to doxorubicin by causing doxorubicin-induced ROS generation (139). The transaminase inhibitor aminooxyacetate (AOA) can inhibit the proliferation of breast cancer cells (140).

The enzymatic activity of GPT2 is pivotal to the anchorage-independent growth of KRAS-transformed colon cancer cells (141). PIK3CA mutations can trigger glutamine metabolism reprogramming in CRC cells by upregulating GPT2 expression (142). GPT2 overexpression enhances the tumorigenicity and stemness of breast cancer cells by activating the sonic hedgehog signaling pathway, suggesting its potential as a therapeutic target (143).

Recent studies show that elevated ratios of aspartate to alanine transaminases (AST/ALT or GOT/GPT) correlate with a poor prognosis in bladder (144), colorectal (145), hepatic (146), head and neck (147), oral and oropharyngeal (148), prostate (149), and pancreatic (150) cancers. The metabolic roles of PSAT in cancer cells have not yet been comprehensively explored. It has been reported that significantly more PSAT is expressed in colon tumors than in normal tissues (151), but its specific mechanism and prognostic value remain to be elucidated.




2.3.4 Glutamine synthetase

Glutamine can be synthesized de novo from glutamate via glutamine synthase (GS). The selective, irreversible GS inhibitor L-methionine sulfoximine (MSO) has anticancer potential due to its ability to inhibit cancer cell proliferation in vitro (152, 153).






3 Regulation of glutamine addiction by oncogenes in cancer

Cancer-associated genes are broadly categorized as oncogenes and tumorsuppressor genes that promote and suppress carcinogenesis, respectively. Interactions between these two types of genes result in oncogenesis (154). Hence, cancers are ultimately outcomes of dysregulated gene expression. Genes can be activated or inactivated by mutations. Some of the prominent mutated oncogenes in cancers include BRAF, ErbB2, JAK2, KRAS, MYC, and PIK3CA. Mutations in these oncogenes can result in a high reliance of cancer cells on glutamine for survival and proliferation. Therefore, depleting glutamine and inhibiting glutamine metabolism eventually lead to the growth arrest or even death of these glutamine-addicted cancer cells. Below we summarize the regulatory effects of some important oncogenes on glutamine addiction in cancers.



3.1 BRAF mutation

The BRAF gene is one of three rapidly accelerated fibrosarcoma (RAF) isoforms that encodes the serine/threonine kinase of the RAS family. The BRAF mutation rate in all cancers is about 7%, but the rate varies, being about 66% in melanoma and 10%–25% in CRC (155). Over 90% of mutations in the BRAF gene occur in codon 600; the substitution of valine (V) with glutamic acid (E) (BRAF V600E) is the most common mutation, followed by the substitution of V with lysine (K) (BRAF V600K) (156). Therefore, the National Comprehensive Cancer Network (NCCN) recommends that patients with advanced CRC should be tested for BRAF mutations before starting first-line treatment. Targeted polytherapies for patients with mutated BRAF include the triplet regimens of Dabrafenib (BRAF inhibitor) + Trametinib (MEK inhibitor) + Panitumumab or Cetuximab and Encorafenib (BRAF inhibitor) + Binimetinib (MEK inhibitor) + Panitumumab or Cetuximab.

Melanoma cells, which contain mutated BRAF and are resistant to the BRAF inhibitor PLX4720, exhibit increased oxidative metabolism and mitochondrial dependence for survival (157). The increased oxidative metabolism is related to a shift from glucose to glutamine metabolism and a greater dependence on glutamine over glucose. Such cells are more sensitive to glutamine metabolism inhibitors and mitochondrial poisons. Hence, combining inhibitors of BRAF and glutamine metabolism has a more prominent therapeutic effect. Melanoma cell lines with single resistance to Vemurafenib (BRAF inhibitor) and double resistance to Vemurafenib/Selumetinib (MEK inhibitor)exhibit increased glutamine uptake and NH4+ production without changes in glucose uptake (158). Furthermore, glutamine deprivation induces the apoptosis of drug-resistant cell lines. Taking advantage of glutamine addiction, the glutaminase inhibitor BPTES and the glutamine-mimetic antimetabolite L-DON have yielded superior antitumor effects in vivo.




3.2 KRAS mutation

KRAS, HRAS and NRAS, which are three isoforms of the mammalian rat sarcoma (RAS) GTPase, encode KRAS4A, KRAS4B, HRAS, and NRAS. These four small G proteins bind to GTP/GDP and exhibit GTP hydrolase activity. As a molecular switch, RAS activates downstream signaling pathways, such as the MAPK and PI3K-Akt pathways, by binding to GTP to regulate the proliferation, differentiation, and apoptosis of cells. RAS mutations account for one-third of all human cancers (159, 160). The analysis of data retrieved from four cancer databases (COSMIC, cBioPortal, ICGC, and TCGA) reveals significantly higher mutation rates for KRAS than for HRAS and NRAS (160). A KRAS mutation is an important driver leading to metabolic reprogramming in cancer cells, and it is closely related to glutamine and its metabolic changes.

KRAS mutations increase glutamine demand in cancer cells that use glutamine to accelerate energy metabolism and maintain redox homeostasis (161). The selectively upregulated expression of ASCT2, LAT1 and SNAT2 in CRC cells containing mutated KRAS enhances the uptake of glutamine, leucine, and other amino acids. Knocking out KRAS downregulates the expression of the above amino acid transporters, thereby reducing the uptake of amino acids by CRC cells (70). Metabolomic analyses have revealed higher concentrations of amino acids, especially glutamine, in CRC cells containing mutated KRAS than in wild-type CRC cells (162). A subsequent study of amino acid transporters in CRC cells with mutated KRAS found that KRAS signaling mainly regulated the expression of ASCT2 through the PI3-Akt-mTOR pathway. Additionally, the prognosis of patients with mutated KRAS and high ASCT2 expression is worse than patients with mutated KRAS and low ASCT2 expression (28). A monoclonal antibody antagonist, Ab3-8, has been developed that recognizes the extracellular domain of ASCT2, reduces cellular glutamine import and Akt/ERK phosphorylation in SW1116 and HCT116 human CRC cell lines containing mutated KRAS, and inhibits the growth of tumor xenografts in mice (163). However, Ab3-8 does not inhibit the in vivo growth of tumor xenografts of the HT29 human CRC cells with wild-type KRAS. These findings collectively suggest that ASCT2 could be a useful target for treating cancers with mutated KRAS.

The effects of oncogenic KRAS mutations on glutamine metabolism have been confirmed. In human breast cancer cells with mutated KRAS, anabolic glutamine utilization is increased, and the expression of genes associated with glutamine metabolism is significantly upregulated, and there exists a high dependence on glutamine for cellular growth (164). Oncogenic KRAS promotes glutamine metabolism reprogramming, and glutamine deprivation can increase ROS levels and decrease reductive glutathione levels in pancreatic cancer cells (136). The anaplerotic feeding of the glutaminolysis metabolite α-KG into the TCA cycle is essential for the growth of various anchorage-independent, KRAS-induced cancer cells (141). In addition, LKB1 and KEAP1/NRF2 pathways synergistically promote metabolic reprogramming toward enhanced glutamine dependence in lung adenocarcinoma with mutated KRAS, and they also enhance the sensitivity of cancer cells to CB-839 (GLS inhibitor) in vitro and in vivo (165). Combining CB-839 with Selumetinib (MEK inhibitor) takes advantage of the increased glutamine utilization in NSCLC cells with mutated KRAS to improve therapeutic efficacy (166).




3.3 MYC activation

The myelocytomatosis (MYC) proto-oncogenes include c-MYC, n-MYC, l-MYC, and r-MYC, among which c-MYC is the most commonly activated proto-oncogene. As a transcription factor, MYC protein strictly responds to and integrates mitogenic and developmental signals into broad changes in gene expression to support cell growth and proliferation (167). In fact, most cancers harbor altered MYC genes. For instance, MYC is amplified in up to 78% of osteosarcomas, 65% of ovarian serous cystadenocarcinomas, 48% of breast cancers, 45% of esophageal cancers and 37% of lung squamous cell carcinomas (167). TCGA data show that MYC amplification accounts for 21% of all tumor samples (167). Furthermore, MYC signaling in cancer cells enables abnormal TME regulation and evasion of the host immune response. The inactivation of MYC in preclinical models might lead to sustained tumor regression due to oncogene addiction (168). Hence, MYC activation elicits numerous hallmarks required for autonomous tumor growth. Yuneva et al. first discovered that MYC-driven proliferating cells exhibit glutamine addiction (169). The expression of genes associated with glutamine metabolism can be positively stimulated by MYC. Sensitivity to glutamine deprivation is c-MYC-dependent in glioma cells and can be suppressed by targeting MYC expression (170). Furthermore, various cell lines derived from cancers such as P493-6 B-cell lymphoma, PC3 prostate cancer (171), osteosarcoma (172), Ramos and Raji B-cell lymphoma (173), renal cell carcinoma (174), HCT116 CRC (175), and U-1906 small cell lung carcinoma (176) cells rely on glutamine for cellular survival and growth under MYC activation. Interestingly, glutamine itself can also regulate c-MYC protein expression in HCT116 CRC (175), U266 and INA-6 multiple myeloma (177), and SK-N-AS and SH-SY5Y neuroblastoma (178) cells. Glutamine addiction extends from the context of MYC, and mutations in KRAS —a key gene related to the stability and activity of c-MYC protein— in cancer cells similarly cause dependence on exogenous glutamine for cellular growth and proliferation, as does MYC amplification (162, 179, 180). Therefore, combining therapy targeting the MYC pathway with intervention in glutamine metabolism should be key to reversing MYC-driven tumor growth and restoring the antitumor immune response.




3.4 mTORC1 activation

The mammalian target of rapamycin complex 1 (mTORC1) is a highly conserved protein kinase complex that regulates cellular growth, metabolism, and autophagy in response to exogenous signals from nutrients and growth factors (181). As a key downstream effector of many oncogenic pathways, mTORC1 is associated with cancer progression (182). Mutations in mTORC1 are often hyperactivating in cancer (183, 184), and mTOR inhibitors Rapalogs (rapamycin and its analogs) have been clinically approved by FDA for treating some cancers (185). Amino acids are likely required to activate mTORC1, which in turn can regulate amino acid metabolism (186, 187). With further research, activation of the mTORC1 pathway has been shown to be related to glutamine addiction in cancer cells (188). mTORC1 promotes glutamine anaplerosis by activating GDH in human epithelial cancer cell lines such as DLD1 colon cancer, as well as the prostate cancer cell lines LNCaP and DU145 (189). Mechanistically, mTORC1 promotes the proteasome-mediated destabilization of CREB2 to suppress SIRT4 (a mitochondria-localized member of the sirtuin family), which inhibits GDH, thereby enhancing GDH enzymatic activity. Furthermore, mTORC1 not only regulates GDH, but also promotes glutamine uptake by cancer cells by positively regulating GLS through S6K1-dependent c-MYC regulation (190). At the molecular level, S6K1 enhances the efficiency of MYC translation by regulating phosphorylation of the eukaryotic initiation factor eIF4B. The inhibitors of mTOR and GLS can significantly attenuate the growth of BxPC3 pancreatic cancer cells.




3.5 PIK3CA mutation

Phosphatidylinositol 3-kinase p110 alpha (PIK3CA) is an important proto-oncogene in the PI3K/Akt signaling pathway because it participates in the modulation of numerous cellular functions, including proliferation, differentiation, apoptosis, and glucose transport. It was initially detected by in situ hybridization, and is a 34-kb gene located in 3q26.3, which contains 20 exons (191). Among mutations in the PIK3CA gene, about80% occur in the helical and kinase domains; H1047R on exon 20 and E542K and E545K on exon 9 are the three most prevalent mutations (192). Mutations in PIK3CA play important roles in the onset and development of cancer and are found to have a rate of 2–7% in NSCLC, especially squamous cell lung carcinoma. PIK3CA mutations occur in CRC at a rate of 20–30% and often occur concomitantly with KRAS and BRAF mutations. Indeed, PIK3CA is one of the most commonly mutated genes, with a rate of about 30% in breast cancer (193). NCCN guidelines (2019) recommend PIK3CA mutation tests for patients with ER+/HER2- breast cancer. Polytherapy with Alpelisib (PIK3CA inhibitor) and Fulvestrant (estrogen receptor antagonist) can improve the survival rates of patients with breast cancer contaning PIK3CA mutations.

Mutations in PIK3CA can reprogram glutamine metabolism by upregulating GPT2 expression, thereby increasing glutamine dependence of CRC cells. Specifically, the findings of metabolic flux analyses identified a higher rate of glutamine conversion to α-KG in CRC cells with mutated PIK3CA than in wild-type CRC cells. Mutations in the catalytic subunit p110α can upregulate GPT2 expression through the PDK1-RSK2-ATF4 signaling axis, thus increasing CRC cell dependence on glutamine. Blocking this signaling axis can inhibit the growth of CRC cells with mutated PIK3CA. The GPT2 inhibitor AOA can also inhibit the growth of CRC with mutated PIK3CA, but not in wild-type CRC xenografts (142). The results of [13C5]-glutamine tracer studies using mice with subcutaneous, orthotopic, and spontaneous CRC xenografts reveal that glutamine primarily enters the TCA cycle in tumors. Utilization rates of excess glutamine in tissue culture and subcutaneous xenografts, are higher for CRC with mutated PIK3CA than wild-type CRC. Levels of TCA cycle intermediates were shown to be more enriched in an orthotopic model with mutated PIK3CA, than in wild-type tumors (194). PIK3CA mutations induced in the MCF10A human mammary epithelial cell line result in a 50% increase in glutamine uptake and a significant increase in glutamate production (195). Therefore, PIK3CA mutations lead to glutamine addiction in tumors. Intervention in glutamine metabolism could facilitate treatment for cancers with mutated PIK3CA.

Given that CRC cells with mutated PIK3CA are more dependent on glutamine, CB-839 (GLS inhibitor) combined with 5-fluorouracil (5-FU) can significantly induce CRC cell apoptosis when compared with the corresponding monotherapies (196). The most recent results of an ongoing phase I clinical trial (NCT02861300) on CB-839 with Capecitabine (a 5-FU prodrug) for advanced CRC and other solid tumors yielded a better therapeutic outcome for patients with mutated PIK3CA than those with non-mutated cancers.




3.6 Other oncogenes

The activated proto-oncogene ErbB2 (also termed neu or HER2) is a leading cause of breast cancer. More GLS mRNA and protein are expressed in ErbB2-transformed MCF10A than in MCF-10A cells, whereas ErbB2 knockdown downregulates GLS expression. Further research has shown that activated ErbB2 stimulates GLS expression in breast cancer cells through the PI3K/Akt-independent NF-κB pathway (197). If these findings are validated in models in vivo, this could facilitate the identification of novel targets for cancer prevention and treatment.

A V617F mutation in the JAK2 gene mutation is found in most patients with myeloproliferative neoplasms (MPNs). Among the peripheral blood cluster of differentiation CD34(+) cells from patients with MPN, more GLS is expressed in progenitor cells with mutated JAK2 than in progenitor cells with wild-type JAK2 [198]. More vigorous glutamine metabolism and significantly higher GLS expression are also confirmed in murine pro-lymphoid (BaF3) cells with mutated JAK2 when compared with that in cells with wild-type JAK2. Therefore, GLS inhibitors can improve the therapeutic effects of the JAK2 inhibitor Ruxolitinib by enhancing its inhibitory effect against CD34(+) and growth of cells with mutated JAK2 in patients with MPN (198).





4 Strategies to inhibit glutamine metabolism in cancer



4.1 Glutamine metabolism and anticancer immunity

Similar to cancer cells, activated T cells enhance glutamine uptake and metabolism to support mitochondrial anaplerosis, nucleotide synthesis, amino acid production, and redox homeostasis (199–201). Competitive depletion of glutamine by cancer cells in the TME triggers the starvation of activated T lymphocytes and suppresses their proliferation and cytokine production (202). Alternatively, glutamine deprivation impairs the T-lymphocyte-mediated anticancer immune response by promoting Treg cell activation and proliferation (203). Deleting GLS in cancer cells increases interstitial glutamine concentrations to near physiological plasma levels and enhances the overall activation and effector capacity of T lymphocytes (199, 204), suggesting that reducing glutamine confers immunosuppressive effects in the TME. Therefore, the specific inhibition of glutamine metabolism in tumor cells not only inhibits tumor growth but also improves the T cell-mediated antitumor immune response by reversing the “glutamine steal” scenario of tumors (204, 205). The glutamine-mimetic antimetabolite JHU083 disrupts metabolism in various types of tumors and reverses hypoxic, acidic, and nutrient-deprived conditions in the TME. Furthermore, it restores antitumor immunity by inducing T cell activation, extending their lifespan, and promoting memory T cell differentiation (206). These findings have confirmed glutamine metabolism as a metabolic checkpoint in cancer immunotherapy. Transient GLS inhibition can also improve the function of CAR-T cells in a mouse model administered with cellular immunotherapy (207).




4.2 Glutamine metabolism inhibitor

The main inhibitors of glutamine metabolism are glutamine uptake, GLS, GDH, transaminase, and GS inhibitors; glutamine-mimetic antimetabolites; and systemic glutamine-depleting drugs (Table 2). Most metabolic inhibitors targeting cancer remain in preclinical phases, but glutamine-depleting L-asparaginases have already been approved as a standard component of a therapeutic regimen for acute lymphoblastic leukemia (223). Additionally, the GLS inhibitor CB-839 has been used to develop monotherapy and polytherapy with chemotherapy and/or immunotherapy that have entered phase I and II of clinical trials, respectively (Table 3).


Table 2 | Strategies for inhibiting glutamine metabolism.




Table 3 | Clinical trials of glutaminase inhibitor CB-839 (Telaglenastat) against various types of cancers.



L-asparaginases also exhibit glutaminase activity required for durable therapeutic effects against acute lymphoblastic leukemia (243). However, glutamine depletion could cause some adverse effects such as acute pancreatitis, thrombotic complication, and immunosuppression (244). The clinical hypersensitivity led to the development of L-asparaginases with different bacterial origins (245). Human-derived L-asparaginase may be a solution in the future considering the problems of immunosuppression and hypersensitivity. Reversible and asymptomatic elevations in transaminases were the primary adverse effects when CB-839 monotherapy was used to treat hematologic malignancies and solid tumors in clinical trials (226–228). On balance, CB-839 was well tolerated and produced robustly inhibition of GLS in blood platelets and in tumors. Targeted nano-delivery systems have been developed to further improve antitumor efficacy and reduce systemic effect. CB-839 loaded nanoparticles could preferentially accumulate in tumor tissue through enhanced penetration and retention (EPR) effect, known as passive targeting (246). Furthermore, ligand/antibody-modified nanoparticles could recognize overexpressed tumor cell receptor/antigen, which actively targets tumor glutamine metabolism and achieves tumor-specific accumulation of CB-839 (247).





5 Concluding remarks and future perspectives

Many dogmas have been overturned and refined since the discovery of oncogenic metabolic alterations and the rediscovery of the roles played by glutamine and glucose in cancer cell proliferation. Here, we provide an overview of the uptake, transport and metabolism of glutamine, as well as the regulation of glutamine addiction by oncogenes in cancer. The oncogene-driven types of cancer summarized herein are highly dependent on glutamine. Hence, targeting glutamine metabolism could facilitate the pharmacological improvement of cancer therapeutics. In contrast, some oncogenic drivers could allow cancer cells to bypass the need for glutamine by upregulating other metabolic pathways for their cellular growth and proliferation. However, targeted inhibition of some oncogenic drivers can restore cellular reliance on glutamine. Therefore, inhibiting glutamine metabolism and these oncogenic drivers could collectively induce synthetic lethality in cancer cells.

The potent ability of glutamine metabolic inhibitors to enhance the anticancer immune response may be a feasible mechanism through which their therapeutic effectiveness can be improved. Thus, the most favorable glutamine-blocking strategy should be considered. The latest studies show that immune checkpoint blockades exhibit synergistic effects with glutamine uptake inhibitors (248, 249), GLS inhibitor (250), and glutamine-mimetic antimetabolites (206, 251). Additionally, nanowire sensors can be used to monitor changes in the level of cancer-associated proteins and mRNAs (252). Therefore, real-time dynamic monitoring of intratumoral metabolic processes may enable dynamic optimization or adjustment of therapeutic strategies, which is an important step towards developing precision medicine against cancers.

To date, the outcomes of clinical trials using glutamine metabolism inhibitors to treat cancer remain unsatisfactory because of the metabolic plasticity exhibited by cancer cells. Nevertheless, a scientific foundation has been lain for the further assessment of potential targeted molecules and the rational design of polytherapies to maximize clinical efficacy.
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Background

Zinc is a key mineral element in regulating cell growth, development, and immune system. We constructed the zinc metabolism-related gene signature to predict prognosis and immunotherapy response for lung adenocarcinoma (LUAD).





Methods

Zinc metabolism-associated gene sets were obtained from Molecular Signature Database. Then, the zinc metabolism-related gene signature (ZMRGS) was constructed and validated. After combining with clinical characteristics, the nomogram for practical application was constructed. The differences in biological pathways, immune molecules, and tumor microenvironment (TME) between the different groups were analyzed. Tumor Immune Dysfunction and Exclusion algorithm (TIDE) and two immunotherapy datasets were used to evaluate the immunotherapy response.





Results

The signature was constructed according to six key zinc metabolism-related genes, which can well predict the prognosis of LUAD patients. The nomogram also showed excellent prediction performance. Functional analysis showed that the low-risk group was in the status of immune activation. More importantly, the lower risk score of LUAD patients showed a higher response rate to immunotherapy.





Conclusion

The state of zinc metabolism is closely connected to prognosis, tumor microenvironment, and response to immunotherapy. The zinc metabolism-related signature can well evaluate the prognosis and immunotherapy response for LUAD patients.





Keywords: zinc, zinc metabolism, biomarker, prognosis, lung adenocarcinoma, immunotherapy




1 Introduction

Lung cancer is the thorniest cancer in the world, and LUAD is the most prevalent type of non-small cell lung cancer (NSCLC), accounting for about 40% of lung cancer (1). In the past decades, with the increasing understanding of the molecular level, the treatment of lung cancer has undergone profound changes. Surgery or radiation is still the primary treatment for the early stage of lung cancer, while patients with advanced lung cancer have a variety of treatment options, including targeted treatment, immunotherapy, and combined with other therapies (2). Among them, immunotherapy brings great benefits to patients with advanced lung cancer. However, due to the heterogeneity of tumors in different individuals, about 70% of patients with advanced non-small cell lung cancer did not respond to immunotherapy (3). Therefore, the search for new targets still needs to be continued.

Zinc is one of the essential trace elements in the body (4). It is a key component of a variety of enzymes and transcription factors, including oxidoreductase, hydrolase, lyase, synthetase, and ligase, which are involved in regulating DNA synthesis and cell cycle (5, 6). Therefore, the lack of zinc will lead to the disorder of DNA replication process, and then cause the cell to lose control of proliferation and become cancerous. The zinc content in the serum of various cancer patients has been significantly reduced, including breast cancer (7), lung cancer (8), head and neck cancer (9), and prostate cancer (10). In addition, zinc widely affects the immune system of the body (11). Yu et al. found that the influx of zinc increased after T cell receptor (TCR) was initially stimulated, and then accelerated the activation of T cell by lowering the threshold of TCR activation, thereby enhancing the immune response (12). Various zinc finger proteins participate in the regulation of B cell maturation (13, 14). The deficiency of zinc transporter SLC39A10 will cause the decrease of zinc level in macrophages, which leads to p53 mediated apoptosis (15). Zinc deficiency also promotes the production of inflammatory cytokines IL-1β, IL-6, and TNF-α via the MAPK pathway (16). In view of the extensive role of metals such as iron and copper in cancer and the cell death they cause (ferroptosis and cuproptosis) (17), we believe that regulating the content of zinc in the body and targeting the key enzymes in zinc metabolism are expected to become new targets for cancer treatment in the future.

In this study, we constructed ZMRGS, which can accurately predict the prognosis of LUAD patients. It can also well evaluate the immunological characteristics and immunotherapy response of different LUAD patients.




2 Materials and methods



2.1 Data collection and processing

Transcriptome data of LUAD from TCGA was used for the training set. To reduce the impact of non-tumor factors, we excluded the lack of survival data and the samples with OS less than 30 days. Finally, we collected 485 LUAD and 59 normal samples. In addition, we also collected the copy number variation (CNV) data of LUAD in the TCGA database for analysis. The GSE72094 containing 398 LUAD from GEO was used as the validation set. Zinc metabolism-related genes were gathered from the molecular signature database (18).




2.2 Identification of differently expressed zinc metabolism-related genes and enrichment analysis

The differentially expressed zinc metabolism-related genes between tumor and normal tissues in the TCGA dataset were analyzed by ‘limma’ package (19). The screening criteria were set as adjusted p value < 0.05 and log2 |Fold Change| ≥ 1, which were displayed by heatmap and volcano plot. Subsequently, GO/KEGG enrichment analysis was performed on these genes through the ‘clusterProfiler’ package (20). The ‘CNBplot’ package is a tool for Bayesian network inference of enrichment analysis results (21). We used it to infer the gene interaction of key pathways.




2.3 Construction and validation of the zinc metabolism-related gene signature

To build a reliable prognostic signature, we first screened prognostic genes through univariate cox regression analysis and then incorporated them into the LASSO cox regression model to further reduce the number of candidate genes. Finally, the ZMRGS was constructed by multivariate cox regression analysis. The risk score of each LUAD sample = Coefgene1*Expgene1+Coefgene2*Expgene2 … Coefgenen*Expgenen. According to the median risk score, LUAD patients were divided into high- and low-risk groups. KM survival analysis was used to analyze the survival differences between the two groups. Then the risk score of each LUAD patient in GSE72094 was calculated using the same algorithm and the same analysis was performed.




2.4 Nomogram for clinical application

Through cox regression analysis, we explored whether clinical factors affected risk score, and the results were shown by forest plot. To establish a clinically feasible scoring system, based on the results of cox regression analysis, we combined the risk score and the clinical information (p < 0.05) and constructed the nomogram. The reliability of the nomogram was verified by receiver operating characteristic (ROC) curve and calibration curve.




2.5 Gene set enrichment analysis

With the purpose of finding out the reasons that affect the survival differences between two risk groups, we used GSEA software (version: 4.2.3) to study the biological functions and pathways of the two subgroups. The threshold is set to p < 0.05 and false discovery rate (FDR) < 0.25.




2.6 Analysis of tumor environment features

Further to explore the differences in the characteristics of immune molecules in different subgroups, we extensively analyzed a variety of immune molecules, including chemokine, immunostimulator, immunoinhibitor, MHC molecule, and receptor. The correlation between key immune checkpoints and risk score was analyzed by spearman correlation analysis. Then, we used ssGSEA to analyze the composition of 28 kinds of immune cells in the TME (22). The ‘estimate’ package was used to analyze the differences of tumor microenvironment components as a whole (23).




2.7 Prediction of immunotherapy response

The TIDE algorithm is a method to calculate the dysfunction and exclusion of patients to immunotherapy according to the gene expression profile (24). The higher TIDE score means that patients are more prone to immune escape when receiving immunotherapy. We calculated the TIDE score of each LUAD patient and analyzed the response of different subgroups to immunotherapy through chi-square test. In order to further verify the predictive efficacy of zinc metabolism-related gene signature, we used two immunotherapy datasets with complete transcriptome data to verify (1) IMvigor210: a cohort of 298 patients with advanced urothelial carcinoma undergoing anti-PD-L1 (atezolizumab) immunotherapy (25). (2) Checkmate: a cohort of 181 patients with advanced renal cell carcinoma undergoing anti-PD-1 (nivolumab) immunotherapy (26).




2.8 Analysis of drug sensitivity

Based on the Cancer Genome Project (CGP) 2016 data in the ‘pRRophetic’ package (27), we analyzed the sensitivity of several commonly used chemotherapy drugs and compared the differences between the two groups.




2.9 Quantitative real-time PCR (qRT-PCR)

The expression profiles of 6 key genes were verified by quantitative real-time PCR (qRT-PCR). There were 16 paired LUAD and lung tissues used for experiment, which were from patients undergoing lung cancer resection at our center. This study was approved by the Ethics Committee of Sun Yat-sen University Cancer Center (YB2018-85). A TRIzol (TIANGEN, Beijing, China) was used to isolate total RNA from cancer tissue samples and adjacent normal tissue samples. PrimeScriptTM RT Master Mix (ES Science, Shanghai, China) was used to reverse-transcribe complementary DNA. SYBR Green Master Mix (ES Science, Shanghai, China) was used to amplify the target gene. Repeat the qRT-PCR assays for three times in 10ml reaction volume for each sample. The PCR primers used for amplification were as follows: ABCC8, 5′- TCACCTCCGTGGTCTACTATC -3′ (forward),5′- CTTGGTCTGTATTGCTCCTCTC -3′ (reverse); CPS1, 5′- CAACCTGGCAGTTCCTCTATAC-3′ (forward), 5′- ACAGCGTCCATTTCTACTTCTC -3′ (reverse); HMGA2, 5′- CAGGAAGCAGCAG-CAAGAA -3′ (forward),5′- CCAGGCAAGGCAACATTGA -3′ (reverse); HVCN1, 5′- TGCCTGGAACATCAACTACAA -3′ (forward), 5′- CTCCAGGCGGAAGACAAATAA -3′ (reverse); MT1A, 5′- CGCCTTATAGCCTCTCAACTTC -3′ (forward),5′- TAAATGGGTCAGGGTTGTATGG -3′ (reverse); SLC39A11, 5′- CAGCTCTCGTGTTCGTATTCTC -3′ (forward), 5′- AGGATGCCAGTTTCCCATTAC -3′ (reverse); GAPDH, 5′-GATTCCACCCATGGCAAATTC-3′ (forward), 5′- GTCATGAG-TCCTTCCACGATAC -3′ (reverse). By the comparative threshold cycle (2-Ct) method, we calculated the relative expression of these 6 genes by paired test.




2.10 Statistical analysis

All graphs and data analysis were conducted by R software (version: 4.13) and SPSS (version: 26). Chi-square test was used for categorical variables. The continuous variable was used by the Wilcoxon test.





3 Results



3.1 Differently expressed Zinc metabolism-related genes and function enrichment

The flow chart of this study was shown in Figure 1. By analyzing the transcriptome differences between LUAD and normal tissues, we obtained 33 differentially expressed zinc metabolism-related genes (Figure 2A), of which 11 were up-regulated and 22 were down-regulated (Figure 2B). Based on the TCGA database, 31.6% (176/557) of the samples had gene mutations (Figure 2C), of which CPS1 mutation rate was the highest, reaching 11%. In addition, the proportion of CNV gain of most genes was higher, only the results of GATA1 and OTC were opposite (Figure 2D). The position of 33 genes on the chromosome was shown in Figure 2E. GO/KEGG enrichment analysis results showed that these genes were mainly concentrated in zinc metabolism activities, zinc homeostasis, and metabolism of various nutrients (Figures 2F, G). Then, we conducted the Bayesian network analysis on the key zinc metabolism pathway (zinc homeostasis and response to zinc) and showed the interaction between genes (Figures 2H, I).




Figure 1 | Flowchart in this study.






Figure 2 | Characteristic of zinc metabolism-related genes in LUAD. (A) Heatmap showing the differences of zinc metabolism-related genes in LUAD and normal samples. (B) Volcano plot exhibiting 22 down-regulated and 11 up-regulated genes. (C) Gene mutation landscape of LUAD in TCGA. (D) The CNV mutation frequency of 33 zinc metabolism-related genes. (E) Chromosome position and alteration of zinc metabolism-related genes. (F) GO enrichment analysis. (G) KEGG enrichment analysis. Gene interaction network diagram in zinc ion homeostasis (H) and response to zinc ion (I).






3.2 Construction and validation of the zinc metabolism-related gene signature

Univariate cox regression found that 9 genes were associated with prognosis (Figure S1). Based on the minimal lambda value of LASSO regression, we identified 8 genes (Figures 3A, B). Then, six key genes and their coefficients were obtained through multivariate cox analysis (Figure 3C). Risk score = -ABCC8*0.407001+CPS1*0.105130+HMGA2*0.192565-HVCN1*0.300203+MT1A*0.123295+SLC39A11*0.207582. KM survival analysis showed that the prognosis of low-risk group was better (p = 0.00014, Figure 3D). The distribution of risk scores showed that more people in high-risk groups died (Figure 3E). Figure 3F showed the expression of six key genes. In addition, similar results were obtained in GSE72094 (Figures 3G–I). The qRT-PCR showed that a high expression of CPS1, HMGA2, and SLC39A11 was found in tumor compared with adjacent normal tissues by 16 paired LUAD samples from our center, while the expression of ABCC8, HVCN1, and MT1A was lower in tumor (Figure 3J).




Figure 3 | Construction and validation of ZMRGS. (A) Tenfold cross-validation in LASSO model. (B) LASSO coefficients of 9 prognostic-related genes. (C) 6 key zinc metabolism-related genes and their coefficients. (D) Kaplan-Meier survival analysis in TCGA cohort. (E) Distribution of risk score and OS status in TCGA cohort. (F) Heatmap of 6 zinc metabolism-related genes in TCGA cohort. (G) Kaplan-Meier survival analysis in GSE72094. (H) Distribution of risk score and OS status in GSE72094. (I) Heatmap of 6 zinc metabolism-related genes in GSE72094. (J) The mRNA expressions of ABCC8, CPS1, HMGA2, HVCN1, MT1A and SLC39A11 by qRT-PCR. *p < 0.05, **p < 0.01.






3.3 Establishment of the nomogram

Univariate and multivariate cox regression analysis all showed that risk score was an independent risk factor affecting the prognosis of LUAD (Figures 4A, B). Then, based on the above results, we built the nomogram to provide the basis for clinical practice (Figure 4C). The area under curve (AUC) values in 1, 3, and 5 years were 0.793, 0.741, and 0.722 respectively (Figure 4D). The correction curve also showed that the predicted value was consistent with the actual results (Figure 4E).




Figure 4 | Construction of the nomogram to predict the prognosis of LUAD. Univariate (A) and multivariate (B) Cox regression analysis of risk score. (C) Nomogram for the prediction of 1-, 3- and 5-year survival probability. (D) Time-dependent ROC analysis of the nomogram. (E) Calibration curves for evaluating the accuracy. **p < 0.01, ***p < 0.001.






3.4 Potential functions and pathways in different subgroups

Based on GSEA, we analyzed the functional and pathway differences between different subgroups. GO enrichment analysis showed that there were a large number of pathways related to cell proliferation and cell cycle regulation in high-risk group (Figure 5A). In the low-risk group, a large number of immune-related pathways were activated (Figure 5B). The results of KEGG enrichment analysis also confirmed the above conclusions (Figures 5C, D).




Figure 5 | Gene set enrichment analysis between two ZMRGS groups. GO enrichment in high-risk group (A) and low-risk group (B). KEGG enrichment in high-risk group (C) and low-risk group (D).






3.5 Immune molecule analysis

To investigate the differences of immune molecules between different subgroups, we systematically analyzed the differences between chemokine, immunostimulator, immunoinhibitor, MHC molecule, and receptor (Figures 6A–E). There were obvious differences in the expression of most immune molecules, and almost all immune molecules were more abundant in the low-risk group. Subsequently, we also analyzed the correlation between several key immune checkpoints and the risk score. The results showed that except CD276, the other immune checkpoints were negatively correlated with risk score, while the immune checkpoints were positively correlated (Figure 6F).




Figure 6 | Immune-related molecular characteristics. (A) Chemokine. (B) Immunostimulator. (C) Immunoinhibitor. (D) MHC molecule. (E) Receptor. (F) Correlation circle of risk score and immune checkpoints. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.






3.6 Differences of the tumor environment

Based on ssGSEA algorithm, we found that up to 16 kinds of immune cells were significantly infiltrated in the low-risk group (57.1%), while only CD4 T cell and type 2 T helper cell were significantly infiltrated in the high-risk group (7.14%) (Figure 7A). The ESTIMATE algorithm showed that the low-risk group had a higher immune score (Figure 7B) and a lower tumor purity (Figure 7C). However, there was no significant difference between the stromal score (Figure 7D).




Figure 7 | Differences in TME and prediction of immunotherapy response. (A) The differences in the proportions of 28 immune cells between two ZMRGS groups by ssGSEA. Results of immune score (B), tumor purity (C), and stromal score (D) in two groups. (E) The results of TIDE score. (F) Response to immunotherapy from TIDE algorithm. Kaplan–Meier analysis by ZMRGS for patients in the IMvigor210 cohort (G) and Checkmate cohort (H). *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.






3.7 Prediction of immunotherapy response by TIDE and immunotherapy datasets

The results of TIDE suggested that the high-risk group had the higher TIDE score and exclusion score, while the low-risk group had higher dysfunctional score (Figure 7E), which meant that the high-risk group patients were more prone to immune escape. The result of response to immunotherapy also showed that the low-risk group was more likely to be responsive to immunotherapy (chi-square test, p < 0.0001, Figure 7F). In addition, we conducted KM survival analysis by using two independent immunotherapy datasets, and the results showed that the prognosis of high-risk patients was worse (IMvigor210: p = 0.0079, Checkmate: p = 0.003, Figures 7G, H).




3.8 Analysis of drug sensitivity

According to the data from Cancer Genome Project (CCP) 2016 in the ‘pRRophetic’ package, we analyzed the relative sensitivity of various drugs. The overall drug sensitivity analysis results were shown in Figure S2. Surprisingly, the high-risk group was more sensitive to common drugs (Figures 8A–H).




Figure 8 | Chemotherapy sensitivity analysis. (A) Cisplatin. (B) Docetaxel. (C) Doxorubicin. (D) Etoposide. (E) Paclitaxel. (F) Vinblastine. (G) Gemcitabine. (H) Vinorelbine.







4 Discussion

Research on the connection between zinc and cancer has made some hopeful strides in recent years. Zinc widely affects the proliferation of tumor cells and the function of immune system (28), more and more studies have proved that zinc plays an irreplaceable role in the occurrence and development of tumors. However, the study of key genes in zinc metabolism is rare. As far as we know, this is the first study to analyze the prognostic value and immune characteristics of zinc metabolism-related genes in LUAD.

In this study, we analyzed the genomic changes of zinc metabolism-related genes in LUAD and constructed the ZMRGS. The signature showed superior prediction ability. To get closer to clinical practice, we combined the signature with TNM staging to construct the nomogram. The prognostic signature of this study was composed of six genes (ABCC8, CPS1, HMGA2, HVCN1, MT1A, and SLC39A11). Previous studies had described the partial relationship between these genes and tumors. ABCC8 is a member of the MRP family involved in multidrug resistance. It was regarded as a prognostic marker for glioma and could predict chemosensitivity (29). CPS1 was thought to be involved in metabolic reprogramming in hepatocellular carcinoma, thus affecting the occurrence of tumors (30). The development of inhibitors for CPS1 also shows potential therapeutic potential (31). The high expression of HMGA2 in lung cancer indicates a worse prognosis, which is consistent with our findings. Vivo experiments have confirmed that overexpression of HMGA2 can inhibit the proliferation and metastasis of lung cancer, so HMGA2 is expected to become a new target for the treatment of lung cancer (32). HVCN1 is the only gene encoding mammalian proton channel. Zinc ion can promote cell apoptosis and inhibit the invasion and metastasis of glioma cells by inhibiting the activity of HVCN1 in vivo and in vitro. MT1A is involved in DNA damage reaction and metal homeostasis and is therefore inseparable from the occurrence and development of tumors (33). SLC39A11 is a zinc transporter, which can inhibit the cloning of LUAD cells after being knocked down in vitro (34).

Zinc is involved in the formation of various enzymes that regulate cell cycle. Lack of zinc will lead to abnormal cell proliferation and then carcinogenesis. Through GSEA analysis, we found that a variety of cell cycle-related pathways were activated in high-risk group, which may be the reflection of zinc regulation of cell cycle disorder leading to poor prognosis of LUAD patients in our model. In addition, both non-specific and specific immune systems are affected by zinc, involving the proliferation, differentiation, and apoptosis of immune cells (35). Our research also found that there were a large number of immune pathways enriched and higher expression of immune molecules in the low-risk group, indicating that the low-risk group immune pathway was activated. The results of ssGSEA also confirmed that various immune cells infiltrated in the low-risk group. These results indicate that the low-risk group was in the state of immune activation on the whole. Abundant immune cell infiltration means that it is more likely to display a better response to immunotherapy (36). Subsequently, we predicted the response to immunotherapy through the TIDE algorithm. The results showed that, as we expected, the high-risk group had a higher TIDE score and was more prone to immune escape and the low-risk group showed excellent immunotherapy response (47.7% vs 27.3%). To verify the reliability of the results of TIDE, we used two datasets of anti-PD-1/PD-L1 immunotherapy for further analysis. The results, without exception, suggest that patients in the low-risk group had better prognosis when receiving immunotherapy. Although great progress has been made in immunotherapy, only 20% of patients with NSCLC respond to immune checkpoint inhibitors (ICIs) (37). Previous studies have confirmed that ICIs combined with chemotherapy could improve the effectiveness of immunotherapy (38); hence, we also analyzed the sensitivity of chemotherapy drugs and found that the high-risk group was more sensitive to multiple chemotherapy drugs. Therefore, immunotherapy combined with chemotherapy for the high-risk group may be an option to improve the prognosis of such patients. These results provided a reliable basis for our ZMRGS to be applied in clinical practice and provide different treatment guidance for different LUAD populations.

There are some limitations in this study. First of all, the data we analyzed was from the public database, and further multi-center clinical trial verification is still needed in the future. Secondly, due to the lack of transcriptome datasets of LUAD immunotherapy, the prediction of immunotherapy was only based on some machine algorithms. Finally, the potential role of these key zinc metabolism-related genes in lung cancer still needs further basic experimental exploration.

In conclusion, we have constructed a new and reliable zinc metabolism-related gene signature, which can effectively predict the prognosis of LUAD patients and distinguish the immune status of different LUAD patients. More importantly, it can distinguish and give LUAD patients with different immune states more appropriate treatment to improve their prognosis.
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Multiple myeloma (MM) is characterized by the clonal expansion of malignant plasma cells in the bone marrow (BM). MM remains an incurable disease, with the majority of patients experiencing multiple relapses from different drugs. The MM tumor microenvironment (TME) and in particular bone-marrow stromal cells (BMSCs) play a crucial role in the development of drug resistance. Metabolic reprogramming is emerging as a hallmark of cancer that can potentially be exploited for cancer treatment. Recent studies show that metabolism is further adjusted in MM cells during the development of drug resistance. However, little is known about the role of BMSCs in inducing metabolic changes that are associated with drug resistance. In this Perspective, we summarize current knowledge concerning the metabolic reprogramming of MM, with a focus on those changes associated with drug resistance to the proteasome inhibitor Bortezomib (BTZ). In addition, we present proof-of-concept fluxomics (glucose isotope-tracing) and Seahorse data to show that co-culture of MM cells with BMSCs skews the metabolic phenotype of MM cells towards a drug-resistant phenotype, with increased oxidative phosphorylation (OXPHOS), serine synthesis pathway (SSP), TCA cycle and glutathione (GSH) synthesis. Given the crucial role of BMSCs in conveying drug resistance, insights into the metabolic interaction between MM and BMSCs may ultimately aid in the identification of novel metabolic targets that can be exploited for therapy.
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1 Introduction

Multiple myeloma (MM) is an incurable B-cell neoplasm characterized by the clonal expansion of malignant plasma cells in the bone marrow (BM) (1). MM is the 2nd most common hematological malignancy (2) and accounted for 2.1% of all cancer deaths in the USA in 2022 (3). Over the last decade therapeutic advances (4), including the proteasome inhibitor Bortezomib (BTZ, VELCADE®) (1, 5), led to improvement in overall MM survival (1). BTZ targets mainly the β5(i)/β1(i) subunits of the 26S proteosome (6), resulting in a cascade of events that include the unfolded protein response (UPR) and amino acid deprivation, ultimately leading to cell death (7–9). However, MM remains an incurable disease, with only 57.9% of MM patients reaching 5 years survival (2012–2018) (3) and ultimately most MM patients relapse after BTZ treatment (10, 11). MM cells can develop drug resistance via multifactorial mechanisms (4, 8). In case of BTZ resistance, adaptation mechanisms include alterations at the level of the proteosome (mutations in the proteosome binding pocket, reduction of the 19S proteosome subunit, up-regulation of proteasomal machinery), upregulation of heat-shock proteins, genetic changes, activation of the aggresome-autophagy pathway, interactions within the MM tumor microenvironment (TME) and metabolic alterations (6, 8, 12, 13).

Metabolic reprogramming is regarded as an emerging hallmark of cancer (14–16) and is a potential target for cancer treatment (17). Metabolic rewiring fulfils the higher requirements of cancer cells for energy, building blocks for biosynthetic pathways and helps to maintain redox balance. These metabolic changes can be driven by genetic alterations, but can also be induced by the TME (18) and support both metastasis (16) and drug resistance (19). Metabolic reprogramming is a key feature of MM (7, 20) and metabolism further changes during the development of BTZ resistance (20–27). However, the influence of the MM TME on metabolic reprogramming of MM cells and its effect on drug resistance is still poorly understood.

In this perspective, we will highlight the most prominent metabolic alterations in MM and their contribution to drug resistance. Next, we will describe the current knowledge on the metabolic interactions between the BM TME and MM cells. As a proof-of-concept, we present novel data linking MM metabolic alterations induced by bone-marrow stromal cells (BMSCs) to drug resistance. Finally, we highlight how future studies on MM TME metabolism in the context of drug resistance can open novel therapeutic avenues for (relapsed) MM.




2 Multiple myeloma metabolism and its involvement in drug resistance



2.1 Glycolysis, serine synthesis pathway and pentose phosphate pathway

Glycolysis encompasses the breakdown of glucose into pyruvate, generating ATP and NADH. Most cancers are highly dependent on glycolysis (14, 28) and characterized by an increased production of lactate from pyruvate in the presence of oxygen. This so-called Warburg effect (29, 30) entails a faster, but less productive ATP generation compared to oxidative phosphorylation (OXPHOS) (31, 32). In addition to energy production, glycolytic intermediates can branch off into the pentose phosphate pathway (PPP) or serine synthesis pathway (SSP) to support the biosynthetic needs of cancer cells (33–35).

Like most cancers, MM cells show an increased glycolic flux (Figure 1A) (19), which is sustained by increased expression of glucose transporters (GLUTs) (36) and glycolytic enzymes such as hexokinase 2 (HK2) (37, 38), phosphofructokinase (PFK) (39), pyruvate kinase M2 (PKM2) (40–42), pyruvate dehydrogenase kinase 1 (PDK1) (43, 44) and lactate dehydrogenase A (LDHA) (43, 45). The generated lactate is exported by monocarboxylate transporters (MCTs) (46–48) and promotes a pro-tumorigenic extracellular environment (49). In addition to glycolysis, both the PPP and SSP are upregulated in MM (Figure 1A). Glucose-6-phosphate dehydrogenase (G6PD), the rate limiting enzyme of the PPP, and its regulator protein disulfide isomerase family A member 3 pseudogene 1 (PDIA3P) are increased in MM patients (50). Notably, expression of glycolytic and PPP enzymes, such as LDHA, PDK1, PKM2, G6PD and PDIA3P, are also associated with poor prognosis (41, 51, 52) and low survival (50, 53) in MM patients. Furthermore, levels of 3-phosphoglycerate dehydrogenase (PHGDH), the rate-limiting enzyme of the SSP, were found to be increased in MM cell lines (54) and in MM patient cells compared to normal B-cells (35). In both plasma and BM of MM patients, serine levels decrease inversely proportional to the stage of the disease (55), which could be indicative of increased serine consumption as disease progresses.




Figure 1 | Overview of MM metabolism. Altered metabolic pathways in MM cells (A) and the most prominent metabolic alterations in BTZ-resistant MM cells (B). Pathways involved in central carbon metabolism are presented in red boxes and width of the arrows indicate increased flux in BTZ-resistant cells. Metabolism of MM cells is further upregulated during BTZ resistance, with special importance in the SSP, PPP, TCA cycle, OXPHOS and GSH synthesis. PPP, pentose phosphate pathway; R5P, ribose 5-phosphate; ROS, reactive oxygen species; GSH, glutathione; Antiox, antioxidative response; SER, serine; FFAs, free fatty acids; ASN, asparagine; ASP, aspartate; GLU, glutamate; PRO, proline; OXPHOS, oxidative phosphorylation; CoQ10, coenzyme Q10; MM, multiple myeloma; BTZ, bortezomib.



When MM cells become resistant to BTZ, glycolysis (45, 56, 57), PPP (26, 50, 53) and SSP (26, 35, 54) are even further upregulated. This metabolic remodeling of BTZ-resistant MM cells (Figure 1B) is characterized by higher glucose uptake and lactate secretion (26, 45, 58), with upregulation of MCTs being related to low treatment response (59). Also hypoxic environment, a characteristic of MM tumors in vivo, increases the expression of several glycolytic enzymes (60) and has been related to drug resistance in MM (45, 56, 57). Furthermore, the SSP enzyme PHGDH is upregulated in MM cells from BTZ refractory patients and in BTZ-resistant cell lines (26, 35). In line with these findings, overexpression of PHGDH induces BTZ resistance and cell growth (35), whereas PHGDH inhibition or serine starvation enhance BTZ toxicity (26, 54). BTZ exposure is linked to the overproduction of reactive oxygen species (ROS), which triggers cell death. Since both PPP and SSP play important roles in the antioxidant response, these pathways are likely to counteract BTZ-induced oxidative stress (26, 35, 54, 58).




2.2 Mitochondrial energy metabolism and associated pathways

Pyruvate can be converted to acetyl-CoA and further oxidized in the mitochondrial tricarboxylic acid (TCA) cycle to generate reducing equivalents, which in turn are used for OXPHOS to produce ATP (61). Intermediates of the TCA cycle can also serve as building blocks for the biosynthesis of lipids and nucleotides. In addition to pyruvate, other sources can replenish the TCA cycle, such as fatty acids and amino acids, such as glutamine.

OXPHOS has been described as an important energy source for MM (21, 62, 63) (Figure 1A). Several studies show that high expression of mitochondrial enzymes of TCA cycle and OXPHOS are correlated with poor survival (21, 26, 58). MM cells mostly depend on glutamine to feed the TCA cycle (64, 65), supported by overexpression of Glutaminase-1 (GLS1) and glutamine transporters ASCT2, LAT1 and SNAT1 (65). Interfering with glutamine availability through inhibition of glutamine transporters or GLS or via glutamine starvation hampered cell viability in MM cells (64–66). In addition, lipid metabolism is emerging as an important pathway for MM proliferation. Acetyl-CoA synthetase 2 (ACSS2; involved in β-oxidation) expression is increased in MM patients (67) and inhibition of β-oxidation with Etomoxir (a CPT1 inhibitor) and/or Orlistat (a Fatty acid synthase (FASN) inhibitor), decreased MM proliferation (68). Furthermore, the membrane transporter fatty acid binding protein (FABP) (69, 70) as well as fatty acid import (55, 71) are also increased in MM. Support of biosynthetic pathways appears to be another important function of the TCA cycle. For example, inhibition of de novo pyrimidine synthesis from aspartate resulted in MM cell death (72). Pyrroline-5-carboxylate reductase 1 (PYCR1), involved in proline synthesis, showed increased expression in MM patients, which correlated with poor survival (73). In line, combinational treatment of BTZ and paragyline (PYCR1 inhibitor) showed a synergistic effect on MM (73).

OXPHOS and ATP production are especially high in BTZ-resistant cells (21, 62, 74) (Figure 1B). In addition, the mevalonate pathway is upregulated in BTZ-resistant MM cells, which generates the electron carrier coenzyme Q10 (CoQ10) and is thereby important for electron transport chain (ETC) function (21). This dependence of resistant MM cells on OXPHOS makes them susceptible to its inhibition. The mevalonate pathway inhibitor simvastatin lowered CoQ10 levels in BTZ-resistant cells, which is accompanied by decreased levels of TCA cycle metabolites and an enhanced BTZ-induced cell death both in vivo and in vitro (21). In line with these findings, the use of statins in MM patients is associated with reduced mortality (75) and lower levels of serum M protein, an indicator of MM remission (76). Glutamine addiction is a second signature that is further enhanced in BTZ resistance (21, 77) as is GOT1 expression (58). In line, GLS1 inhibition in MM cells resulted in a decrease of PI resistance (72), further underscoring the importance of glutaminolysis and associated biosynthetic pathways in MM drug resistance.





3 Metabolic interactions in the MM tumor microenvironment could enhance drug resistance

MM resides in a complex permissive niche of heterogeneous cells, forming the TME (78, 79), which is composed of cellular and non-cellular components (1, 20, 80) and plays a pivotal role in promoting tumorigenesis and drug resistance (81–84). Within the MM TME, bone-marrow stromal cells (BMSCs) are thought to be crucial in promoting MM drug resistance, which has been described to be induced through direct cell adhesion (84–90) and soluble factors (79, 91–94), as well as via different signaling pathways. BMSCs, especially fibroblasts, can be activated by soluble factors and turn into cancer-associated fibroblasts (CAFs). For example, it was observed that mesenchymal stromal cells (MSCs) express tumorigenic markers such as alpha smooth muscle actin (αSMA) when co-cultured with MM cells or by addition of MM-derived factors (95). In addition, αSMA expression was increased in BM and MSCs of resistant MM patients (96). The expression of fibroblast activation protein (FAP) increases in stromal cells after co-culture with MM cells (88) or with MM exosomes (97). Together, this suggests that the presence of MM cells induces a CAF-like phenotype in BMSCs.

It is known from other tumor types that cells in the TME can engage in metabolic crosstalk and cross-feeding with tumor cells in an adaptable manner and according to the tumor’s needs. For example, autophagy in CAFs has been described to feed cancer cells via the excretion of several amino acids, including proline, alanine or glutamine (98–102), and other fuel molecules such as fatty acids, ketone bodies, pyruvate and lactate (103, 104). In MM, autophagy in BM fibroblasts has been linked to drug resistance. Proteomics data indicate that upon BTZ exposure, BM fibroblasts from BTZ-resistant patients upregulate proteins and markers that are associated with cellular stress and autophagy (105). Autophagy in these fibroblasts is induced by TGFβ, a factor secreted by both BM fibroblasts and MM cells (106, 107) and inhibition of TGFβ could overcome BMSCs derived-BTZ resistance (105). Furthermore, bidirectional mitochondrial transfer can take place in direct contact between BMSCs and MM cells, enhancing mitochondrial activity and drug resistance in MM cells (82, 91, 108, 109). Recent reports also suggest that BMSCs can engage in metabolic crosstalk with MM cells. For example, glutamine demand in MM cells induced glutamine synthesis in the neighboring MSCs (110). MM-BMSCs exosomal crosstalk is positively regulated by an increased glutamate secretion and fine-tuned according to the metabolic demands (111). Such cross-talk will likely result in metabolic changes in MM cells. Moreover, many of the signaling pathways that are regulated by MM-BMSCs interactions are known to regulate downstream metabolic pathways (45, 112–119). However, little is known about the specific metabolic changes that occur in MM upon interaction with BMSCs and, importantly, how these changes contribute to the observed drug-resistance phenotype.

To better understand the metabolic interactions between MM and BMSCs, we developed a non-direct co-culture system using BMSCs (HS5 and HS27a) and MM (RPMI8226) cell lines (Figure 2A). Flow cytometry-based cell viability assays confirmed that MM cells in co-culture become resistant to BTZ treatment, consistent with previous reports (120, 121) (Figure 2B). We next questioned whether metabolic changes induced in MM cells by BMSCs co-culture match those changes known to be involved in the development of BTZ resistance. Previous studies have shown that direct contact between MM and BMSCs increases mitochondrial metabolism as measured with oxygen consumption rate (OCR) (108, 109), which is also known to be important in BTZ resistance (21). Seahorse experiments in our system proved that indirect co-culture also significantly induces ATP-coupled OCR respiration (ATP-linked OCR), confirming the occurrence of a metabolic switch in MM cells upon co-culture with BMSCs (Figure 2C). To study this BMSCs-induced metabolic rewiring in more detail, MM cells were cultured alone or together with BMSCs in media containing [U-13C]–glucose to track glucose metabolism under these conditions (Figure 2A). Pathway enrichment analysis of total metabolite levels (i.e. the sum of all isotopologues) showed that BMSCs co-culture induces significant changes in MM cells (Figure 2D). Of note, amino acid metabolic pathways ranked amongst the most impacted pathways in co-cultured MM cells. Alanine, aspartate and glutamate metabolic pathways, which are linked to TCA cycle metabolism, were enriched in co-cultures with both HS27a and HS5 cells, whilst glycine and serine metabolism were significantly impacted in MM-HS5 co-cultures (Figure 2D). Additionally, PPP, TCA cycle and glutathione (GSH) metabolism were significantly upregulated in both co-cultures (Figure 2D). These data show that many pathways previously described to be of importance for BTZ-resistance are also significantly altered when MM cells are co-cultured with BMSCs.




Figure 2 |     MM-BMSCs co-culture induces metabolic reprogramming and drug resistance-like metabolism. (A) Experimental layout for indirect co-culture of MM and BMSCs and overview of performed experiments. HS27a and HS5 human BMSCs were seeded in 12-well plates and allowed to attach overnight. Medium was replaced and RPMI8226 human MM cells were introduced in the upper chamber of Transwells® (TWs) (Corning, 0.4um, 12 well, polystyrene plates) with a seeding density of 1e5 cells/well, with a total volume of 3 mL/well. After 48h co-culture, MM cells were harvested for metabolomics or Seahorse assays or treated with Bortezomib (BTZ) for viability assays. For metabolomics experiments, media consisted of DMEM media containing 25 mM [U-13C]–glucose, 2mM glutamine and Penicillin Streptomycin. Metabolite extraction and LC-MS (pHILIC-QExactive) analysis were performed as described (26). For Seahorse experiment, MM cells were resuspended in Base DMEM Sigma D-5030 pH 7.4 supplemented with the same concentration of glucose, glutamine and Penicillin Streptomycin as metabolomics media and adding 5mM HEPES-NaOH and 21mM NaCl. After co-culture, MM cells were harvested and seeded and experiment was performed as previously described (21). For viability assays, different concentrations of BTZ (0, 5, 10 nM) were added for an additional 24h, after which MM cells were harvested, stained with the cell death die eFluor506 (BioScience; according to the manufacturer’s instructions) and then analyzed by flow cytometry (CytoFLEX). (B) Viability in MM cells after BTZ exposure in co-culture conditions: mc, mono-culture MM (light pink); cc-HS27a, co-culture MM with HS27a (orange); cc-HS5, co-culture MM with HS5 (dark pink). Data was analyzed with FlowJo™ and normalized to untreated cells (0 nM BTZ). Error bars depict SD of 3 independent wells from a representative experiment. (C) ATP-linked OCR of MM cells after co-culture conditions; mc: mono-culture MM (light pink); cc-HS27a: co-culture MM with HS27a (orange); cc-HS5: co-culture MM with HS5 (dark pink). The OCR was measured over time using the XFe24 Analyzer and ATP-linked OCR was calculated as the difference in OCR at basal conditions and after the addition of Oligomycin A. Error bars depict SD of 6-7 wells from a representative experiment. (D) Pathway enrichment analysis comparing mono- with BMSCs (HS5 or HS27a) co-cultured MM cells. Analysis was performed using Metaboanalyst package in R studio. A bigger pathway impact with smaller combined p-value (y-axis) is indicated as orange points (cc-HS27a) and dark pink points (cc-HS5) and it represents more reliably perturbed pathways in co-cultured vs. mono-cultured MM cells. (E) Schematic diagram of fluxomics, depicting the fate of 13C carbon into glycolysis, SSP, TCA cycle and GSH synthesis following [U-13C]–glucose uptake. Labeled and unlabeled C are represented with colored versus uncolored circles, respectively. (F) Metabolomic flux of [U-13C]–glucose into selected SSP and TCA cycle metabolites under mono- and co-culture conditions. Quantification of 13C-labeled peak areas (upper) and 13C-labeled fraction of total levels (lower) of serine (SER), glycine (GLY), glutathione (GSH), citrate, α-ketoglutarate (α-KG) and malate. Peaks were analyzed using TraceFinder software and isotopologue distribution was corrected for natural abundance of 13C. Data are presented as mean ± SD. Different colors represent the different isotopologues, whereby unlabeled metabolites (M+00) are grey, and 13C-labeled isotopologues are represented with yellow to red colors. Statistical significance was determined with TWO-way ANOVA. * P < 0.05, ** P < 0.01, *** P < 0.001. ALA, alanine; ASP, aspartate; GLU, glutamate; GLY, glycine; SER, serine; PPP, pentose phosphate pathway; TCA cycle, tricarboxylic acid cycle; α-KG, α-ketoglutarate; GLN, glutamine; GSH, glutathione; THR, threonine; BTZ, bortezomib; MM, multiple myeloma; mc, mono-culture MM; cc-HS27a, co-culture MM with HS27a; cc-HS5, co-culture MM with HS5; OCR, oxygen consumption rate.



To understand the contribution of glucose to these pathways, we analyzed the isotopologue distribution in SSP and TCA cycle metabolites (Figures 2E, F). When cells are cultured in [U-13C]–glucose, the SSP produces 13C3-serine (M+03). Serine (M+03) can be converted into glycine and subsequently into the antioxidative tripeptide GSH, both predominantly presenting the M+02 isotope (Figure 2E). Co-culture of MM cells with BMSCs, and particularly with HS5 cells, resulted in an increased synthesis of serine from glucose compared to MM mono-culture, as evidenced by higher absolute and fractional levels of 13C-labeled serine (Figure 2F). Downstream from serine, co-culture also increased the synthesis of glycine and GSH from [U-13C]–glucose (Figure 2F), as we also observed before in BTZ-resistant MM cells (26). In the TCA cycle, labelling from [U-13C]–glucose results in the formation of (predominantly) 13C2-citrate, -α-ketoglutarate and -malate (Figure 2E). Indeed, co-culture of MM with BMSCs increased both the levels of 13C-labelled TCA cycle metabolites, as well as the fractional contribution of glucose to this pathway, indicative of a higher glucose flux towards the TCA cycle (Figure 2F). Together, these results indicate that (metabolic) interactions between MM cells and BMSCs enhance SSP, TCA cycle and OXPHOS, which are key metabolic pathways in the adaptive response to BTZ.




4 Future prospects

Despite the interest in unveiling the crosstalk between MM and BMSCs, little is currently known about the metabolic interaction between these two cell types, especially in the context of drug resistance. So far, metabolic alterations related to BTZ resistance have mainly been studied in BTZ-resistant MM cell lines in mono-culture, in which drug resistance is induced by continuous drug exposure (122). Drug resistance in MM can be multiparametric, but the importance of the MM TME and especially BMSCs in driving drug resistance is widely accepted. In fact, recent studies showed the importance of targeting CAFs (123) and stroma interactions (124) to overcome drug resistance in MM. Here, we provide proof-of-concept data that demonstrate a previously unappreciated metabolic MM-BMSCs network in which indirect co-culture induces metabolic reprogramming and drug resistance-like metabolism in MM cells. This clear correlation between metabolic rewiring and BTZ resistance in the MM TME encourages further studies to determine the causal mechanism and further metabolic effects, which will benefit novel therapeutic paradigms, ultimately improving the treatment of relapsed MM.

First, to understand which metabolic vulnerabilities can be targeted in the MM TME, there is a need to unveil both commonly and differentially altered pathways induced by direct and indirect co-culture of MM with BMSCs. Most studies in terms of MM-BMSCs interaction have been performed in direct co-culture systems (86, 121), in which also metabolic alterations associated with mitochondria transfer have been reported (108, 109). Since cells in our co-culture system have no direct contact, our data point to a role for soluble factors in mediating MM metabolic rewiring. Indeed, several studies suggest that direct and indirect metabolic communication between MM and BMSCs could show common features and induce similar changes at the transcriptome and regulome level (115), as well as similar pathway activation (116, 117) and secretion of soluble factors (89).

A second open question is the precise mechanism underlying soluble factors-triggered metabolic changes in MM. Cytokines and growth factors released by MM cells or BMSCs can induce activation of metabolic enzymes, including the ones involved in antioxidant response and mitochondrial metabolism (60, 112, 125, 126), promoting drug resistance (127). Metabolites released by BMSCs may also directly feed into the metabolism of MM cells, as has been described in MM adipocytes (71, 128, 129). MSCs from MM patients showed increased glycolytic rate and lactate export compared to healthy donors (130). As (TME-derived) lactate can be used as a fuel for OXPHOS in MM cells (131), such metabolic cross-feeding could explain the higher ATP-linked OCR observed in MM cells under co-culture.

Finally, we here focused on energy metabolism and associated pathways, but many more metabolites are linked to MM drug resistance, including amino acids such as glutamate, proline (73, 113) or aspartate (72, 132). Lipid metabolism and β-oxidation have also been reported to be further enhanced in MM drug resistance (133–137), making interfering with lipid metabolism an interesting strategy to target resistance (68, 134). In addition, metabolites with immunosuppressant properties and that can also affect MM development are increased in MM in the context of the BM, including adenosine (138) and 2-deoxy-D-ribose (139, 140). Further elucidation of the BMSCs-induced metabolic rewiring in MM, including using different 13C/15N-labelled tracers and metabolomic and lipidomic approaches, will therefore likely unveil additional metabolic vulnerabilities in the MM TME.

In conclusion, this Perspective highlights the metabolic interactions within the TME that play a substantial role in drug response. Understanding this metabolic crosstalk will ultimately open new avenues to improve MM therapy.
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Background

Mitochondrial metabolism and mitochondrial structure were found to be altered in high-grade serous ovarian cancer (HGSOC). The intent of this exploration was to systematically depict the relevance between mitochondrial metabolism-related genes (MMRGs) and the prognosis of HGSOC patients by bioinformatics analysis and establish a prognostic model for HGSOC.





Methods

First of all, screened differentially expressed genes (DEGs) between TCGA-HGSOC and GTEx-normal by limma, with RNA-seq related HGSOC sourced from The Cancer Genome Atlas (TCGA) and the Genotype-Tissue Expression (GTEx) database. Subsequently, expressed MMRGs (DE-MMRGs) were acquired by overlapping DEGs with MMRGs, and an enrichment analysis of DE-MMRGs was performed. Kaplan-Meier (K-M) survival analysis and Cox regression analysis were conducted to validate the genes’ prognostic value, Gene Set Enrichment Analysis (GSEA) to elucidate the molecular mechanisms of the risk score, and CIBERSORT algorithm to explore the immuno landscape of HGSOC patients. Finally, a drug sensitivity analysis was made via the Drug Sensitivity in Cancer (GDSC) database.





Results

436 HGSOC-related DE-MMRGs (222 up-regulated and 214 down-regulated) were observed to participate in multiple metabolic pathways. The study structured a MMRGs-related prognostic signature on the basis of IDO1, TNFAIP8L3, GPAT4, SLC27A1, ACSM3, ECI2, PPT2, and PMVK. Risk score was the independent prognostic element for HGSOC. Highly dangerous population was characterized by significant association with mitochondria-related biological processes, lower immune cell abundance, lower expression of immune checkpoint and antigenic molecules. Besides, 54 drugs associated with eight prognostic genes were obtained. Furthermore, copy number variation was bound up with the 8 prognostic genes in expression levels.





Conclusion

We have preliminarily determined the prognostic value of MMRGs in HGSOC as well as relationship between MMRGs and the tumor immune microenvironment.
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1 Introduction

Ovarian cancer (OvCa) is the most deadly gynecological malignant tumor in the world. It is estimated that OvCa will witness an increase of 19,880 cases in the US by 2022, accounting for approximately 1.306% of all cancers and 12,810 deaths (1). HGSOC is the most prevalent and most aggressive histotype of OvCa. The majority of patients with HGSOC are detected at advanced stages, and the five-year survival rate is only 20% to 30%. Due to the lack of effective methods, early screening is not effective and therefore, most HGSOC is detected at advanced stages, which leads to a high death rate from OvCa (2). As well as invading adjacent organs directly, OvCa can spread throughout the abdominal cavity through implantation (3), which makes optimal cytoreductive surgery difficult. Even in countries with abundant resources, for example, the United States and Canada, the 5-year survival rate of advanced-stage OvCa is merely 47%.

Mitochondria are central organelles at the crossroad of various energetic metabolisms. Glycolysis was initially considered a significant metabolic pathway in tumor metabolism reprogramming (i.e., the Warburg effect). However, increasing attention has been paid to the importance of mitochondria in oncogenesis, tumor progression, and neoplastic dissemination in recent years (4). During the metabolic transformation of mitochondria in tumor cells, mitochondria produce enough energy for the boosted metabolic demands and create the basis for the assembly of intracellular organelles, cytoskeletons, and membranes in newly formed cancer cells. The growth and spread of multiple human cancers are remarkably affected by inhibition of metabolic reprogramming (5, 6). Mitochondrial metabolism is required for tumor growth, indicating that targeting mitochondrial biosynthetic, bioenergetic, and redox functions may be effective in tumor treatment (7).

Changes in the mitochondrial genome (mtDNA) are associated with chemotherapeutic resistance and metastatic progression in some types of cancer (8). For example, Ni et al. found that platinum-sensitive recurrent HGSOC patients had more synonymous mutations whereas platinum-resistant recurrent HGSOC patients had more mtDNA somatic missense mutations based on the identification results of 569 germline mutations and 28 mtDNA somatic mutations (9). An increasing amount of data indicates that changes in microRNAs that regulate mtDNA-encoded mitochondrial proteins (mitomiRs) or nuclear-encoded mitochondrial proteins (mito-associated miRs) expression can be used as cancer biomarkers for cancer diagnosis and prognosis (8). Therefore, we propose mitochondrial metabolism as a new therapeutic strategy for OvCa.

In this study, we downloaded the mRNA expression profile and corresponding clinical data of OvCa patients from TCGA database and the sequencing data of normal ovarian tissues from GTEx database. The differentially expressed genes related to mitochondrial metabolism in OvCa were obtained by differential analysis, and the prognostic model of OvCa was constructed and verified, which provided a new idea for predicting the prognosis of OvCa.




2 Materials and methods



2.1 Data source

RNA sequencing (RNA-seq) data and clinical message for 376 HGSOC patients were attained from The Cancer Genome Atlas (TCGA) database. HGSOC’s RNA-seq data of control samples (88 healthy ovarian tissues) were downloaded from the Genotype-Tissue Expression (GTEx) database. The external validation set GSE26193 (Affymetrix Human Genome U133 Plus 2.0 Array) (10–12) contains 107 ovarian tumor samples expression profile data and survival information (survival time and survival status). Additionally, MSigDB was utilized to obtain the 1234 mitochondrial metabolism-related genes (MMRGs; Supplementary Table 1).




2.2 Differential expression analysis

Differentially expressed genes (DEGs) were identified between TCGA-HGSOC (n = 376) and GTEx-normal (n = 88) (HGSOC vs. normal) making use of the R package limma, based on |log2 fold change (FC)| > 1 and false discovery rate (FDR) < 0.05.

Moreover, overlap analysis was applied to identify elements belonging to MMRGs in the list of DEGs, which were referred to as differentially expressed MMRGs (DE-MMRGs).




2.3 Functional annotation of the DE-MMRGs

We used R package clusterProfiler to analyze the primary mechanisms of the obtained DE-MRRGs, which contains Gene ontology (GO) enrichment and Kyoto Encyclopedia of Genes and Genomes (KEGG). This research contrasted and categorized the DE-MRRGs to see their biological characteristics after GO enrichment analysis (13). The KEGG is a whole network that assists us to learn the functional interpretation of genes (14). GO includes biological processes (BP), the cellular component (CC), and molecular function (MF). The standard P< 0.05 was set up and the results were visualized using R package gplots.




2.4 Risk model construction, evaluation, and validation

We used 375 HGSOC samples containing complete survival information (survival time and survival status) from TCGA-HGSOC as the training set, mainly for prognostic gene screening and risk model validity assessment. Cox regression analysis associated with K-M survival analysis was adopted to identify the best prognostic genes. Briefly, the identified DE-MMRGs were brought into a univariate Cox regression analysis to filter variables to do with the HGSOC survival based on P< 0.05. Then, K-M was performed for the variables that met the above conditions. The specimens were divided into high- and low-expression groups by median gene expression in HGSOC patients, the divergence in overall survival (OS) between them were examined by log-rank, and variables satisfying the P< 0.05 were further brought into multivariate Cox analysis to output the supreme variable quantity for making prognostic signature. The research used a risk scoring system to appraise the performance of multi-gene prognostic signature. The formula was,

	

A validity of the prognostic signature-based risk score for forecasting the prognosis of HGSOC patients was evaluated and valued in the training set and stand-alone external validation set. Risk scores were counted for every HGSOC sample in the corresponding dataset of prognostic genes by the above formula. The samples were split into high- and low risk populations in view of the mid-values of risk scores in dataset apiece. The mid-values of risk scores were computed using the MEDIAN function. K-M. ROC curves, which were constructed to appraise the accuracy and particularity of the risk score in forecasting patients’ OS at the first and third year respectively, assessed the differences in OS between the two subgroups.




2.5 Construction of nomogram

The 326 TCGA-HGSOC samples containing complete clinical information were selected as the basis for this part of the study. Clinical characteristics included stage, race, grade, age, and tumor residual disease. Univariate Cox analyses and multivariate Cox analyses were took advantage to test whether the risk score plays a Prognostic role independently of clinical characteristics or not. Univariate Cox with P<0.05 was subjected to further multivariate Cox. Variables with P< 0.05 generated by multivariate Cox analysis were regarded as independent prognostic factors for HGSOC. Nomogram was then constructed based on the identified independent factors of prognosis. The calibration curve’s 45 dashed lines represent the best predictions of the nomogram.




2.6 Gene set enrichment analysis of differentially expressed genes

We took advantage of GSEA to determine the denote of DEGs set between high and low risk scoring groups with eight-MMRGs-based signature through MSigDB c5.go.v7.4.symbols.gmt and c2.cp.kegg.v7.4.symbols.gmt. GSEA project was carried out by GSVA project. The (NES)| > 1, P< 0.05, q< 0.25 was considered to be statistically significant.




2.7 Immuno-infiltration correlation analysis

To observe the differences in immune cells in HGSOC samples from high and low risk populations, we used the CIBERSORT algorithm for reliable immune infiltration estimation based on the TCGA dataset (n = 375). Only samples with inverse convolution P< 0.05 of CIBERSORT were able to enter in the subsequent analysis. In this study, a total of 323 TCGA-HGSOC samples met the above criteria, 163 of which were in the highly dangerous population and 160 in the low-risk population. SIGLEC15, CD274, HAVCR2, CTLA4, PDCD1LG2, LAG3, TIGIT, and PDCD1 were selected as immune checkpoint-associated transcripts, and MICB, HLA-B, HLA-C, HLA-DRB5, HLA-DPA1, HLA-DRB1, HLA-DPB1, HLA-DQB2, HLA-DQA1, MICA, HLADQA2, HLA-DRA, HLA-DQB1, and HLA-A were selected as antigen molecule-related transcripts, and these 22 genes were extracted and expressed in high- and low risk populations. Moreover, Contacts between prognostic gene expression levels in the two groups and immune cells were estimated using Spearman method. The |cor| > 0.3, P< 0.05 was set as the standard of significance.




2.8 Drug sensitivity analysis

In order to further study the drug sensitivity of prognostic genes in HGSOC, a ridge regression model was constructed to forecast the drug IC50 based on cell line expression profiles from the Drug Sensitivity in Cancer (GDSC) database and TCGA gene expression profiles using the pRRophetic algorithm based on 375 cancer samples in the high- and low risk populations described above. The relationship between prognostic genes and drugs was detected according to the Spearman method. The |cor| > 0.3, P< 0.05 was set as the standard of significance.




2.9 CNVs analysis of gene signature

CNVs data participated in this study of the selected target genes. The study searched the copy number variation configuration file from TCGA portal. The percentage of CNV types (amplification and deletion) for each target gene was assessed. And the correlation with expression vocabulary of target genes and their CNVs was analyzed according to Spearman. The P< 0.05 was set as the standard of significance.




2.10 Statistical analysis

The study conducted the statistical analyses and the Wilcox was used to detect different levels of immune cells, immune checkpoints, and antigenic elements between high- and low risk population. P< 0.05 was considered statistically significant.





3 Results



3.1 Analysis of DE-MMRGs

Differential analysis was performed on 376 HGSOC and 88 healthy ovarian tissues. In the aggregate, 7214 DEGs were confirmed (HGSOC vs. healthy; Supplementary Table 2). In comparison to healthy ovarian samples, 3768 genes were up-regulated in HGSOC samples and 3446 genes were down-regulated in HGSOC samples (Figure 1A). The heatmap demonstrated the expression pattern of up- and down-regulated Top 50 DEGs between the two groups (Figure 1B).




Figure 1 | Identification of DEGs between HGSOC and normal samples. (A) Volcanic map of 7214 DEGs between 376 HGSOC and 88 healthy ovarian tissues. Red plots: up-regulated in HGSOC samples; green plots: down-regulated in HGSOC samples; gray plots: normally expressed mRNAs. (B) Heatmap of 100 DEGs (including Top 50 up- and down-regulated genes) between the two groups. Red: up-regulation; green: downregulation.



Subsequently, an overlap analysis was performed among the HGSOC-related DEGs and the obtained 1234 MMRGs (Supplementary Table 1), and the total number of 436 common genes were confirmed (Figure 2). Meanwhile, 222 genes were up-regulated and 214 genes were down-regulated in HGSOC (Supplementary Table 3), which were uniformly defined as HGSOC-related DE-MMRGs.




Figure 2 | Venn diagram of DEGs and the 1234 MMRGs. Blue area: 7214 HGSOC-related DEGs; red area: 1234 MMRGs; cross area: 436 common genes.



GO and KEGG enrichment analysis reveals the underlying molecular mechanisms of DE-MMRGs. The top 5 terms enriched in the three categories of the GO system were displayed in Figure 3A. In the GO-BP category, “electron transport chain” was the most significantly enriched term (adj. P = 2.69E-74, count = 75); “generation of precursor metabolites and energy” (adj. P = 3.33E-73) was the term involved in the most of DE-MMRGs (count = 107); also, these genes were significantly associated with “cellular respiration” (adj. P = 4.39E-64, count = 75), “aerobic respiration” (adj. P = 3.09E-61, count = 68), and “energy derivation by oxidation of organic compounds” (adj. P = 2.39E-56, count = 78); moreover, multiple metabolism-related processes (“fatty acid metabolic process”, etc.) were also significantly enriched. Based on the results of the CC and MF category analysis, DE-MRRGs may function as “electron transfer activity”, “primary active transmembrane transporter activity” in cellular components such as “mitochondrial respirasome”, and “inner mitochondrial membrane protein complex”. More results of GO enrichment analysis could be found in Supplementary Table 4. KEGG analysis enriched a total of 71 pathways (Supplementary Table 5). “Oxidative phosphorylation” (adj. P = 2.07E-34, count = 51) was the most enriched pathway; “Chemical carcinogenesis-reactive oxygen species” (adj. P = 2.07E-34, count = 63) was the pathway involving the most DE-MMRGs (Figure 3B). Furthermore, these genes were associated with multiple metabolic pathways, such as “Carbon metabolism”, “Fatty acid degradation”, and “Pyrimidine metabolism”.




Figure 3 | The GO and KEGG enrichment analysis of the 436 DE-MMRGs. (A) The top 5 terms enriched in the three categories of the GO system. (B) KEGG analysis enriched a total of 71 pathways. The top20 KEGG signal path was shown in the figure.






3.2 Analysis of a mitochondrial metabolism-related prognostic signature

We matched the transcriptomic data of 375 HGSOC samples containing survival information in the TCGA-HGSOC dataset as the training set. To explore the relationship between the 436 DE-MRRGs and the prognosis of HGSOC patients, we made a univariate Cox regression analysis of the training set. 45 of the 436 DE-MRRGs were markedly to do with the prognosis of HGSOC patients (Table 1). Further, K-M curves have been performed to explore the correlation above 45 genes and the overall survival (OS) of HGSOC patients. Results indicated that the expression of 25 genes significantly differentiated the clinical outcomes of HGSOC patients (Figure 4). Specifically, relatively low expression of ACLY, GPAT4, NR1D1, PLA2R1, PNPLA7, PTGIS, RXRA, SBF1, SLC27A1, SREBF1, TIAM2, and TNFAIP8L3 in HGSOC patients was conspicuously related to better OS (P< 0.05); whereas, high expression of ACSM3, CHCHD2, COA6, DNPH1, ECI2, IDO1, MED19, MED20, NDUFB6, NDUFS5, NDUFV2, PMVK, and PPT2 was notably linked to good prognosis in HGSOC patients. Ultimately, a prognostic signature consisting of IDO1, TNFAIP8L3, GPAT4, SLC27A1, ACSM3, ECI2, PPT2, and PMVK was constructed (Table 2).


Table 1 | 45 DE MRRGs significantly related to the prognosis of HGSOC patients.






Figure 4 | K-M survival curves between high and low expression of single gene in 25 DE-MRRGs.




Table 2 | IDO1, TNFAIP8L3, GPAT4, SLC27A1, ACSM3, ECI2, PPT2, and PMVK consist the prognostic signature.






3.3 Evaluation and confirmation of risk model

Every HGSOC’s risk scores of training set samples were counted in the light of previously described formula. Figure 5A showed that the incidence of death in HGSOC patients was climbing with an increasing risk score. The 375 HGSOC patients were then divided into high (n = 188)- and low (n = 187)-risk groups based on the midpoint of the risk score (median value = 0.993972) (Supplementary Table 6),with a high-risk score indicating a poor prognosis (P = 1.495e-10; Figure 5B). Time-dependent ROC curves displayed that the risk score had AUCs of 0.639, 0.645, and 0.698 respectively in predicting OS in TCGA-HGSOC patients (Figure 5C), indicating that our risk model possessed tolerable prognostic predictive performance. Moreover, the heatmap illustrated the relationship between the seven prognostic genes and risk score, with ECI2, PPT2, ACSM3, PMVK, and IDO1 negatively associated with risk score levels; while SLC27A1, GPAT4, and TNFAIP8L3 were overexpressed in the highly dangerous population (Figure 5D). In agreement with the training set, we achieved comparable results in the external validation set, namely the GSE26193 dataset (Figures 5E–H), further evidencing the stability of the model. The expression levels of eight prognostic genes were further explored in different stage and risk groups. Except for




Figure 5 | Evaluation and validation of an eight-gene-based risk model. (A, E) Relationship between the survival status/risk score rank and survival time (days)/risk score rank of each HGSOC sample. (B, F) (K–M) survival curves of the high- and low risk populations. (C, G) ROC curves for 1-, 3-, and 5-year overall survival. (D, H) The relationship between the eight prognostic genes and risk score. (A–D), training set. (D–H), GSE26193 set.



GPAT4 and TNFAIP8L3 were significantly differently expressed among stage I stage, II, stage III, and stage IV, the other 6 prognostic genes were not significantly different among different stages (Figure 6A). In addition, the expression levels of prognostic signatures in the two risk groups were also analyzed, and found that GPAT4, SLC27A1, and TNFAIP8L3 were higher expressed in the high-risk group compared to low-risk group, while ACSM3, ECI2, IDO1, PMVK, and PPT2 were Lower expressed in the high-risk group than the low-risk group (Figure 6B).




Figure 6 | The expression differences of eight prognostic signatures in different stages and different risk groups. (A) The expression levels of eight prognostic signatures in patients at different stages (ANOVA). (B) The expression levels of eight prognostic signatures in high and low-risk groups (Wilcoxon test).



Next, the GSE26193 dataset (n = 107) from the GEO database was took advantage of an external independent verification set to assess the general applicability of the prognostic feature. Similarly, we worked out the exposure score for every HGSOC sample based on the equation and obtained the corresponding median value (median value = 0.2512079). All GSE26193-HGSOC specimens were categorized into high (n = 54)- and low (n = 53)-risk groups (Supplementary Table 7). The risk model was also applied to the independent external validation set. Risk scores and suffer existence were presented in Figure 5E, with patients in the low risk population having a much longer time to subsist relative to the highly dangerous population. The small risk rating was associated with a good prognosis fpr patients analyzed by K-M survival analysis (P = 7.9e-04; Figure 5F). Then, the validity assessment analysis of the risk score in the GSE26193 dataset reported AUCs of 0.731, 0.637, and 0.678 respectively (Figure 5G), indicating that the risk model enjoyed a more satisfactory predictive performance.

In conclusion, the above evidence suggested that the prognostic signature was constructed based on the eight MMRGs with a larger number of reliable predictive effectiveness and acceptable universal utilization.




3.4 Independent prognostic survey

To assess whether or not the venture rating could predict the prognosis of patients clinical features in the clinical of HGSOC. The risk score, tumor residual disease, stage and age were meaningful relevance with prognosis in HGSOC patients (Figure 7A). The above 4 variables were incorporated. Ultimately, tumor residual disease, age, and risk score were considered the independent prognostic factors for HGSOC patients based on P< 0.05 (Figure 7B).




Figure 7 | Independent prognostic investigation of the risk score. (A, B) Univariate (A) and multivariate (B) Cox regression analyses of risk score, age, stage, and tumor residual disease (all P< 0.05). (C) A nomogram for predicting the 1-, 3-, and 5-year OS in TCGA-HGSOC patients. (D) Calibration curve.of nomogram.



Subsequently, we developed a nomogram model capable of predicting first-year, third-year, and fifthyear OS in TCGA-HGSOC patients (Figure 7C). The calibration curve demonstrated that the survival of patients predicted by the nomogram model coincided with the actual observations, especially the OS of patients at 3 years (Figure 7D).




3.5 Preliminary exploration of the risk score-related molecular mechanisms

GO terms and KEGG pathways were obtained by performing GSEA on the risk score by the the R package clusterProfiler, which were differentially enriched between high and low risk. On the ground of NES values, we defined entries with NES > 1 as terms enriched, and entries of NES< -1 as terms/pathways. It indicated that “ELECTRON TRANSPORT CHAIN”, and “MITOCHONDRIAL TRANSLATION” were markedly enriched in the highly dangerous population; and “ACTOMYOSIN STRUCTURE, “AMEBOIDAL TYPE CELL MIGRATION”, as well as “AMINOGLYCAN METABOLIC PROCESS” were markedly enriched in the low risk population (Figure 8A; Supplementary Table 8). KEGG enrichment analysis revealed (Supplementary Table 9) that the highly dangerous population was notably related to “OXIDATIVE PHOSPHORYLATION”, “PARKINSONS DISEASE PROTEASOME”, “HUNTINGTONS DISEASE”, and “AUTOIMMUNE THYROID DISEASE”; nevertheless, the low risk population was markedly correlated with “FOCAL ADHESION”, “PATHWAYS IN CANCER”, and “NEUROTROPHIN SIGNALING PATHWAY” (Figure 8B).




Figure 8 | Biological processes and signaling pathways of DEGs between high and low risk groups. The results of Gene Ontology (A) and KEGG enrichment analysis (B) showed differences between high and low risk groups.






3.6 Immune landscapes for HGSOC based on the risk score

GSEA illustrates that the highly dangerous population is conspicuously related to A, B, C, and D, and the low-risk population with cell adhesion processes, suggesting that the risk score probably had a bearing on the patient’s immune microenvironment. The CIBERSORT algorithm demonstrated distinctly different immune-cell inflows patterns. Highly dangerous population showed high infiltration of B cells naive, T cells CD4 memory, B cells memory period, and Monocytes; nevertheless, the low risk population showed T cells CD4 memory activated, T cells gamma delta and Mast cells activated were dramatically increased in the population of low risk (Figure 9A). Subsequently, relationship between prognostic genes and 22 immunology cells (Supplementary Table 10) (Supplementary Table 11) was examined separately througt Spearman correlation analysis. The results revealed that in the highly dangerous population (Figure 9B), IDO1 was negatively linked to Macrophages M2 (cor = -0.33041, P = 1.84E-05); TNFAIP8L3 expression was weakly negatively correlated with Macrophages M0 (cor = -0.30582, P = 7.19E-05). In the low-risk population (Figure 9C), IDO1 was minimally linked to Macrophages M0 (cor = -0.31751, P = 4.29E-05) and proactively linked to Dendritic cells activated (cor = 0.342078, P = 9.54E-06). The levels of expression with five immune checkpoint molecules were distinctly different, with the levels of delivery on CD274, LAG3, PDCD1, TIGIT, and SIGLEC15 in low-risk population distinctly higher than in high-risk population (Figure 9D). On the contrary, the performance rating of HLA-A, HLA-C, HLA-B, and MICA in high risk population were evidently lower than in low risk population. (Figure 9E).




Figure 9 | Analysis of the immune microenvironment between high- and low risk populations (A) V mparison of the immune cell fraction difference between the high and low-RS groups. (D) Expression profile of 8 genes. (E) The expression levels of the five immune checkpoint molecules.






3.7 Correlation of prognostic gene show and GDSC drug sensitivity in HGSOC patients

The links between the expression of seven prognostic genes in HGSOC and drug sensitivity were shown in Figure 10. The total number of the drugs obtained on the basis of the significance standard of |cor| > 0.3 and P< 0.05 is 54. Specifically, ACSM3 was minimally linked to CCT007093 (cor = -0.31769, P = 3.07E-10) and proactively linked to five drugs, with CGP.60474 being the strongest positive correlation (cor = 0.385081, P = 1.06E-14); ECI2 was correlated with 12 drugs with AZD6244 (cor = 0.346171, P = 5.37E-12) and EHT.1864 (cor = -0.392, P = 3.18E-15) being the strongest positive and negative associations; Sorafenib (cor = 0.331065, P = 4.83E-11) and BMS.708163 (cor = 0.304605, P = 1.72E-09) were positively associated with GPAT4 whereas PD.173074 (cor = -0.41038, P = 1.15E-16) was negatively associated with GPAT4; IDO1 was associated with up to 27 drugs, with the strongest positive association being CCT007093 (cor = 0.470611, P< 0.0001) and the strongest negative association with AZD6244 (cor = -0.46356, P< 0.05); PMVK was associated with BIBW2992 (cor = -0.44437, P = 1.40E-19) and X681640 (cor = 0.327402, P = 8.09E-11); PPT2 was only associated with ATRA (cor = - 0.34039, P = 1.26E-11); a total of 9 drugs were associated with SLC27A1, with the most relevant drugs being Mitomycin.C (cor = 0.390702, P = 4.00E-15) and FH535 (cor = -0.36538, P = 2.75E-13); 5 drugs (AZD6482, CI.1040, Bryostatin.1, AZD6244, and XMD8.85) were associated with TNFAIP8L3, and all showed a negative relationship with it. (cor range: -0.38199 to -0.3025, all P< 0.05). More particulars were available in Supplementary Table 12.




Figure 10 | Bubble heatmap of the relationship between expression of 8 prognostic genes and drug sensitivity in HGSOC.






3.8 CNV analysis of prognostic genes

The above systematic analysis showed that aberrantly expressed prognostic genes in SOC could significantly interfere with the clinical results of HGSOC patients. Then, the study further explored the biological mechanisms of abnormal expression of seven prognostic genes (TNFAIP8L3 not matched to CNV information) from the copy number level dimension. As shown in Figure 11A, the 7 prognostic genes were dominated by amplified variants, with PMVK having the highest amplified variant rate of 0.418 and ECI2 having the highest deletion variant rate, but which is only 0.182. Detailed CNV rates of the 7 genes were available in Supplementary Table 13. Meanwhile, the study detected a notable association of copy number variation and description levels of the 7 prognostic genes (Figure 11B; Supplementary Table 14), suggesting that genomic copy number alteration affects the expression quantity of gene in RNA-seq. Consequently, the aberrant expression of these genes in HGSOC were variant likely because of the number of copies.




Figure 11 | Correlation of biomarker expression levels with methylation and copy number variation levels correlation. (A) Copy number variation pattern of 7 gene signatures. (B) Pearson correlation between CNV and mRNA.







4 Discussion

Ovarian epithelial cancer is the fifth most prevalent cause of cancer mortality in women and the main cause of gynecologic cancer deaths in the United States (15). Mitochondria plays an important role in oncogenesis, tumor progression, and tumor dissemination. Changes of mitochondrial metabolic pathways to regulate bioenergetics or anabolism contributes to the metabolic reprogramming of tumor cells (10). Inhibiting mitochondrial metabolism has become increasingly popular in the treatment of cancer. In our analytical process, the DEGs between HGSOC and GTEx-normal samples were systematically investigated. 8 MMRGs (IDO1, TNFAIP8L3, GPAT4, SLC27A1, ACSM3, ECI2, PPT2, and PMVK) associated with the prognosis of HGSOC patients were detected by Cox proportional hazards regression analysis and survival analysis. Meanwhile, by analyzing the expression changes of 8 MMRGs between high-risk and high-risk groups, we know that SLC27A1, GPAT4, and TNFAIP8L3 were highly expressed in the prognosis of high-risk patients, which may be tumor promoting factors for OvCa. ECI2, PPT2, ACSM3, PMVK, and IDO1 were low expressed in the prognosis of high-risk patients, which may be tumor suppressor factors. Subsequently, in order to validate the prognostic model, the GSE26193 dataset was used and the expression of the 8 MMRGs was evaluated using CNVs analysis. The results proved the feasibility of constructing a prognostic model with these MMRGs.

To release active immunosuppressive metabolites, indoleamine 2,3-dioxygenase (IDO1) catabolize the first step of tryptophan (Trp) catabolism along the kynurenine pathway (KP) and produce a significant effect (16). The tryptophan-kynurenine pathway and IDO1 have been recognized as pivotal mechanisms in immune escape of cancer, and inhibition of the latter might be a promising cancer treatment strategy (17). T cell proliferation is arrested with tryptophan depletion, and the general control nondepressible-2 (GCN2) kinase is activated to induces the stress response (16). Additionally, kynurenine (Kyn) encourages CD4+ T cell differentiation into immunosuppressive regulatory T (Treg) cells by activating aryl hydrocarbon receptor (AHR) (18). When CD8+ T cells are infiltrated and other immunosuppressive pathways are activated in tumors, IDO1 is expressed by stromal cells in TME and induced by IFN (19, 20). The boosted IDO1 activity has been proven to promote the development of an immunosuppressive microenvironment in cancer that inhibits antitumor immune responses (21). In this study, we found that IDO1 was associated with up to 27 drugs, with the strongest positive association with CCT007093 (cor = 0.470611, P< 0.0001) and the strongest negative association was with AZD6244. Therefore, inhibition of IDO1 activity may enhance the sensitivity of OvCa cells to chemotherapy agents and may serve as a potential target for anti-ovarian cancer therapy.

Enoyl-CoA (Δ) isomerase 2 (ECI2) encodes an enzyme involved in lipid metabolism, and researches indicate that a decrease in ECI2 expression results in decreased glucose utilization, fatty acid accumulation, and downregulation of cell cycle-associated genes, thus exerting a significant effect on glucose and lipid metabolism (22, 23). ECI2 probably mediates the interactions between mitochondria and peroxisomes (24). Currently, the exact role played by ECI2 in OvCa awaits further exploration.

It is known that Tumor necrosis factor-alpha-induced protein 8-like 3 (TIPE3, also called TNFAIP8L3) can strengthen the transduction of signals by phosphatidylinositol-3-kinase (PI3K). Therefore, inflammation, infection, immunity, and the occurrence and development of cancer are among the pathophysiological processes that they participate in (25–28).. Researches have discovered that the TIPE3 expression elevated in esophageal cancer (25), lung cancer (29), breast cancer (30), OvCa (31), and glioblastoma (32). The expression of TIPE3 has a positive correlation with tumor size, pathological stage, lymph node metastasis and other malignant clinicopathological characteristics (30, 32, 33). Thus, TIPE3 can serve as a new marker of intraperitoneal and lymphatic metastases (31). Additionally, the overexpression of TIPE3 in platinum-resistant EOC has been linked to dissatisfactory survival and metastasis. Compared with platinum-sensitive disease, TIPE3 may predict EOC platinum-resistance and poor outcome (28).

Recently, researches have revealed that reprogramming of lipid metabolism is crucial in tumor microenvironments, which involved regulating cancer cell malignant biological behavior (34–36). Fatty acids (FA) played an important role in hyperplastic tumors by sustaining cell renewal and mitosis (37). SLC27A1/FATP1 is an integral membrane protein that has a vital effect on lipid metabolism via the regulation of long-chain fatty acid uptake (38). Also, SCL27As (SCL27A1-6) significantly influences the malignant tumors progression. By downregulating SLC27A2, cisplatin resistance in lung cancer may be induced via the Bmi1-ABCG2 pathway, which can lead to cisplatin chemotherapy resistance in OvCa (39). However, a study of OvCa found that the decrease in FATP1 levels was related to LPL and mitochondrial β-HAD levels. The malignant metabolic alteration in cancer may result from a decrease in FATP1 expression (40). Nevertheless, we do know little about the function of SLC27A in OvCa.

By interacting with medium-chain fatty acids on the outer mitochondrial membrane, ACSM3, a subunit of CoA ligases, produces acyl-CoA (41) and plays a remarkable part in the progression of many diseases (42). In this study, we found that ACSM3 takes part in the first step of fatty acid metabolism. Compared to high expression of ACSM3, low levels of ACSM3 expression in OvCa patients may be associated with poorer overall survival. Shu et al. confirmed that ACSM3 expression was dependent on TP53 in OvCa, and there was a negative correlation between mRNA expression of ACSM3 and TP53 activation. Knockdown of ACSM3 can enhance the sensitivity of OvCa patients to paclitaxel and docetaxel (42). So ACSM3 expression can be used to predict the OvCa’s response to taxane. Another study reported that overexpression of ACSM3 suppress proliferation, migration, and invasion of OvCa cells by inhibiting integrin β1/AKT signal pathway (43). According to the results of the above-mentioned studies, combined with the results of several studies, we believe that ACSM3, as a tumor suppressor gene, may prove to be an ideal therapeutic target for treating OvCa. However, detailed molecular mechanisms underlying ovarian tumor-suppressive effects of ACSM3 need further investigation.

Immunotherapy has emerged as a promising strategy to treat various types of cancers (44). In order to regulate immune responses, PD-L1 is expressed on various immune cells, consisting of T cells, B cells, NK cells, macrophages, monocytes, and dendritic cells (45). PD-1 suppresses cytotoxic T-cells (CTLs) and stimulates regulatory T-cells (Tregs) through interactions with PD-L1, and inflammation and autoimmune diseases can be prevented by preventing excessively active immune responses (46). Anti-(programmed cell death)PD-1/PD-L1 therapy demonstrates great efficacy in combating various cancers which include but are not limited to hematological tumor, skin cancer, lung cancer, liver cancer, bladder cancer and kidney cancer, but further researches on PD-1/PD-L1 therapy in OvCa remains to be done (47)..

Interestingly, it has been shown that LAG3 and PD1, which are co-expressed by tumor antigens CD8+T cells, were damaged in the interferon -γ and tumor necrosis factor -α production, whereas the LAG3 and PD1 blocking restore the effect function of human ovarian tumor antigen T cells at higher levels than a single additive blocking LAG3 or PD1 alone. Their results reveal that the association of LAG3 with PD1 leads to their rapid trafficking to the immunological synapse, resulting in a synergistic inhibitory effect on T cell signaling (48).

Siglec15 belongs to the sialic acid-binding immunoglobulin-like lectin family (49, 50) and shares a high degree of structural homology with PD-L1 (51). There was a broad upregulation of Siglec15 in many human cancer cells and tumor-infiltrating immune cells (47, 51). Wang et al. found that Siglec15 suppresses immune function by inhibiting CD8+ T cell proliferation, and Siglec15 inhibitors are effective in reversing this suppression (49). Another study has confirmed that blocking Siglec15 by monoclonal antibody can inhibit tumor growth in mice to a certain extent (52). Therefore, further study of Siglec15-related immunotherapy and its regulatory mechanism may provide a new perspective for the treatment of OvCa.

The T-cell immunoglobulin and ITIM domain (TIGIT) is a renowned immune checkpoint molecules inhibiting T-cell functions. TIGIT is only expressed on lymphocytes and in particular on natural killer (NK) cells, effector and regulatory CD4+ T cells and CD8+ T cells (53). As a negative checkpoint on the immune response to tumors, TIGIT shares similar functions with PD-1. A study of OvCa found that TIGIT increased the CD4+ Treg response and mediated immunosuppression in the OvCa model; Therefore, blocking TIGIT played a therapeutic role in OvCa models, so there is potential therapeutic benefit from inhibiting TIGIT (54).




5 Conclusions

Cellular metabolic flexibility plays an important role in the effectual hyperplasia and aggressiveness of HGSOC. We constructed a MMRGs-related prognostic signature based on IDO1, TNFAIP8L3, GPAT4, SLC27A1, ACSM3, ECI2, PPT2, and PMVK, and preliminarily determined the prognostic value of MMRGs in HGSOC by bioinformatics analysis. Researching OvCa through the lens of MMRGs and the TME allows a new perspective for the study of OvCa. Additionally, according to our study, the metabolic biology of cancer cells differs from that of healthy cells, which lay a solid foundation for subsequent targeted therapies of mitochondria-related genes in OvCa. Thus, these eight genes are likely to have an effect on mitochondrial metabolism related to OvCa, but we will further investigate the role of these eight genes played in treating HGSOC.
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spot for hyper-methylation.

Histone modification DNA methy latlonY RNA methylation

Nuclesome DNA RNA

RNA methylation

Histone modification DNA methylation

1. Demethylase JMID2A
regulated LDHA expression.
2. Deacetylase SIRT6
negatively regulated LDHA.

Noncoding RNA
1. miRNAs inhibited LDHA expression, including miR34a/c, miR-369-3p, miR-374a, miR-4524a/b, miR-200c, miR449a,

miR-30d-5p. miR1271, miR-142-3p, miR-383.

2. cirtcRNAs functioned as miRNA sponge to regulate LDHA expression. For example, circSLC25A16 interacted with
miR-488-3p/HIF-1a. Besides, circCNST/miR-578 | circ ATRNL 1/miR-409-3p, circSLIT2/miR-510-5p/c-Myc and
c1ircPDCD11/mi1R432-5p enhanced LDHA expression.

3. LncRNASs sponged miRNA to regulated LDHA expression, such as LINC01207/miR-1301-3p, IncRNA-

HAGLR/miR-338-3P, IncRNA-NEAT1/miR-410-3p.
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Promotes proliferation and inhibits apoptosis

Promotes tumor progression and increases cisplatin resistance
Promotes proliferation and metastasis

Promotes proliferation and metastasis

Mechanism

JNK/P53
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Promotion of EMT by Wnt/B-catenin
Promoting EMT via PI3K/AKT/GSK-3p
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Liver Cancer
Liver Cancer
Lung Cancer
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Gall bladder
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Cholangiocarcinoma

Gastric cancer
Gastric cancer
leukemia

Skin cancer

Breast cancer
Breast cancer

Endometrial cancer

Ovarian cancer

Real modules (animal/cell)

HepG2

SMMC-7721, BEL-7402, H22, Kungming mice
SMMC-7721

SMMC-7721

PLA-801D, A-549, H661, SK-SEM-1, BEAS-2B
NCI-H1975, Nude Mouse

Cells from the patient sample obtained from SGPGI
KKU-M213, RMCCA-1

SGC-7901, MGC-803
SUN-1
Jurkat, E6-1

Swiss albino mice

MCEF-7, MCF10A, Female Balb/c mice
LMM3, Female Balb/c mice

Ishikawa, SPEC2, MDA-MB-231,10 cases of normal
endometrium,90 cases of endometrial cancer

ES2, OV90

Possible mechanisms

Apoptosis (Bax, p53, Bcl-2)

Proliferation, Apoptosis (G0-G1, MAP2K6)
Proliferation (MAP2K6)

Apoptosis (ROS, Ca+)

Proliferation, Apoptosis (RORC)

Proliferation (cyclinD1, CDK2, CDK4, CDKS6, p21, p53,
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Apoptosis (MMP, ROS, Caspase3, p27, Jabl, G1)

TNEF-0, VEGFR-2

Proliferation, Apoptosis, Autophagy (Akt/mTOR)
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ROS, DNA damage
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VEGF
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20 M
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Case Conventional imaging prior to PET/CT ISE-FDG PET/CT

Diagnosed M and/or AT MD or missed Diagnosed M and/or Al MD or missed
1 Missed, MD Missed, MD
2 M MD + M
3 M, Al MD + M, Al
4 M MD + M
5 + +
6 MD +
7 M MD + M
8 Missed +
9 M Missed + M
10 Missed M Missed
11 Missed Missed
12 + + M*
13 + +
14 Missed +
15 M Missed + M
16 Missed +
17 M MD M MD
18 MD +
19 + +
20 + +
21 Missed Missed
22 Missed +
23 M MD + M
24 Al Missed + Al
25 Missed +
26 Missed + M*
27 M MD M MD
28 M Missed + M
29 Al Missed + M*, AT
30 Missed + M*
31 Missed M MD
32 Missed + M
33 Missed +
34 Missed MD
35 M Missed + M
36 Missed + M
37 Missed Missed

The plus sign means diagnosed with SMPMNS. Patient-based consistency test of the diagnostic performance between PET/CT and conventional imaging for SMPMNS: k = 0.096, p = 0.173;
McNemar test, p = 0.000. Patient-based consistency test for revealing primary tumors (diagnosed + misdiagnosed) between PET/CT and conventional imaging: x = 0.277, p = 0.000;
McNemar test, p = 0.001.

M, metastasis; Al, adjacent invasion; MD, misdiagnosed one primary tumor as a metastasis; missed, missed one primary tumor; M*, exclude metastasis by follow-up.
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Therapy Type

Sulfasalazine Glioma
Sorafenib Glioma
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sorafinib
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SLC7A11 inhibition
SLC7A11 inhibition
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function
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cytokine (56-58)
production (31)

Tregs
accumulation (36)

1 Lactate Decreased Decreased infiltration and IFN-y and Inhibition of glycolytic Inhibition of IL-12 Promotes IL-6
motility, granzyme B production (49) activity (53) production and change to and GM-CSF
decreased ROS-mediated apoptosis (50) Polarization towards M2 1L-10 (60) induced MDSCs
glycolysis (33) phenotype (54, 55) Inhibition of type I differentiation
Decreased interferon production on (66)
cytotoxicity (29) pDCs (61)

| Glutamine Inhibition of Th1 Impaired c-Myc activation Polarization towards M2 - Inhibition of IL-6
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Impaired promote Tregs (79) differentiation
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Effect on immune cells
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Impaired mTOR activation
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Impaired cytotoxicity
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of activation markers (119)
Arginine metabolism
distinguishes between M1
and M2 phenotypes (120,
121)

Polarization towards M2
phenotype (139).
Promotes VEGF secretion
(140).

Accumulation of CD39
and CD73-expressing
TAMs (142)

Impaired DC maturation.
Impaired ability to activate
T cells

Enhanced ability to
promote Treg phenotype
(99, 100)

Dendritic Cells

Enhanced IDO expression
(125).

Upon interaction with T
cells diminish their
proliferation and
expression of the CD3{
chain (122)

Enhanced expression of IL-
10.

Impaired production of
TNF-o. and CXCL10 (143)

Inhibition of IDO
expression (81)

Recruitment of
highly suppressive
MDSCs (101)

Accumulation in
the TME (126)

Recruitment to
the TME (145,
146)

1 High concentration; | Low concentration or starvation.
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Univariate analysis Multivariate analysis

Characteristics

Hazard ratio (95% Cl) P value Hazard ratio (95% Cl) P value

Age 367 ‘
<=65 163 Reference
>65 204 1.620 (1.154-2.276) 0.005 1.979 (1.353-2.894) <0.001
Gender 370 ‘
Female 133 Reference
Male 237 1.267 (0.891-1.804) 0.188
T stage 362
T1&T2 96 Reference
T3&T4 266 1.719 (1.131-2.612) 0.011 1.247 (0.731-2.128) 0419
N stage 352
NO&N1 204 Reference
N2&N3 148 1.650 (1.182-2.302) 0.003 1.175 (0.719-1.918) 0.520
M stage 852
MO 327 Reference
Ml 25 2.254 (1.295-3.924) 0.004 2.133 (1.068-4.260) 0.032
Pathologic stage 347

V Stage I&Stage II 160 Reference
Stage IT1&Stage TV 187 1.947 (1.358-2.793) <0.001 1.370 (0.765-2.455) 0.290
Histologic grade 361
G1&G2 144 Reference
G3 217 1.353 (0.957-1.914) 0.087 1.267 (0.849-1.891) 0.246
ACADM 370 0.858 (0.673-1.094) 0217
LPL 370 1.179 (1.038-1.339) 0.011 1.032 (0.887-1.200) 0.683
APOAI 370 1.067 (1.009-1.129) 0.023 1.034 (0.965-1.108) 0.337
MTTP 370 1.094 (0.989-1.210) 0.080 1.061 (0.939-1.198) 0.342
PPARA 370 0.865 (0.677-1.105) 0.246
ABCA1 370 1.303 (1.086-1.563) 0.004 1.283 (1.020-1.612) 0.033
HILPDA 370 1.108 (0.953-1.288) 0.184

Bold values are used to highlight p-values less than 0.05.
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Feng, C
Gao, YW
Wang, DC
Xiao, SY
Xu, YZ
Fu, W]
Wang, HY

Cheng, QH

Years

2017

2020

2019

2020

2021

2019

2022

2021

Type of cancer

Non-small cell lung cancer
Non-small cell lung cancer
Non-small cell lung cancer
Stomach cancer

Hepatocellular carcinoma

Renal cell carcinoma

Pancreatic ductal adenocarcinoma

Hepatocellular carcinoma

Case (N)

62
60
145
90
106
96
89

80

Analytical metrics

Degree of differentiation, tumor size, clinical stage, and lymph node metastasis

Clinical stage and lymph node metastasis

Degree of differentiation, clinical stage, and lymph node metastasis
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Tumor size, clinical stage, and distant metastasis
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Characteristics N(%)

Gender

Male 18 (51.4%)
Female 17 (48.6%)
Age

<60 10 (28.6%)
>60 25 (71.4%)
CA19-9

>27 U/ml 28 (80.0%)
<27 U/ml 7 (20.0%)
CEA

>5 ng/ml 13 (37.1%)
<5 ng/ml 22 (62.9%)
CA125

>35 U/ml 10 (28.6%)
<35 U/ml 25 (71.4%)
Tumor size

>3 cm 19 (54.3%)
<3 cm 16 (45.7%)
Differentiated degree

High 24 (68.6%)
Low 11 (31.4%)
Lymph node metastasis

No 18 (51.4%)
Yes 17 (48.6%)

Distant metastasis
Yes 7 (20.0%)
No 28 (80.0%)
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Univariate analysis

Model value (<0.776 vs. 20.76)

Gender (female vs. male)

Age(260 vs. <60)

CA19-9 (U/ml) (227 vs.< 27)

Tumor size (€3 cm vs. >3 cm)
Differentiated degree (low vs. high)
Lymph node metastasis (absent vs. present)
Distant metastasis (absent vs. present)
Multivariate analysis

Model value (<0.776 vs. 20.776)

Gender (female vs. male)

Age(=60 vs. <60)

CA19-9 (U/ml) (227 vs.< 27)

Tumor size (€3 cm vs. >3 cm)
Differentiated degree (low vs. >high)
Lymph node metastasis (absent vs. present)

Distant metastasis (absent vs. present)

HR (95% CI)

0.355 (0.137-0.920)
0491 (0.214-1.126)
1.777 (0.723-4.364)
1.826 (0.535-6.239)
0.699 (0.296-1.649)
0.774 (0.315-1.896)
0.930 (0.404-2.141)
0.369 (0.149-0.909)

0.161 (0.034-0.756)
0628 (0.254-1.552)
1.836 (0.617-5.465)
0949 (0.227-3.970)
1.321 (0.455-3.836)
1.003 (0.274-3.672)
0920 (0.340-2.490)
0257 (0.081-0.813)

p-value

0.033
0.093
0.210
0.337
0413
0.575
0.865
0.030

0.021
0313
0.275
0.943
0.608
0.996
0.869
0.021
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Classificati

‘

Glutamine uptake inhibitors (ASCT?2 inhibitors)
LAT1 inhibitors
XCT inhibitors

Glutaminase (GLS) inhibitors
Glutaminase (GLS2) inhibitor

Glutamate dehydrogenase (GDH) inhibitors
Aminotransferase inhibitor

Glutamine synthetase (GS) inhibitor

GPNA (208), V-9302 (209), %-FBP (210), Benzylserine and benzylcysteine (211)
JPH203 (212), KMH-233 (213)
Erastin (214), Sulfasalazine (215)

968 (216), BPTES (217), CB-839 (115)
Ardisianone (218)

R162 (129), ECG and EGCG (219)
Amino oxyacetate (140)

L-methionine sulfoximine (152)

Glutamine-mimetic antimetabolites

Systemic glutamine depleting drugs

L-DON (220), Azaserine (220), Acivicin (221), JHUO083 (222)

L-asparaginases (223), L-glutaminases (224), Phenylbutyrate (225)
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Solute Common Na*-depen- Substrates Overexpression in cancers
carrier name dence

number (Transporter
type)
SLC1A5 ASCT2 Yes Ala, Ser, Cys breast (27), colorectal (28), Eesophageal (29), gastric (30), lung (31), ovarian (32), and prostate
(antiporter) Gln, Thr, Asn (33) cancers; neuroblastoma (34); endometrial (35), renal cell (36), and hepatocellular (37)

carcinomas; head and neck (38), oral (39), and esophageal (40) squamous cell carcinomas

SLC7A5 LAT1 No large branched- breast (41), biliary tract (42), colorectal (43), gastric (44), lung (45), pancreatic (46), and prostate
(antiporter) chain and (47) cancers; leukemia (48); glioblastoma (49); melanoma (50); ovarian (51) and hepatocellular
aromatic neutral | (52) carcinomas; esophageal (40), oral (53), and laryngeal (54) squamous cell Carcinomas
AAs
SLC7A11 xCT No Glu, Cystine breast (55), colorectal (56), and ovarian (57) cancers; melanoma, adrenocortical, bladder, renal
(antiporter) cell (58), and hepatocellular (59) carcinomas; lung adenocarcinoma (60); glioblastoma multiforme
(61); head and neck squamous cell carcinoma (62)
SLC38A1 SNAT1 Yes small, neutral breast (63), colorectal (64), gastric (65), lung (66), and ovarian (67) cancers; melanoma (20);
(uniporter) AAs leukemia (68); hepatocellular carcinoma (69)
SLC38A2  SNAT2 Yes Ala, Asn, Cys,  breast (21), colorectal (70), gastric (71), lung (66), and prostate (72) cancers
(uniporter) Gln, Gly, His,
Met, Pro, Ser
SLC38A3  SNAT3 Yes Gln, Asn, His malignant gliomas (24); non-small cell lung cancer (25)
(uniporter)
SLC6A14 ATB** Yes neutral and colorectal (73), gastric (74), pancreatic (75), and estrogen receptor-positive breast (76) cancers;
(symporter) basic AAs cervical carcinoma (77)

AAs, amino acids; Ala, alanine; Asn, asparagine; Cys, cysteine; Gln, glutamine; Glu, glutamate; Gly, glyci

; His, histidine; Met, methionine; Pro, proline, Ser, serine; Tyr, tyrosine.
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Name or type of the drugs Object of Mode of action Reference

action
Histone deacetylase inhibitor— UGTIAL Inhibit UGT1A1 activity Induce adverse drug reactions (117)
Belinostat
Antiretroviral protease inhibitor— UGT1A1 Inhibit UGT1A1 activity Hyperbilirubinemia and Jaundice (121)
Atazanavir
Tyrosine kinase inhibitor— UGT1A1, A7, Inhibit UGT1A activity Increased risk of liver damage (122, 123)
Nilotinib, Dabrafenib A8, A9
Chinese herbal—Ginseng saponin UGT1A9 Inhibit UGT1A9 activity Not quite clear (124)
Re
Chinese herbal—Licochalcone A Broad spectrum Inhibit UGT1A, 2B activity Induce adverse drug reactions (125)
inhibition and expression
Zoledronic acid UGT8 Inhibit formation of Inhibit the migration and (38, 119)
intermediate products invasion of breast cancer
Estrogen UGT2B15 Induce UGT2B15 expression Regulate sex hormone concentrations and tumor (120)
signal transduction pathways
Neobavaisoflavone , Isoflavone UGT1A1 Induce UGT1AL1 expression Reduce therapeutic- related side effects (126, 127)
puerarin
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UGTs Expression Affecting Specific Mechanisms Reference
hormones

UGTI1AL (high) Estrogen Involved in estrogen conjugating and elimination (61)

UGT1A1*28 pure Estrogen Reduce the risk of bone loss and osteoporosis in postmenopausal women (61)

mutation

UGT1A7 (high) Estrogen, Catechol Participate in their glucuronidation and promote their metabolism (65)

estrogen

UGT1AS8 (low) Estrogen Causes estrogen build-up in the body and increased cell damage (65)

UGT2BI11 (high) Androgen Catalyzing the glucuronidation of androgens (75)

UGT2BI11 (high) Steroid hormones Participates in glucuronidation of steroid hormones and promotes the excretion of toxic (87)
substances

UGT2BI5 (high) Androgens Involving in the inactivation of testosterone and dihydrotestosterone (36)

UGT2B17 (high) Androgens Involving in the inactivation of testosterone and dihydrotestosterone (36)

UGT2B28 (high) Estradiol, Androstenediol | Affects sex hormone metabolism, which in turn interferes with HBV replication (34, 88)

UGT2B28 (high) Androgen Altered testosterone dihydrotestosterone levels may predict prostate cancer (89)

UGT2B28 (high) Bile acids Explain the correlation between bilirubin levels and patients after heavy alcohol (89)
consumption

UGT3AL (high) Ursodeoxycholic acid Participates in the metabolism of ursodeoxycholic acid and catalyzes its detoxification (39)

UGTS (high) Bile acids Maintenance of bile acid homeostasis and signaling (42)

* is the allelic variation of UGT gene.
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nigh low Odds Ratio Odds Ratio
i i M-H, Fixed, 95% CI

Feng 2018 12 34 13 28 18.3%  0.63[0.23,1.79]

Fu2018 9 36 12 60 13.4% 1.33[0.50, 3.57]
Wang 2018 17 70 29 75 41.9% 0.51[0.25,1.04]
Wang 2022 40 54 22 35 13.7% 1.69[0.67,4.22]
Xiao 2020 47 57 29 33 12.8% 0.65[0.19, 2.26]
Total (95% Cl) 251 231 100.0%  0.82[0.54, 1.24]
Total events 125 105

Heterogeneity: Chi*= 5.41, df= 4 (P = 0.25); F= 26%

Test for overall effect: Z=0.94 (P = 0.34) hiat o L 19 100

Favours [experimental] Favours [control)
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UGTs Type of Targeted Route of action Alternative treatment Reference

expression Disease drugs options
UGT2B11 Prostate Cancer Cisplatin- affect the IC50, EC50, AUC of this class of drugs Androgen deprivation therapy, (81, 82)
(high) based drugs immunotherapy
UGT2B17 Breast Cancer Exemestane Affects the glucuronidation of this class of drugs Radiotherapy, endocrine therapy (78)
(high)
UGT1A9 Breast Cancer Resveratrol Resveratrol upregulates the expression of NRF2 Radiotherapy, endocrine therapy (65, 78)
(low) and UGT1A9 to promote estrogen metabolism in
vivo
UGT2B17 Leukemia Fludarabine, Involvement in drug inactivation TKI, monoclonal antibodies (10)
(high) Ibrutinib targeting cell surface antigens, CAR-
i
UGTI1AL Small cell lung Irinotecan Mediated conversion of SN-38 to an inactive state  Immunotherapy, cisplatin-based (61, 83)
(low) Cancer drugs
UGT1A1*28, Small cell lung Irinotecan Not yet reported Immunotherapy, cisplatin-based (62, 83)
1A1*6(high) Cancer drugs
UGT1A7 Small cell lung Irinotecan Affects the glucuronidation of drugs Small cell lung cancer: As above, (32, 80)
(high) Cancer, Rectal Rectal Cancer: Neoadjuvant
Cancer radiotherapy
UGT1A7 Post- Ketoconazole | Affects the glucuronidation of drugs Change to other antimicrobials (32)
(low) chemotherapy
infection

* is the allelic variation of UGT gene.
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UGTs Types of cancer The effect of UGTs on cancer Reference

expression

UGT1A6-19-gc breast cancer People with UGT1A6-19-gc have an increased risk of breast cancer. (24)
UGT1AG (high) kidney cancer and liver cancer Overall survival was shortened.
UGT1A6 lung cancer Changes in its gene polymorphism and expression levels increase the likelihood of (28)

developing lung cancer.

UGT1AS8 (high) breast cancer Breast cancel cells show increased malignancy. (25)
UGT1A8 (low) adrenocortical carcinoma The patients will have a poor prognosis. (38)
UGTS (high) breast cancer Basal breast cancer cells showed increased malignancy.

| UGTS (high) [ colon cancer, gastric cancer and The patients will have a better prognosis.

esophageal cancer

UGT1A7"1, liver cancer Is associated with an increased risk of liver cancer in patients. (32)
UGT1A7*2
UGT1A7(high) lung cancer The patients will have a better prognosis.

!
UGT2A3 (high) kidney cancer The patients will have a better prognosis.
UGT2BI15 (high) prostate cancer Promote lymph node metastasis. (35)
UGT2B15 (high) liver cancer The patients will have a better prognosis.

UGT2B17(low) prostate cancer Promoting the development of prostate cancer 37)
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MYC, Palbociclib MYC, Carmustine MYC, lfosfamide MYC, Lomustine
Cor=0.581, p<0.001 Cor=0.515, p<0.001 Cor=0.490, p<0.001 Cor=0.489, p<0.001

MYC, Hydroxyurea MYC, Oxaliplatin MYC, Dromostanolone Propionate MYC, Irofulven
Cor=0.488, p<0.001 Cor=0.487, p<0.001 Cor=0.480, p<0.001 Cor=-0.422, p<0.001

MYC, Belinostat MYC, Parthenolide MYC, Etoposide MYC, Chlorambucil
Cor=0.421, p<0.001 Cor=0.421, p<0.001 Cor=0.407, p=0.001 Cor=0.406, p=0.001

MYC, LEE-011 ACSS2, Oxaliplatin SLC7A7, DECITABINE MYC, DACARBAZINE
Cor=0.402, p=0.001 Cor=-0.399, p=0.002 Cor=0.385, p=0.002 Cor=0.380, p=0.003
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Trial identifier Phase and Intervention/ Disease Outcome
(ClinicalTrials.gov) = Recruitment treatment
Status
NCT02071927 Phase 1, CB-839 or Acute myeloid leukemia and acute CB-839 was well tolerated and robustly (226)
completed CB-839 + lymphocytic leukemia inhibited GLS in blood platelets and in tumors.
Azacytidine
NCT02071888 Phase 1, CB-839 or Non-Hodgkin’s lymphoma and CB-839 was well tolerated and robustly (227)
completed CB-839 + multiple myeloma, etc inhibited GLS in blood platelets and in tumors.
Dexamethasone or
CB-839 +
Pomalidomide +
Dexamethasone
‘ NCT02071862 Phase 1, CB-839 or CB-839 Solid tumors, triple-negative breast CB-839 showed an accep (228-
completed + Paclitaxel/ cancer, non-small cell lung cancer table safety profile, significant glutaminase 231)
Everolimus/ renal cell carcinoma inhibition, and preliminary signs of clinical
Erlotinib/ mesothelioma, etc activity in multiple tumor types.
Docetaxel/
Cabozantinib
NCT02771626 Phase 1/2, CB-839 + Melanoma, clear cell renal cell The combination of CB-839 + nivolumab was (232)
completed Nivolumab carcinoma and non-small cell lung well tolerated and disease control in MEL,
cancer <cRCC and NSCLC was encouraging.
NCT03057600 Phase 2, CB-839 + Triple-negative breast cancer Pac + CB-839 had clinical activity and was well (233)
completed Paclitaxel tolerated.
NCT03163667 Phase 2, CB-839 + Clear cell renal cell carcinoma ENTRATA met its primary endpoint, (234)
completed Everolimus supporting GLS inhibition with CB-839 as a
Placebo + new therapeutic approach in RCC.
Everolimus
NCT03263429 Phase 1/2, CB-839 + Metastatic or refractory RAS wild Phase 1: Triplet combination was tolerable at (235)
recruiting Panitumumab + type colorectal cancer full doses of each drug, and preliminary
Irinotecan antitumor activity was observed in a majority of
Hydrochloride patients.
(phase T only) Phase 2 is in progress.
NCT02861300 Phase 1/2 active, CB-839 + Solid tumor, colorectal cancer, colon Patients with PIK3CA mutant CRC experienced (236)
not recruiting Capecitabine cancer, rectal cancer prolonged progression-free survival.
Phase 2 is pending.
NCT03047993 Phase 1/2 active, CB-839 + (High risk) myelodysplastic Combination treatment is a safe and effective (237,
not recruiting Azacitidine Syndrome, acute myeloid leukemia, regimen for patients with advanced MDS. 238)
chronic myelomonocytic leukemia Response in previously-treated and genomically
high-risk patients was encouraging. The trial
continues.
NCT03428217 Phase 2, CB-839 + Advanced or metastatic renal cell Combination treatment did not meet the (239,
completed Cabozantinib carcinoma primary end point of improved progression-free = 240)
Placebo + survival.
Cabozantinib
NCT03965845 Phase 1/2, CB-839 + Solid tumors, non-small cell lung N/A N/A
completed Palbociclib cancer, colorectal cancer, KRAS
mutation
NCT03528642 Phase 1, active, CB-839 HCl + Astrocytoma, IDH-mutant, Grade 2 In progress N/A
not recruiting Temozolomide + and 3
Radiation
NCT03798678 Phase 1, active, CB-839 HCl + Recurrent or refractory plasma cell Triplet combination was well tolerated. Ongoing | (241)
not recruiting Carfilzomib + myeloma correlative studies could provide mechanistic
Dexamethasone insight into which patients could benefit the
most from Telaglenastat in combination with
proteasome inhibitors.
NCT03831932 Phase 1/2, CB-839 HCI + Advanced or metastatic lung non- In progress N/A
recruiting Osimertinib small cell carcinoma and stage IV
lung cancer AJCC v8
NCT03872427 Phase 2, active, CB-839 Advanced malignant solid neoplasm, In progress N/A
not recruiting metastatic malignant solid neoplasm,
and NF1 mutation positive
malignant peripheral nerve sheath
tumor, etc
NCT04250545 Phase 1, CB-839 HCI + Metastatic or recurrent lung non- The dose finding portion of phase 1 showed the | (242)
recruiting Sapanisertib small cell carcinoma, Stage IV/IVA/ combination treatment is safe and tolerable at
IVB Lung Cancer AJCC v8 the recommended expansion dose. The trial
continues.
NCT04265534 Phase 2, CB-839 + KEAP1/NRF2/NFE2L2 mutated Lack of clinical benefit N/A
terminated Pembrolizumab + | (non-squamous) non-small cell lung
Carboplatin/ cancer
pemetrexed
NCT03944902 Phase 1, CB-839 + (Resistant BRCA -wild-type) ovarian The actual enrollment was only one and the N/A
terminated Niraparib cancer participant is now off study.
NCT03875313 Phase 1/2, CB-839 + Solid tumor, clear cell renal cell The study was terminated due to slow N/A
terminated Talazoparib carcinoma, colorectal cancer, etc enrollment.
NCT04824937 Phase 2, CB-839 + Metastatic prostate cancer N/A N/A
not yet Talazoparib
recruiting
NCT05521997 Phase 2, CB-839 + Advanced cervical carcinoma N/A N/A
not yet Radiation +
recruiting Cisplatin

cRCC, clear cell renal cell carcinoma; CRC, colorectal cancer; MEL, melanoma; MDS, myelodysplastic syndrome; NSCLC, non-small cell lung cancer; RCC, renal cell carcinoma
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