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Ultra-Short-Term Power Prediction of
a Photovoltaic Power Station Based
on the VMD-CEEMDAN-LSTM Model
Shuaijie Wang*, Shu Liu and Xin Guan

School of Renewable Energy, Shenyang Institute of Engineering, Shenyang, China

The prediction of photovoltaic power generation is helpful to the overall allocation of power
planning departments and improves the utilization rate of photovoltaic power generation.
Therefore, this study puts forward an ultra-short-term power forecasting model of a
photovoltaic power station based on modal decomposition and deep learning. The
methodology involved taking the data of a 50 MW photovoltaic power generation
system in the Inner Mongolia Autonomous Region as a sample. Furthermore, the
weather conditions were classified, and the historical power data were decomposed
into multiple VMF subcomponents and residual terms by the VMD method. Then, the
residual termwas decomposed twice by the CEEMDANmethod. All subcomponents were
sent to the LSTM network for prediction, and the predicted value of the photovoltaic power
station was obtained by superimposing the subcomponent prediction results. ARIMA,
SVM, LSTM, and VMD-LSTM models were built to compare the accuracy with the
proposed models. The results revealed that the prediction accuracy of a non-
combination forecasting model was limited when the weather suddenly changed. The
VMDmethod was used to decompose the residual term twice, which could fully extract the
complex data information in the residual term, and when compared with the VMD-LSTM
model, the eRMSE, eMAPE, and eTIC of the VMD-CEEMDAN-LSTM model were reduced by
0.104, 16.596, and 0.038, respectively. The second decomposition technology has
obvious prediction advantages. The proposed quadratic modal decomposition model
effectively improves the precision of ultra-short-term prediction of photovoltaic power
plants.
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1 INTRODUCTION

The increasing population and modern lifestyle are threatening
the traditional energy sources such as coal, oil, and natural gas. In
order to meet the world’s energy demand, renewable energy must
be developed and utilized on a large scale (Wang H. et al., 2020;
Sohani et al., 2021). In renewable energy, solar energy occupies a
dominant position (Yuan et al., 2021). However, photovoltaic
power generation is very sensitive to climate and seasonal factors
(Meng et al., 2021). Small changes in photovoltaic power may
affect the safe and stable operation of the power grid (Ding, 2021).
In order to ensure the stability, reliability, and power dispatching
ability of the power system, it is very important to design a true
and accurate photovoltaic power forecasting method.

Photovoltaic power forecasting methods are generally divided
into physical methods and statistical methods. Physical methods
are not suitable in many cases because of their low prediction
accuracy and high calculation cost (Ma et al., 2014; Yao, 2014;
Hassan et al., 2021). The statistical method optimizes the
mapping relationship between historical samples and actual
photovoltaic power by minimizing the error, which is proved
to be effective in the field of solar energy prediction. At present,
the machine learning model (Chiteka and Enweremadu, 2016;
Jang et al., 2016; Gao et al., 2019; Ghimire et al., 2019; Ye et al.,
2021; Chiang and Young, 2022) has been successfully applied to
photovoltaic power prediction. In order to improve the accuracy
of power prediction, some combination models (Mellit et al.,
2010; Mohammadi et al., 2015; Wang X. et al., 2020; Yang et al.,
2020) have also been applied in the field of photovoltaic
prediction. However, the prediction of photovoltaic power
generation is not only related to the current weather
conditions but also related to historical data. Machine learning
belongs to the shallow network, which is more suitable for small
batch data analysis. With the explosive growth of data, these
methods cannot mine the most effective features from massive
data, and there are problems such as gradient disappearance and
explosion, so the prediction accuracy is limited (Changwei et al.,
2019).

In recent years, the deep learning method has been
successfully applied in the field of photovoltaic forecasting
because of its strong ability of data feature extraction and
fitting, which can independently mine the main learning
features from massive data (Alzahrani et al., 2017; Abdel-
Nasser and Mahmoud, 2019; Chang and Lu, 2018; Zang et al.,
2018; Zhou et al., 2019). Zhou et al. (2019) adopted an attention
mechanism, that adaptively focuses attention on two important
input features, namely, temperature and irradiance, so that more
relevant information can be mined. Alzahrani et al. (2017)
proposed a recurrent neural network model to predict the
solar irradiance level. Abdel-Nasser and Mahmoud (2019)
compared long-term and short-term memory networks with
three traditional methods: multiple linear regression,
regression tree, and ANN. Chang and Lu (2018) compared the
depth confidence network with SVR, back propagation neural
network, and other methods, and the results show that DBN has
the best prediction effect. In the work of Zang et al. (2018), the
convolutional neural network is compared with BPNN and SVR

models, and it is found that the CNN model has the lowest
prediction accuracy.

The above research on photovoltaic power prediction has
made some achievements, but the statistical model also has its
own limitations. Compared with physical forecasting methods,
statistical models are more concise in modeling, but there are also
some problems in actual forecasting, such as difficulty in
parameter adjustment, stagnation of convergence, etc., and the
weather type has a great influence on photovoltaic forecasting,
while most statistical models do not classify and analyze different
weather conditions. At present, the existing literature uses the
VMD decomposition method to decompose the photovoltaic
power curve but ignores the important information in the
residual term obtained by VMD decomposition. In order to
further improve the accuracy of ultra-short-term prediction of
photovoltaic power, this paper classified the weather conditions,
used the VMD method to decompose the historical power, and
used the adaptive noise complete empirical mode decomposition
method to decompose the residual term for the second time. By
making full use of the information in the residual term, VMF and
IMF components were sent to the LSTM network, and the final
prediction result was obtained by superimposing the prediction
results of each subcomponent. The errors of ARIMA, SVM,
LSTM, and VMD-LSTM models were compared, and the
results showed the accuracy of the quadratic decomposition
model proposed in this paper.

2 INFLUENCE OF WEATHER TYPES ON
PHOTOVOLTAIC OUTPUT

Photovoltaic power is affected by many factors such as
meteorology, environment, and location. This paper selects the
power data of a photovoltaic power station in the Inner Mongolia
Autonomous Region from 1 January 2019 to 31 December 2020
as the sample. There are 52 sampling points in the power station,
and the sampling interval is 15 min. As the photovoltaic power
station only works in daytime, only the data from 08: 00 to 18: 00
are selected for analysis. When there is no sudden change in the
weather (sunny, cloudy, rainy, and snowy), the photovoltaic
output is relatively stable, and the output curve is
approximately parabolic; However, when the weather suddenly
changes during the day, the photovoltaic output curve fluctuates
greatly, which affects the safe and stable operation of the power
system. Therefore, it is necessary to distinguish between the
weather types to study the photovoltaic output.

3 DESCRIPTION OF THEMODEL CONCEPT
AND MECHANISM

The photovoltaic power series is a non-stationary and nonlinear
time series. The VMD method can decompose a photovoltaic
series into several VMF components with low complexity and
residual terms. In previous studies, only VMF components were
studied and the residual terms were discarded, but the residual
terms also contained a lot of useful information. If the residual
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term is discarded directly, the prediction accuracy of the model
will be greatly affected. In order to improve the prediction
accuracy, this study uses the CEEMDAN method to
decompose the residual term after VMD decomposition for
the second time and then sends both the VMF component
and IMF component to the LSTM network (Li et al., 2021a; Li
et al., 2021b; Le et al., 2021; Toyoda and Wu, 2021; Wu et al.,
2021).

3.1 Variable Modal Decomposition
3.1.1 Variable Modal Decomposition Principle
The core of variable modal decomposition is to decompose
signals by adaptive and completely non-recursive methods.
This method can adaptively match the best frequency and
bandwidth and then realize the effective decomposition of
VMF components, thus solving the endpoint effect problem of
the EMD method. The model expression is as shown in the
following equation:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

min
{uk},{wk}

⎧⎨⎩∑
k

�������zt[(δ(t) + j

πt
)puk(t)]e−jwkt

�������22⎫⎬⎭
s.t. ∑

k

uk � f

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭, (1)

where k is the number of VMF components; {uk}: � {u1,/, uk}
represents the modal subcomponent VMF; {wk}: � {w1,/, wk}
represents the center frequency value of the VMF component; f
is the original data sequence; zt stands for taking partial derivative
of time; δ(t) represents the Dirac function; e−jwkt the center
frequency value of the VMF component can be adjusted.

In order to obtain the optimal solution, the quadratic penalty
factor α and Lagrange operator λ(t) are introduced.

L({uk}, {wk}, λ): � α∑
k

�������zt[(δ(t) + j

πt
)uk(t)]e−jwkt

�������22+���������f(t) −∑b uk(t)
���������2
2

+⎛⎝λ(t), f(t) −∑
k

uk(t)⎞⎠, (2)

where Lagrange operator λ(t)maintains the constraint condition;
the quadratic penalty factor α is used to ensure the accuracy of
data sequence reconstruction. During iterative search, the
ADMM algorithm is used to calculate the saddle point of the
Lagrange function.VMFuk and center frequencywk are obtained
as follows:

ûn+1
k (w) � f̂(w) − ∑i≠kûi(w) + λ̂(w)

2

1 + 2α(w − wk)2 , (3)

ŵn+1
k � ∫∞0 w|ûk(w)|2dw∫∞

0
ûk|(w)|2dw

. (4)

1) Set the appropriate component number K, and make the
related parameters {u1k}{w1

k}, λ1, n � 0.
2) Update uk and wk according to the iterative search method of

ADMM algorithm in Eqs 3, 4.
3) Update that λ(t) value of Lagrange operator.

λ̂
n+1 � λ̂

n + τ⎡⎣f(w) −∑
k

ûn+1
k (w)⎤⎦. (5)

4) Judging the judgment precision.∑
k

����ûn+1
k − ûn

k

����22/����ûn
k

����22 < ε. (6)

When condition (6) is satisfied, the iteration stops, otherwise,
the process returns to step 2.

In the abovementioned formula, ûnk(w), f̂(w), and λ̂
n(w) are

Fourier transforms corresponding to ûnk, f(t), andλn’s Fourier
transform.

3.1.2 Variational Modal Decomposition Results
When the VMD method is used for modal decomposition of
photovoltaic power, if there are many VMF components, modal
aliasing will easily occur, but when there are few VMF
components, the complexity of the photovoltaic power
sequence cannot be effectively reduced, so the number of
VMF components needs to be determined according to the
change of instantaneous frequency before decomposition.
When the number of VMF components is 7, the
instantaneous frequency curve is obviously bent and over-
decomposed. Therefore, this paper sets the number of VMF
components to 6.

3.2 Complete Empirical Mode
Decomposition of Adaptive Noise
3.2.1 Principle of Adaptive Noise Complete Empirical
Mode Decomposition
Empirical decomposition can decompose a photovoltaic power
sequence into several IMF components, but due to the non-
stationary and nonlinear characteristics of the photovoltaic
power curve, aliasing can easily appear in the decomposition
process. The EEMD decomposition method adds white noise
to the original sequence and makes use of the frequency
equilibrium distribution characteristics of white noise to
improve the mode aliasing problem, but the decomposition
efficiency of this method is low. In this article, CEEMDAN
method is chosen to decompose photovoltaic sequences, which
adds white noise with different amplitudes to decompose the
optimal IMF component and solves the problems of modal
aliasing and low decomposition efficiency. CEEMDAN
decomposition steps are as follows.

1) Add the white noise sequence ni(t) to the original sequence
x(t), that is,

xi(t) � x(t) + εini(t), (7)
where, εi is the control parameter; xi(t) is the data sequence after
adding white Gaussian noise.

2) Perform empirical mode decomposition on data sequence
xi(t), that is,
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xi(t) �∑J
j�1
Ci,j(t) + ri(t). (8)

In this formula, Ci,j(t) is the jth IMF component after the ith
decomposition, and ri(t) is the residual term.

3) Average Ci,j(t), cancel the influence of white noise on IMF
component, and decompose to get the j IMF
component Cj(t):

Cj(t) � 1
N
∑N
i�1
Ci,j(t). (9)

4) The final decomposition result of CEEMDAN is

x(t) �∑J
j�1
Cj(t) + r(t), (10)

where ∑J
j�1Cj(t) is the modal component of different frequency

segments of the data sequence, and r(t) is the overall
residual term.

3.3 Long-Term and Short-Term Memory
Neural Network
3.3.1 Principle of Long-Term and Short-Term Memory
Neural Network
By introducing a gating unit, the long-term memory neural
network can selectively add or forget information, which keeps
the feedback mechanism of the circulation neural network and
solves the long-term dependence of the circulation neural
network. A long-term memory neural network consists of
input, output, and hidden layer containing a gated memory
mechanism.

Data are memorized by controlling the forgetting gate, the
input gate, and the output gate, and the calculation formulas are
shown as follows:

f t � σ(Wf · [ht−1, xt] + bf), (11)
it � σ(W i · [ht−1, xt] + bi), (12)
ot � σ(Wo · [ht−1, xt] + bo), (13)

where σ is sigmoid activation function; ht−1 is the state of the
hidden layer at time t-1; xt is a sequence input; f t,Wf, and bf are
the result, weight matrix, and bias term of forgetting gate T; it,W i

and bi are the time result, weight matrix and bias term of the input
gate T; ot, Wo, bo output gate t time result, weight matrix and
bias term.

The calculation of the state ct of the time memory cell of the
time hidden layer ht and t in t is as shown in the following
equations:

~ct � tanh(Wc · [ht−1, xt] + bc), (14)
ct � f t+ct−1 + it+~ct, (15)
ht � ot+tanh(ct), (16)

where ~ct is the candidate state of the memory unit;Wc is the input
unit state weight matrix.

3.3.2 Structure of Long-Term and Short-Term Memory
Neural Network
The LSTM network model parameters are as follows: the dropout
value is 0.2; the function is optimized to adam; the activation
function takes tanh; the number of nodes is 50; training times are
1,000; batch size is 72, and the average absolute error function is
selected as the loss function.

3.4 Construction of the VMD-EEMD-LSTM
Model
The modeling steps of the VMD-CEEMAN-LSTMmodel built in
this study are as follows:

1) The PV power sequence is decomposed by the VMD method,
which is divided into the VMF component and the
residual term

2) Normalize each VMF component and send it to LSTM
network to obtain the VMF subcomponent prediction result

3) The remaining residual term is decomposed twice by
CEEMAN, and the IMF component obtained by
decomposition is sent to the LSTM network

4) Superposing the IMF subcomponent prediction results to
obtain the residual prediction results

5) Superposing the VMF subcomponent prediction result and
the residual prediction result to obtain the final photovoltaic
power prediction result

The modeling process of the VMD-CEEMAN-LSTMmodel is
shown in Figure 1.

3.5 Modeling Classification
Because the weather type has a great influence on the
photovoltaic output, in order to improve the prediction
accuracy, this article separately predicts the abrupt weather
(sunny, cloudy, rainy, and snowy) and the non-abrupt
weather (sunny to cloudy, sunny to cloudy, etc.). In order
to test the accuracy of the VMD-CEEMDAN-LSTM model,
ARIMA, SVM, LSTM, and VMD-LSTM models are
established and compared with the proposed models. When
evaluating the accuracy of the model, the average absolute
percentage error eMAPE, the root mean square error eRMSE, and
the Hill inequality coefficient eTIC are selected, and the
formula is as follows:

eMAPE � 1
Z
∑Z
i�1

∣∣∣∣∣∣∣∣y′i − yi

yi

∣∣∣∣∣∣∣∣, (17)

eREMS �

�����������∑Z
i�1
(y′i − yi)2

Z

√√
, (18)
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eTIC �

�����������∑Z
i�1
(y′i − yi)2√

�������∑Z
i�1
(y′i)2√

+
������∑Z
i�1
(yi)2√ , (19)

where Y is the true value of power; Y′ is the predicted value of
power; and Z is for sample purpose.

4.2 Non-Abrupt Weather Forecast Model
The photovoltaic power of different weather types is predicted
separately, and the prediction process is shown in Figure 2. In
non-abrupt weather, the output data of historical photovoltaic
power plants in sunny, rainy, or cloudy weather are decomposed
by VMD, and the residual term generated by VMD
decomposition is decomposed by CEEMDAN secondary
mode, and all subcomponents are added to meteorological

FIGURE 1 | VMD-CEEMDAN-LSTM model modeling process.

FIGURE 2 | Forecasting process.
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conditions and sent to the LSTM network for prediction.
Photovoltaic output will fluctuate greatly in abrupt weather, so
in abrupt weather forecast, the time of maximum output power in
a day (2: 00 p.m.) is selected for decomposition, so that the
original complex power sequence becomes a number of stable
data sequences, and then meteorological factors are added and
sent to LSTM network.

4 EXAMPLE ANALYSIS

4.1 Source of Examples
The historical power data from 2019 to 2020 of photovoltaic
power stations with an installed capacity of 50 MW in the Inner
Mongolia Autonomous Region are selected as samples to verify
the validity of the VMD-CEEMDAN-LSTM model. The 71-day
weather conditions are as follows: 265 days of sunny weather,
63 days of cloudy weather, 93 days of cloudy weather, 115 days of
rain and snow, and 195 days of abrupt weather. Taking sunny,
cloudy, and sunny-to-cloudy weather as examples, the days of
training and testing samples are 221 and 44 days in sunny
weather, 52 and 11 days in cloudy weather, and 21 and 4 days
in sunny-to-cloudy weather.

4.2 Forecast Results
In sunny weather, the photovoltaic output prediction results are
shown in Figure 3A, and the model evaluation results are shown
in Table 1. In sunny weather, the fluctuation of photovoltaic
output is small. In Figure 3A, it can be clearly observed that the
prediction accuracy of the ARIMAmodel is insufficient, resulting
in large errors, and the prediction effects of other models are
better than those of the ARIMA model. Compared with ARIMA
and SVM, the evaluation indexes of the three non-combination
forecasting models show that the eMAPE value of the LSTMmodel

FIGURE 3 | Prediction results of different weather power. (A) sunny
weather. (B) cloudy weather. (C) sunny-to-cloudy weather.

TABLE 1 | Prediction error of different weather powers.

Type Model eMAPE eRMSE eTIC

Sunny day ARIMA 0.560 167.661 0.060
SVM 0.477 135.637 0.053
LSTM 0.375 102.516 0.040
VMD-LSTM 0.304 82.444 0.028
VMD-CEEMDAN-LSTM 0.203 62.884 0.019

Cloudy ARIMA 0.554 222.537 0.257
SVM 0.557 171.678 0.181
LSTM 0.391 122.826 0.146
VMD-LSTM 0.269 89.539 0.117
VMD-CEEMDAN-LSTM 0.229 76.207 0.092

Clear and cloudy ARIMA 0.684 258.058 0.322
SVM 0.539 189.926 0.234
LSTM 0.393 154.410 0.185
VMD-LSTM 0.256 105.978 0.127
VMD-CEEMDAN-LSTM 0.189 89.058 0.116
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decreases by 0.185 and 0.102 respectively, the eRMSE value
decreases by 65.145 and 33.121, respectively, and the eTIC
value decreases by 0.02 and 0.013, respectively. The evaluation
index can clearly show that the deep learning method can mine
more features of photovoltaic data and is more suitable for the
prediction of nonlinear and non-stationary data. According to the
data in Table 1, eMAPE, eRMSE, and eTIC of the VMD-CEEMDAN-
LSTM prediction model are the smallest, and at noon, when the
photovoltaic power curve fluctuates, the VMD-CEEMDAN-
LSTM power prediction curve still keeps a high degree of fit
with the real power curve.

In cloudy weather, the forecast results are shown in Figure 3B.
Compared with sunny weather, cloudy weather reduces
photovoltaic power due to the blocking effect of clouds on the
Sun’s rays. Due to the change in cloud thickness, the photovoltaic
power curve also fluctuates greatly. At this time, the predicted
value of ARIMA model and SVMmodel has a big deviation from
the real value, and the model accuracy decreases. On 4 May 2019
compared with ARIMA, SVM, and LSTM, the eMAPE value of
VMD-LSTM model decreased by 0.285, 0.288, and 0.122
respectively, and that of VMD-CEEMDAN-LSTM model
decreased by 0.325, 0.328, and 0.162 respectively. The VMD-
LSTM model and the VMD-CEEMDAN-LSTM model reduces
the complexity of data series and the influence of data fluctuation
through variational modal decomposition.

The forecast result of photovoltaic output in sunny weather is
shown in Figure 3C. When the weather suddenly changes,
because the complexity of photovoltaic power series increases,
the predicted values of ARIMA, SVM, and LSTM have a high
degree of dispersion with the real values, so the prediction
accuracy is limited and the accuracy is difficult to guarantee.
Comparing the error evaluation indexes, it can be seen that the
VMD-CEEMDAN-LSTM model still maintains the highest
prediction accuracy. On 13 August 2020, its eMAPE value
decreased by 0.204 and 0.067 compared with the LSTM and
VMD-LSTM models.

In order to further highlight the accuracy of the proposed
method, this article makes statistics on the test results of all test
samples in the power station within 2 years. The errors of VMD-
LSTM and VMD-CEEMD-LSTM were counted. Compared with
the VMD-LSTM model, the eRMSE, eMAPE, and eTIC of the VMD-

CEEMDAN-LSTM model decreased by 0.104, 16.596, and 0.038,
respectively. The accuracy of the model is obviously improved
after the second decomposition of the residual term obtained by
VMD decomposition.

5 CONCLUSION

In order to further predict the accuracy of photovoltaic power,
this article proposed a model combining modal decomposition
with deep learning algorithm and built ARIMA, SVM, LSTM, and
VMD-LSTM models to compare their errors with the proposed
models. The main conclusions are as follows:

(1) In data processing, VMD decomposition and CEEMDAN
secondary decomposition of residual terms greatly improve
the prediction accuracy compared with the traditional non-
combination prediction model

(2) The second CEEMDAN decomposition of the residual
term obtained by VMD decomposition can fully improve
the complex features of the residual term, which makes
the eRMSE, eMAPE, and eTIC of the VMD-CEEMDAN-
LSTM model lower than those of the VMD-LSTM
model by 0.104, 16.596, and 0.038, respectively, and
the prediction accuracy of the VMD-CEEMDAN-
LSTM model is obviously higher than that of the
VMD-LSTM model
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The rotor system is a core part of rotating machinery equipment. Its safe and reliable
operation directly affects the economic benefit of using the equipment and the personal
safety of users. To fully explore the complex feature mapping relationship between rotor
vibration signals and fault types, rotor vibration signals were studied under different
working conditions from the perspective of feature parameter construction and feature
information mining. First, a variational mode decomposition algorithm was used to
decompose the vibration signals, and quantum behavior particle swarm optimization
was used to minimize the mean envelope entropy of intrinsic mode function components
to determine the optimal combination of modal number and penalty coefficient. Second,
the principal component analysis was used to reduce the dimensionality of IMF
components of vibration signals. Finally, a support vector machine was used to mine
the feature mapping relationship between vibration data after dimensionality reduction and
rotor operation state to accurately identify rotor fault types. The proposed method was
used to analyze the measured vibration signals of the rotor system. The experimental
results showed that the proposed method effectively extracted characteristic information
of the rotor running state from the vibration data, and the accuracies of four types of fault
diagnoses were 100%, 88.89%, 100%, and 100%, respectively. In addition, the
accuracies of the four fault diagnoses in this study were better than those of the
previously reported models.

Keywords: rotor fault diagnosis, support vector machine, VMD, QPSO, PCA

INTRODUCTION

With the development of large mechanical equipment, motor-driven rotor systems have an
important role in the fields of power and industrial control. Their safe and reliable operation
state determines the safety and economic benefits of usingmechanical equipment. Among all types of
faults related to rotatingmachinery, themost obvious is the abnormal vibration of a rotor system (Liu
and Tan, 2022; Miao et al., 2022; Song et al., 2022; Zhang et al., 2022). Therefore, it is important to
improve the safe and efficient operation of mechanical equipment to fully explore the relationship
between the rotor vibration signal and rotor system operation state. To date, there have been many
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in-depth global studies in the field of rotor system fault diagnosis.
Shi et al. (2021) analyzed rotor vibration signals from the
perspective of time domain, frequency domain, and time-
frequency domain, and used a local-global balanced
orthogonal discriminant projection algorithm to reduce the
high-dimensional features obtained. Luong and Wang (2020)
proposed a fault detection method for induction motors based on
current harmonic and vibration signals. Experimental results
showed that the cooperative use of mechanical vibration and
current harmonics effectively improved the accuracy of induction
motor fault diagnosis. Hong et al. (2021) proposed a rotor system
fault diagnosis model based on a residual neural network for
multi-source heterogeneous data fusion. By fully mining the state
relationship between multi-sensor heterogeneous monitoring
data and the rotor system, the fault diagnosis accuracy was
effectively improved.

The vibration signal of a rotor system is nonlinear and non-
stationary. It is a key step to improving the accuracy of fault
diagnosis by analyzing the characteristic information of signals in
time-frequency domains and constructing characteristic
parameters that fully represent the rotor operating conditions
(Dhiman and Kumar, 2017; Dhiman and Kumar, 2018; Dhiman
and Kaur, 2019). In recent years, the rapid development of signal
processing technologies such as time domain and frequency
domain analysis using the Hilbert transform technique,
empirical mode decomposition (EMD), intrinsic time-scale
decomposition (ITD), time-frequency analysis methods such
as ITD and variational mode decomposition have become
research hotspots in the field of fault diagnosis (Vekteris et al.,
2020; Chen et al., 2021a; Chen et al., 2021b; Espinoza-Sepulveda
and Sinha, 2021). Vekteris et al. (2020) combined EMD with the
improved wavelet threshold decomposition method to fully
explore the feature mapping relationship between the vibration
signals of an aeroengine rotor and the operation status of
mechanical equipment. Hu et al. (2021) proposed a fault
diagnosis method for planetary gearboxes based on ITD and
permutation entropy, and evaluated the fault degree by solving
the PE of vibration signals. Dragomiretskiy and Zosso (2014)
proposed the variational mode decomposition (VMD) analysis
method to better solve the problems of modal aliasing and
adaptive failure in time-frequency domain analysis methods
such as EMD and wavelet analysis. Wang et al. (2015)
proposed a VMD-based multi-friction vibration signal analysis
method, which effectively improved the diagnostic accuracy of
rotor and stator friction faults in rotating equipment.
Experimental results showed that the VMD signal
decomposition method better characterized the characteristic
information of vibration signals compared with other time-
frequency domain signal analysis methods. However, the
above vibration signal analysis method ignored the influence
of signal noise on fault characteristic information, and modal
aliasing was common during signal decomposition, which led to a
poor generalization performance of subsequent fault diagnosis
models.

Therefore, to further improve the rotor fault diagnosis
accuracy in rotating systems, rotor vibration signals were
studied from the perspective of feature parameter

construction and feature information mining and a rotor
fault diagnosis model based on quantum behavior particle
swarm optimization (QPSO)-VMD-PCA-support vector
machine (SVM) was proposed. Considering that the rotor
vibration signal was unstable and susceptible to noise, VMD
was used to decompose the vibration signal, and the QPSO
algorithm was used to optimize the number of modes and
penalty coefficient of VMD to minimize the mean value of the
intrinsic mode envelope entropy. Then, PCA was used to solve
the variance contribution rate of the high-dimensional
vibration signal features composed of each IMF-i
component, and the feature compression of the vibration
signal was realized based on this. Then, an SVM-based
rotor fault diagnosis model was constructed based on the
preprocessed vibration signal data set. Finally, the proposed
rotor fault diagnosis method was compared with back
propagation neural network (BPNN), extreme learning
machine (ELM), and SVM under different frequency
domain analysis methods and feature pretreatment methods
to demonstrate its effectiveness.

MATHEMATICAL THEORY

Variational Mode Decomposition
Dragomiretskiy and Zosso (2014) proposed a completely non-
recursive signal decomposition method, the VMD algorithm.
Compared with signal time-frequency domain analysis
methods such as EMD, ensemble empirical mode
decomposition (EEMD), and wavelet decomposition, VMD
breaks away from the common thinking pattern of progressive
recursive decomposition and transforms it into solving
constrained variational problems, which can better analyze
unbalanced signals and solve modal aliasing and adaptive
problems (Liu and Tan, 2022; Miao et al., 2022; Song et al.,
2022; Zhang et al., 2022).

Suppose that the original signal a(t) is decomposed into
ui(t), i � 1, 2, . . . , K by VMD, where ui(t) represents the ith
IMF component. The algorithm implementation steps are as
follows:

1) According to the Hilbert change formula, the unilateral
spectrum of the Hilbert transformation of modal
components is expressed as follows:

Hi � (δ(t) + j

πt)pui(t) (1)

In the formula, δ(t) represents the impulse function, Hi

represents the Hilbert transformation expression of ui(t), j
represents an imaginary unit, and “*” represents the
convolution operation.

2) The frequency spectrum of each mode is moved to the
corresponding base band:

Hfi,i � [(δ(t) + j

πt)pui(t)]e−jωit � Hie
−jωi t (2)
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In the formula, ωi represents the center angular frequency of the
ith mode, and Hfi,i represents the Hilbert transformation
expression of shifting the center frequency of Hi to fi.

3) Demodulation signal Hfi,i has Gaussian smoothness, so the
square norm of the gradient can be used to solve the
bandwidth of each modal component. The specific
calculation method is as follows:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

min
ui(t),ωi

∑K
i�1

�������zt[(δ(t) + j

πt)pui(t)]e−jωi t

�������22
s.t. ∑K

i�1
ui(t) � a(t)

(3)

where zt is the partial derivative with respect to t.
According to the convex optimization theory, to form the

above highly nonlinear and non-convex variational problem, the
augmented Lagrange function can be obtained:

L({ui(t)}, {ωi}, λ(t)) � α∑K
i�1

�������zt[(δ(t) + j

πt)pui(t)]e−jωi t

�������22+���������a(t) −∑K
i�1
ui(t)

���������2 + < λ(t), a(t) −∑K
i�1
ui(t)>

(4)
where α is the penalty factor and λ(t) is the Lagrange factor.
The alternating direction method of multipliers was used to
solve the variational constraint problem of Eq. 4 to determine
the optimal solution {ui(t)}, {ωi}, λ(t) of the Lagrange
function.

Quantum Behavior Particle Swarm
Optimization-Variational Mode
Decomposition
Particle swarm optimization (PSO) is a classical meta-heuristic
optimization algorithm. In recent years, many studies have
shown that the performance of the algorithm is greatly affected
by the particle update speed, and even falls into local
optimization and fails to converge globally (Luo et al., 2021;
Yu et al., 2021). Therefore, van den Bergh and Engelbrecht
(2002) integrated the concept of quantum mechanics into the
updating process of individual position and proposed a QPSO
algorithm. Compared with the PSO algorithm, the QPSO
algorithm eliminates the concept of speed and uses Eq. 5 to
update its position, which improves the global search ability
and efficiency and accuracy of algorithm optimization to a
certain extent.⎧⎪⎪⎪⎨⎪⎪⎪⎩

pt
ij � φt

ijp
t
ij + (1 + φt

ij)Gt
j

xt+1
ij � pt

ij ± β
∣∣∣∣∣xt

ij − Ct
j

∣∣∣∣∣ ln( 1
Q
) (5)

where pt
ij and β are the individual historical optimum and control

coefficient, respectively. Q∈ (0,1) represents a random number;
Ct
j represents the mean value of individual optimal particles; xt

ij
and xt+1

ij represent individual positions of particles before and
after iteration, respectively; φt

ij ∈ (0,1) represents a random
number; and Gt

j represents the globally optimal individual
position iterated to round t.

The decomposition effect of the VMD algorithm is
significantly different from that of the number of modes K
and the parameter configuration of the penalty coefficient α
(Kaur et al., 2020; Dhiman et al., 2021a; Dhiman et al., 2021b).
To obtain the best decomposition effect, this paper used the

FIGURE 1 | Flow chart of the rotor fault diagnosis model based on the
QPSO-VMD-PCA-SVM method.

TABLE 1 | Statistics of the sample number of rotor vibration data.

Fault type Code Training set Test set

Normal 0 36 9
Unbalanced 1 36 9
Misaligned 2 36 9
Rubbing 3 36 9
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QPSO algorithm to optimize the VMD algorithm parameters.
Entropy value is an effective method to measure the
randomness and complexity of signals (Liu et al., 2020).
The more obvious the periodic law of vibration signals, the
lower the complexity, and the smaller the entropy value.
Therefore, if the IMF component obtained by the VMD

algorithm contains more periodic fault characteristic
information, the envelope entropy value will be smaller, and
the noise interference of the IMF component will be lower. At
this point, the IMF component decomposed by the VMD
algorithm better represents the characteristic information of
the vibration signal, with better robustness.

FIGURE 2 | VMD decomposition of various vibration signals. (A) Normal. (B) Unbalanced. (C) Misaligned. (D) Rubbing.
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⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Ei � −∑N

i�1
pi,jlgpi,j

pi,j � bi(j)/∑N
j�1
bi(j) (6)

Eq. 6 shows the formula used to solve the envelope entropy of
the IMF component after Hilbert demodulation, where Ei
represents the envelope entropy value; bi(j) represents the
envelope function of IMF-i; and pi,j represents the
normalized value of bi(j). As shown in Eq. 7, we used the
mean of the k IMF component envelope entropy as the fitness
function of the QPSO algorithm, and optimized the VMD
algorithm parameters by minimizing the IMF component
envelope entropy.

f � 1
k
∑k
i�1
Ei (7)

Support Vector Machines
SVM is a machine learning algorithm with strong classification
performance in small sample learning. The essential idea is to use
a kernel function to map problems that are not linearly separable
to a high-dimensional space and establish a hyperplane in the

high-dimensional space to classify the samples (Huang et al.,
2020).

SVM can be used for binary classification problems, for
example, the sample set D � {(xi, yi)}, xi ∈ Rd, yi ∈ {−1, 1},
i � 1, 2, . . . n, where yi represents the label of the sample, D
represents the dimension of the sample, and n represents the
number of samples. The mathematical model expression of SVM
is shown in Eq. 8:

min
ω,b

||ω||2
2

+ C∑m
i�1
εi

s.t. yi(ωTxi + b)≥ 1 − εi, i � 1, 2, . . . n.

εi ≥ 0, i � 1, 2,/n.

(8)

To improve the generalization performance of the SVM
algorithm, Eq. 8 was converted into a dual problem based on
convex optimization theory and the kernel method was
introduced to obtain Eq. 9:

max
α

∑m
i�1
αi − 1

2
∑m
i�1
∑m
j�1
αiαjyiyjK(xi, xj)

s.t. ∑m
i�1
αiyi � 0,

0≤ αi ≤C, i � 1, 2, /, m.

(9)

where αi is the Lagrange multiplier and K(xi, xj) is the kernel
function.

Principal Component Analysis
PCA is a common dimensionality reduction method for the pre-
processing of high-dimension feature data. It achieves the
compression of feature data by calculating a covariance matrix
and correlation coefficient for orthogonal change and finally
obtains mutually independent principal components (Fattoh
and Safwat, 2022; Jamal et al., 2022). The characteristic
compression mathematical expression of PCA for original data
D is shown as follows:

Yi � ai1d1 + ai2d2 + . . . + aipdp � AT
i D (10)

where Ai � [ai1, ai1, . . . , aip]T is the characteristic vector
corresponding to the covariance matrix, and Yi is the
principal component after orthogonal change. Each principal
component compressed by the PCA algorithm corresponds to

FIGURE 3 | Curve of the characteristic contribution rate.

TABLE 2 | Accuracy statistics of different fault diagnosis methods.

QPSO-VMD-PCA-SVM (K =
8, α =
5016.8)

QPSO-VMD (%) (K = 8, α = 5016.8) EMD-PCA

ELM (%) BPNN (%) SVM (%) ELM (%) BPNN (%) SVM (%)

0 100 88.89 88.89 77.78 88.89 77.78 100
1 88.89 88.89 88.89 100 77.78 88.89 88.89
2 100 100 88.89 100 100 100 88.89
3 100 100 100 100 100 100 100
Acc 97.22 94.44 91.67 94.44 91.67 91.67 94.44
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variance in the original data. The sum of the total variances is
equal to the sum of the original variables. The ratio of variance to
total variance represents the principal component
contribution rate.

Rotor Fault Diagnosis Model Based on the
Quantum Behavior Particle Swarm
Optimization-Variational Mode
Decomposition-Principal Component
Analysis-Support Vector Machine Method
Considering the influence of the number of modes K and
penalty coefficient α on the decomposition effect of the VMD
algorithm, the QPSO algorithm was used to optimize the
parameters of the VMD algorithm to minimize the
envelope entropy. Then, the PCA algorithm was used to

compress the IMF components obtained by VMD
decomposition under optimal parameters. Finally, the
vibration data preprocessed were input into the SVM
model to predict the rotor system state. Figure 1 shows the
flow chart of the rotor fault diagnosis model based on the
QPSO-VMD-PCA-SVM method in this study. The specific
realization steps were as follows:

1) Initialize the maximum iteration time T and population
number M of the QPSO algorithm. The maximum number
of iterations T in this study was 50. The number of
populations was set to 100;

2) Initialize the particle position: the search range of the modal
number was (5, 20), and the corresponding dimension data
adopted an integer type; the penalty weight search range was
(5000, 10000);

FIGURE 4 | Confusion matrix of the rotor fault diagnosis model under different signal processing methods. (A) QPSO-VMD-PCA-SVM. (B) QPSO-VMD-SVM. (C)
EMD-PCA-SVM.
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3) Configure the VMD algorithm parameters according to
individual positions and decompose the rotor vibration
data;

4) If the number of iterations t ≤ T, the particle position and
particle fitness values were updated according to Eq. 5 and Eq.
7 successively; otherwise, the IMF component of the vibration
signal under optimal parameter was output;

5) The PCA algorithm was used to perform feature compression
for high-dimensional features with IMF components;

6) Trained the SVM model to predict the rotor fault type.

RESULTS AND DISCUSSION

Introduction of Experimental
The sample data used in this paper were from the open data set
of rotor vibration from the state Key Laboratory of Hydraulic
Machinery, Ministry of Education of China (Liu et al., 2019; Li
et al., 2021a; Li et al., 2021b; Le et al., 2021; Toyoda and Wu,
2021). The sample size of the rotor vibration data set is shown
in Table 1. There were 180 samples in four rotor system
operating states. The original data set was divided into
training and test sets at a ratio of 8:2. The experimental
platform of the data set simulated the rotor unbalance,
dislocation, and friction by controlling the mass block
distribution at the edge of the rotor mass disc, the relative
position of the two shafts on the coupling, and the contact
between the friction screw shell and the rotating bearing.
During signal collection, the rotor speed was set to 1200 r/
min, the sampling frequency was set to 2048 Hz, and the
sampling time length was 1 s.

Analysis of Simulation Results
According to the rotor system fault diagnosis flow chart shown
in Figure 1, the rotor vibration signal was decomposed by
VMD, and then the number of modes K and penalty coefficient
α were optimized by the QPSO algorithm. After 50 iterations
of the optimization algorithm, the optimal values of the modal
number K and penalty coefficient α were 8 and 5016.8,
respectively. The VMD algorithm was re-initialized
according to the optimal value, and the original vibration
signals were decomposed. Figure 2 shows the original
signals and curves of each modal component of the
vibration signals of the rotor system under different
working conditions. The yellow curve in Figure 2
represents the envelope entropy curve of each IMF
component after Hilbert demodulation. The curve in
Figure 2 shows that the optimized IMF components had a
relatively obvious cyclical fluctuation trend in the time
domain, and the corresponding envelope entropy curves of
each component had good stationarity and uniformity. In
addition, the IMF components of the vibration signals of
the rotor system under different operating conditions were
markedly different. Therefore, the QPSO-VMD algorithm
proposed in this paper is feasible for the decomposition of
the vibration signals of a rotating subsystem. The IMF
component obtained could be used to extract the periodic

rules of the vibration signals, and was markedly different
under different working conditions, providing greater
distinguishing feature information for the subsequent fault
diagnosis model.

After the original vibration signal was decomposed by the
VMD algorithm, the data dimension of the IMF component
obtained was 8 times that of the original signal. To improve the
robustness of the fault diagnosis model and reduce the sparsity of
data in the high-dimensional space, the PCA algorithm was used
to perform feature compression on the decomposed vibration
signal. Figure 3 shows the characteristic contribution rates of
each dimension under different characteristic compression scales.
The curve in Figure 3 shows the feature contribution rate was
mainly concentrated in feature dimensions 1 to 5, and when the
feature dimension exceeded 5, the feature contribution rate
tended to be 0. Therefore, this study used the PCA algorithm
to compress high-dimensional vibration signals into 5-
dimensional data.

To verify the effectiveness of the proposed method, we
compared it with ELM, BPNN, and SVM based on different
vibration signal decomposition methods, including the QPSO-
VMD algorithm and EMD-PCA. Table 2 shows the fault
diagnosis accuracy rate of rotor systems under different
fault diagnosis methods. In this study, the accuracy rate of
each optimal type is marked in bold. Data in the table show
that the proposed method had the highest fault diagnosis
accuracy in the normal, dislocation, and friction classes,
with accuracy reaching 100%. The overall accuracy of the
proposed method was also optimal. Compared with other
fault diagnosis methods, the overall accuracy was increased
by 5.55%. Compared with various fault diagnosis methods
based on the QPSO-VMD algorithm, the proposed method
achieved the optimal fault diagnosis performance, which
indicates that the proposed PCA algorithm effectively
improved the robustness of the fault diagnosis model using
high-dimensional IMF component compression. Compared
with various fault diagnosis methods based on the EMD-
PCA algorithm, the proposed method still achieved optimal
results, which indicates that the QPSO-VMD decomposition
method had a better performance for the analysis of vibration
signals in a rotor system.

Vibration signal feature processing methods directly affect
the accuracy of rotor fault diagnosis models, as shown in
Figure 4, which is an SVM fault diagnosis confusion matrix
based on different signal processing methods. By comparing the
confusion matrices under different signal processing methods in
Figure 4, we found that the fault diagnosis effect of the QPSO-
VMD-PCA processing method was the best with an accuracy
rate of 97.22%.

CONCLUSION

To improve the accuracy of rotor system fault diagnosis, relevant
studies were performed from the perspective of characteristic
parameter analysis and characteristic information mining of
vibration signals. A rotor fault diagnosis method based on

Frontiers in Energy Research | www.frontiersin.org July 2022 | Volume 10 | Article 9449617

Wang et al. Fault Diagnosis

19

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


QPSO-VMD-PCA-SVM was proposed, and the main
conclusions were as follows:

1) The IMF components obtained by the vibration signal
analysis method in this study contained more
characteristic information about the periodic laws and
showed marked differences in vibration signal
components under different working conditions.
Compared with the SVM fault diagnosis model based on
the QPSO-VMD and EMD-PCA signal analysis methods,
the proposed method achieved an optimal effect and its
accuracy was improved by 2.78%.

2) The PCA algorithm ith was used in this study to compress the
high-dimensional features of IMF components, which can
reduce the sparsity of small-sample data in the high-
dimensional feature space and improve the accuracy of the
fault diagnosis model. Compared with the ELM, BPNN, and
SVMmodels based on the QPSO-VMDmethod, the accuracy
of the proposed method was improved by 2.78%, 5.55%, and
2.78%, respectively.
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Review of wave power system
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triboelectric nano power systems
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With its huge energy storage and high energy density, oceanwave energy is one

of the most promising marine renewable resources. Traditional wave energy

generation technology, on the other hand, has a highmaintenance cost, a bulky

construction, and a low conversion efficiency, which limits its application. Due

to its low cost, simple construction, and ease of fabrication, wave energy

generating technology based on triboelectric nanogenerators has emerged

as a potential new power generation technology in recent years. This paper

elaborates on the power generation principle, working mode, and the latest

research status of wave energy harvesting using different types of triboelectric

nanogenerator structures, and finally summarises the current problems and

challenges of this technology, and innovatively combines some current

examples to propose future research trends, which can help relevant

reseach. This will assist researchers in swiftly grasping the present state of

wave energy harvesting research and promoting the field’s progress.

KEYWORDS

wave energy generation, triboelectric nanogenerators, novel power generation
technologies, research trends, power systems

1 Introduction

The development of green energy and the expansion of new energy supply has become

a shared objective of the world (Shi and Liu, 2021) in order to alleviate the environmental

pollution, global warming, and energy depletion concerns caused by the usage of

traditional fossil energy. Wind and ocean power, the main renewable energy sources

among them, have been extensively developed worldwide to complement and replace

traditional fossil fuels (Li et al., 2021a; Li, 2022a). Because of its green, low-carbon, and

clean properties, marine renewable energy has become a new development target. Making

full use of marine renewable energy can help to solve not just environmental pollution and

other issues, but also promote deep-sea development, national defense forces, and the

creation of a strong marine state (Zhao and Zhou, 2013). Wave energy, among the various

marine renewable energy sources, has become a focus of study and development because

to its large reserves, high energy density, low environmental effect, high quality, and

widespread distribution (Figure 1) (Zheng et al., 2014). Traditional wave energy
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technologies have a restricted use due to high maintenance costs,

low conversion efficiency, and inefficient conversion procedures

(Xiao et al., 2014a; Ahamed et al., 2020). Due to its low cost,

simple structure, and ease of fabrication, a novel wave energy

generating technology based on Triboelectric Nanogenerator

(TENG) has gotten a lot of interest. This study presents a

focused evaluation of the new wave energy generation

technology based on TENG by introducing the principle and

application status of conventional wave energy generation

technology. It then summarizes the technology’s current

problems and challenges, and suggests future research trends

based on some current examples.

2 Status of research on conventional
wave energy generation technology

2.1 Types and basic principles of wave
energy generation

The Girard father and son in France were the first to be

issued a patent for a wave energy conversion device in 1799

(Chen et al., 2020), and since then, patents on the conversion

and utilisation of wave energy have increasingly increased.

Different classification approaches can be used to categorise

wave energy generation. They can be classified as coastal,

nearshore (water depth <20 m), or offshore (water

depth >40 m) depending on the installation location. They

can be classified as oscillating water column, float,

pendulum, duck, raft, clam, and contraction ramp, among

others, based on the wave energy collection method (Chen R

W et al., 2019). According to the power output system they can

be divided into direct mechanical drives, hydraulic motor

systems, hydro and air turbine delivery systems, direct

electric drive systems, triboelectric nanogenerators, and

composite systems (Ahamed et al., 2020), which often

combine a direct electric drive system and a triboelectric

nanogenerator, are the different types of power output systems.

A wave energy harvesting device and a power output system

are the most common components of a wave energy producing

system. The wave energy harvesting device collects the wave

energy, which is then transmitted, stored, and converted by

various power output systems till electricity is produced.

Traditional wave energy generation technology, as shown in

Figure 2, often requires three levels of energy conversion to

convert wave energy into electricity, whereas new technologies,

such as triboelectricnanogenerators and composite systems, can

directly convert wave energy into electricity, which not only

eliminates the complicated energy conversion process in

between, but also greatly reduces maintenance costs. Because

the economic viability, efficiency, and complexity of wave power

systems are often determined by their power output systems, it is

critical to understand the current state of application and

development of various power output systems in the field of

wave energy so that the study and deployment of power output

systems can be better integrated.

2.2 Current status of conventional wave
energy generation technology
applications

2.2.1 Wave energy generation technology based
on direct mechanical drive systems

A gearbox is often coupled to a generator to drive the

generator (shown in Figure 3A), which is used to immediately

transform the energy generated by the wave energy converter

into electricity. Many investigations on wave energy

generation based on direct mechanical drive systems have

been conducted recently. For example, Resen Waves (Ahamed

et al., 2020) created and developed the Smart Power Buoy, a

lightweight and cost-effective wave energy conversion device

(shown in Figure 3B). The device is not only easy to build, but

it also delivers continuous power and autonomous real-time

data connectivity for machines and devices in the water

(shown in Figure 3C). Using a clutch and a speed-

increasing gearbox, Elisabetta. T (Tedeschi et al., 2010) of

the Norwegian University of Science and Technology et al.

converted wave energy into electrical energy and investigated

the function of irregular waves in the control and design of

wave energy conversion devices. The advantage of using a

direct drive mechanical system to generate wave energy is that

it is more mature and only requires three energy conversions

to attain excellent performance. However, the cost,

efficiency, and maintenance of the gearbox system limit its

application.

FIGURE 1
Map of the global ocean wave energy resources division
(Zheng et al., 2014)

Frontiers in Energy Research frontiersin.org

Yan et al. 10.3389/fenrg.2022.966567

23

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.966567


2.2.2 Wave energy generation technology based
on hydraulic motor systems

A hydraulic cylinder, a hydraulic motor, an accumulator, and

a generator are commonly found in a hydraulic motor-based

power output system. The passage of a wave causes the hydraulic

cylinder to expand, increasing the pressure of the hydraulic oil,

which translates translational or rotational motion into hydraulic

energy, which is used to power the hydraulic motor, and then the

generator, which generates electricity. The hydraulic system is

perfect for generating wave energy because it can apply huge

forces at low speeds (Ricci et al., 2011). Wave energy conversion

devices include rafts and pendulums, which are the most

FIGURE 2
Schematic diagram of basic principle of wave energy power generation.

FIGURE 3
(A)Power output system based on direct mechanical drive. (B)Physical drawing of intelligent power buoy (Ahamed et al., 2020).(C) Schematic
diagram of data transmission (Ahamed et al., 2020)
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prevalent. The Wave Power Deliver firm (Yemm et al., 2012) has

devised a raft-type wave energy conversion device (shown in

Figure 4) that should be built at sea in water depths greater than

40 m. Although the raft may be placed in the waves and has good

wave resistance, it has not been used in a long time due to its big

size, high cost, and easy wear and tear of the hinge parts.

Pendulum wave energy converters can be characterised as

near-shore or seafloor (Xiao et al., 2014b) depending on their

installation position, as shown in Figures 5A,B. When waves pass

by, the pendulum is driven to oscillate by the waves, which causes

a hydraulic turbine to work, which drives an electric motor to

generate electricity. In 2007, the first prototype pendulum wave

roller (shown in Figure 5C) was tested at sea (Lin et al., 2015). In

normal sea conditions, the pendulum wave energy converter has

the advantages of a wide frequency response, a simple structure,

and a high energy conversion efficiency. However, it has

drawbacks such as the mechanical element being prone to

seawater contact, difficult maintenance, installation location

restrictions, and low reliability (Flocard and Finnigan, 2010).

2.2.3 Wave energy generation technology based
on air turbines and hydro transmission systems

Air turbine transmission systems are typically used for the

oscillating water column type, as shown in Figure 6A. The forced

vibration of the water column through the air chamber squeezes

the air, converting it into compressive and kinetic energy, and the

pressurised air flows through a turbine attached to the generator,

driving the generator to generate electricity (Cai and Wang,

2012). The Japan Marine Science and Technology Centre’s

Yoshio Masuda (Falcão and Henriques, 2016) created a big

barge called Kaimei (shown in Figure 6B), which was

deployed off the west coast in 1978, and was the first large-

scale wave energy conversion device to be deployed at

sea.2019 Spain’s LaudinoR (Rodríguez et al., 2019) researched

a double turbine structure for power generation through

enhanced design and discovered that radial turbines are

especially ideal for turbine systems and have higher efficiency

than axial turbines. 2021 By creating a new oscillating water

column wave energy converter based on dielectric elastomers

that leverages the deformation of dielectric elastomers to

generate electrical energy, Du Xiaozhen et al. (Du et al., 2021)

from Shandong University of Science and Technology enhanced

the energy conversion efficiency.

Wave energy generating technology based on turbine

transmission systems compresses water to drive a turbine, the

turbine then drives the generator directly to generate electricity.

In 2003, the Danish business Wave Dragon Aps (Kofoed et al.,

2006) constructed and erected the world’s first offshore wave

energy converter, the “Wave Dragon” (shown in Figure 7). Zhang

Bu’en (Zhang et al., 2019) from Hehai University created and

constructed a new form of floating wave energy generation device

in 2019, using hydro-turbine power generation technology, and

FIGURE 4
Pelamis wave energy conversion device (Yemm et al., 2012)

FIGURE 5
Pendulumwave energy conversion device(A)The offshore type.(B)The seabed type (Xiao et al., 2014b).(C)Wave Roller prototype (Lin et al., 2015)
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the power generation efficiency was increased to 73.55 percent by

modifying the shape of the float.

2.3 Wave energy generation technology
based on direct electric drive systems

A wave energy generation device based on a direct electric

drive system has been created and explored to minimize

maintenance and reliability issues generated by complex

hydraulic and turbine systems (Figure 8A). A linear motor,

unlike traditional rotational motors, attaches a converter to a

floating buoy, and as a wave passes, the converter, which is made

up of permanent magnets, moves up and down with the buoy,

generating a magnetic field in the stator coil windings, which

provides electrical energy (Drew et al., 2009). There has been an

increase in research into direct electric driven wave energy

generators in the last 30 years, such as the Archimedes Wave

Swing (AWS) (Polinder et al., 2004) in the United Kingdom,

which completed its first successful test in Portugal in 2004

(Figure 8B). As the wave passes, the upper end cap moves up and

down, squeezing the air between the upper and lower end caps

and causing the generator coil connected to the upper end cap

and the permanent magnet connected to the lower end cap to

FIGURE 6
Wave energy conversion device with oscillating water column(A)Schematic diagram(B)Kaimei wave energy conversion device (Falcão and
Henriques, 2016)

FIGURE 7
Sea dragon prototype(A)At the Nissum Bredning test site.(B)In big wave conditions (Kofoed et al., 2006).
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move relative to each other, converting the wave energy into

electrical energy (Figure 8C).

3 Triboelectric nanogenerator
fundamentals

Professor Zhonglin Wang and colleagues at Georgia Tech

proposed triboelectric nanogenerators (TENG) in 2012 to

convert mechanical energy into electrical energy using a

combination of triboelectric initiation and electrostatic

induction (Wang, 2013; Wu et al., 2019). TENG is

increasingly being used for energy harvesting and self-energy

supply monitoring due to its many advantages, including low

cost, easy manufacturing, high power density, a wide range of

material possibilities, and the potential to operate as a self-

energy supply sensor (Liu et al., 2015; Zhao et al., 2016; Liu

et al., 2018; Wang et al., 2021). TENG has been proven to have

substantial advantages over conventional power generation

employing electromagnetic induction for harvesting low

frequency energy (5 Hz) [31[]. As a result, TENG is a great

option for harvesting low-frequency, irregular wave energy. The

Maxwell displacement current (Wang et al., 2016) is the

theoretical source of the fundamental TENG model, which is

stated as:

∇ ·D � Pf (1)
∇ · B � 0 (2)

∇ × E � −zB
zt

(3)

∇ × H � Jf + zD

zt
(4)

where D represents the displacement field; B represents the

magnetic field; E represents the electric field; H represents the

magnetisation field; Pf represents the free charge density; and Jf

represents the free current density.

D � ε0E + P (5)
Where P represents the polarisation field density and ε0
represents the vacuum dielectric constant. In Eq. (4), the

second term is defined as the Maxwell displacement current.

JD � zD

zt
� ε0

zD

zt
+ zP

zt
(6)

The first term in Eq. is the induced current resulting from the

time-varying electric field, which is the theoretical basis for the

existence of electromagnetic waves (Wang, 2013; Wang S et al.,

2015; Wang et al., 2016); the second term is the current caused by

the polarisation field generated by the electrostatic charge carried

by the surface, which is the fundamental theoretical basis and

source of the nanogenerator (Wang, 2017b).

4 The four modes of operation of
TENG

The TENG (shown in Figure 9) has four modes of operation:

vertical contact-separation mode, horizontal sliding mode, single

electrode mode, and separate layer mode (Wang, 2015).

Separating two dielectric films with metal electrodes coated on

the back in vertical contact generates electricity in the vertical

contact-separation mode. Because the two dielectric films are in

distinct positions in the triboelectric electrical sequence and have

varying electronegativity, when their surfaces come into touch,

they will transport equal quantities of dissimilar charges through

electron gain and loss. When the two dielectric films are

separated, an induced potential difference is generated

between them. If the metal electrodes on the back are

connected by a load, the free moving electrons will circulate

in the external circuit connected to the two electrodes in order to

balance the potential difference. If the two dielectric films come

into close contact again, the potential difference between the two

FIGURE 8
(A)Power take-off system based on direct electric drive.(B)AWS prototype.(C)Working principle diagram of AWS (Polinder et al., 2004).
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disappears and the electrons return to the original electrodes, and

the Periodic contact separation leads to AC output from external

circuits (Figure 9A). The horizontal sliding principle is similar to

the vertical contact separation mode, with the exception that the

dielectric film contact separation induced by vertical contact is

substituted by relative sliding (Figure 9B). The load must only be

attached to one electrode in the single-electrode mode, with the

other end of the load acting as a potential reference electrode or

being directly grounded. Although this mode is better for getting

energy from freely moving objects (Figure 9C), the electrostatic

shielding effect can reduce electron transfer efficiency in this

mode. In addition, as shown in Figure 9D, the basic structure of

the free-standing layer mode can be consisted of a freely movable

dielectric film and two fixed electrodes at regular intervals. When

an external excitation is applied to move the free dielectric film

layer from contact with the left electrode to contact with the right

electrode, an uneven charge is generated between the two

electrodes resulting in a potential difference between them. In

order to balance the potential difference, electrons will flow in an

external circuit connecting the two electrodes, which will

produce an alternating current output through the reciprocal

movement of the dielectric film between the two electrodes. The

separate layer mode is not limited to the two electrodes

connected to the load being plated on the opposing moving

device, which facilitates the design of the device and does not

suffer from the shielding effect of the single electrode mode, so it

has a high energy conversion efficiency and is very suitable for

wave energy harvesting (Figure 9D).

5 Status of research on triboelectric
nano-wave energy generation
technology

By integrating distinct structural designs with their own

mechanisms, TENG for wave energy generation not only

supplies energy for offshore sensor networks, but also allows

them to become self-energy supply sensors. As a result, TENG-

based wave energy harvesting technology has become a popular

topic.Wave energy harvestingwith TENG can currently be classified

as liquid-solid mode TENG (Lin et al., 2013; Li et al., 2018; Zhao

et al., 2018; Liu et al., 2020; Gu et al., 2021), totally enclosed TENG

(Wen et al., 2014; Wang X et al., 2015; Zhang et al., 2016; Xu et al.,

2017; Xu et al., 2018; Zhang et al., 2018; Xu et al., 2019a; Cheng et al.,

2019; Liu et al., 2019; Liang et al., 2021; Rodrigues et al., 2021),

spinning disk TENG (Jiang et al., 2020), hybrid TENG (Yang H

FIGURE 9
The four modes of operation of the TENG (Wang, 2015). (A) Vertical contact-separation mode, (B) lateral sliding mode, (C) single-electrode
mode, (D) freestanding triboelectric-layer mode.
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et al., 2019; Chen X et al., 2019; Hao et al., 2019; Chandrasekhar

et al., 2020; Jurado et al., 2020; Wu et al., 2020; Feng et al., 2021;

Zheng et al., 2021), and so on.

5.1 Liquid-solid mode TENG

Lin et al. (Lin et al., 2013) proposed the first TENG based on

liquid-solid mode in 2013 (shown in Figure 10A), in which contact

separation of polydimethylsiloxane and water causes an electrical

potential difference between the electrodes on the substrate, the two

electrodes are connected by a load, and the potential difference

drives the flow of electrons in the load pathway, thus generating

electrical energy. Under periodic contact separation, the electrical

energy produced by this liquid-solid TENG can charge a 33-F

capacitor and successfully light up 60 light emitting diodes. In

2018, Li et al. (Li et al., 2018) created a buoy-like liquid-solid

TENG (shown in Figures 10B,C) that can gather energy from

various low frequency vibrations (up and down, rocking and

rotational movements). By forming a network up to 290 μA,

16,725 nC, 300 V electrical output can drive an RF transmitter,

illuminate hundreds of light emitting diodes and power the wireless

SOS system to send out marine emergency signals. To avoid the

problem of seawater erosion and entanglement of transmission lines

in the TENG unit during large-scale wave energy harvesting, Liu

et al. (Liu et al., 2020) in 2020 designed a TENG network of planar

power cables consisting of spring steel strips and three layers of

polymer film (shown in Figure 10D), with the steel strips inside the

power cables acting not only as a structural skeleton but also as

electrodes. Experimental analysis shows that a single cable achieves a

maximum open circuit voltage of 34 V and a transferred charge of

25 nC in one cycle. Due to the novel working mechanism of the

TENG, water itself can act as a triboelectric electrical material

interacting with the insulating polymer film and therefore the

liquid-solid mode can significantly reduce the effects of seawater

corrosion and electrostatic interference on the TENG.

5.2 Fully enclosed TENG

Because the effect of ambient humidity on the output

performance of the TENG must be considered when using

solid-solid contact to harvest wave energy, fully enclosed

structures are frequently employed to be able to operate in

FIGURE 10
Liquid-solid contact TENG (A) First liquid-solid TENG structure (Lin et al., 2013). (B) Floating liquid-solid TENG power generation structure. (C)
Application scenario of buoyed liquid-solid TENG (Li et al., 2018). (D) TENG network with a cellular topology connected by power cables (Liu et al.,
2020).
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harsh conditions. For wave energy harvesting, a variety of totally

enclosed TENG structures have been reported, including rolling

structures (Wang X et al., 2015; Xu et al., 2018; Zhang et al., 2018;

Xu et al., 2019a; Cheng et al., 2019; Liu et al., 2019; Liang et al.,

2021; Rodrigues et al., 2021), wave-shaped electrode structures

(Wen et al., 2014; Zhang et al., 2016), air-driven membrane

structures (Xu et al., 2017), and so on.

5.2.1 Rolling structures
In 2015, Wang et al. (Wang X et al., 2015) developed the RF-

TENG, a freestanding and totally enclosed rolling TENG for

wave energy harvesting that encompasses a rolling ball (nylon)

inside a ball with an inner shell coated with a polyimide film

(shown in Figure 11A). When driven by water waves, the 6 cm

diameter RF-TENG may provide a short-circuit current of 1 μA

and an instantaneous output power of up to 10 mW by

optimising material and structural parameters. The

performance of this TENG device is capable of directly

driving more than 70 light emitting diodes and commercial

thermometers at a duty cycle of 26.5 percent due to the

excellent charge transfer efficiency of the freestanding TENG

and the less frictional rolling construction. By optimising the

material and structural design, Cheng et al. (Cheng et al., 2019)

were able to convert a hard contact spherical TENG into a soft-

contact spherical TENG (SS-TENG) (shown in Figure 11B),

which raised the maximum output charge by a factor of ten

over the standard TENG due to the increased contact area.

Furthermore, in 2021, C. Rodrigues (Rodrigues et al., 2021)

et al. created three TENG systems based on rolling spheres, as

demonstrated by trials with large scale wave flumes in real sea

conditions under a fixed navigation buoy: When the buoy is

subjected to wave excitation, the electrical output is significantly

reliant on pitch freedom, and the entire buoy dynamics, not just

the TENG dynamics, must be considered.

5.2.2 Wave-like electrode structure
A wave-like structure-based TENG was invented by Wen

(Wen et al., 2014) et al., in 2014 (shown in Figure 11C), which

sandwiches a copper-polyimide-copper membrane between two

flat nanostructured PTFE membranes to convert energy using

the triboelectric initiation effect. The authors investigated

different stirring methods to trigger a fully packed TENG and

demonstrated the potential of this TENG for hydrological

analysis by analysing the output signal and its corresponding

Fourier transform spectrum, where the three stirring methods

were distinguished from each other. Zhang et al. (Zhang et al.,

FIGURE 11
Fully enclosed TENG (A) Schematic diagram of the RF-TENG structure (Wang X et al., 2015). (B) Schematic diagram of SS-TENG structure
(Cheng et al., 2019). (C) Schematic diagram of the wave-like TENG structure (Wen et al., 2014). (D) Schematic diagram of WS-TENGs (Zhang et al.,
2016). (E) Schematic diagram of an integrated TENG array device based on an air-driven membrane structure (Xu et al., 2017).
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2016) fabricated an integrated 12-pack of multilayer wave-like

structured orthododecahedral triboelectric nanogenerators (WS-

TENGs) (Figure 11D shown). After rectification by wave driving,

the device produced high output voltages and currents of 260 V

and 220 μA, proving a viable way of energy harvesting that

outperforms traditional water waves.

5.2.3 Air-driven membrane structures
In 2017, Xu et al. (Xu et al., 2017) designed a unique spring-

suspended oscillator structure that employs air pressure to

transfer and distribute the collected water wave energy,

resulting in an integrated triboelectric nanogenerator array

device based on an air-driven membrane structure (shown in

Figure 11E). Experiments show that at low frequencies around

2.9 Hz, the device with 38 integrated TENG units can achieve a

transferred charge per cycle of 15 μC, a short-circuit current of

187 μA, and an optimised peak power density of 13.23 W/m3,

allowing 600 light emitting diodes to be lit simultaneously in real

water waves, thanks to the innovative design of the spring-

levitated oscillator structure and a mechanism that uses ai.

Thanks to the revolutionary design of the spring-levitated

oscillator structure, and a mechanism that employs air

pressure to transport and disperse the collected water wave

energy. The device can easily combine large scale high density

TENG arrays in a single package, and greatly enhance output.

5.3 Disk rotation TENG

In 2020, Jiang et al. (Jiang et al., 2020) developed a swing

structure triboelectric nanogenerator (SS-TENG) with a high

energy conversion efficiency for ultra-low frequency water wave

energy collecting (shown in Figure 12A). The air gap and flexible

dielectric brushes are designed to reduce frictional resistance and

maintain the frictional charge, boosting robustness and

endurance. Experiments show a maximum peak power of

4.56 mW and an average power of 0.48 mW at motor

parameters of 7 cm travel and acceleration of 7.5 m/s2.

Importantly, the device can achieve a maximum oscillation

time of 88 s with a single trigger and exhibits excellent

FIGURE 12
(A) Schematic diagram of the SS-TENG structure and cross-section. (B) Photograph of a digital thermometer powered by an SS-TENGdriven by
water waves. (C) Charge/discharge process of a 220 µF capacitor powering a thermometer at 10 cm amplitude and 1.2 Hz wave frequency. (D)
Physical view of the SS-TENG. (E) Photograph of the wireless transmitter. (F) Charging and discharging process of a 220 µF capacitor powering a
transmitter for two consecutive transmitting cycles (Jiang et al., 2020)
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durability. Figure 12B,C show the successful driving of the digital

thermometer after the wave is driven by the power generated by

the SS-TENG and stored in the capacitor. The power created by

the SS-TENG is held behind a capacitor to power a wireless

transmitter, which successfully turns on the alarm by creating a

signal to the receiver, as shown in Figure 12D,E. The

investigations show that the SS-TENG could be used for self-

powered temperature sensing and environmental monitoring

using blue energy.

5.4 Hybrid TENG

Energy harvesting systems that can successfully gather

wave energy at low frequencies are required for the

advancement of marine technology. Integrating several

energy harvesting systems for wave energy harvesting

appears to be a very promising solution, according to

several research. In 2019, Chen et al. (Chen X et al., 2019)

suggested a self-powered wireless sensor node system using a

disordered pendulum triboelectric (TENG) and

electromagnetic (EMG) hybrid nanogenerator (shown in

Figure 13A). The device’s physical design takes advantage

of the disordered pendulum’s low operating frequency and

high electromechanical conversion efficiency, allowing the

nanogenerator’s maximum output power to reach 15.21 W

and the EMG’s maximum output power to reach 1.23 mW

under water wave excitation conditions (Figure 13B).

Figure 13C shows how the hybrid nanogenerator can power

up to 100 light emitting diodes. The hybrid nanogenerator can

also power the wireless sensor node of the marine

environmental monitoring system on the buoy, while the

self-powered transmitter sends the data to the base station.

The authors concluded that this research provides an

innovative and effective method for harvesting blue energy

and a new direction for aerospace and industry. Feng et al.

(Feng et al., 2021) in 2021 designed a hybrid nanogenerator

containing a soft-contact cylindrical triboelectric

nanogenerator and an oscillating electromagnetic generator

(Figure 13D). The stator-rotor pair was separated by

introducing brushes made of flexible rabbit hair

(Figure 13E), giving it the function of pumping charge to

the dielectric surface, thereby reducing the operating

resistance and improving the durability of the device. The

FIGURE 13
(A) Structure of the hybrid nanogenerator based on the disorder pendulum. (B) Output power and conversion energy of the TENG and EMG
under water wave triggering with an impedance of 400 MΩ. (C) Lighting of 100 LEDs under water wave triggering (Chen X et al., 2019). (D) Schematic
diagram of the hybrid nano-generator and its application in wave energy harvesting. (E) Diagram of the hybrid nanogenerator structure (enlarged
view showing the gap between the FEP film and the copper electrode. (f) Powering awireless transmitter by charging a 1,000 μF capacitor (Feng
et al., 2021).
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optimised hybrid nanogenerator exhibited the best output

response to water wave stirring at 0.1 Hz, producing an

instantaneous peak power of 4.8 mW, a peak power density

of 10.16 W/m3 and an average power density of 0.23 W/m3.

Finally, self-powered temperature mapping and wireless

transmission was successfully demonstrated in ultra-low

frequency water waves by the composed array (Figure 13F).

5.5 Comparison of the properties of TENG
in different modes

Because of the liquid-solid mode TENG’s revolutionary

operating mechanism, water can operate as a frictional

electrical substance interacting with the insulating polymer

layer, considerably reducing the impacts of seawater

corrosion and electrostatic interference on the TENG. The

effect of ambient humidity on the output performance of the

TENG must be taken into account when using solid-solid

contact mode for wave energy harvesting, hence a fully

enclosed structure is frequently employed to be able to work

in difficult conditions. For wave energy harvesting, many

different forms of fully enclosed TENG structures have been

documented, such as rolling structures, undulating electrode

structures, air-driven membrane structures, and so on. The

disk-rotating TENG shows great potential in self-powered

temperature sensing and blue energy environmental

monitoring because it minimises frictional resistance through

the design of the air gap and flexible dielectric brushes, and the

frictional charge is sustainable, thus improving robustness and

durability. Wave energy collecting by hybrid TENGs

incorporating different energy harvesting methods appears to

be a very viable approach, according to several research. Low

operating frequency and excellent electromechanical

conversion efficiency are two advantages of hybrid TENGs.

A comparison of the characteristics of TENG in different modes

is plotted in a table, as shown in Table 1.

6 Problems and research trends in
triboelectric nano-wave energy
generation technology

The expanding number of offshore operations and the

growing integration with marine equipment has substantially

raised the demand for energy in order to realize the smart

ocean strategy. Traditional wave power technologies have

high maintenance costs, bulky structures, and low

conversion efficiency, and most of them can only be

transmitted to large power grids, making direct power to

marine equipment and platforms difficult, while battery

power has high maintenance costs and poor endurance.

TENG, in contrast to standard wave energy generating

technologies that use electromagnetic power, can deliver

high power output and continue to run efficiently at low

frequencies and low amplitudes, considerably decreasing

operation and maintenance costs (Wang, 2017a; Wang

et al., 2017). TENG-based wave energy generating

technology thus emerges as a very viable alternative

solution in this context, not as a replacement for

electromagnetic generators for large-scale power supply,

but as a complement to them for the energy supply of

offshore equipment and sensors. This is a novel sort of

power generation technology, and it still has a lot of

obstacles and challenges to overcome before it can mature

and be used in practical applications. Future research trends in

this discipline are primarily in the following areas in response

to these issues:

6.1 Power circuit management
optimisation

Because the majority of the electricity generated by TENGs

is AC, while offshore equipment and sensors require only DC

power, rectification bridges are frequently used to convert AC

to DC. Multiple TENGs are frequently used to establish a

network to feed power to widely spread offshore sensors,

necessitating a high number of rectifier bridges, which surely

increases the complexity of the power circuit transmission and

the area occupied. As a result, for TENG-based wave energy

generating technology, power circuit management

optimization is critical. Gao et al. (Gao et al., 2021)

constructed a DC TENG in rolling mode in 2021

(Figure 14), coupling frictional start and electrostatic

breakdown effects for the first time to achieve constant

current output in rolling mode. This strategy is

unquestionably a fantastic way to optimize power circuit

management when used to wave energy generation.

Mechanical rectification, phase control, and dielectric

breakdown are three general ways for generating DC from

FIGURE 14
Rolling DC-TENG (Gao et al., 2021)
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TENG without sophisticated rectifier bridges. The application

of the TENG DC generating method to wave power generation

technology would be a breakthrough in power circuit

management optimization.

6.2 Study of multi-energy utilisation of
composite structures

Energy harvesting research is moving in the direction of

integrated multi-energy utilization. The marine environment is

complicated and varied, and marine platforms or buoys

frequently incorporate a range of marine equipment with

electronic systems such as sensors for marine weather

monitoring, signal transmission, safety monitoring, and

navigation, among other things. For battery storage, they are

usually only fueled by solar power, which is expensive, inefficient,

and easily impacted by light conditions. At sea, on the other hand, a

wide range of environmental energy sources are available, including

wave, raindrop, wind, and sun energy. Most researchers have so far

focused solely on the structure and technology for collecting wave

energy. When numerous energies can be collected and used at the

FIGURE 15
(A)Schematic diagram of WS-TENG used to monitor waves around a marine equipment.(B)Structural diagram of the WS-TENG (Xu et al.,
2019b).

FIGURE 16
(A)Schematic illustration of the heaving point absorber-based wave energy converter and its application in ocean wave energy harvesting. (B)
Overall structure of the hybrid generator (Zhao B et al., 2021)
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same time using an integrated composite mechanism, it not only

makes the power generating system more integrated, but it also

enhances the energy conversion efficiency per unit area significantly.

For example, Shao (Shao et al., 2017) et al. designed a

multifunctional hybrid power device that can effectively harvest

wave and solar energy and was experimentally demonstrated to be a

practical power source for directly driving light-emitting diodes or

charging energy storage devices using triboelectric nanogenerators

and electromagnetic generators. Integrating a compositemechanism

to collect multiple energies simultaneously is beneficial to produce

higher output performance while also improving space utilization

and achieving the goal of integrating energy harvesting structures

with energy supply in order to adapt to environmental

diversification.

6.3 Study of self-driven sensing

Wave sensors track parameters including wave height,

period, and direction, and wave monitoring is essential for

FIGURE 17
(A)TENG network (Zhao T et al., 2021). (B) Schematic illustration of the TENG networkagitated by water waves. (C) Photographs of the TENG
network to power the wireless transmitter (Yang X et al., 2019)
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efficient use of marine resources, maritime safety, and marine

disaster warning. Wave sensors today are frequently powered

by batteries, resulting in insufficient range and expensive

maintenance costs. Wave energy generation is used to

power the sensors in the majority of current TENG wave

energy harvesting studies. The relationship between the

electrical signal generated and the waves can be derived by

studying the relationship between the internal structure

motion pattern and the waves, resulting in effective wave

parameter monitoring and self-supply of energy if the

characteristics of TENG generation can be used wisely, i.e.

the electrical signal generated by it often has a certain

relationship (e.g., linear relationship) with its own

parameters or motion. For example, Xu et al. (Xu et al.,

2019b) in 2018 proposed a highly sensitive wave sensor

based on TENG at the liquid-solid interface (WS-TENG)

(Figures 15A,B), which is made of a sensing copper

electrode covered with a PTFE film on the surface, and the

peak output voltage varies linearly with the wave height, which

can sense wave heights in the millimetre range, and was

successfully used for real-time monitoring around a

simulated ocean platform through experiments in a wave

tank. For intelligent marine equipment, this innovative self-

driven wave sensor could be a viable alternative to wave

monitoring. Triboelectric nanopower technology allows for

self-energy monitoring of not just wave parameters but also

other ocean factors. For miniaturised and extensively

dispersed marine sensors, self-driven sensing must be

realised, hence research into self-driven sensors will be a

prominent topic in the future.

6.4 Stability and durability of the power
generation unit

The longevity and stability of TENG-based wave energy

harvesting devices has always been a concern, because the process

of generating electricity from TENG is often based on repeated

contact and separation of different frictional materials within the

device, which inevitably leads to wear and tear on the materials over

time and may change the output performance. Furthermore, the

waves’ kinetic and potential energy causes them to constantly contact

the outside of the power generation unit during the process, as well as

the unknown composition of the saltwater, which might cause

corrosion of the power generation unit that cannot be ignored.

As a result, solutions include how to increase the power plant’s

stability and durability through diverse material processing and

structural design, as well as how to provide effective condition

monitoring and early detection of fault symptoms in the power

plant. The development of TENG-based wave power technology has

become a serious concern (Li et al., 2021b; Li, 2022b). In 2021, Zhao

(Zhao B et al., 2021) of China’s Ocean University suggested a high-

performance, long-lasting point-absorbing wave energy generation

system based on triboelectric-electromagnetic composite generation

technology (shown in Figures 16A,B). Through a multilayer soft

bristle structure and a unidirectional driving mechanism, the device

considerably increased the TENG’s output performance and

endurance, resulting in a continuous, high-performance output.

High stability and durability are crucial criteria that researchers

exploring TENG-based wave energy generating technologies must

consider in order to realize large-scale application of TENG in wave

energy harvesting.

TABLE 1 Comparison of the characteristics of TENG in different modes.

Type Main structures Advantages Disadvantages

Liquid-solid mode
TENG

vertical contact-separation
mode

High output voltage, structure Simple Large size of the device, not easy to seal assembly

single electrode mode Easy to make, simple construction Low output power

separate layer mode Easy to package, easy to apply in practice Output influenced by fluctuating frequency

Fully enclosed TENG Rolling structures High charge transfer efficiency and low
friction

Complex production

Wave-like electrode structure High output efficiency Large size of the device

Air-driven membrane
structure

Greatly increased output Large size of the device

Disk rotation TENG Swing structure Low friction for increased durability Complex production

Hybrid TENG TENG + EMG High output efficiency Complex device structure, output influenced by fluctuating freque
ncies

TENG + Solar Energy High output efficiency Influenced by light conditions
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6.5 Application of the TENG network

A single TENG wave energy generator can only power a

single small sensor, but due to the simple and tiny TENG

structure and the vast expanse of the sea, multiple TENGs can

be combined to form a network on the surface, allowing a

network of TENGs to power a widely distributed network of

sensors and even provide useful power to a local power plant or

grid on a small scale. Wave energy can be captured using the

TENG network. The idea of employing TENG networks to

absorb wave energy was first introduced in 2014 (Figure 17A

shows) (Zhao T et al., 2021), and there are already a number of

prototypes that demonstrate the principle’s viability, but there

are still numerous obstacles to overcome before it can be used on

a big basis. The first is the unit’s endurance, which is important

because seawater and sunshine can degrade the material on the

outside of the unit, and storms can cause fatigue damage to the

TENG unit’s connection structure. The second consideration is

the network’s location and size in order to minimize disruption

to the public, marine life, and ships. Yang et al. (Yang X et al.,

2019) proposed a self-assembling TENG network for wave

energy harvesting based on encapsulated high performance

units in 2019 (shown in Figures 17B,C). The device self-

assembles through adaptive magnetic joints, working under

the adaptive mechanism of magnetic poles and anisotropic

degrees of freedom constraints, with the ability to self-heal

ruptures and reconfigure quickly, greatly increasing the

network’s autonomy and mechanical robustness for large-scale

fabrication and maintenance. There is significant value and

promise in investigating the practical uses of large-scale

TENG networks in the ocean to fulfill the growing energy

demand and overcome the challenges and difficulties

experienced by TENG networks.

7 Conclusion

The working principle, operating mode, and present

research status of TENG-based wave energy generating

technology are reviewed in this study, and it is discovered

that wave energy harvesting employing various TENG

structures has different output performance and application

scope, then presenting some of the current problems with the

technology. For example, due to the alternating current

generated by TENGs, the complexity of the power circuit

and the limited space utilisation, most TENG structures are

only suitable for single energy harvesting, the lack of self-driven

sensing research on ocean parameters, the poor stability and

short lifespan of the power generation devices due to the fact

that most TENGs generate electricity through frictional

material contact separation, and there are still many

challenges and difficulties in forming a TENG network, etc.

Simultaneously, future research trends in this technology are

proposed in the context of some current research cases, such as

the application of DC TENG to wave energy generation for

power circuit management optimization, the study of

composite structures for multi-energy utilisation, the study

of self-driven sensing of ocean parameters, the use of

different structures and materials to enhance the device’s

stability and durability, and the exploration of large-scale

applications. TENG-based wave energy generating

technology is clearly a new power generation technology

with enormous potential for development in the context of

the current Internet of Things era and the trend of

developing and utilizing new energy sources. With the

maturation of this technology, it is thought that constructing

a TENG network is a practical approach to realize the blue

energy dream.
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Research on generation
scheduling mechanism of
interconnected power system
based on runoff forecast

Shiming Jiang, Ping wu, Xuhong Peng and Yibo Tang*

Provincial Key Laboratory of Informational Service for Rural Area of Southwestern Hunan, Shaoyang
University, Shaoyang, China

In order to reduce power energy consumption and ensure the sustainable

development of resources, a research on the generation scheduling

mechanism of interconnected power systems based on runoff forecasting is

proposed. First, by studying energy-saving power generation scheduling and

using the average distribution method, there will be a lot of energy

consumption and pollution emissions, so it is necessary to formulate a

reasonable power generation scheduling plan; secondly, the medium and

long-term runoff forecasting method is analyzed, and artificial neural

networks are used to select appropriate hidden nodes Finally, the economic

characteristics of the two-stage power generation of the hydropower station

are explored, and the marginal benefit of the water level storage capacity and

the total power generation is obtained by combining the current operating

status and forecast information of the reservoir. Through experiments, it is

proved that the method in this paper can better predict the power generation

scheduling mechanism of hydropower stations, and the annual power

generation of the optimized scheduling is 1.92% higher than that of

conventional scheduling, which has significant advantages, ensuring the

reasonable distribution of power resources and preventing unnecessary waste.

KEYWORDS

runoff forecast, power system, power generation scheduling mechanism, energy
saving, sustainable development of resources

1 Introduction

The current power production scheduling method in the country is to share the power

generation of each unit equally, and such a scheduling method will generate a lot of energy

consumption and pollution (Le et al., 2021). Under the needs of energy conservation and

environmental protection, the country has proposed the implementation of energy

conservation and emission reduction plans, in order to achieve the purpose of energy

conservation and emission reduction, promote the optimization of the energy structure

(Zhang et al., 2022), and guide the energy structure to develop in the direction of high

efficiency and low pollution (Li et al., 2021a). In today’s energy shortage and increasingly

prominent environmental pollution, developing clean energy, developing green power,
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and promoting the transformation of energy strategies have

become a new trend in global energy development (Li et al.,

2021b), and it is also an important direction of energy strategy

development. China has developed rapidly in the past 5 years,

and will maintain rapid development in the next 10 years. While

the country is developing clean energy on a large scale, how to

conduct electricity market transactions in the new environment

to ensure its efficient use and achieve optimal resource allocation

is a practical problem that urgently needs to be studied and

solved (Husin and Zaki, 2021), (Yang et al., 2021a).

In order to realize resource complementarity and improve

power system operation security (Shang, 2007), it is necessary to

interconnect small and medium power grids through tie lines to

form a multi-domain interconnected power system. At present,

all regions and provinces in China have gradually realized

networking, and the networking form has changed from

simple bilateral networking to complex networking. After the

power systems are interconnected, each system can obtain power

from other systems through tie lines, realize mutual support

between interconnected subsystems, and obtain benefits such as

mutual assistance, peak shifting and mutual backup, thereby

improving the reliability level of the entire region. Reference (Fan

et al., 2009) proposes an energy-saving power generation

dispatching method that takes into account the government’s

macro-control and market mechanism, and implements optimal

dispatching of various generator sets according to the energy

consumption and pollutant emission levels to achieve the power

generation dispatching target requirements. Reference (Zhang

et al., 2009) proposes a regional power grid energy-saving power

generation dispatching model that takes into account the bidding

in the electricity market. First, it is sorted by province, and then

the grid replacement algorithm is matched in the province, and

finally the dispatching situation under various modes is

calculated. Reference (Li and Tan, 2012) uses short-term

marginal cost pricing as the premise to design a power

generation scheduling model. According to the two-part on-

grid electricity price mechanism, the transaction plan is clarified

by ordering the electricity price of units approved by the

government to form a suitable power generation scheduling

mechanism. Reference (Yang et al., 2022a) uses the benefit

compensation mechanism of the distribution model to

formulate a dispatch model, and is compatible with coal

consumption ranking and market bidding to implement the

power generation dispatch mechanism of the transfer of

power generation rights (Fan et al., 2009; Zhang et al., 2009;

Li and Tan, 2012; Yang et al., 2022a).

The power generation scheduling situation is not perfect,

there is a large planning deviation, lead to serious energy

consumption, therefore, this paper puts forward the

interconnected power system based on runoff forecast

scheduling mechanism research, through the artificial neural

network simulation runoff forecast method, analysis of

energy-saving power generation scheduling, research of

hydropower station optimization scheduling, make a

reasonable plan. A power generation model of hydropower

station is designed, combined with Markov correction of

scheduling error, to improve the mechanism. Through this

model, the annual power generation of optimized scheduling

is 1.92% higher than that of conventional scheduling, and the

optimization effect is obvious. The scheduling scheme

formulated by the optimized BP neural network for prediction

and runoff is closer to the actual scheduling operation process.

2 Energy-saving power generation
scheduling analysis

The current power generation planning mode in the country

is to distribute the power generation time of the units equally. For

small thermal power units with high energy consumption and

high pollution, the power generation time of the high-efficiency,

environmental protection, and energy-saving units, no measures

have been taken to encourage clean units to generate electricity.

Due to the existence of a large number of clean and low-energy

equipment in the country’s power system, the use of an even

distribution method has resulted in a large amount of energy

consumption and pollution emissions. With the rapid

development of the national economy, the electricity

consumption of the whole society has increased rapidly, and

the energy consumption, pollutants, and carbon dioxide

emissions have also increased rapidly. The traditional power

generation planning model can no longer meet the new needs.

However, the implementation of energy-saving power

generation scheduling is a wide-ranging (Yang et al., 2022b)

and complex system engineering, and it is also a major reform of

the country’s current power generation scheduling system. This

reform will have a major impact on the security, continuous and

reliable power supply of China’s power grid, and will also cause

major adjustments to the interests of power companies (power

generation companies and power grid companies) and local

interests (local government tax revenue). At the same time, in

the actual scheduling process, a large number of technical

support systems developed according to the original ideas

need to be upgraded, and the operation process needs to be

changed.

The power industry is also a producer and user of energy.

China’s power industry accounts for more than 80% of coal

production and more than 50% of China’s coal consumption.

China’s power industry is a real energy-consuming country. On

the one hand, energy consumption and emissions can be reduced

in the short term through the power-saving dispatch of power

plants. On the other hand, in the process of investing in power

generation, the introduction of energy-saving and emission-

reduction technologies to maximize the elimination of

backward production capacity (Wei et al., 2016) has a

profound impact on the development of enterprises. The
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implementation of the energy-saving power generation plan will

greatly change the profit distribution of the country’s power

generation industry, and will also have a certain impact on power

grid companies and users. Research on optimal dispatching of

energy-saving power plants is helpful to formulate a reasonable

power generation plan. At the same time, in the energy

production plan, more technical support is needed, such as

optimizing the dispatching scheme.

The economic essence of the current energy-saving power

generation dispatching policy is to realize the “macro-control” of

power generation (production) between units with different

energy types and units with the same energy type and

different energy consumption levels through the promulgation

of administrative decrees.

1) The purpose of regulation is to overcome the limitation of

simply using the market for resource allocation (Liu, 2021),

which does not consider the externalities of electricity

commodities that damage the environment and consume

resources. Regulation is a supplement to market instruments.

2) The power generation of each unit before regulation is

gradually determined according to the development and

competition of power grids and power generation

enterprises over the years. It can be regarded as similar to

“market allocation” in economics, that is, each economic

entity makes production and trade decisions according to

its own economic interests, and the determined production

capacity is also the result of market resource allocation. Under

the premise that the market is fully competitive and all

stakeholders have sufficient information, the result of this

resource allocation can be regarded as an efficient, reasonable

and optimal allocation for the present generation without

considering the environmental impact on future generations.

3) The power generation of each unit after regulation is the

result of the government’s redistribution of the production of

each enterprise on behalf of the interests of future generations

and in accordance with the goal of sustainable development,

so as to optimize the interests of present and future

generations.

3 Medium- and long-term runoff
forecasting methods

3.1 Multiple linear regression model

The multiple linear regression model is a commonly used

model in medium and long-term runoff forecasting, and its form

is as follows:

Y � ∑m
i�1
aiXi + b )

In the formula, Y describes the forecast object; m describes

the number of predictors; Xi(i � 1, . . . , m) describes the

predictor; ai describes the contribution coefficient of the

predictor; b describes the constant.

The multiple linear regression model treats the relationship

between the forecast object and the forecast factor as a linear

relationship. The principle is simple and the parameters are easy

to set. It has always played an important role in hydrological

forecasting. However, when the forecast object and the forecast

factor have an obvious nonlinear relationship, the forecast

accuracy of the multiple linear regression model will be

significantly reduced.

3.2 Support vector machines

Support vector machine is a new type of machine learning

method based on statistical learning theory and structural risk

minimization principle (Pan et al., 2020). To this end, the support

vector machine regression method equation for medium and

long-term runoff forecasting is established as follows:

y � ∑n
i�1
(βi − βpi )K(X,Xi) + B (2)

In the formula, y describes the forecast object, βi and βpi
describe the Lagrange multiplier, X describes the predictor

vector, n describes the sample size, Xi(i � 1, . . . , n) describes

the sample predictor vector, and K(X,Xi) describes the sample

predictor vector. Is the kernel function and B describes the bias

(Ming et al., 2007). The corresponding runoff forecast model can

be obtained through formula calculation, but it requires a long

waiting time and occupies a large storage space.

In summary, Support vector machines use quadratic

programming to solve support vectors. When the number of

samples is large, quadratic programming involves high-order

matrix calculations, which consume a lot of machine memory

and calculation time. In addition, when using support vector

machines to solve nonlinear problems, the kernel function

should be selected carefully (Yang et al., 2021b).

3.3 Grey forecasting model

The grey theory was developed to solve the problem of lack of

clarity and uncertainty of information, and gradually gained

important attention internationally. There are a large number

of location factors and uncertainties in medium and long-term

runoff forecasting, so this theory can be used to construct a grey

forecasting model. The formula is (Feng et al., 2010).

lnxi+1 � (ln x1 − b/a)[e−ai − e−a(i−1)] (3)
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In the formula, x1 describes the first sample number in the

runoff sequence; xi+1 describes the i + 1-th sample number; a and

b describe the gray model parameters, which can be determined

by the least squares method.

The grey prediction model can effectively use the limited

medium and long-term runoff data to forecast future runoff, but

when the uncertainty of the runoff sequence is the main

component, the prediction accuracy of the model will be

seriously reduced.

3.4 Predictor identification and error
correction of artificial neural networks

Artificial neural network is a nonlinear, self-adaptive

information processing system that simulates the activity of

biological neurons, and includes powerful nonlinear mapping

capabilities. When the number of neurons in the hidden layer is

not limited, the three-layer neural network can approximate any

nonlinear function infinitely, and is widely used in hydrological

forecasting.

According to Kolmogorov’s principle, the empirical formula

to clarify the number of nodes in the hidden layer of the neural

network is as follows:

nH � ���������
n1 + nO + 1

√ + l (4)

In the formula, nH describes the number of hidden layer

nodes, n1 describes the number of input nodes, nO describes the

number of output nodes, and l describes a constant between

1 and 10.

For nonlinear networks, it is difficult to select an appropriate

neural network learning rate (Li et al., 2012). A learning rate that

is too large will make learning unstable, and a learning rate that is

too small will take a long time to learn. In addition, the number of

nodes in the hidden layer of the network should also be limited to

a certain area, otherwise there will be under-fitting or over-fitting.

For this reason, the error is corrected by the Markov model, so

that the forecast accuracy is higher and the power generation of

the interconnected power system of the hydropower station is

better dispatched.

Multivariate linear regression, artificial neural network and

support vector machine for medium and long-term runoff

forecasting models need to input predictor vectors. A set of

predictors is constructed by correlation analysis, and on the

premise of the significance level α � 0.05, a stepwise regression

analysis method is used to select important influencing factors

from the set of predictors. Assuming that the number of

important influencing factors does not exceed 3, then find the

three predictors with the highest correlation with the forecast

object as important influencing factors.

Under normal circumstances, there is still a corresponding

deviation between the predicted value and the actual value of the

medium and long-term runoff forecasting model. Using the

Markov correction model to correct the error can better

improve the forecasting accuracy of the model. In this paper,

the positive error describes that the predicted value is greater

than the actual value, and the negative error describes that the

predicted value is smaller than the actual value. Usually, the error

indicates that the difference between the predicted value and the

actual value is small. Using the mean and standard deviation

method, the errors are divided into 5 grades: extra large positive

and negative errors, large positive and negative errors and general

errors, and calculate the error mean and error state one-step

transition probability matrix of all grades. If the error process

satisfies Markov, the error correction expression is:

ecori � ∑5
j�1
eavgj Pkj(i − 1) (5)

In the formula, ecori describes the correction error of the

i(i � 2, . . . , n)-th predicted value, n describes the length of the

error sequence, eavgj describes the j-th state average without

correction error, and Pkg(i − 1) describes the uncertainty of the
i − 1-th predicted value. The one-step transition probability from

the k(k � 1, . . . , 5) state where the correction error is located to

the j state.

4 Analysis of benefit characteristics of
hydropower stations

The power generation benefit function of a hydropower

station is related to the water head and power generation

flow, and is affected by the relationship between the water

level storage capacity and the tail water level flow. Simplify

the problem and treat the tail water level as a constant. In

many cases, the dynamic effects of tailwater levels cannot be

ignored. Therefore, under the premise of considering the

dynamic influence of tail water level, this paper analyzes the

economic characteristics of the two-stage power generation of the

hydropower station, so as to provide a more effective decision-

making basis for the real-time operation of the reservoir (Wang

et al., 2012).

4.1 Mathematical description of two-stage
power generation of hydropower station

Reservoir scheduling is a two-stage rolling decision problem.

Among them, St, St+1 is the initial and final storage capacity of

period t, respectively; St+2 is the final water storage capacity of

t + 1 in period t (Tan et al., 2012); It, It+1 is the inflow of period t

and t + 1, respectively; rt, rt+1 is the outflow of reservoir t + 1 in

period t, respectively. During the dry season, the reservoir water

level is low and the incoming water is small, so the reservoir
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usually operates with guaranteed production. If the guaranteed

output cannot be met, the reservoir operates at a reduced output.

During the flood season, when the amount of water inflow is

large, there is still wastewater in the installed power generation,

and the reservoir generates power according to the installed

capacity. Therefore, this paper only studies the case of rt, min +
rt+1, min < rt + rt+1 < rt, max + rt+1, max (rt,min is the minimum

power generation water volume required by the hydropower

station to meet the guaranteed output of the t phase, rt, max is the

maximum power generation water volume of the t phase of the

hydropower station, and the installed capacity corresponds to the

minimum power generation water volume and the turbine

overcurrent capacity.

The two stages of power generation are:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Et � η × [SSR(St) + SSR(St+1)

2
− SDR(St + It − St+1)] × (St + It − St+1)

Et+1 � η × [SSR(St+1) + SSR(St+2)
2

− SDR(St+1 + It+1 − St+2)] × (St+1 + It+1 − St+2)

E(t,t+1) � Et + Et+1

(6)

In the formula: Et, Et+1 is the first stage (face stage) and the

second stage (remaining stage) (Sakthivel and Sathya, 2021); E(t,t+1)
is the total power generation of the two stages; η is the power

generation efficiency of the hydropower station; SSR(p) is the

relationship between water level and storage capacity; SDR(p) is
the relationship between the tail water level and flow rate.

In Eq. 6, it is assumed that the power generation efficiency η

of the hydropower plant is known for a given reservoir. At time t,

the initial reservoir capacity St is known, and the two-stage inflow

of It, It+1 can be obtained from the forecast information. The end

storage capacity of Phase II St+2 is the remaining storage capacity,

and its size has an important impact on the later operation of the

reservoir. According to the time of the two stages, combined with

the current operation status and forecast information of the

reservoir, it is determined according to the statistical law of

historical operation. It can be seen that the two-stage power

generation Et, Et+1 and the total power generation E(t,t+1) are
both functions of St+1 facing the end of the stage.

4.2 Analysis on the benefit characteristics
of power generation in two stages

The total power generation E(t,t+1) is not only related to the

storage capacity St+1 at the end of the facing phase (Ansarian

et al., 2015), but also related to the state of the reservoir in the t

phase, the engineering characteristics of the reservoir itself, and

the characteristics of the downstream river. There are many

influencing factors. How to decide to optimize the two-stage

power generation E(t,t+1). Therefore, through mathematical

analysis, this paper reveals the variation law of the two-level

power generation Et, Et+1 and the total power generation E(t,t+1)
with the storage capacity St+1 of the facing level (Ye et al., 2008),

which provides a basis for making optimal decisions. This section

mainly studies the variation law of power generation with the

terminal storage capacity St+1 in two stages.

The marginal contribution of the storage capacity A at the

end of the facing period to the two-stage power generation (Zhan

and Zuo, 2012) is:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ft � dEt

dSt+1
� η⌊(SSR′(St+1)

2
+ SDR′(rt)) × rt − [SSR(St) + SSR(St+1)

2
− SDR(rt)]⌋

ft+1 � dEt+1
dSt+1

� η[(SSR′(St+1)
2

+ SDR′(rt)) × rt − [SSR(St) + SSR(St+1)
2

− SDR(rt)]] (7)

In the formula, ft, ft+1 is the marginal benefit of two-level

power generation, that is, the change in power generation caused

by the change of the terminal storage capacity St+1; SSR′(St+1) is
the increase of the storage capacity of the unit St+1 and the

increase of the reservoir water level (Tan et al., 2014), and

SDR′(rt) is when the reservoir flow is rt., the increase in unit

flow and downstream tail water level. In Formula 7, (SSR′(St+1)2 +
SDR′(rt)) refers to the head increased by increasing the unit

storage capacity (i.e., decreasing the flow rate by one unit) when

the storage capacity at the end of the first stage is St+1.
η(SSR′(St+1)2 + SDR′(rt)) × rt refers to the increased power

generation by increasing the water head (SSR′(St+1)2 + SDR′(rt))
when the power generation is rt. η(SSR′(St+1)2 + SDR′(rt)) refers to
the increased power generation by increasing the unit power

generation when the water head is [SSR(St)+SSR(St+1)2 − SDR(rt)].
Therefore, the positive and negative marginal benefits of the first

stage depend on who controls the water head and volume.

From Taylor’s first-order expansion, we get:

SDR(rt) + SDR(rt) × rt ≈ SDR(2rt) (8)
SSR(St+1) − SSR′(St+1) × rt ≈ SSR(St+1 − rt) (9)

Substitute St+1 � St + It − rt into the above Formula 7, and

combine Formulas 8, 9 to obtain:

ft � η
∣∣∣∣∣∣∣SDR(2rt) − SSR(St) + SSR(St + It − 2rt)

2

∣∣∣∣∣∣∣ (10)

Put SSR(St)+SSR(St+It−2rt)
2 ≈ SSR(St + It

2 − rt) into Eq. 10, we

can get:

ft ≈ η[SDR(2rt) − SSR(St + It
2
− rt)] (11)

In Formula 11, SSR(St + It
2 − rt) represents the power

generation of the reservoir with the amount of water rt when

the inflow in the period t is It
2 , and the water level value at the end

of the period (Kumar et al., 2018). SDR(2rt) represents the

downstream tail water level, and the amount of water

corresponding to the power generation of the reservoir is 2rt.

The results show that with the increase of rt, SDR(2rt) increases,
SSR(St + It

2 − rt) decreases, and ft also increases. Because

rt ≤ rt, max , so ft ≈ η[SDR(2rtmax) − SSR(St + It
2 − rt). In

addition, during normal operation of the reservoir, St ≥ Smin

(Smin is usually the dead storage capacity), that is:
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ft ≈ η[SDR(2rt,max) − SSR(Smin − rt)] (12)

Since reservoirs with a large drop (Jinghua and Hua, 2011)

usually satisfy SDR(2rt,max) − SSR(Smin − rt)< 0, that is, ft < 0,

this paper mainly studies the hydropower station satisfying

SDR(2rt,max) − SSR(Smin − rt)< 0, and then brings St+2 � St+1 +
It+1 − rt+1 into the above Eq. 7, and combines Eqs 8, 9 to obtain:

ft+1 � η[SSR(St+1 + rt+1) + SSR(St+1 + rt+1 + It+1 − 2rt+1)
2

− SDR(2rt+1)]
≈ η[SSR(St+1 + It+1

2
) − SDR(2rt+1)]> η[SSR(Smin + It+1

2
) − SDR(2rt+1 , max)]

(13)

It can be seen that for the reservoir satisfying

SDR(2rt,max) − SSR(Smin − rt)< 0, ft+1 > 0 is always

established. To sum up, the marginal benefit of the first

stage is less than 0, and the marginal benefit of the second

stage is greater than 0, that is, when the water storage St+1
increases at the end of the stage, the power generation in the

facing stage decreases, and the power generation in the

second stage increases, that is, two stages. There is a

competitive relationship between power generation (Zhao

et al., 2009). Next, we will further discuss the change law and

economic characteristics of the two-stage total power

generation with the decision to store water at the end of

the stage.

4.2.1 Analysis of factors affecting total power
generation

The marginal benefit of the total power generation f(t,t+1) is
the sum of the marginal benefits of the two stages of power

generation, which can be obtained by Formula 7:

f(t,t+1) � dE(t,t+1)
dSt+1

� η

2
[SSR′(St+1) × (rt + rt+1) + SSR(St+2) − SSR(St)]

−η[SDR(rt+1) + SDR′(rt+1) × rt+1 − SDR(rt) − SDR′(rt) × rt]
(14)

Using G(St+1) and D(rt, rt+1) to represent the first half and

the second half of the marginal benefit of the total power

generation respectively, the Formulas 15, 16 are obtained:

G(St+1) � η

2
[SSR′(St+1) × (rt + rt+1) + SSR(St+2) − SSR(St)]

(15)
D(rt, rt+1) � η[SDR(rt+1) + SDR′(rt+1) × rt+1 − (SDR(rt)

+ SDR′(rt) × rt)]
(16)

It can be seen from Eq. 14 that the marginal benefit of the

total power generation is affected by the current status of the

reservoir and the engineering characteristics of the reservoir,

namely the water level-capacity relationship of SSR (*) and the

tailwater level-discharge relationship of SDR (*). Eq. 15 expresses

the influence of the relationship between water level and storage

capacity on the marginal benefit of total power generation, and

Eq. 16 expresses the influence of the relationship between tail

water level and flow on the marginal benefit of total power

generation.

4.2.1.1 Influence of water level and storage capacity

relationship

From the water balance [30] rt + rt+1 � St − St+2 + It + It+1,
we can get:

SSR′(St+1) × (rt + rt+1) � SSR′(St+1) × (St − St+2)
+ SSR′(St+1) × (It + It+1) (17)

In addition, through the first-order Taylor expansion, it can

be obtained:

SSR(St+2) ≈ SSR(St+1) + SSR′(St+1) × (St+2 − St+1) (18)
SSR(St) ≈ SSR(St+1) + SSR′(St+1) × (St − St+1) (19)

From Eqs 15, 17, 18 we get:

G(St+1) ≈ η

2
[SSR′(St+1) × (It + It+1)]> 0 (20)

In the formula, SSR′(St+1) × (It + It+1) is the increment of

the reservoir water level when the reservoir capacity is St+1 and
the total water inflow in the two stages is stored in the reservoir.

According to the characteristics of the relationship between water

level and storage capacity, SSR′(p)> 0, SSR″(p)< 0 can be

known. Therefore, it can be seen from Eq. 20 that when the

two-stage inflow is known, G(St+1) decreases with the increase of
the storage capacity St+1 at the end of the facing period, but is

always positive, that is, the total inflow of the two-stage inflow is

determined by the relationship between the water level and

storage capacity Affects the marginal benefit of the total

power generation, but promotes the increase of the total

power generation, and G(St+1) increases with the increase of

the two-stage influent It, It+1. In addition, Formula 20 shows that

for different reservoirs, when the two-stage water inflow is

constant, the greater the slope SSR′(p) of the water level

storage capacity curve, the greater the reservoir slope, the

greater the G(St+1), that is, the difference between the water

level storage capacity relationship and the marginal benefit of

total power generation. The greater the impact, the smaller the

vice versa.

4.2.1.2 The influence of tail water level and flow

relationship

In Eq. 16, both the first half and the second half are functions

of displacement. First analyze the change law of

SDR(rt)+tSDR′(rt) × r, and then analyze the change

characteristics of D(rt, rt+1).
The derivative of SDR(rt)+tSDR′(rt) × r is:

SDR″(rt)rt + 2 × SDR′(rt). According to the relationship

between tail water level and flow characteristics, we can know:
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SSR′(p)> 0, SSR″(p)< 0 (21)

It can be assumed that the tail water level flow relationship

curve conforms to the series of formulas:

SDR(rt) � a(rt + b)c + d (22)

In the formula, a> 0, b> 0, 0< c< 1, its first-order formula

can be obtained:

SDR′(rt) � ac(rt + b)c−1 (23)

Its second-order formula is

SDR′′(rt) � ac(c − 1)(rt + b)c−2 (24)

From the above Formulas 23, 24, we can get:

SDR″(rt) × rt + 2 × SDR′(rt) � ac(c − 1)(rt + b)c−2 × rt + 2ac(rt + b)c−1
> ac(c − 1)(rt + b)c−2 × (rt + b) + 2ac(rt + b)c−1
� ac(c + 1)(rt + b)c−1 > 0

(25)

SDR(rt) + SDR′(rt) × rt is an increasing function of rt. When

rt+1 > rt, D(rt, rt+1)> 0, when rt+1 < rt, D(rt, rt+1)< 0. As the

water storage capacity of St+1 increases, rt reduces the power

generation of the facing stage, rt+1 increases the power generation
of the second stage, the first half of D(rt, rt+1) increases, the

second half decreases, and D(rt, rt+1) increases as a whole. The
negative impact of total power generation is gradually increasing.

TABLE 1 The running process of the conventional scheduling plan.

Month Inbound
traffic

Initial
water
level

End
water
level

Output
flow

Water
head

Contribute Power
generation

Abandoned
water
flow

1 1932 650 650 1932 225.16 370.13 24.74 0

2 1538 650 592.13 1987.51 221.23 374.35 26.04 0

3 1812 592.28 587.29 2051.49 231.92 374.35 26.87 0

4 1279 587.24 570.64 2324.18 196.87 409.04 29.12 0

5 2487 559.41 540 3186.28 172.33 469.18 34.78 0

6 3407 540 590 2708.93 174.06 399.18 27.89 0

7 9974 590 590 9974 174.98 1225.86 91.18 1680

8 8573 590 590 8573 175.16 1337.59 93.28 265

9 9308 590 650 7517.21 195.72 1263.41 91.37 0

10 5397 650 650 5397 217.99 1007.81 74.03 0

11 3624 650 650 3624 222.34 688.40 49.56 0

12 2207 650 650 2207 225.72 418.59 31.34 0

TABLE 2 The scheduling plan running process of the method in this paper.

Month Inbound
traffic

Initial
water
level

End
water
level

Output
flow

Water
head

Contribute Power
generation

Abandoned
water
flow

1 1930.81 650 650 1930.81 226.41 359.16 26.47 0

2 1526.1 650 594.21 1987.51 224.16 344.78 22.81 0

3 1823.23 594.21 593.15 1849.31 219.94 344.68 24.66 0

4 1298.16 593.15 586.10 1911.82 212.96 345.18 25.90 0

5 2485.05 586.10 594.24 1883.09 212.76 341.84 24.51 0

6 3409.18 594.24 552.05 5182.82 193.45 867.38 62.30 0

7 9974.03 552.05 540 9652.20 168.99 1194.58 88.50 1354.20

8 8537.63 540 540 8537.63 175.16 1237.59 93.63 264.37

9 9305.27 590 650 7419.26 195.72 1263.18 90.28 0

10 5394.35 650 650 5394.35 217.97 1007.78 74.09 0

11 3632.92 650 650 3632.92 223.42 685.84 48.13 0

12 2204.16 650 650 2204.16 224.72 419.76 32.12 0
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In addition, it can be seen from Eq. 16 that the change of

D(rt, rt+1) is also related to the relationship SSR(p) of tail

water level and flow. When the relationship between the tail

water level and flow rate is steeper, that is, the greater the slope,

the narrower the lower part of the corresponding swim channel,

the larger the relative variation range of D(rt, rt+1), and the

greater the influence of the tail water level on the total power

generation.

4.2.2 Concavity and convexity analysis of total
power generation

The second derivative of the total power generation is:

f(t,t+1)′ � d2E(t,t+1)
dS2t+1

� η
SSR″(St+1)

2
(rt + rt+1)

−η[SDR″(rt) × rt + 2 × SDR′(rt) + SDR″(rt+1) × rt+1 + 2 × SDR′(rt+1)]
(26)

According to the characteristics of the water level

storage capacity relationship curve, it can be known that

SSR′(p)> 0, SSR′′(p)< 0. In addition, combined with

Formula 28, it can be seen that no matter what number

rt takes, SDR″(rt)rt + 2 × SDR′(rt) is larger than 0, and

because of SSR′′(p)< 0, f(t,t+1)′ < 0 is. When the total power

generation of the two stages is a concave function of the

storage capacity St+1 at the end of the facing stage, it proves

that with the increase of the storage capacity at the end of

the facing stage, the marginal benefit of the total power

generation decreases.

4.2.3 Monotonicity analysis of total power
generation

It can be obtained by Formulas 8, 16:

D(rt, rt+1) ≈ SDR(2rt+1) − SDR(2rt) (27)

It can be obtained by Formulas 14, 20, 27:

f(t,t+1) ≈ η[1
2
SSR′(St+1) × (It + It+1) − (SDR(2rt+1)

− SDR(2rt))] (28)

To sum up, it is assumed that SSR′(St+1) × (It + It+1) is

always positive after the reservoir situation is clear; the water

volume of the two-stage power generation changes with the

change of the storage capacity St+1 at the end of the facing

stage, so that SDR(2rt+1) − SDR(2rt) shows a positive and

negative change.

It can be known from Formula 28 that if St+1 � Srt�rt+1 is

rt � rt+1, SDR(2rt+1) − SDR(2rt) � 0, then f(t,t+1) > 0. If

St+1 < Srt�rt+1, rt > rt+1, SDR(2rt+1) − SDR(2rt)< 0, then

f(t,t+1) > 0, then increase the water storage capacity St+1 at the

end of the stage, the total power generation E(t+1) will increase;
assuming St+1 > Sri�rt+1, rt < rt+1, SDR(2rt+1) − SDR(2rt)> 0,

FIGURE 1
Comparison of monthly power generation.
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since the total power generation in the two stages is a concave

function for the final storage capacity St+1, At this time, with the

increase of the water storage amount St+1 at the end of the stage, the
marginal benefit gradually decreases. According to whether f(t,t+1)
will be smaller than 0, it can be divided into two ways. 1) Assuming

that there is a condition of f(t,t+1) < 0, when St+1 increases, the total

power generation E(t,t+1) in the two stages increases first and then

decreases, and the total power generation has an extreme value

Ep
(t,t+1), which is the maximum value; 2) Assuming that there is no

condition f(t,t+1) < 0, this When E(t,t+1) increases with the increase

of St+1, the two-stage total power generation reaches the maximum

value at the upper boundary.

FIGURE 2
The actual operation process of the two schedulingmethods and the operation process of different forecast runoff plans. (A)Comparison of the
monthly average output process and the water level process in the actual process and planning process of traditional dispatching. (B)Comparison of
the monthly average output process and the water level process in the actual process and planning process of optimal scheduling.
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5 Experiment and analysis of
experimental results

This paper takes a hydropower station as the research object,

and studies the medium and long-term power generation operation

of the reservoir. The hydropower station is a comprehensive water

conservancy project focusing on power generation and taking into

account flood control. In addition, it also has comprehensive

utilization benefits such as retaining sand, improving the

navigation conditions of the reservoir area and the river section

under the dam. The controlled area of the reservoir is 438,800 square

kilometers, accounting for 95,200 square kilometers of the entire

basin. The total storage capacity is 12.43 billion m3, the normal water

level is 650 m, and the dead water level is 590 m. The corresponding

storage capacity is 11.02 billion m3/s and 5.025 billion m3/s

respectively. Its annual regulatory performance is incomplete.

The rated total installed capacity is 12 million kW, and the

average annual power generation is 56.04 billion kW hours.

Guaranteed output of 3.409 million kw h.

Combined with the artificial neural network model

mentioned in 3.2, the runoff in 2018 is predicted month by

month. According to the forecast runoff combined with different

scheduling methods, the scheduling scheme is obtained, and the

actual working conditions are obtained according to the actual

water flow combined with different scheduling methods.

According to the neural network optimization scheduling

model, using Java language programming, taking the hydropower

station’s maximum power generation as the optimal scheduling

objective, a medium and long-term optimal scheduling model for

hydropower stations is established. Input the runoff data

representing the year, and the model parameters are set as

follows: the penalty coefficient is 1, the penalty index is 2, the

convergence accuracy is 5 × 10−5, the maximum discrete step size is

0.4, and the maximum number of iterations is 100. Optimize the

water level process for each month in 2018, and then perform

scheduling calculations based on the optimized water level process.

It was concluded that in 2018 the hydropower plant has a planned

annual power generation capacity of 61.340 billion kWh. Tables 1, 2

are the scheduling of traditional and this method respectively.

It can be seen from Tables 1, 2 that in July, the amount of

discarded water under conventional dispatch has reached 1680, while

the amount of discarded water in this dispatch method is less than

1354.2. InAugust, the amount ofwater discarded by the conventional

dispatch mechanism was 265, and the amount of water discarded by

the dispatchmechanism in this paper was 264.37. This shows that the

dispatching mechanism method in this paper has great advantages,

reduces the waste of water resources, and can ensure the increase of

the power generation of the hydropower station.

To better understand the scheduling situation, Figure 1

shows the comparison results between the traditional

scheduling model and the scheduling model in this paper.

It can be seen from Figure 1 that the power generation of the

hydropower station under the conventional dispatching method

is not as much as the optimized power generation in this paper,

especially in June, when the amount of rainwater is large, this

paper can better allocate the water resources of the hydropower

station, make better use of resources, and reduce waste, thereby

producing more power energy.

The actual operation process of the two scheduling methods

and the operation process of different forecast runoff plans are

shown in Figure 2. Among them, plan one represents the running

process of traditional BP neural network forecasting runoff plan,

and plan two represents the running process of optimizing

artificial neural network forecasting runoff plan.

The following conclusions can be drawn: the optimal

dispatching effect after the whole year is better than the

conventional dispatching effect, indicating that the optimal

water level adjustment process is obviously helpful to increase

the annual power generation. In the process of formulating the

dispatch plan, the optimized BP neural network is reasonably

used to provide the predicted runoff input for the dispatch

model.

6 Conclusion

In this paper, a hydropower station is designed as the research

object, and a systematic study on medium and long-term power

generation dispatching of the reservoir is carried out according to a

series of characteristics such as integrity and dynamicity of reservoir

dispatching. It can be seen from the experiment that the annual power

generation of optimal dispatch is 1.92% higher than that of

conventional dispatch. Comparing the results of conventional

dispatch and optimal dispatch, as well as the planned operation

process and actual operation process of the two dispatchmethods, the

following conclusions can be drawn: It further verifies the rationality

of BP neural network to provide forecast runoff input for scheduling

planning; secondly, comparedwith conventional dispatching, optimal

dispatching has an increase in total power generation; thirdly,

according to the operating water level process, optimal dispatching

The drop of the dispatched water level is smaller, and the water level

process is more stable; fourth, because the water supply period does

not fall to the dead water level at the end of the water supply period,

the output value of the optimal dispatching in the first month of the

water storage period is higher than that of the conventional

dispatching, thereby increasing the power generation. To a certain

extent, this paper reflects the flexibility of changes in the optimization

of power generation scheduling in the medium and long term, and

verifies the rationality of the BP neural network to provide runoff

input for medium and long-term scheduling. Important guiding role.
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The combination of thermal power and hybrid energy storage is an effective way to
improve the response ability of automatic generation control (AGC) command in thermal
power plants. Notably, the configuration of hybrid energy storage capacity is directly
related to improvement of the frequency modulation ability of thermal power plants and
the coordination of economic benefits. However, the constant efficiency model adopted
in capacity configuration will misjudge the actual operating status of each energy storage
unit, resulting in unreasonable capacity allocation. In this context, a fire-storage capacity
optimization configuration model considering the dynamic charge–discharge efficiency
of hybrid energy storage is established. The model presents the functional relationship
between charge and discharge power and the efficiency of different types of energy
storage. Simulation proves that the proposed strategy can meet the tracking demand of
area control error signal in thermal power plants and reduce the planning and operation
cost of energy storage.

Keywords: energy storage-thermal power combination, AGC response, hybrid energy storage system, capacity
configuration, dynamic efficiency

1 INTRODUCTION

In China, thermal power plants mainly undertake secondary frequency modulation auxiliary
services (Jin et al., 2022): adjusting unit output in real time according to automatic generation
control (AGC) instructions. In recent years, with the reform of China’s energy structure,
the complexity of system AGC instruction characteristics has increased (Sun et al., 2020;
Yang et al., 2021; Yang et al., 2022). In this context, the problems of long inherent response delay
and low climbing rate of traditional thermal power units (Zhang et al., 2018; Zhang et al., 2021)
will increase the tracking error of AGC instructions and make it difficult to ensure the safety of
power grid frequency. Energy storage, as a new type of frequency modulation resource, has the
characteristics of fast response, accurate control, and two-way output (Meng et al., 2019), which can
assist the thermal power plant in instantly tracking power instructions.Therefore, the configuration
of a certain capacity energy storage system in a thermal power plant is an effective method to solve
the AGC response problem of the whole plant.

There are various types of energy storage inside the hybrid energy storage, which
can meet the energy density and power density requirements of frequency modulation
instructions. Therefore, compared with single energy storage, hybrid energy storage can
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greatly improve the AGC response capacity of thermal power
plants (Ye et al., 2021; Saxena and Shankar, 2022) and effectively
improve the stability and economy of energy storage combination
plants. However, the capacity configuration cost of the hybrid
energy storage system is contradictory to the improvement of
AGC response capability of the whole plant: too much energy
storage capacity configuration will lead to increase of energy
storage operation planning cost, and too little configuration
will lead to failure to compensate for the poor AGC response
capability of thermal power units. Therefore, in order to improve
the response capacity of AGC of thermal power plants and ensure
the economy of energy storage system planning and operation,
optimizing the configuration of hybrid energy storage capacity is
an important link for energy storage to participate in the large-
scale development of AGC response of thermal power plants.

The objectives of the capacity configuration of the AGC
frequency modulation hybrid energy storage system for auxiliary
thermal power units include the following: 1) improvement in
AGC response performance of the whole plant; 2) reduction in
the planning and operation cost of the hybrid energy storage
system. In order to achieve this goal, it is necessary to allocate the
power in the AGC frequency modulation responsibility signal of
the energy storage system to different energy storage units so as
to give full play to the technical advantages of different energy
storage media in the hybrid energy storage system to meet the
coordination of economy and regulation of the whole plant.

Yang (2016), Liu et al. (2021), and Meng et al. (2021) set the
power distribution strategy of hybrid energy storage based on
the decomposition of the Area Control Error (ACE) signal in
the frequency domain and carried out capacity optimization on
this basis. However, the control cycle of secondary frequency
modulation is more than 1 min, and the response time of
different types of energy storage devices is within 5 s, so the
difference between different response characteristics can be
ignored. Therefore, this method is not applicable to the power
distribution of hybrid energy storage oriented to AGC of thermal
power plants.Wang et al. (2018); Aghajan-Eshkevari et al. (2022)
adopt the “priority” allocation method to carry out capacity
configuration, such as preferential charging and discharging
power allocation method for supercapacitors.

In this way, according to the analysis of the operation
mechanism of some auxiliary service markets, the general rule
of maximizing profits is obtained, and then the output priority
level of each energy storage type is formulated according to the
rule, which is more suitable for some specific scenarios. However,
this method is subjective and poor in scalability. In the studies
by Cheng et al. (2014) and Galatsopoulos et al. (2020), dynamic
optimization of the ACE signal allocation ratio is considered in
capacity configuration so as to give full play to the frequency
modulation potential of different types of energy storage in
various scenarios. In the abovementioned study, the charge and
discharge efficiency of each type of energy storage is regarded as
a constant. In fact, the efficiency of charge and discharge changes
dynamically with the distribution of power. Ignoring the dynamic
characteristics of charging and discharging efficiency will lead
to unreasonable allocation of energy storage capacity and affect
the frequency modulation performance and configuration cost

of hybrid energy storage. In this regard, the charge–discharge
power-efficiency model of the battery energy storage unit
was established (Rancilio et al., 2019), but only the dynamic
characteristics of the charge–discharge efficiency of a single type
of energy storage were considered. Iclodean et al. (2017) discuss
the dynamic characteristics of charge and discharge efficiency
of compressed air energy storage and electrochemical energy
storage, but it is only described by a simple model in the form of a
segmented function, which is different from the dynamic model
of actual power-charge and discharge efficiency. Furthermore, the
previously mentioned pieces of literature did not consider the
optimal allocation of capacity.

To sum up, this study adopts a hybrid energy storage
system comprising batteries and supercapacitors to assist
traditional thermal power plants in providing AGC auxiliary
services. Aiming at the capacity configuration problem of
the hybrid energy storage system, this study establishes a
refinement dynamic model of charging and discharging power
efficiency of each type of energy storage unit. Based on this,
a fire-storage capacity configuration model considering the
dynamic charge–discharge efficiency of hybrid energy storage
is constructed to dynamically optimize the proportion of ACE
signal allocation so as to obtain the rated energy storage capacity
thatmeets the requirement of instruction tracking andminimizes
the cost of energy storage planning and operation. Finally, the
superiority and economy of the proposed strategy are verified by
simulation.

2 THE DYNAMIC EFFICIENCY MODEL OF
HYBRID ENERGY STORAGE
CHARGE–DISCHARGE POWER

2.1 Dynamic Efficiency Model of Battery
When the battery participates in AGC frequency modulation
in a thermal power plant, the incoming power can be changed
by adjusting the charge and discharge current of the internal
circuit so that it canmeet the requirements of auxiliary frequency
modulation power. With the dynamic change of charge and
discharge current, the battery terminal voltage will also change,
so the charge and discharge efficiency determined by the terminal
voltage too will change. The mathematical model of dynamic
charging and discharging efficiency of the previously mentioned
batteries is as follows:

Pb
i = U

b
i I

b
i = (E

b
i − I

b
i R

b
i ) I

b
i (1)

ηbi,t =

{{{{{
{{{{{
{

Ub
i,t

Eb
i

=
Eb
i − I

b
i,tR

b
i,t

Eb
i

, Ibi,t ≥ 0

Eb
i

Ub
i,t

=
Eb
i

Eb
i + I

b
i,tR

b
i,t

, Ibi,t < 0
(2)

In the formula, Rb
i and Eb

i are equivalent internal resistance
and open circuit potential of battery i respectively;Ub

i,t , I
b
i,t , η

b
i,t ,

and Pb
i are the terminal voltage, charge and discharge current,

charge and discharge efficiency, and charge and discharge power
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of battery i at time t (positive for discharge and negative for
charge), respectively.

The SOC status of the battery is as follows:

Sbi,tη
b
i,t = S

b
i,t−1η

b
i,t−1 −

Pb
i,tΔt

Cb
i

. (3)

In the formula, Sbi,t is the SOC state value of battery i at time t.
During operation, Sbi,t should meet the constraints shown in the
equation. Cb

i is the rated capacity of battery i.

Sb,min
i ≤ S

b
i,t ≤ S

b,max
i (4)

In the formula, Sb,max
i and Sb,min

i are the maximum and
minimum SOC values of battery I ,respectively.

2.2 Dynamic Efficiency Model of a
Supercapacitor
In this study, the current loop of the supercapacitor adopts
a constant power control mode, and the series structure of
ideal capacitance and equivalent series internal resistance is
used to simulate the internal circuit of the supercapacitor
(Naseri et al., 2021). Unlike batteries, the charging and
discharging efficiency of supercapacitors is related only to power.

ηsi,t =

{{{{{{
{{{{{{
{

1+
2RS

i ⁡ ln di
Umax

s,i (1− d
2
i )
Ps
i,t ,P

s
i,t ≥ 0

1

1−
2RS

i ⁡ ln di
Umax

s,i (1− d
2
i )
Ps
i,t

,Ps
i,t < 0 (5)

In the formula, RS
i , U

max
s,i , and di are the equivalent resistance

of supercapacitor I, the maximum voltage, and discharge factor
of ideal capacitor i ,respectively; Ps

i,t and ηsi,t are, respectively,
the charge–discharge power and charge–discharge efficiency of
supercapacitor i at time t (discharge is positive and charge is
negative).

The SOC of the supercapacitor is as follows:

Ssi,tη
s
i,t = S

s
i,t−1η

s
i,t−1 −

Ps
i,tΔt
ηsi,tC

s
i

(6)

In the formula, Ssi,t is the SOC state value of supercapacitor i at
time t. During operation, Sbi,t should meet the constraints shown
in the formula. Cs

i is the rated capacity of supercapacitor i.

Ss,min
i ≤ S

s
i,t ≤ S

s,max
i (7)

In the formula, Ss,min
i and Ss,max

i are the maximum and
minimum SOC values of supercapacitor I, respectively.

2.3 Importance Analysis of the Dynamic
Efficiency Model of the Energy Storage
Unit
In order to analyze the importance of dynamic efficiency of the
energy storage unit to capacity allocation, the electric quantity

fluctuation range ΔEi,t is introduced as follows:

ΔEb
i,t = C

b
i |S

b
i,t − S

b
i,t−1| =

{{{{{
{{{{{
{

Pb
i,tΔt

ηbi,t
,Pb

i,t ≥ 0

−
Pb
i,tΔt

ηbi,t
,Pb

i,t < 0
. (8)

ΔEs
i,t = C

s
i |S

s
i,t − S

s
i,t−1| =
{{{{
{{{{
{

Ps
i,tΔt
ηsi,t
,Ps

i,t ≥ 0

−
Ps
i,tΔt
ηsi,t
,Ps

i,t < 0
(9)

In the formula, ΔEb
i,t/ΔE

s
i,t represents the electric quantity

fluctuation range of the battery/supercapacitor between t− 1 and
t. Under the same power curve and the smaller ΔEi,t at each
moment, the smaller the capacity requirement Ci to meet SOC
constraints.

According to Figure 1, different from the constant state of
charge and discharge efficiency in the configuration of energy
storage capacity at that time, the actual charge and discharge
power of the supercapacitor and battery changes dynamically
with the power and is inversely proportional to the charge
and discharge power. According to the numerical comparison
between constant charge and discharge efficiency and dynamic
charge and discharge efficiency, the charge and discharge
power of each energy storage unit is segmented according to
Table 1.

3 HYBRID ENERGY STORAGE CAPACITY
ALLOCATION POLICY

After the hybrid energy storage system is configured in the
thermal power plant, the AGC-responsive hybrid energy storage
capacity configuration strategy is shown in Figure 2. In Figure 2,
Pref depicts the ACE signal transmitted by the AGC dispatching
center to a thermal power plant, Pm is the real-time output of the
conventional units in the thermal power plant jointly responding
to the ACE signal, and the ACE signal tracking error Ps−b

ref
caused by the inherent AGC response weakness of the traditional
units is fully compensated by the hybrid energy storage
system.

The key to the hybrid energy storage capacity configuration
strategy is to propose a hybrid energy storage capacity
configuration model to reduce the AGC response cost of
hybrid energy storage on the premise of ensuring Ps−b

ref is
fully compensated. At the same time, aiming at the nonlinear
constraint and nonlinear objective function of the model, the
linearization process is carried out by the BIG-M method and
product type decomposition method so as to realize the optimal
distribution of Ps−b

ref within the energy storage cluster and obtain
the economic allocation of the capacity of each energy storage
unit.
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FIGURE 1 | Dynamic/constant efficiency curve of the energy storage unit with power.

3.1 Construction of the Hybrid Energy
Storage Capacity Configuration Model
3.1.1 The Optimization Objective
The objective of the hybrid energy storage capacity configuration
model is to minimize the total planning and operation cost F of
the hybrid energy storage. F includes the fixed investment Ce of
the capacity of each energy storage unit, the maintenance cost Cw

of the machine, and the cost Cp of running electricity loss.

Ce =
E1

∑
i=1

ke,bi Cb
i +

E2

∑
j=1

ke,sj C
s
j (10)
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b
i )
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b
i )

Nb
i − 1]

(11)
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s
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365[rsj (1+ r
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j )
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(12)

Cw =
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∑
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cw,bi Cb
i

365
+

E2

∑
j=1

cw,sj Cs
j

365
. (13)

TABLE 1 | Charge and discharge power segmentation basis.

Power of charge and discharge segments Judgement method

P1s, P1b Dynamic charging efficiency
≥ Constant charging efficiency

P2s, P2b Dynamic charging efficiency
< Constant charging efficiency

P3s, P3b Dynamic discharge efficiency
≥ Constant discharge efficiency

P4s, P4b Dynamic discharge efficiency
< Constant discharge efficiency

Cp =
17280

∑
t=1
[

E1

∑
i=1

cp,bi ⋅ P
b
i,t(

1
ηbi,t
− 1)

+
E2

∑
j=1

cp,sj ⋅ P
s
j,t(

1
ηsj,t
− 1)] (14)

In the formula,ce,bi and ce,sj are the investment cost coefficients
of battery I and supercapacitor j per unit capacity, respectively;
cw,bi and cp,sj are maintenance cost coefficients of battery i and
supercapacitor j per unit electric quantity, respectively; cp,bi and
cp,sj are the cost coefficients of battery i and supercapacitor j
(unit price of online connection), respectively. rbi and rsj are the
discount rates of battery i and supercapacitor j; Nb

i and N s
j are

the floating charge life of battery i and supercapacitor j.
Since the capacity unit price of the power energy storage unit

is much higher than that of the capacity energy storage unit as
well as the maintenance cost and Internet access unit price of
each unit, the fixed investment of the capacity of the power energy
storage unit becomes the main cost of the hybrid energy storage
system. Therefore, reducing the capacity configuration of the
power energy storage unit can effectively improve the economy
of the hybrid energy storage system.

3.1.2 Constraint Conditions
In addition to Eqs 1–7, the constraint conditions of the fire-
storage capacity configuration model also includes power
balance constraint 15, charge–discharge power constraint
16–17, climbing constraint 18–19, current constraint 20, and
charge–discharge efficiency constraint 21–22.

Ps−b
ref ,t =

E1

∑
i=1

Pb
i,t +

E2

∑
j=1

Ps
j,t . (15)

−Pb,rate
i ≤ P

b
i,t ≤ P

b,rate
i . (16)

−Ps,rate
i ≤ P

s
i,t ≤ P

s,rate
i . (17)

Frontiers in Energy Research | www.frontiersin.org 4 July 2022 | Volume 10 | Article 95052154

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


Huang et al. Hybrid Energy Storage

FIGURE 2 | Hybrid energy storage capacity configuration strategy.

TABLE 2 | Classification of non-convex terms for the model.

Category Characteristics Correspondence Log-linear

1 z = x
y

(14) Continuousiterativealgorithm (Song et al., 2018)

2 z = xy (1) Continuousiterativealgorithm (Song et al., 2018)
3 z = 1

1+k1∗x
(2) (5) Continuousiterativealgorithm

4 z = {
x, ify ≥ 0
p, ify ≤ 0

(2) (5) BigMmethod (Anderson-Cook and Robinson, 2009)

5 z = |x| BigMmethod (Anderson-Cook and Robinson, 2009)

In this Table, x, y, z, p are variables.

−Rb,dn
i ≤ P

b
i,t − P

b
i,t−1 ≤ R

b,up
i . (18)

−Rs,dn
i ≤ P

s
i,t − P

s
i,t−1 ≤ R

s,up
i . (19)

−Ib,ratei ≤ I
b
i,t ≤ I

b,rate
i (20)

ηb,min
i ≤ η

b
i,t ≤ η

b,max
i . (21)

ηs,min
i ≤ η

s
i,t ≤ η

s,max
i . (22)

In the formula stated above, Pref
i,t is the incoming power of

energy storage unit i at time t; the number of units of E1 and E2
battery cluster and supercapacitor cluster is the number of units
of the hybrid energy storage system. Pb,rate

i and Ps,rate
i are the

rated power of battery i and supercapacitor i, respectively; Rs,up
i

and Rb,dn
i demonstrate the ascending and descending climbing

rates of supercapacitor i respectively. Ib,ratei is the rated current
of battery i; ηb,max

i and ηb,min
i are the maximum and minimum

charge and discharge efficiency of battery i, respectively. ηs,max
i

and ηs,min
i are the maximum andminimum charge and discharge

efficiency of supercapacitor i, respectively.

3.2 Model Processing and Solution
3.2.1 Model Linearization
The configuration model of hybrid energy storage capacity has
five types of non-convex terms as shown in Table 2, resulting
in increased difficulty in optimization. In this regard, this study
adopts different linearization methods for these five types of
non-convex terms, as shown in Table 2 below:

3.2.2 Model Solving
According to the abovementioned linearization method,
the solution process of the hybrid energy storage
capacity configuration model considering the dynamic
charging–discharge efficiency model is shown in Figure 3.

4 EXAMPLE ANALYSIS

This study takes a thermal power plant with a hybrid energy
storage system consisting of batteries and supercapacitors as a
simulation example.The total output andACE signal of the whole
plant without energy storage on a certain day are selected, and
the parameters of the hybrid energy storage system are shown
in Table 3. Considering the actual operating conditions of the
project-SOC differences among energy storage units, each energy
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FIGURE 3 | Solution process.

storage unit is set to have SOC differences, and the initial SOC
of the battery and supercapacitor is 0.4 and 0.5, respectively.
The model was built and solved on MATLAB 2018b platform
using YALMIP toolbox and GUROBI9.1.2 solver on a computer
configured with Win10 system, AMD R7-5800H processor, and
16G RAM.

The common full compensation strategy in power plant
energy storage engineering introduced by the energy storage
demonstration project of Shijingshan Power Plant, which has
been practiced online, is adopted: energy storage complete
compensation for the difference between real-time monitoring
AGC command and unit output data, namely, Ps−b

ref = P
ref − Pm .

Ps−b
ref curve is shown in Figure 4, and the sampling period of the

original data is Δt = 5s.
To verify the effectiveness and superiority of the strategies

proposed in this study,the comparison strategies shown in Table
4 is set.

4.1 Capacity Optimization Results
The purpose of capacity configuration is to ensure the frequency
modulation effect ofAGCand reduce the operation cost of energy
storage planning. The capacity optimization results of different

TABLE 3 | Unit parameters.

Index Battery Supercapacitor

Rb/Ω 7.8 −
Eb/VΩ 60 −
Umax
E /V − 70

Umax
E /V − 70

RS/Ω − 2.8
Prate/kW 10 20
cl/($/kW.h ) 2,000 1,500
ce/($/kW.h ) 2,000 1,500
ce/($/kW.h ) 640 27,000
cw/($/kW.h ) 0.05 0.05
cp/($/kW.h ) 1 1
r 0.08 0.08
N/a 4 20
ηinvPCS 0.85 0.85
ηconvPCS 0.85 0.85
Smax 0.8 0.9
Smin 0.2 0.1
Rup/(kW/s) 20 2,000
Rdn/(kW/s) 20 2,000

FIGURE 4 | Hybrid energy storage system’s Ps−bref .

strategies are shown in Table 5. In energy storage output to
Ps−b
ref command signal tracking error ζt(ζt = |∑Mi=1Pi,t − P

s−b
ref ,t|) to

represent the AGC frequency modulation effect, the effect of
different strategies of AGC response is shown in Figure 5. The
actual operation of the energy storage system includes dynamic
charge–discharge efficiency model and corresponding dynamic
SOCconstraints.The capacity of energy storage unit optimized by
strategy 3 is put into the actual operationmodel of energy storage
to obtain the actual value of strategy 3.The ideal value of strategy
3 is the result of direct optimization of the corresponding model
of strategy 3.

According to the analysis of Table 5 and Figure 5, the results
are as follows:
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TABLE 4 | Capacity optimization strategy comparison settings.

Capacity configuration strategy Implication

Strategy 1 The strategy of this study: the hybrid energy
Storage and dynamic charge–discharge
Efficiency model

Strategy 2 Single energy storage and dynamic
Charge–discharge efficiency model

Strategy 3 Hybrid energy storage and constant
Charge–discharge efficiency model

TABLE 5 | Configuration results for different capacity optimization strategies.

Index Strategy 1 Strategy 2 Strategy 3 – ideal value Strategy 3 – actual value

Cb/(kW.h) 4,326.4 — 687.7 687.7
CS/(kW.h) 1,762.4 5,007.1 839.9 839.9
∑Mi=1Fi/($) 13,548 32,293 5,766.7 5,765.8
Daily Average ζ t 0 1 0 0.5

FIGURE 5 | AGC response effects for different strategies.

1)The operation planning cost of strategy 1 is lower than that
of strategy 2. Furthermore, the daily average ζt (0 kW) and ζt
lower limit (0 kW) of strategy 1 are less than the daily average
ζt (1 kW) and ζt lower limit (1 kW) of Strategy 2. Therefore,
compared with single energy storage, hybrid energy storage can
reduce energy storage operation planning costs and tracking
error ζt;

2) The operation planning cost calculated by the scheduling
model of different strategies is the expected cost value. Among
them, the expected cost of strategy 3 is $5766.7, less than the
planned operating cost of strategy 1 which is $13,548. Taking

the capacity optimization result of the dynamic charge–discharge
model as the actual value, it can be seen that the capacity
optimization strategy using the constant charge–dischargemodel
is easy to cause investors to expect too low investment costs.

3) Under the actual dynamic charge–discharge model and
SOC constraints, the actual output and charge–discharge
efficiency of strategy 3 are all different from those of the optimized
model. In strategy 3, the actual daily average ζt (0.5 kw) is higher
than the minimum value (0 kw), and there exists the ζt margin.
However, in strategy 3, without considering the actual dynamic
charge–discharge efficiency, the actual daily average ζt judged
by the optimization model of strategy 3 is the lowest value,
and there is no ζt margin. Therefore, the capacity optimization
strategy of the constant charging–discharge model will lead to
low prediction of tracking error of Ps−b

ref instruction signal by the
operator.

(4)The daily average ζt of strategy 1 is theminimum, and there
is no ζt margin. Therefore, the capacity optimization strategy of
the dynamic charge–discharge model can improve the utilization
rate of the energy storage system, fully compensate the Ps−b

ref
command signal, and guarantee the AGC frequency modulation
effect of the whole plant.

4.2 Analysis of Capacity Optimization
Results
The output comparison of each energy storage unit under
strategy 1 and Strategy 3 (ideal) is shown in Figure 6. It
can be seen that the output results of the unit under the
capacity optimization strategy of the constant charge–discharge
efficiency model and the capacity optimization strategy of
the dynamic charge–discharge efficiency model are similar.
At this point, under the same output situation, the capacity
configuration of the dynamic charge–discharge efficiency
model and the constant charge–discharge efficiency model
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FIGURE 6 | Comparison of energy storage output between strategy 1 and
strategy 3.

is mainly influenced by the comparison of the amount of
electric quantity ΔEs

i,t−1→t increased (or lost) per unit time,
which depends on the charge–discharge efficiency of the two
models.

Figure 7 shows the ΔE curves of Strategy 1 and Strategy 3
(ideal). As the charge–discharge efficiency of strategy 1 is lower
than that of strategy 3 (ideal) in most time periods (as shown in
Figure 7), ΔE of strategy 1 is higher than ΔE of Strategy 3 (ideal).
In order tomeet the SOC constraints of energy storage units, the
capacity configuration of strategy 1 is higher than that of strategy
3 (as shown in Table 5).

As shown in Figure 8, considering the dynamic
charge–discharge efficiency model, under the capacity
configuration and power allocation of strategy 1 and Strategy
3 (ideal), the SOC curve of strategy 1 or strategy 3 is shown in
Figure 9. It can be seen that the capacity configuration under the
constant charge–discharge efficiency model makes the energy
storage system over-charge and over-discharge, and the energy
storage system will exit the AGC response in some period of
time, resulting in the tracking error of Ps−b

ref command signal and
reducing the AGC response performance of the energy storage.

However, the dynamic charge–discharge efficiencymodel, due
to the appropriately expanded capacity configuration, makes the
SOC state of each energy storage unit within the constraint range,
meets the continuity requirements of Ps−b

ref command signal
tracking, and improves the AGC response performance of energy
storage.

To sum up, the strategy in this study takes into account
the dynamic charge–discharge efficiency model and combines

FIGURE 7 | Strategy 1/3’s ΔE (A) Variation range of battery electric quantity
per unit time.(B )Variation range of supercapacitor electric quantity per unit
time.

FIGURE 8 | Charge–discharge efficiency of strategy 1 and strategy 3. (A)
Charge and discharge efficiency of battery. (B) Charge and discharge
efficiency of supercapacitor.

the characteristics of each energy storage unit to economically
distribute Ps−b

ref instruction signals. At the same time, compared
with the constant charge–discharge efficiency model, the
strategy in this study can sense the charge–discharge efficiency
conforming to the actual situation, rationally allocate the energy
storage capacity, meet the continuity requirements of Ps−b

ref
command signal tracking under the condition of considering
SOC constraints, and improve the AGC response performance of
the energy storage.
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FIGURE 9 | SOC for strategy 1 and strategy 3 (A) Battery SOC. (B) Supercapacitor SOC.

5 CONCLUSION

The combined AGC response of hybrid energy storage and
thermal power unit is an effective way to improve the AGC
command tracking demand of thermal power plants. In this
study, a fine dynamic model of charging and discharging power-
efficiency of storage battery and supercapacitor is established.
On this basis, the fire-storage capacity configuration model is
established, which is used to realize the corresponding capacity
configuration tomeet the requirements of ACE signal tracking in
thermal power plants and the minimum planning and operation
cost of the energy storage system. The results of examples state
that

1) The dynamic charge–discharge efficiency model can
avoid over-charge and over-discharge of units, improve the
energy storage availability, completely compensate for the ACE
signal tracking error caused by the inherent AGC response
disadvantage of conventional units, and improve the AGC
response performance of thermal power plants;

2) The use of the constant charge–discharge efficiency model
will lead to low investment cost expectations of investors,
while the dynamic charge–discharge efficiency model can more

accurately evaluate the operation planning cost of hybrid energy
storage.
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A Cost Effective Solution to Dynamic
Economic Load Dispatch Problem
Using Improved Chimp Optimizer
Jianming Xu1, Anfeng Liu2, Yang Qin1, Guangrong Xu1 and Yibo Tang1,3*

1Provincial Key Laboratory of Informational Service for Rural Area of Southwestern Hunan, Shaoyang University, Shaoyang,
China, 2School of Computer Science and Engineer, Central South University, Changsha, China, 3College of Physics and
Electronics, Central South University, Changsha, China

The electricity sector has encountered several economic challenges in recent years.
Increasing the expense of fossil fuels and environmental legislation such as the Kyoto
Protocol and the Low Carbon Transition Plan have compelled governments to use
renewable energy sources (RESs) more widely. In the proposed research, the dynamic
economic load dispatch problem has been solved using improved chimp optimizer
algorithm. The test systems consisting of 6, 7 and 10-unit generators has been taken
into consideration along with significant contribution of renewable energy sources for
effective research studies. The test systems has been evaluated for different cases
considering renewable energy sources and electric vehicles using proposed
algorithms. Experimentally, it has been observed that proposed optimizer yields better
results as compared to other recently proposed optimizers.

Keywords: dynamic economic load dispatch, chimp optimizer, meta-heuristics search algorithms, renewable
energy sources, green house gase

1 INTRODUCTION

In recent years, the electrical power sector has faced a slew of economic issues which evoked a
thought in Governments to encourage in adopting nonconventional energy sources noticing that the
cost of fossil fuels has risen, the amount of fossil fuels has decreased, and the amount of Green House
Gases (GHGs) emissions has increased. The Plug-in Electric Vehicles (PEVs) are a hybrid of Plug-in
Hybrid Electric Vehicles (PHEVs) and Electric Vehicles (EVs) with a Vehicle to Grid (V2G) facility
that looks to be a viable solution to the problem of GHG emissions. In (Kintner-Meyer et al., 2010)
the impact of PEVs on the electrical system’s overall economics and emissions is explained in depth.
The benefits of PEVs have been discussed in (Kempton and Tomić, 2005a), (Kempton and Tomić,
2005b). The available energy from PEVs has been wisely planned in (Hutson et al., 2008). The effect
of integrating PEVs in the power system for charging (G2V) and auxiliary backing (V2G) to the grid
was detailed in (Gholami et al., 2014). RESs and PEVs are discussed in depth in (IEEE Std, 2011). The
impact of PEVs/PHEVs on a power system, as well as the integration of RESs into that system, is
explored in (Aghaei et al., 2016). The use of RESs by GVs to reduce the price and emissions in a
power system was explored in (Saber and Venayagamoorthy, 2010).

Safari (2018) described a clear distinction between the mainstream of BEVs and a hypothetical
group of BEVs that are technically on a par with internal combustion vehicles (ICVs). Chen et al.
(2015) presented an improved particle swarm optimization for engine/motor hybrid electric vehicles
to develop an online suboptimal energy management system. Richardson (2013) described to
considerably reduce carbon emissions from both power generation and transportation sectors by
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offering the potential of electric vehicles and renewable energy
sources. Manzetti and Mariasiu (2015) presented an assessment
of green chemistries as novel green energy sources for the electric
vehicle and microelectronics portable energy landscape which
provides a cradle-to-grave analysis of the emerging technologies
in the transport sector. Hu et al. (2016) examined the role of
renewable energy and power train optimization in minimizing
daily carbon emissions of plug-in hybrid vehicles. Li et al. (2017)
presented India’s ability to finance its ambitious renewable energy
targets hinges on three significant factors. The first is based on
how its regulatory framework can make the market attractive to
finance providers. Second is in the context of effective
implementation of RE policies. (Lopez-Behar et al., 2018,
2019) described the challenges and decision-making processes
involved in the installation of EV charging infrastructure in
Multi-Unit Residential Buildings in BC, from the perspective
of different stakeholders. Yong et al. (2015) provided in-depth
analyses on the current state, effects, and potential of EV
deployment, as well as the most recent advancements in EV
technology. Implementation of an incentive-based strategy to
reduce the cost of EV purchases, the development of charging
infrastructure, and improved public knowledge of environmental
issues are all facilitators for expanded EV adoption (Li et al.,
2021a), (Li et al., 2021b). Xu et al. (2015) presented a report on the
multi-objective optimization problem of power train parameters
for a predefined driving cycle regarding fuel economy and system
durability. Yang et al. (2017) developed a revolutionary energy
management technique for plug-in hybrid electric buses that
optimizes the equivalent factor of each driving cycle segment.
Liu et al. (2015) described the penetration of EVs is reshaping the
transportation system. Clement-Nyns et al. (2011) presented
PHEVs as they can provide storage to take care of the excess
of produced energy and use it for driving or release into the grid at
a later time would be a good combination. Tan et al. (2016)
presented the optimization techniques to achieve different vehicle
to grid objectives while satisfying multiple constraints and
reviews the framework, benefits and challenges of vehicle to
grid technology. Mwasilu et al. (2014) presented a review of
the recent research and forecasting of electric vehicles (EVs)
interaction with smart grid portraying the future electric power
system model. The concept goal of the smart grid along with the
future deployment of the EVs puts forward various challenges in
terms of electric grid infrastructure, communication and control.
Krishna et al. (2021a), (Krishna et al., 2021b) has developed two
recent variants of pattern search algorithm to improve the local
search capability of the existing Harris hawks optimizer and slime
mould algorithm and had suggested to solve the economic load
dispatch as future prospective. Arora et al. (2020) presented
optimization methodologies for testing the Load Frequency
Control for Interconnected multi area power system in smart
grids. Nandi and Kamboj (2020) presented the a new solution
approach for Profit Based Unit Commitment Problem
Considering PEVs/BEVs and Renewable Energy Sources.
Following an intensive review on advanced smart metering
and communication infrastructures, the strategy for integrating
the EVs into the electric grid is presented.

2 PROBLEM FORMULATION

The basic purpose of single-area economic and dynamic load
dispatch is to lower total fuel costs of power generating units
while satisfying different constraints. The entire objective
function for economic dispatch, taking into account PEVs,
BEVs, and renewable energy sources, is as follows:

F(PG) � ∑NG

n�1
[an(PG

n )2 + (bnPG
n + cn)] (1a)

The dispatch of power generating units for ‘H’ Hours may be
represented as:

F(PG) � ∑H
h�1

⎛⎝∑NG

n�1
[an(PG

n )2 + (bnPG
n + cn)]⎞⎠ (1b)

The actual mathematical formulation for Dynamic Dispatch
was expressed by this Eq. (1b). For time-varying load demand,
the hour “h” can be changed from 1 to H hours.

2.1 Power Balance Constraint
The entire generation from all generators must meet the overall
power demand and real power loss of the system.∑NG

n�1
PG
n � PDemand + PLoss (2)

where, PDemand is the demand of power.
In Eq. (2) renewable energy source is integrated with

generating units.∑NG

n�1
PG
n + PRenewable � PDemand + PLoss (3)

where, PRenewable is the penetrated renewable energy source and
PLoss is loss in power.
Case-1: During Charging

The following Eq. (4) can be used to calculate the power balance
constraints for PEVs, BEVs, and RES during the charging phase.

∑NG

n�1
PG
n + PRenewable � PDemand + PLoss + ∑NPEVs

n�1
PPEVs + ∑NBEVs

n�1
PBEVs

(4)
Case-2: During Discharging

The power balancing constraints for PEVs, BEVs, and RES
during the discharging phase may be mathematically stated using
the following eqns:

∑NG

n�1
PG
n + PRenewable � PDemand + PLoss − ∑NPEVs

n�1
PPEVs − ∑NBEVs

n�1
PBEVs

(5)
Where, PLoss is loss in power.

PLoss � ∑NG

n�1
∑NG

m�1
PG
n BnmP

G
m (6)
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if Bi0 and B00 matrices for loss coefficients are given, then the
above equation can be modified as:

PLoss � PG
n BnmP

G
m +∑NG

n�1
PG
n × Bi0 + B00 (7)

The expanded version of the above equation may be
represented as:

PLoss �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣P1 P2 ... pLoss � [P1 P2 / PNG ]

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B11 B12 / B1n

B21 B22 / B2n

..

. ..
. ..

. ..
.

Bn1 Bn2 / Bnn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
P1

P2

..

.

PNG

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + [P1 P2 / PNG ]⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B01

B02

..

.

B0NG

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ B00

(8)

2.2 Generator Limit Constraint
Each generator’s actual power output must be kept within its
respective upper and lower operating limitations.

PG
n(min) ≤P

G
n ≤P

G
n(max) n � 1, 2, 3, . . . , NG (9)

where, PG
n(min) represents the lowest real power allotted at unit n

and PG
n(max) presents the highest real power allotted at unit n.

2.3 Ramp Rate Limits
The output power of the generating unit is boosted between the
lower and upper limits of active power generation.

1) As a result of an increase in generated power,

PG
n − PGo

0 ≤URn n � 1, 2, 3, . . . , NG (10)

2) By reducing the amount of generated power,

PGo
n − PG

n ≤DRn n � 1, 2, 3, . . . , NG (11)
As a result, the generator ramp rate is represented in the

equation below.

max[PG
n(max), (URn − PG

n )]≤PG
n ≤min[PG

n(max ),(PGo
n −DRn)]n � 1, 2, 3, . . . , NG (12)

where, PG
n is the earlier outcome of nth generation unit’s active

power DRn, URn are the lower and upper range for a nth
generation unit ramp rate limits.

3 TEST SYSTEMS

The single area dynamic load dispatch problem has been
described, considering plug-in electric vehicles, battery electric

vehicles and renewable energy sources along with the system and
physical limits of thermal generating units. The dynamic load
dispatch problem has been solved and tested for 6-unit, 7-unit,
and 10-unit systems. To validate the proposed algorithms,
standard power systems consisting 6, 7, and 10 generating
units have been considered.

4 RESULTS AND DISCUSSION

Proposed algorithms such as chimp optimizer, slime mould,
improved chimp optimizer and improved slime mould
algorithms fruitfully handle the electric power system’s single
area dynamic load dispatch problem. This section looks at how to
solve the single area dynamic load dispatch problem using plug-in
electric vehicles, renewable energy sources and combined plug-in
electric vehicles and renewable energy sources for 6, 7 and
10 generating units, respectively. On an Intel corei3 processor
laptop with a 7th generation CPU and 8GB RAM, the proposed
approaches were evaluated using the MATLAB R2016a
programme. For comparison reasons, the efficacy of the
proposed algorithms is compared to that of other well-known
evolutionary, heuristics, and meta-heuristics search techniques.

4.1 Dynamic Load Dispatch Using Chimp
Optimizer Algorithm
In order to verify the chimp optimizer algorithm, the algorithm is
accepted by search agents 50, 500 iterations and 30 maximum
runs. The effectiveness of the proposed algorithm is tested on a
variety of test systems, including plug-in electric vehicles,
renewable energy sources, and combined plug-in electric
vehicles and renewable energy sources as detailed in this
section. This approach has been tested on a 6-unit, 7-unit and
10-unit test system.

4.1.1 Six Generator Test System (SADLD With EVs)
Chimp optimizer algorithm is suggested to get optimized
outcomes for dynamic load dispatch with the effect of EVs as
V2G and G2V. A six-generator test system is studied, with no
valve point loading impact and a loss coefficient matrix of zero
(Debnath et al., 2015). Table 1 displays that the fuel price is
397294.1087 $/day using the chimp optimizer algorithm.

4.1.2 Six Generator Test System (SADLD With RES)
Chimp optimizer algorithm is suggested to get optimized
outcomes for dynamic load dispatch with the effect of RES. A
six generator test system without valve point loading effect, with
loss coefficient matrix as zero is considered (Debnath et al., 2015).
The renewable energy sources wind and solar are incorporated.
Table 2 displays that the fuel price is 316498.35 $/day using the
chimp optimizer algorithm.

4.1.3 Six Generator Test System (SADLD With EVs
and RES)
Chimp optimizer algorithm is suggested to get optimized
outcomes for dynamic load dispatch with the combined effect
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TABLE 1 | 6-unit generator Dynamic Load Dispatch with EVs (without valve point loading effect without losses) using Chimp optimizer Algorithm.

Time
(hr)

PD (MW) G1 (MW) G2 (MW) G3 (MW) G4 (MW) G5 (MW) G6 (MW) Electric
Vehicles
(MW)

Fuel
Cost
($)/hr

1 700 352.72 99.50 190.13 50 89.41 50 −131.76 9834.43
2 750 352.94 103.28 190.89 50 87.89 50 −85 9873.09
3 850 367.15 112.59 202.17 61.72 98.87 50 −42.5 10564.56
4 950 379.67 125.64 210.36 72.99 111.34 50 0 11267.25
5 1000 392.20 129.99 220.79 82.53 124.48 50 0 11887.03
6 1100 410.35 146.03 241.79 102.77 147.31 51.75 0 13152.39
7 1150 429.15 156.35 243.49 109.17 150.81 61.02 0 13796.10
8 1200 442.53 162.73 252.15 112.86 156.85 72.87 0 14447.13
9 1300 458.22 175.35 266.64 127.04 178.34 94.51 0.102 15770.06
10 1400 471.82 189.10 282.36 148.41 200 110.45 2.142 17147.01
11 1450 493.87 200.00 300.00 150 200 120 13.872 17994.97
12 1500 500.00 200.00 360.00 150 200 120 34.782 82862.50
13 1400 481.45 194.92 290.51 150 200 117.90 34.782 17593.33
14 1300 459.73 179.90 273.89 137.39 176.69 86.28 13.872 15954.50
15 1200 435.49 165.65 254.57 116.05 157.44 72.94 2.142 14474.65
16 1050 404.57 141.65 229.31 97.25 127.46 50 0.2359 12519.09
17 1000 394.07 133.14 221.89 81.52 127.20 50 −7.8157 11984.77
18 1100 420.10 146.04 236.48 104.81 149.68 61.10 18.207 13386.30
19 1200 439.09 169.25 264.32 120.43 174.31 78.24 45.6514 15046.90
20 1400 485.09 198.46 293.46 150 200 118.64 45.6514 17742.83
21 1300 453.77 179.75 274.54 135.34 181.10 93.70 18.207 16011.99
22 1100 412.30 147.43 239.59 103.30 147.36 52.83 2.8114 13188.22
23 900 366.69 114.45 205.11 65.21 104.77 50 −6.2411 10731.43
24 800 354.79 103.67 193.05 50 90.99 50 −42.5 9962.79

Fuel Cost ($) per day 397294.1087

Bold represents better fuel cost as compared to others methods.

TABLE 2 | 6-unit generator Dynamic Load Dispatch with RES (without valve point loading effect without losses) using Chimp optimizer algorithm.

Time
(hr)

PD (MW) G1 (MW) G2 (MW) G3 (MW) G4 (MW) G5 (MW) G6 (MW) Wind
(MW)

Solar
(MW)

Fuel
Cost
($)/hr

1 700 309.00 69.42 157.92 50 53.13 50 10.54 0 8179.70
2 750 320.37 78.89 166.32 50 62.15 50 22.27 0 8616.48
3 850 350.83 99.31 187.58 50 86.78 50 25.5 0 9747.97
4 950 377.02 117.10 205.77 67.94 106.68 50 25.5 0 10954.23
5 1000 385.10 127.32 217.71 75.00 119.37 50 25.5 0 11569.88
6 1100 409.18 144.40 230.65 99.02 140.64 50.61 25.5 0 12826.62
7 1150 421.25 150.65 241.41 107.80 151.42 51.87 25.5 0.09 13465.98
8 1200 423.39 157.55 246.61 107.19 156.87 65.44 25.5 17.46 13887.15
9 1300 449.19 162.95 259.82 122.80 166.97 81.32 25.5 31.45 15012.68
10 1400 466.73 184.46 268.37 133.98 182.57 102.38 25.5 36.01 16285.31
11 1450 467.03 189.68 260.91 150 194.41 104.40 25.5 38.06 16933.40
12 1500 481.88 199.54 290.33 150 200 116.82 25.5 35.93 17645.39
13 1400 458.76 184.28 282.49 133.35 179.83 99.01 25.5 36.78 16274.79
14 1300 443.73 167.61 263.77 116.13 175.20 77.14 24.82 31.59 15019.99
15 1200 421.90 158.40 253.73 113.22 155.60 66.71 20.74 9.7 14049.95
16 1050 398.47 135.26 228.68 84.67 125.39 50 14.62 12.92 12168.47
17 1000 382.01 127.84 212.25 78.99 123.41 50 25.5 0 11570.27
18 1100 411.24 144.79 236.41 97.02 136.50 54.99 19.04 0 12908.99
19 1200 432.81 157.70 254.21 107.49 156.84 65.45 25.5 0 14114.10
20 1400 464.17 187.80 282.86 143.34 200 103.82 18.02 0 16873.02
21 1300 446.59 173.49 259.03 128.95 178.31 88.13 25.5 0 15429.22
22 1100 406.31 147.27 233.23 96.61 141.69 53.47 21.42 0 12878.69
23 900 368.74 114.97 199.24 64.31 102.74 50 0 0 10655.64
24 800 342.42 94.59 181.44 50 79.01 50 2.55 0 9427.80

Fuel Cost ($) per day 316498.35
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TABLE 3 | 6-unit generator Dynamic Load Dispatch with EVs and RES (without valve point loading effect without losses) using Chimp optimizer algorithm.

Time
(hr)

PD (MW) G1 (MW) G2 (MW) G3 (MW) G4 (MW) G5 (MW) G6 (MW) EV (MW) Wind
(MW)

Solar
(MW)

Fuel
Cost
($)/hr

1 700 350.24 97.80 186.27 50 86.91 50 −131.76 10.54 0 9709.02
2 750 344.96 97.62 184.78 50.16 85.21 50 −85 22.27 0 9608.30
3 850 359.51 106.26 194.76 57.73 99.74 50 −42.5 25.5 0 10256.61
4 950 372.78 120.23 205.71 67.58 108.20 50 0 25.5 0 10954.22
5 1000 383.01 127.24 218.11 79.68 116.46 50 0 25.5 0 11569.94
6 1100 409.02 143.86 236.27 93.19 142.17 50 0 25.5 0 12826.49
7 1150 417.06 148.15 244.83 101.58 151.96 60.83 0 25.5 0.09 13465.81
8 1200 428.13 152.75 249.06 109.70 157.18 60.22 0 25.5 17.46 13887.30
9 1300 440.61 164.96 257.23 123.89 173.75 82.71 0.102 25.5 31.45 15013.97
10 1400 457.48 182.88 278.01 131.23 188.01 103.02 2.142 25.5 36.01 16313.87
11 1450 473.02 191.47 286.18 150 194.31 105.33 13.872 25.5 38.06 17121.97
12 1500 500 200 300 150 200 120 34.782 25.5 35.93 21432.50
13 1400 468.45 186.09 280.11 150 185.29 102.57 34.782 25.5 36.78 16744.58
14 1300 448.76 165.92 266.40 122.57 173.09 80.72 13.872 24.82 31.59 15203.01
15 1200 427.99 160.56 252.19 105.90 157.80 65.27 2.142 20.74 9.7 14077.55
16 1050 398.94 136.71 224.02 87.38 125.65 50 0.2359 14.62 12.92 12171.36
17 1000 388.61 128.71 215.44 76.95 122.6 50 −7.8157 25.5 0 11666.95
18 1100 415.78 146.47 242.20 95.85 148.87 50 18.207 19.04 0 13141.91
19 1200 440.44 161.39 258.05 124.73 161.67 73.87 45.6514 25.5 0 14711.13
20 1400 477.54 194.43 291.21 150 200 114.45 45.6514 18.02 0 17495.19
21 1300 446.15 173.83 271.08 128.58 181.13 91.95 18.207 25.5 0 15671.44
22 1100 413.93 144.92 239.56 95.98 137.00 50 2.8114 21.42 0 12914.46
23 900 367.76 113.85 204.95 67.53 102.15 50 −6.2411 0 0 10731.49
24 800 355.82 102.10 191.71 50 90.32 50 −42.5 2.55 0 9932.21

Fuel Cost ($) per day 326625.6

Bold represents better fuel cost as compared to others methods.

TABLE 4 | 7-unit generator Dynamic Load Dispatch with EVs (without valve point loading effect without losses) using Chimp Optimizer Algorithm.

Time
(hr)

PD (MW) G1 (MW) G2 (MW) G3 (MW) G4 (MW) G5 (MW) G6 (MW) G7 (MW) EV (MW) Fuel
Cost
($)/hr

1 800 311.40 71.56 140 50 100 50 100 −22.96 10018.49
2 780 297.66 61.43 140 50 100 50 100 −19.09 9749.63
3 750 280.68 50 134.98 50 100 50 100 −15.66 9380.535
4 750 283.69 51.09 137.38 50 100 50 100 −22.16 9451.726
5 720 269.15 50 126.00 50 100 50 100 −25.15 9158.026
6 700 253.61 50 112.92 50 100 50 100 −17.52 8863.511
7 700 251.67 50 112.41 50 100 50 100 −14.08 8827.264
8 700 259.68 50 118.64 50 100 50 100 28.32 8977.915
9 800 314.05 74.15 140 50 100 50 102.87 31.07 10110.78
10 900 347.29 98.74 140 50 100 50 137.74 23.77 11189.39
11 1000 378.52 100 140 73.24 111.24 50 167.56 20.56 12360.18
12 1200 443.99 100 140 100 169.76 82.77 236.59 73.1 15583.27
13 1400 487.25 100 140 100 207.41 100 280.37 15.03 17499.22
14 1500 522.49 100 140 100 237.98 100 316.29 16.76 18929.83
15 1750 575.00 100 140 100 340.08 100 410 15.08 22644.93
16 1800 574.99 100 140 100 396.44 100 410 −21.43 23568.64
17 1500 529.56 100 140 100 243.45 100 324.32 −37.33 19225.17
18 900 345.06 96.20 140 50 100 50 135.01 −16.27 11100.5
19 850 327.92 84.17 140 50 100 50 117.25 19.34 10550.8
20 800 321.44 79.37 140 50 100 50 109.92 50.73 10335.9
21 780 301.05 63.93 140 50 100 50 100 24.98 9815.545
22 750 280.64 50 134.95 50 100 50 100 −15.59 9379.77
23 700 263.56 50 126.66 50 100 50 100 −35.22 9051.488
24 800 323.50 80.63 140 50 100 50 112.15 −56.28 10399.8

Fuel Cost ($) per day 296174.3
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of EVs and RES. A six generator test system without valve point
loading effect, with loss coefficient matrix as zero is considered
(Debnath et al., 2015). The Electric vehicles and renewable energy
sources wind and solar are incorporated. Table 3 displays that the
fuel price is 326625.6 $/day using the chimp optimizer algorithm.

4.1.4 Seven Generator Test System (SADLD With EVs)
Chimp optimizer algorithm is suggested to get optimized
outcomes for dynamic load dispatch with the effect of EVs as
V2G and G2V. A seven generator test system without valve point
loading effect, with loss coefficient matrix as zero is considered
(Tariq et al., 2020), (Gholami et al., 2014). Table 4 displays that
the fuel price is 296174.3087 $/day using the chimp optimizer
algorithm.

5 CONCLUSION

In the proposed research, dynamic load dispatch problem has
been solved using chimp optimizer algorithm. The test systems
consisting of 6, 7 and 10-unit generators when incorporated with
only electric vehicles, only renewable energy sources, and
combined electric vehicles and renewable energy sources have
been successfully tested using proposed algorithms. The results of

the test systems with EVs and RES have been compared without
EVs and RES results. The simulation results show that the
suggested methods found satisfactory load dispatch at a
reasonable cost. These dominating algorithms may also be
used to solve the problem of multi-area dynamic load dispatch
in electrical power networks.
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Abstract:In the process of oil extraction and transportation, due to the

interaction between oil, gas and water, hydrates are easily generated and

pipelines are blocked. Based on this, from the perspective of energy

enterprise automation technology, testing and research on oil and gas

multiphase flow models and flow models are carried out. The hydrate

formation area is analyzed by using the hydrate formation phase equilibrium

theory, and the formation rate, deposition characteristics and blockage

formation mechanism are analyzed. The influence of phase flow and heat

transfer; after the boundary interface coefficient between oil, gas and water is

clarified, a multiphase flow model of oil, gas and water is established. In the

experimental test, the differential pressure signal is used to carry out the

research on the oil and gas multiphase flow model and flow model, and it is

concluded that the minimum critical superficial liquid velocity among the three

flow patterns of oil, water and gas is 0.113 m/s, It can clearly characterize the

characteristics of the flow pattern transition, which has certain practical

significance for the sustainable development of energy enterprises.

KEYWORDS

energy, multiphase flow test, hydrate, continuity equation, multiphase flow model

Introduction

Oil has played a very important role in the development of the country, so the mixed

transportation of oil and gas has been more widely used. In order to make the oil and gas

mixing technology (Wu et al., 2021) more suitable for the actual needs of the project,

experts in related fields have carried out in-depth research on it, and multiphase flow

testing (Li et al., 2021a) and flow model testing (Mitsuru and Yuhu, 2019) have gradually

become hot topics in the industry. In the multiphase flow test model, the parameters have

a certain random variability, and the use of energy enterprise automation technology to

identify the flow pattern of the changing parameter signals can greatly improve the oil and

gas transmission efficiency in my country (Mouketou and Kolesnikov, 2018). However, at

present, the development of automation in energy enterprises is still in its infancy, and

relevant theoretical knowledge and practical applications are constrained by various

conditions, such as lack of scientific research funds and lack of advanced technical

support, and have not played its real role. Moreover, considering the incorporation of
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liquid phase in the oil transmission process, the oil pipeline will

be blocked to a certain extent, thereby reducing the oil

transmission efficiency. In order to take the oil and gas mixed

transportation technology to a new level, corresponding

measures must be taken to accurately predict the location and

area where the oil pipeline may be blocked, analyze the

relationship between the various phases, and lead and guide

the automation technology of energy enterprises (Le et al., 2021) ]

development of. However, how to accurately predict the blockage

position of oil pipelines is still an important factor affecting the

efficiency of oil production due to the lack of corresponding

theoretical guidance and experimental data.

In view of the above problems, the literature (Yan et al., 2017)

combined the optical fiber distributed acoustic wave sensing

system with the optical fiber temperature pressure gauge and

the optical fiber distributed temperature monitoring system by

analyzing the main performance parameters and technical

indicators of the multiphase flow hydrate environment. At the

same time, various information of oil and gas wells are obtained,

and experimental values of multiphase flow hydrate suitable for

large-diameter, long-distance and high-pressure oil pipelines are

proposed.

This method has the advantages of long life, long

transmission distance, long monitoring distance and high

temperature resistance. It can eliminate the electromagnetic

influence during downhole operation, but when the oil

pipeline is blocked, the blockage position cannot be predicted

in time. Reference (Li and Dong, 2019) focuses on oil and natural

gas. Equal pipeline transportation, in order to ensure the ideal

accuracy of the multiphase flow test results, on the basis of

ensuring the reliability of transportation management, the

V-cone flowmeter structure is built, and the multiphase flow

measurement correction model is introduced to ensure the high

accuracy of the multiphase flow experiment. Precision. This

method does not reach the environment where water and oil

are mixed downhole, and there is a certain error between the

accuracy of multiphase flow and the actual results. Reference

(Han et al., 2019) established a multiphase flow test system based

on the principle of optical fiber distributed acoustic wave sensing.

Carry out monitoring and research on oil wells. Although the

system obtains accurate downhole acoustic signals and realizes

real-time monitoring of downhole production and susceptibility,

it also does not consider the downhole hydrate formation area,

which makes the research results unsatisfactory.

The above methods have achieved certain results in

multiphase flow test accuracy and acoustic signal acquisition,

but they do not consider the current development trend of the oil

industry, and use advanced automation technology to seek more

accurate pipeline blockage location prediction methods to help

energy companies improve oil production. Quantity. Based on

this, this paper conducts in-depth research on oil and gas

multiphase flow testing and flow simulation testing from the

perspective of energy enterprise automation. First, measure the

hydrate in the oil pipeline. The measurement is mainly carried

out from the hydrate formation area, decomposition rate (Li

et al., 2021b), deposition characteristics and blockage formation

mechanism, and the hydrate deposition rate at each location in

the oil pipeline is determined, so that corresponding measures

can be taken to ensure the normal exploitation and

transportation of oil; A hydrate-containing multiphase flow

model was established to analyze the thermal resistance effect

of hydrate blockage on oil pipelines. Based on the continuity

equation (Zhang et al., 2022), momentum equation and energy

equation (Aglave et al., 2015), the relationship between the three

phases of water is established; the multiphase flow model of oil,

gas and water is established, and the boundary interface

coefficient value of each phase is clarified (Wu et al., 2018). In

the experimental test, the minimum critical superficial liquid

velocity between laminar flow, wavy flow and slug flow is

obtained as 0.113 m/s. Using the method in this paper, the

transformation characteristics between the three flow patterns

can be well described, as It has played a major role in promoting

the development of the oil industry.

Measurement method of gas hydrate

In actual oil mining mines, there will inevitably be a

certain degree of hydrate, forming the phenomenon of

water-oil mixture. In the long run, hydrate formation will

have a serious impact on normal oil exploitation and

transportation. In order to get accurate test results of

multiphase flow, the areas where hydrate usually forms,

decomposition rate (Bahrami et al., 2016), sedimentary

characteristics and blocking formation mechanism are

analyzed, so as to have an in-depth understanding of

hydrate deposition law in petroleum mine system,

providing scientific reference for accurate prediction of

hydrate area and prevention and control of oil exploitation.

Hydrate formation zone

Firstly, the possible regions of hydrate formation are

analyzed, and the equilibrium theory of hydrate formation

phase is used in this paper. The hydrate formation phase

equilibrium theory refers to the fact that under different

environmental factors, different temperatures and pressures of

natural gas hydrates correspond to different phase systems in

which hydrates exist. When the temperature in the mine is lower

than the phase equilibrium temperature, the mine pressure value

is larger than the phase equilibrium pressure value at the current

temperature, and hydrate will be formed.

In this paper, the temperature and pressure required for

hydrate formation are calculated by using hydrate phase

equilibrium equation:
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Δμ0
RT0

− ∫Teq

T0

ΔH0 + ΔCk(Teq − T0)
RT2

eq

dTeq + ∫peq
p0

ΔV
RTeq

dpeq

� In(fw

fwr
) −∑l

i�1
MiIn⎛⎝1 −∑l

i�1
θij⎞⎠ (1)

ln(fw/fwr) � ln xw (2)

In the formula, Δμ0 represents the chemical potential difference

between the hydrate lattice and pure water in a standard

environment, and the unit is J/mol; R represents the universal

gas constant, the unit is J/(mol.k); T0 represents the temperature

value in a petroleum mine under standard environment, in unit

of K; Teq represents the temperature value of hydrate phase

equilibrium, in unit of K; ΔH0 represents the specific enthalpy

difference between the hydrate lattice and pure water, expressed

in J/kg; ΔCk represents the specific heat tolerance difference

between the hydrate lattice and pure water, in unit of Pa; peq

represents the pressure value of hydrate phase equilibrium, and

the unit is Pa; p0 represents the pressure value of oil mine in

standard state, and the unit is Pa; ΔV represents the specific

tolerance difference between the hydrate lattice and pure water,

in m3/kg; fw is the fugacity of water in standard environment,

and the unit is Pa; fwr is the fugacity of water under the reference

condition, in unit of Pa; l represents the number of types of

hydrate in the mine; L represents the number of components

required for hydrate formation; Mi is the dimensionless ratio of

the number of type i holes to the number of water molecules in

hydrate phase; θij represents the proportion of type i holes

occupied by type j gas molecules in hydrate crystal,

dimensionless; xw is molar concentration of water,

dimensionless; i � 1, 2 . . . l ; j � 1, 2 . . . L.

Rate of hydrate formation and
decomposition

In the hydrate formation zone, gas and water molecules

constantly interact to form new hydrates. The speed of

hydrate formation is related to many conditions, which can be

roughly divided into three categories: intrinsic kinetic factors,

heat transfer process and mass transfer process. At present, there

are many calculation methods for hydrate formation rate. By

comprehensive comparison, Formula 3 is used in this paper to

complete the calculation of hydrate formation rate. In the ring

fog flow system, part of the water will evaporate with the air flow

through the way of small droplets, drift mine environment; Some

of the water will flow along the pipe, forming a liquid film of a

certain thickness on the pipe wall. Both droplet and liquid film

contain hydrates, but the gas-phase contact relationship between

them and hydrates is very different. Hydrate formation rate is

calculated under the ring fog flow theory, and the formula is

shown in Eq. 3:

Rhf � Ask1Mh

Mg
exp( − k2

Tf
)(ΔTsub) (3)

In the formula, Rhf represents the formation rate of hydrate in a

petroleum mine within unit length, and the unit is kg/(m s); As

represents the gas-liquid contact area in A petroleum mine

within unit length, and the unit is m2/m; Mh represents the

molar mass of hydrate, in kg/mol;Mg represents the molar mass

of hydrate and oil mixture, in kg/mol; Tf represents the liquid

temperature in the test oil pipeline, in unit of K; ΔTsub represents

the degree of supercooling (Jiang and Yang, 2018), in unit K;

k1 � 2.608 × 1016kgm−2K−1s−1 , k2 � 13600K.

The hydrate formation rate under other conditions can be

calculated by Vsniausk as& Bishnoi model (Martins et al., 2021).

When the gas hydrate is generated in the oil mine, it will

move upward along with the upward transportation of oil. As it

moves, the hydrates decompose under pressure (Li, 2022a). The

calculation formula of hydrate decomposition rate is shown in

Eq. 4:

Rd � kdAsMh(feq − fg) (4)

kd � 1.24 × 1011 × exp(−ΔE
RT

) (5)

In the formula, Rd is the decomposition rate of hydrate, in kg/

(m.s); kd represents the hydrate decomposition constant, in mol/

(m2. pa.s); feq represents the fugacity of a gas at three-phase

equilibrium, in Pa;feq represents the fugacity (Li, 2022b) value of

gas in an oil mine, in unit of Pa; ΔE represents the activation

energy in J per mole.

Characteristics of hydrate deposition and
mechanism of blockage formation

Under the circumstance of annular mist flow, part of the

hydrate in the oil mine will sublime with the gas, and the other

part will be deposited on the wall of the pipeline to form a hydrate

layer of a certain thickness. In severe cases, it can lead to blockage

of the pipeline. Under the action of the liquid film of the oil

pipeline, the super-strong adhesive force makes the hydrate

tightly adsorb on the pipeline wall, which can easily cause the

blockage of the oil pipeline. Then it can be obtained that the

hydrate deposition rate (Aziz et al., 2015) under the condition of

annular fog flow is:

Rhd � 2πrfk1Mh

Mg
exp( − k2

Tf
)(ΔTsιb) (6)

In the formula, Rhd is the deposition rate of hydrate in the

inner wall of oil pipeline within unit length, in kg/(m s); rf
represents the inner diameter of the oil pipeline, in unit of m.

After a long time of deposition, the hydrate on the inner wall

of the oil pipeline will gradually thicken and form the hydrate
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layer (Emmanuel and Dimitrios, 2019), whose specific thickness

can be calculated by Eq. 7:

δh � rti − rf � ∫t
0

k1MhΔTsub

ρhMg
e−k2/Tfdt (7)

Then, the dimensionless hydrate layer thickness δD is

introduced into Eq. 7 to obtain:

δD � δh
rti

(8)

In the formula, δh represents the specific thickness of the

hydrate layer of the oil pipeline, in unit of m; rti represents the

inner diameter of oil pipeline before hydrate bonding, in unit of

m; t stands for time in s; ρh represents the density value of hydrate

adsorbed on the wall of oil pipeline, in kg/m3; δD represents the

thickness value of dimensionless hydrate (Khayat et al., 2017).

It should be noted here that the data error between the

hydrate thickness calculation method used in this paper and the

standard ring fog flow condition is controlled within ±10%.

Hydrate formation takes time to accumulate, which is not a

slow process, and some of it is carried away by sublimation, not

all of it adsorbed to the wall of the pipeline. Therefore, even if the

current environment meets all the conditions for hydrate

formation, it will not cause hydrate blockage immediately. In

practical application, the formation and blockage of hydrate in

each position can be understood by calculating the thickness

value of hydrate in different positions, so as to take

corresponding measures to minimize the probability of

hydrate blockage and ensure the normal operation of oil

pipeline (Podryga et al., 2021).

Gas hydrate multiphase flow model

In hydrate formation conditions, two essential factors are

water and gas, which interact with each other to form a new solid

phase and change with the change of heat during hydrate

formation and decomposition. At the same time, with more

and more hydrate adsorbed on the inner wall of the oil pipeline,

the oil flow area will continue to decrease and hydrate layer with

thermal resistance effect will be formed gradually (Song et al.,

2020). With the passage of time, the thermal resistance effect

gradually increases. After considering the influence of hydrate

generation and deposition on multi-phase flow and heat transfer

in oil mines (Frank et al., 2019), a multi-phase flow model of oil

and gas containing hydrate was established. Phase

transformation exists between gas phase and hydrate phase,

but cannot be completed between gas phase and liquid phase

due to lack of mass transfer. There is a stable radial heat transfer

between the oil mine and the bottom layer, and the fluid in the

mine is always in a state of thermodynamic equilibrium. In the

multiphase flow model, the interface between each phase can be

regarded as a discontinuity plane, and the fluid in each phase

satisfies the basic laws of conservation of mass, momentum and

energy. These laws describe the relevant laws that should be

followed in the process of oil exploitation from three aspects of

continuity equation momentum equation and energy equation

respectively.

Continuity equation

Based on the mass conservation law (Li et al., 2018), the

continuity equation between each phase is calculated as

follows:

The gas phase:

z

zt
(AρgEg) + z

zs
(AρgvgEg) � qg − xgRhf (9)

The liquid phase:

z

zt
(AρmEm) + z

zs
(AρmvmEm) � −(1 − xg)Rhf (10)

The cutting phase:

z

zt
(AρcEc) + z

zs
(AρcvcEc) � qc (11)

Hydrate phase:

z

zt
(AρhEh) + z

zs
(AρhvhEh) � Rhf − Rhd (12)

In the formula, A is annular cross-sectional area, unit: m2; ρg 、

ρm 、 ρc 、 ρh represent the density values of natural gas, drilling

fluid (Al-Qutami et al., 2017), cuttings and hydrate in the

annulus, in kg/m3; Eg 、 Em 、 Ec 、 Eh respectively

represent the volume fractions of natural gas, drilling fluid,

cuttings and hydrate in annulus respectively, without

dimensionality; vg 、 vm 、 vc 、 vh respectively represent

the up-return velocities of natural gas, drilling fluid, cuttings

and hydrate in the annulus, expressed in m/s; qg represents the

gas flow rate of oil pipeline within unit length, in kg/(m/s); xg

represents the mass fraction of natural gas in gas hydrate (Sun,

2016), dimensionless; qc represents the cuttings generation rate

of the oil pipeline per unit length, in kg (m/s).

Momentum equation

According to the momentum conservation theorem,

momentum equations of multiphase flow of gas, liquid and

solid phases can be calculated, as shown in Eq. 13:

z

zt
(AEgρgvg + AEmρmvm + AEcρcvc + AEhρhvh) + z

zs
(AEgρgv

2
g

+ AEmρmv
2
m + AEcρcv

2
c + AEhρhv

2
h)

(13)
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In the formula, g represents the acceleration of gravity, in m/s2; θ

is the depth of oil mine, in unit m; p represents the pressure value

in the annulus, in Pa; Fr represents the frictional force in the

annulus in Pa.

Energy equation

1) Temperature field equation

In the oil mine, the heat transfer process of gas is not a stable

one. Under multiple constraints of temperature and pressure, gas

and hydrate will undergo phase transformation and absorb or

release some heat. Due to the influence of hydrate’s own

characteristics, it is endothermic during decomposition and

exothermic during formation. Therefore, the effect of hydrate

phase transition must be taken into account when establishing

the energy equation.

The temperature field equation of unsteady flow of gas-liquid

mixture in annular air can be expressed as:

z

zt
[(ρgEgCpgTaA) + (ρlElClTaA)] + Rhf · ΔHh

Mh
− ⎡⎣z(wgCpgTa)

zs

+ z(wlClTa)
zs

⎤⎦
� 2[ 1

A′ (Tei − Ta) − 1
B′ (Ta − Tt)]

(14)
The temperature field equation in the drill string can be

expressed as:

z

zt
(ρlClTt)At + z(wlClTt)

zs
� 2
B′ (Ta − Tt) (15)

In the formula, Cpg and C1 respectively represent the specific heat

of the gas phase and liquid phase, and the unit is J/(kg); Ta 、 Tei

and Tt represent the temperature values in annulus, formation

and drill string respectively, in unit K; ρl represents the density

value of the liquid phase, in kg/m3; El represents the volume

fraction of the liquid phase, dimensionless; ΔHh represents the

enthalpy of hydrate, expressed in J/mol; wg and wl respectively

represent the mass flow rate of gas phase and liquid phase, in kg/s;

A′ , B′ both represent intermediate parameters; At represents the

cross section of the drill string in m2.

2) Energy equation

The energy balance equation (Peng et al., 2017) between oil

pipeline and drill string can be expressed as:

z

zt
[(ρgEg(h + 1

2
v2g − gs cos θ)) + (ρlEl(h + 1

2
v2l − gs cos θ))]

A + Rhf · ΔHh

Mh

− ⎡⎣z(wg(h + 1
2
v2g − gs cos θ))
zs

+
z(wl(h + 1

2
v2l − gs cos θ))
zs

⎤⎦
� 2[ 1

A′ (Tei − Ta) − 1
B′ (Ta − Tt)]

(16)
z

zt
(ρlEl(h + 1

2
v2l − gs cos θ))At +

z(wl(h + 1
2v

2
l − gs cos θ))
zs

� 2
B′ (Ta − Tt)

(17)
In the formula, h stands for enthalpy and the unit is J.

Oil-gas-water multiphase flowmodel

The oil-gas-water multiphase flow model established in this

paper is shown in Figure 1. Among them, one for the computer

monitoring system, two for pressure sensor, three for the open

joint, four for the mixture export, five for liquid storage tanks, six

for the cuttings collection barrels, seven for transparent pipe,

eight for gas storage tank, A nine for air compressor, 10 for A gas

flowmeter, 11 for the gas phase entrance, 12 for the cuttings

funnel, 13 for water funnel, 14 for electromagnetic air pump, 15 is

gas flowmeter B, 16 is ball valve, 17 is mixture inlet, 18 is

temperature sensor, 19 is solid phase inlet, 20 is air

compressor B, 21 is ozone storage tank.

For oil flow calculation, turbine flowmeter is adopted in this

paper (Cheng et al., 2018). Because gas has certain

compressibility, it is greatly affected by temperature and

pressure in oil pipeline. Therefore, real-time compensation

and correction technology of temperature and pressure is

introduced here (Fatemi, 2015). After accurate calculation of

gas flowmeter, turbine flowmeter and vortex flowmeter, the

control of gas phase flow is realized under the action of ball valve.

FIGURE 1
Device diagram of oil-gas-water multiphase flow model.
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By calculating the continuity equation for the volume ratio of

a single phase, the interface between multiple phases can be

obtained. Assuming that phase exists, its boundary interface can

be calculated by:

zαm

zq
+ �v · ∇αm � Sαm

ρm
(18)

In the formula, �v represents the multiphase interface coefficient

value, ρm represents the volume ratio of the m phase (Bs et al.,

2019), q represents the number of phases, Sαm represents the

density value of the m phase, and α represents the volume ratio,

satisfying the conditions of Eq. 19:

∑n
m�1

αm � 1 (19)

The properties of produced oil are determined by the phase

fractions of all the controlled volumes in the annulus. The

formula for calculating the average density of the volume ratio is:

ρ � ∑n
m�1

αmρm (20)

Through the momentum equation solved above, the velocity

field of each phase is calculated, as shown in Eq. 21:

z

zt
(ρrv) + ∇ · (ρrrvv) � −∇p + ∇ · [μ(∇r

v + ∇rT
v )] + ρg

r + F
r

(21)

In the formula, r represents the phase constraint function; g
r

represents the density value of the gas phase, and F
r
represents the

velocity field sharing coefficient.

Then, the formula for calculating the pressure drop between

each phase interface is:

Δp � p2 − p1 � σ( 1
R1

+ 1
R2
) (22)

In the formula, p1 and p2 respectively represent the pressure

values on both sides of the phase interface; σ represents the

surface tension coefficient; R1 and R2 respectively represents

the radius of the oil pipeline before and after pressure.

The normal vector of the unit surface around the inner wall

of the oil pipeline is calculated as:

n̂ � n̂w cos θw + t̂w sin θw (23)

In the formula, θw represents the surface tension coefficient; n̂w
and t̂w respectively represents the radius of the oil pipeline before

and after pressure.

The equation of the average variable of the calculated

vector is:

z

zt
(ρE) + ∇ · [ �v(ρE + p)] � ∇ · (keff∇T) + Sk (24)

In the formula, T is the temperature in the variable; E is the

energy in the variable. The two expressions are as follows:

E �
∑n
m�1

αmρmEm∑n
m�1

αmρm

(25)

T �
∑n
m�1

αmρmTm∑n
m�1

αmρm

(26)

Assuming that the normal line of the surface n is

the gradient value of the volume share αm of the m phase,

then:

n � αm (27)

The calculation formula of surface curvature κ is:

κ �  · n̂ (28)

In the formula, the value of the normal vector coefficient n
�
is

expressed as:

n
� � n

|n| (29)

TABLE 1 Basic experimental data of oil pipeline end.

The depth of an oil min 4000 m The depth of the
water

1500 m

Casing size 10–3/42,000–3000 m drill string 50–4000 m

9–5/83,000–5000 m

Throttle line size 3 inside diameter of riser 472 mm

Drilling fluid Density 1.1g/cm3 plastic viscosity 3 mPa s

yield value 1.5Pa displacement 30L/s

Bit size 8–1/2 rate of penetration 6 m/h

Reservoir Pressure 45.6 MPa bursting pressure 49.8 MPa

gas phase permeability 550md sand thickness 15 m

Bottom-water temperature 2°C geothermal gradient 2.7°C/100 m
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According to the divergence theorem, surface tension can be

converted into volume force and substituted into the left and

right source terms in the equation of average variables:

Fvol � ∑
paisij,i < j

σ ij
αiρiκj∇αj + αjρjκi∇αi

1
2 (ρi + ρj) (30)

Assuming that only two phases can exist in a unit, then κi �
κj , ∇αi � ∇αj , Eq. 30 can be transformed into Eq. 31:

Fvol � σ ij
ρKi∇αi

1
2 (ρi + ρj) (31)

Experimental verification

Using differential pressure signal to study flow characteristics is a

very common way in multiphase flow test. On the basis of differential

pressure signal, the multi-phase flowmodel and flowmodel of oil and

gas are tested. Differential pressure signal was obtained through

experimental simulation in this paper. The diameter of oil pipeline

8 times was taken as the pressure sampling interval, i.e. 1000mm, and

the sampling frequency was set as 100 Hz (Wang et al., 2018). The

experimental platform uses Windows2018 operating system, with

CPU of 8 GB and operating memory size of 4 GB. The multi-

phase flow experimental system of oil, gas and water has been

established. The oil phase is no. 40 oil. In addition to the casing at

themine end, the plexiglass pipe with an inner diameter of 40mmand

a total length of 20m was used in the experiment (Hulsurkar et al.,

2018), which was placed 15m away from the entrance of the oil mine.

Two groups of pressure transmitters are placed on the plexiglass tube

with a distance of 200mm between them. Each group consists of

transmitters placed on the upper and lower sides of the plexiglass tube.

In addition, the fluctuation of differential pressure signal in the

experiment was obtained by the capacitive differential pressure

transmitter. The total length of differential pressure measurement

was 200m, which couldmeet the experimental needs. Other basic data

about oil pipeline ends are shown in Table 1.

When the apparent velocity of both the gas and liquid phases in

the pipeline is low, lamellar flowwill be formed in the pipeline (Zhang

and Tao, 2016). Stratified flow is one of the most common flow

patterns in oil pipelines. A very smooth interface forms between the

gas phase and the liquid phase, separating them, with the gas phase on

top and the liquid phase on the bottom.When layeredflowoccurs, the

time domain signal and flow pattern are shown in Figure 2.

FIGURE 2
Stratified flow differential pressure time domain signal and
flow pattern diagram.

FIGURE 3
Time-domain signal and flow pattern of undulating flow
differential pressure.

FIGURE 4
Slug flow differential pressure signal and flow pattern diagram.
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As can be seen from Figure 2, when the apparent velocity of

gas and liquid phase is small, the differential pressure time-

domain signal and flow pattern present a layered flow, which is in

a relatively stable state with only a small range of fluctuation

(Gharaibah et al., 2015). At this time, the oil pipeline is normal,

there is no blockage and other circumstances. At the same time, it

can be considered that the time-domain signal has a stable value

of 4.56 KPa and does not change with time.

With the increase of the apparent velocity, the boundary

between gas and liquid phase begins to appear disturbance waves

moving along the flow direction. Under the influence of such

disturbed waves, a certain degree of fluctuation appeared on the

interface, so the layered flow was transformed into a wave-like

flow. At this time, the fluctuation of differential pressure signal

gradually increased, as shown in Figure 3.

It can be clearly seen from Figure 3 that compared with

stratified flow, undulating flow fluctuates more clearly, but the

overall fluctuation range is not very large and always fluctuates

around 2.666Kpa (Khayat et al., 2017). In addition, it can be seen

from Figure 3 that the time-domain signal curve is less affected by

time and does not change greatly with time.

In the oil pipeline, when the apparent velocity of the fluid rises to

a certain extent, the wavy flow gradually begins to transform into slug

flow, and the time-domain curve of the differential pressure signal

will fluctuate greatly with obvious peaks and troughs. At this point,

the liquid phase will rapidly fill the pipeline and form a long liquid

plug. Behind the liquid plug is a very long air mass, and there will be

liquid phase under the air mass, as shown in Figure 4.

By observing Figure 4, it can be concluded that when slug

flow occurs in oil pipeline, the fluctuation of time domain signal

curve is very large. Within 30 s of the experiment, there were

eight obvious peaks. However, it can also be seen that the time-

domain signal curve of slug flow has no obvious rule with the

change of time, so it can also be considered that the time-domain

signal curve of slug flow is not affected by time.

In conclusion, by analyzing the changes of time domain signal

curves of middle-layer flow, wavy flow and slug flow in Figure 2 to

Figure 4, it can be concluded that: The multiphase flow model and

flow model in this paper can well extract the time-domain curve of

differential pressure signal, and on the basis of the trend of the three

curves, the transition characteristics between oil, water and gas

multiphase flow patterns can be analyzed. By analyzing the

transition characteristics of each phase, it can be found that the

minimum critical apparent liquid velocity for the transition from

layered flow to slug flow is VSL � 0.113m/s , and the gas phase

apparent velocity for the transition from layered flow to slug flow

begins to decline with the continuous increase of liquid phase

apparent velocity, which is specifically shown as the fluctuation

of curves in Figure 2 to Figure 4. Therefore, the multi-phase flow

model and flow model established by the proposed method,

combined with differential pressure signals, can well obtain the

characteristics of flow pattern transformation, which verifies the

effectiveness and feasibility of the proposed method.

Conclusion

In this paper, from the perspective of energy enterprise

automation, the multiphase flow model and flow model of oil

and gas pipelines are tested, and three flow patterns of laminar

flow, wavy flow and slug flow are obtained, and the conversion

between the three flow patterns is obtained. Interface.

First, under the action of the liquid film on the oil pipeline

wall, hydrate deposits form a hydrate layer, which is very

prone to blockage of the oil pipeline. In this paper, after

analyzing the hydrate formation area, decomposition rate,

deposition characteristics and blockage formation

mechanism, a multiphase flow model including hydrate is

constructed. A multiphase flow model of oil and gas is

established to obtain the volume ratio, velocity field and

pressure drop of each phase. In the channel, while the

apparent velocity of liquid phase increases, the apparent

velocity of the transition between laminar flow and slug

flow shows a downward trend. Therefore, it can be

concluded that the method in this paper can describe and

characterize the flow pattern transition clearly and

unambiguously. This of great significance to the

exploration, development and transportation of oil. We will

further study the influence mechanism of various factors to

provide more scientific and favorable guidance for oil

exploitation and transportation.
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This article presents a power system joint optimization generation regulation method
based on the improved balance optimizer, which takes the five factors of power system
network loss, voltage offset, generation cost, fuel cost, and comprehensive pollution
emission as the objective function and takes the internal power balance of the system,
each generator set, generation capacity, generation flow, and up and down climbing as the
constraints. Fully considering the current energy-saving development objectives and the
impact of economic dispatching, taking stable and safe operation as the core, the power
generation dispatching model is established by improving the balance optimizer. The
model realizes the maximum power generation with the lowest energy consumption
parameters and transitions from the original power generation energy consumption of the
power system to the best energy-saving power generation energy consumption so that
the power value of the system reaches the target balance and completes efficient
dispatching. Simulation experiments show that the proposed method can ensure the
most reasonable power load in both summer and winter. The average load in summer and
winter is reduced from 254.78/mw to 205.36/mw, down about 19.39%, which can ensure
the power generation stability of the power system. The average power generation cost
after dispatching is 129,920 $/h, which is significantly improved by comparing with
131,225 $/h before dispatching and can realize certain environmental benefits.

Keywords: balance optimizer, power system, objective function, energy consumption parameters, power
generation cost

INTRODUCTION

At this stage, with the continuous development of the power era, the development of power
technology is an important task that cannot be ignored by all countries at this stage. People’s life,
entertainment, and social production are inseparable from the support of power. However, with the
increasing power consumption of users and the large-scale high load (Le et al., 2021) power
consumption of various large enterprises, in order to speed up the pace of production, system failures
occur frequently and the internal power distribution is uneven. The long-term uneven distribution
will not only lead to short circuit (Toyoda and Wu, 2019), power climbing, and insufficient or
excessive power generation but will also lead to unstable operation of the power system, increased
cost, and poor power generation efficiency (Wu et al., 2020). Based on this, it is necessary to make
reasonable arrangement and dispatching planning. Effective generation dispatching can not only
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make the operation of the power systemmore stable without fault
impact but also recover the highest benefit return with the lowest
generation cost.

This literature (Zhang et al., 2022) mainly aims at the mixed
phenomenon of AC and DC in the power system. The power
generation problem of the system is quasi-transformed into the
optimal power flow calculation problem. Taking four groups of
phenomena such as network loss, power generation cost, pollutant
emission, and voltage offset as the objective function, the differential
evolutionmethod is used to solve the generation scheduling parameters
of the four groups of objective functions. The literature (Li et al., 2021a)
proposed a genetic algorithm based on the neural network. Compared
with the traditional methods, the genetic algorithm can capture the key
information affecting power generation faster so as to converge to
higher quality reactive power optimization scheme better and faster.
The document (Li et al., 2021b) proposes the generation scheduling
optimization strategy of swarm intelligence algorithm, which divides
the optimal generation scheduling into two stages: search and
utilization. The search process generally introduces disturbance
variables so that the whole optimization process can find the target
value faster and achieve global and large-scale optimization. Hu et al.,
(2020) propose an optimal generation scheduling algorithm with key
parameter constraints. By setting different scheduling parameters for
different generation values, it makes detailed optimization in the
process of continuous updating among them. Shan et al., (2020)
adopt a cross-platform generation scheduling algorithm, set models
that can describe different nodes in the power system, and establish a
joint scheduling threshold for scheduling. Yan et al., (2016) calculates
the power value with linear change in the power system, sets the
standard threshold, finds the power points that do not conform to the
linear change, and implements generation dispatching.

On this basis, considering the abovementioned shortcomings
and adverse effects, this study proposes a power system joint
optimal generation scheduling method based on the improved
balance optimizer. Balance optimizer is a new intelligent algorithm.
It adopts the power generation optimization strategy inspired by
the balance physical phenomenon based on the control volume
mass and has strong data optimization ability, fast calculation
speed, and fast convergence speed. First, the objective function is
established, and then the condition constraints are carried out. An
improved balance optimizer method is used to build a joint optimal
generation scheduling model. On the basis of the original balance
optimizer, the power variation objective function considering the
actual maximization of the power system is added, and the
objective constraint function is used to further approximate the
optimal dispatching value. The optimization strategy can better
adapt to the actual power generation situation of the power system
and shows relatively best optimization performance. After the
completion of dispatching, the system generates electricity
smoothly, reduces the cost and power consumption, and greatly
improves the operation efficiency.

OBJECTIVE FUNCTION ESTABLISHMENT

The improved balance optimizer follows the principle of mass
balance equation in physics and describes the whole process of

mass entering, leaving, and generating in a control volume.When
applied to the joint optimal generation scheduling of the power
system, the power target can be regarded as a mass point, the
process of this mass point can be described, and finally the most
balanced power value can be output. The objective function
described, based on the improved balance optimizer, is

1) Power system network loss, expressed as

minf1 � ∑
i,j∈N

Gij(U2
i + U2

j − 2UiUj cos θij) (1)

In the formula, N represents the number of all nodes in the
power system; Gij represents node i and node j line conductance;
Ui、 Uj represents the maximum voltage value of node i and j at
the position of the node, respectively; θij represents the maximum
electrical damage that node i and node j can withstand.

2) Voltage offset

minf2 � ∑
i ∈ NB|Ui

B−1.0|
(2)

In the formula, Ui
B represents the voltage value of the power

load node i; NB indicates the number of nodes.

3) Power generation cost, the average cost consumption of power
generation fuel can be expressed as

minf3 � ∑NG

i�1
[ai + biP

i
G + ci(Pi

G)2]. (3)

In the formula, ai represents the lowest cost coefficient of the power
system; bi represents the highest cost factor;NG indicates the number
of generator nodes; and Pi

G indicates the active power value of the
second generator set. The penalty function (Li et al., 2016) is established
to restrict the state variables of uneven output in the i power system,
and the objective function to be optimized is expressed as

min J � fk + ηU ∑
i∈NB

ΔUi + ηQ ∑
j∈NG

ΔQj, (4)

of which

ΔUi �
⎧⎪⎨⎪⎩ Ui − Umax

i , Ui >Umax
i

0, Umin
i <Ui <Umax

i

Umin
i − Ui, Ui <Umin

i

. (5)

ΔQj �
⎧⎪⎪⎨⎪⎪⎩ QG.j − Qmax

G.j , QG.j >Qmax
G,j

0, Qmin
G.j <QG.j <Qmax

G,j

Qmin
G,j − QG,j, QG.j <Qmin

G,j

. (6)

In the formula,fk represents the solution objective; ηU represents
the penalty coefficient indicating reactive power output of the load
node; ηQ indicates the penalty coefficient of generator reactive power
output; ΔUi represents the penalty variable representing load node;
ΔQj represents the penalty variable of the generator.

4) Fuel costs. The power generation fuel characteristics of the
power system can be expressed by the quadratic function
(Long et al., 2018), and the system fuel cost is
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minF � ∑NG

i�1
Fi(Pi). (7)

In the formula, NG indicates the number of generator sets in
the system; Pi indicates the active output value of the generator;
and Fi(Pi) represents the energy consumption characteristics.
Considering that the normal valve point effect will appear when
the generator set is affected by other factors (Martinez Caama
et al., 2017), the energy consumption characteristics of the
generator are expressed as

Fi(Pi) � ai + biPi + ciP
2
i +

∣∣∣∣ei sin(fi(Pimin − Pi))∣∣∣∣.
In the formula, ai, bi, and ci all represent the rated cost

coefficient of the power system generator; ei, fi indicates the
valve point effect parameter; andPimin indicates the output limit
of generator active power.

5) Comprehensive emission of pollution (Souza et al., 2018a).
The emission calculation formula is

E � ∑NG

i�1
[10−2(αi + βiPi + γiP

2
i ) + ζ i exp(λiPi)]. (8)

In the formula, αi, βi, γi, ζ i, and λi all represent the pollution
emission coefficient generated by power generation; E represents
total emissions.

CONSTRAINT FUNCTION

The objective function and constraint conditions belong to a
complementary variable relationship. In the whole power
generation dispatching system, the objective function is not
only the reference of the dispatching model but also the
independent variable, and the constraint conditions are
appropriate linear programming based on the objective
function, which is also the dependent variable. The constraint
model of the power system is given as follows.

Internal power balance constraints (Souza et al., 2018b) refer
to the balance between power supply and load in the power
system. The generation capacity of the power system is
determined according to the predicted power system load,
which is a part of power planning. Restricting it can help the
power system to achieve smooth operation:

∑Nt

i�1
Pgi,t +∑Nh

j�1
Phj,t � PD,t + PL,t. (9)

In the formula,Nh indicates the number of generator sets in the
power system; Phj,t represents the generation output constraint
value of the t generator set in the time period; PD,t indicates the
system load; and PL,t indicates the system network loss.

Output (Abdin et al., 2022) constraint of the fuel generator set.
As an important part of the power system, the fuel generator set
can help achieve accurate dispatching in the next step by adopting
the targeted constraint strategies:

Pmin
gi ≤Pgi,t ≤Pmax

gi . (10)
In the formula, Pmax

gi indicates the upper limit of the output of
the fuel generator set.

Output constraint of the kerosene generator set:

Pmin
hj ≤Phj,t ≤Pmax

hj . (11)
In the formula, Pmax

hj indicates the upper limit of the active
output of the kerosene generator set and Pmin

hj indicates the lower
limit of the active output of kerosene generator set.

Generation capacity limitations. Including normal operation
capacity, emergency reserve capacity, and maintenance reserve
capacity and taking the maximum capacity that the power system
can bear as the objective, the constraint function is established:

Vmin
j ≤Vj,t ≤Vmax

j . (12)
In the formula, Vj,t represents the rated generating capacity of

the j generator set in the time period (Silva et al., 2021); Vmax
j

represents the maximum generating capacity; and Vmin
j

represents the minimum generating capacity.
The power generation flow is about (Ebramsyah et al., 2017)

bundles. Generation flow is an important index to evaluate the
superiority of power dispatching, and the constraint function is
established according to the national flow standard:

Qmin
j ≤Qj,t ≤Qmax

j . (13)
In the formula, Qj,t represents the generation flow value of the

j generator set in the time period; Qmax
j represents the maximum

value of power generation flow; and Qmin
j represents the

minimum value of power generation flow.

Generation Load Balancing Constraints
Table 1 shows the load required for power generation load
balance, and the average value used as the load reference
standard.

Vj,t � Vj,t−1 + Ij,t − Qj,t − Sj,t +∑N
k�1

(Qh,t−τij + Sh,t−τij). (14)

In the formula, Ij,t indicates the system charge and inflow
power of the j generator set in the time period; Sj,t represents the
system charge and outflow of the j generator set in the time
period; Nu indicates the inflow time; and τij indicates the
outflow time.

TABLE 1 | Load required in 24 h.

Period 1 2 3 4 5 6

Load/MW 1288 1623 1300 1389 1520 1679
Period 7 8 9 10 11 12
Load/MW 789 1450 1300 925 1600 1450
Period 13 14 15 16 17 18
Load/MW 1620 1300 1450 1360 1700 985
Period 19 20 21 22 23 24
Load/MW 1350 1254 1311 1786 1426 1654
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Generation constraints at the beginning and end of the power
system. The power period is segmented to restrict the power
generation at the beginning and end of the period:

{Vj,0 � Vj,bepin

Vj,T � Vj,ead
. (15)

In the formula, Vj,bepin indicates the initial electric capacity
and Vj,ead indicates the final capacitance.

The reactive power constraint of the generator set. It means
that in an AC circuit with reactance, the electric field or magnetic
field absorbs energy from the power supply in one part of a cycle
and releases energy in the other part of the cycle. The average
power in the whole cycle is zero. It is related to the problem of
repeated energy exchange between the power system and power
supply:

{Pgi,t − Pgi,t−1 ≤RU,i

Pgi,t−1 − Pgi,t ≤RD,i
. (16)

In the formula, RU,i represents the upper limit value of reactive
power output of the generator set and RD,i indicates the lower
limit of reactive power output of the generator set.

Climbing Event Constraints on Power Load
Due to the influence of external factors or human factors, the
power system is prone to power load climbing events. Power load
climbing (Meyendorf et al., 2017) refers to the phenomenon of
large-scale increase or decrease of system power in a short time,
which is easy to cause an imbalance of system active power,
destroy the frequency stability, and even cause large-scale die-
cutting load, which seriously threatens the safety and stability of
power grid and economic operation. In this article, this kind of
event is regarded as an accidental event for optimal generation
scheduling for scheduling regulation, and the changes of power
system voltage, fluctuation rate (Dong et al., 2020), and other
parameters during power load climbing are solved. The
prediction algorithm is used to predict the linear change of
power in the next step, and reasonable scheduling is carried
out according to the change value.

There is Ts1 increasing trend at the second time point, so the
load shedding strategy is adopted. When the downhill climbing
event occurs in the power system, it will disrupt the original
power generation plan and lead to insufficient reserve capacity,
which will affect the effective implementation of the system
dispatching plan. Therefore, by increasing the power load
climbing power constraint, the standby capacity of the
conventional units in the power system is always higher than
the maximum amplitude of power fluctuation, and the climbing
rate is always lower than the maximum rate of power fluctuation
by using the same principle. In this way, the power value and
climbing value are in a stable suppression state for a long time:

∑N
i�i
Ui,t ≥ΔPd + ΔPLu. (17)

∑N
i�i
Di,t ≥ΔPu + ΔPLd. (18)

∑N
i�i
Ui,t

′ ≥ΔPd + ΔPLu. (19)

Ui,t
′ � ri,u × t. (20)

In the formula,ΔPLd represents the rise of the power system per
unit step during the whole climbing process; ΔPLu indicates the
amount of decline; ΔPd represents the maximum rise amplitude
per unit step; and ΔPu indicates the maximum drop amplitude.

Climbing Event Constraint Under Power
Load
The downward climbing and upward climbing performance of the
power load are basically the same, both in a phased downward
(Calzarossa et al., 2019) trend, and there is a downward trend at the
second time point. The maximum climbing amplitude is set in the
unit of rated step size of the power system (Prada, 2017) asΔP. The
starting time of power load climbing is Tend and end time is Ts.
According to the abovementioned Formula 18, it is determined
whether the rated power generation value meets the minimum
demand when the system ascends. If so, the abovementioned
process is used to restrict; if not, specific constraints shall be
imposed according to the following conditions:

1) When the system goes downhill, a reasonable load shedding
method shall be adopted before starting time Ts to shorten the
power climbing time and increase the power correction time
of the system.

2) When the system goes downhill, after the starting time Ts,
according to the dispatching strategy proposed (Tian et al.,
2016) previously, the output value of other units in the system
can be increased by properly adjusting the output value so as
to achieve operation balance and improve the overall
adaptability of the system.

GENERATION SCHEDULING MODEL OF
POWER SYSTEM

Based on the peak valley TOU price on the demand side, the
energy-saving power generation dispatching on the generation side
(Chao et al., 2016) is globally optimized. Through the analysis of
the time price response of the user end, it can be seen that the
market means will change the original system load distribution
pattern. Through peak load regulation (Faghihi et al., 2016) and
valley filling, the system load fluctuation level is reduced, the unit
peak load regulation pressure is reduced, the utilization rate of the
high-energy units is improved, and the coal consumption of the
corresponding units is reduced. In view of this, an energy-saving
generation scheduling optimization model based on the global
(Kelley et al., 2018) energy consumption optimization is
constructed with the adjustment range of peak valley TOU
price on the demand side, unit output on the generation side,
and unit startup and shutdown status as the central policy
variables. Figure 1 1) shows the daily power consumption and
operation cost scheduling analysis of the power system.
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The power system joint optimization energy-saving
generation scheduling model is constructed as follows:

min z1 � ∑r
t�1
∑j
j�1
[ujfj(gji) + ujt(1 − uj,t−1)SCjt

+ uj,t−1(1 − ujt)SDjt]. (21)

s.t.∑J
j�1
ujtgjt(1 − θj) � G(0)

i . (22)

∑J
j�1
gmax
j (1 − θj)≥G(0)

t + R(0)
t . (23)

FIGURE 1 | Schematic diagram of power system operation and dispatch. (A) Schematic diagram of power system power generation cycle operation. (B)
Schematic diagram of power system joint optimization generation dispatching process.
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fj(gjt) � ajg
2
jt + bjgjt. (24)

ujtg
min
j ≤gjt ≤ ujtg

max
j . (25)

Δg−
j ≤gjt − gj,t−1 ≤Δg+

j . (26)(Ton
j,t−1 −MTon

j )(uj,t−1 − ujt)≥ 0. (27)(Toff
j,t−1 −MToff

j )(ujt − uj,t−1)≥ 0. (28)
In the formula, ujt indicates the state variable value of the

generator t set at the second time t. The initial startup state is set
as 1 and the initial shutdown state as 0; gjt represents the maximum
output value of the generator set at the second time t; fj(gjt)
represents the total coal consumption of the unit at time (Wang et al.,
2016) t; aj and bj represents the corresponding start-up parameters;
SCjt indicates the shutdown parameters; and SDjt represents coal
consumption. Formula 20 makes the system t generation power
value reach the target balance. At this time, it is expressed as the
average power consumption rate of the second generator set
(Calzarossa et al., 2018); θjFormula 21 is used to dispatch the
standby power of the system, gmax

j represents the maximum
power output t of the generator set; Δg−

j represents the power
requirements required for system power generation at the second
t time before dispatching; Δg+

jFormula 22 is used to dispatch the
power output of the system t, indicating the minimum output of the
generator set; Ton

j,t−1Formula 23 the unit carries out climbing
scheduling for the system, indicating the maximum rising and
falling power limits of the generator unit; MTon

j Eqs 24, 25 carry
out the shortest start-up scheduling for the system, indicating that the
operation t t − 1 time of the generator unit at the time and the
shortest operation time that can be borne; Toff

j,t−1 Eqs 26–28 schedule
the minimum shutdown time t − 1 of the system, MToff

j which
represents the shutdown time t − 1 of the generator unit at time, and
ujt the minimum shutdown time that the unit can bear.

In order to further ensure the scheduling quality, a secondary
constraint of the decision variable (Kadota et al., 2018) on the
scheduling model (Bhattacharya et al., 2019) git is established,
and the expression formula is

Δz � z1 − z2. (29)

β(0)coal � z1/∑I
i�1
∑K
k�1

∑T
t�1
D(0)

ikt . (30)

SIMULATION EXPERIMENT

In order to verify the effectiveness of the proposed scheduling model
and method, two different power system generation environments
are set, summer and winter, respectively. The power system consists
of one with four hydropower stations and three thermal power
generating units. The typical test system is used for calculation and
analysis. The total installed capacity of the system is 297.5 mw. The
average power consumption rate of the power generation side of the
hydropower station and thermal power plant is 80%. The maximum
power load is 300MW, and the minimum power load is 150MW.
The population size of the two algorithms is 40, and the maximum
number of iterations is 1,000.

It can be seen from Figures 2A,B, the generation scheduling
model proposed in this article can make full use of the internal
adjustability of power system generator units, effectively reduce the
peak valley difference of load, and make the residual load more
stable. After power generation dispatching, the mean square
deviation of the load is greatly reduced, and the peak valley
difference is significantly reduced. In summer, the original power
generation load variance is 256.813/mw. After effective dispatching,
the residual power generation load variance is reduced to 197.265/
mw, and the power generation load drop difference is 26.31%.

FIGURE 2 | Post-dispatch changes in the power system. (A) Power
system output change in summer after dispatching. (B) Power system output
change in winter after dispatching. (C) Comparison curve of power system
generation cost after the four dispatching methods.
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From Figure 2, the power generation cost of this method is the
lowest among them, and the computational robustness is better
than that of the particle swarm optimization algorithm.When the
number of scheduling iterations is 600, the cost target value in this
study is about 1.290, while the target values of the other three
methods are 1.332, 1.338, and 1.348, respectively, which are
higher than those in this study. The overall cost value of the
EO method shows a flat trend, indicating that the cost has not
been improved after iteration. Among all methods, the declining
trend of this method is the most obvious. After power generation
dispatching, the cost improvement phenomenon is the best.

The dispatching results of the four comparison algorithms on
the target value of power generation cost of the power system are
shown in Table 2.

Through the comparison of the maximum values in Table 2, it
can be seen that this study is 130,059, and the other three methods
are 130,500, 132,500, and 131,540. This study is the lowest among
them, and the scheduling performance is the best. Compared with
the lowest value, this study is 129,908, and the other three methods
are 129,959, 139,059, and 122,459. This study is still the lowest value.
Through comprehensive comparison, this study performs the best.

CONCLUSION

In this article, a power system joint optimal generation scheduling
method based on the improved balance optimizer is proposed,
and the following conclusions are drawn:

1) Through the establishment of conditional constraint function
including the concept of objective, the effective constraint on
the power load climbing event is realized, which greatly
reduces the subsequent calculation error caused by
misjudgment and improves the quality of dispatching.

2) Based on the current comprehensive power saving policy and
the premise of safety core, this study also establishes the power
system joint optimization generation scheduling model, which
fundamentally solves the problems of high power generation
cost and high power generation energy consumption.

3) After adopting this method, the cost is reduced from the initial
USD 131225/h to USD 129920/h, and the power load is also
reduced from 254.78/mw to 205.36/mw. This method has
high practical value.
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Light intensity optimization of
optical fiber stress sensor based
on SSA-LSTM model

Dakuan Yu1*, Xueguang Qiao2* and Xiangyu Wang1*
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2School of Physics, Northwest University, Xi’an, China

In order to further improve the measurement range and accuracy of optical

fiber stress sensor based on the interference between rising vortex beam and

plane wave beam, a new stress demodulation model is designed. This model

proposes a method to optimize the long-term and short-term memory

network (LSTM) model by using sparrow search algorithm (SSA), extract the

main characteristics of the influence of various variables on optical fiber stress

sensor, and fit the relationship between sensor stress and beam phase

difference. This method is an attempt of the deep learning model LSTM in

the study of stress mediation model. There are very few related studies, and it is

very necessary to fill this gap. In the experiment, the SSA-LSTMneural network is

trained by using the data of stress and phase differencemeasured by the optical

fiber stress sensor. The test results show that the mean error of SSA-LSTM

neural network is less than that of LSTM neural network, which shows that the

combination of SSA-LSTM model and optical fiber stress sensor can make its

measurement accuracy higher, The algorithm can more effectively reduce the

influence of the surrounding environment and the influence of the light source

fluctuation on the measurement range and accuracy of the optical fiber sensor,

and has good practical application value. It is proved that the deep learning

LSTM neural network has good application value in the light intensity

optimization of optical fiber stress sensor.

KEYWORDS

sparrow search algorithm, long and short term memory network, optical fiber stress
sensor, light intensity optimization, SSA-LSTM

Introduction

Force sensor is one of the most important components in the robot control

system, especially at the robot joint. When installed on the robot’s foot and wrist, it

can realize the functions of robot center of gravity tendency perception and balance

state monitoring, and plays an irreplaceable role in the force analysis and stability of

the robot. Traditional mechanical sensors mainly include resistive sensors, capacitive

sensors, etc. (Zhou et al., 2014; Yue et al., 2022), which have the characteristics of high

precision and high sensitivity, and are widely used in various mechanical sensing

fields. However, traditional resistive sensors and capacitive sensors are vulnerable to
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electromagnetic interference, corrosion, high temperature and

high voltage, and can not be used normally in harsh

environment (Zm et al., 2020).

Optical fiber sensor has the advantages of light weight, small

volume, high sensitivity and easy reuse to form distributed

measurement. It is widely used to measure physical quantities

such as stress and strain in engineering projects such as bridge

construction, pipeline leakage and deepwater riser (Zhao et al.,

2021). Researchers have proposed various types of optical fiber

stress sensors (Asriani et al., 2020; Cai et al., 2020; Guo et al.,

2020; Tan et al., 2020; Zheng et al., 2020; Tang et al., 2021; Xiang,

2021), which are based on single-mode multi-mode single-mode

tapered fiber Bragg grating sensors. The measurement range of

the sensor is 0–960 με; A Fabry Perot based strain sensor (He

et al., 2020). The cavity is formed by splicing a new advanced

silicon tube between two standard single-mode fibers. The

maximum strain range measured by the sensor is 2500 με。
However, these sensors usually use ordinary Gaussian light

source, and due to the limitation of the structure itself, they

can not measure large strain, or the measurement results have

errors.

In recent years, with the continuous development of

vortex rotation, some scholars have proposed an optical

fiber sensor based on vortex rotation. According to the

spiral and fork characteristics of the interference pattern

between vortex and Gaussian light, researchers have

proposed several different types of interference optical fiber

sensors. A new strain sensing method based on the

interference of vortex light and Gaussian spherical wave

(Ning et al., 2020). The rotation angle of spiral image

caused by strain is recognized by digital image processing

technology. In theory, high-resolution strain measurement

can be realized, but no experimental research has been carried

out. An optical fiber stress sensor based on the interference

between vortex beam and plane wave beam extracts two main

features of interference pattern set by principal component

analysis (PCA) (Lv et al., 2018), and realizes the demodulation

process according to the variation law of interference pattern

correlation coefficient group corresponding to different phase

difference, but the demodulation process is complex and the

stress measurement range is small.

In this paper, the optical power output of optical fiber stress

sensor depends on many environmental factors, such as ambient

light change, vibration noise and light source fluctuation. The

measurement of optical fiber stress sensor depends on the stress

phase difference relationship of light and the change value of

power. The output optical power value will be affected by the

fluctuation of light source and the coupling between light source

and optical fiber, resulting in measurement error. In view of the

nonlinear impact of the above problems, the hardware and

software can be optimized, and the hardware can be replaced

with a new structure. Although the above problems can be solved

to a certain extent, it will lead to the increase of cost and circuit

complexity, and the electronic devices themselves will also

produce new interference, which will affect the range and

accuracy of the whole optical fiber stress sensor measurement

system.

Therefore, it is necessary to introduce the algorithm to

optimize the experimental data in order to improve the

measurement accuracy of the optical fiber stress sensor

system. Based on the short-term and long-term memory

network method optimized by sparrow search algorithm,

SSA-LSTM neural network is proposed to improve the

measurement accuracy. Because the LSTM network is a

nonlinear optimization, the weights and thresholds are

generated randomly, which will cause the structure to be

accidental and locally optimal (Jiang et al., 2021). The

search of SSA (sparrow search algorithm) algorithm is

based on the optimal location and the historical optimal

location of all discoverers in the population, which can

quickly achieve the goal of global optimization. This feature

can be used to optimize the weight and threshold of LSTM

neural network and avoid falling into the situation of partial

optimization in solvable space (Yao et al., 2022). This paper

introduces the composition of optical fiber stress sensor

measurement system, the principle and method of

experiment and the principle of sparrow search algorithm

optimizing LSTM neural network, and compares the

experimental data after light intensity optimization of SSA-

LSTM neural network with the experimental data of LSTM

neural network without optimized weight threshold, which

provides a certain reference value for improving the

measurement range and precision optimization of optical

fiber stress sensor.

Methodology

Fiber optic stress sensing system structure

The design of stress sensing system based on the

interference between vortex beam and plane wave beam is

shown in Figure 1. The light source is a 632.8 nm He Ne laser.

After passing through a 1:1 beam splitter, the collimated laser

is divided into a reference light path and a sensing light path:

the reference light path is coupled into a 3 m long single-mode

fiber through a lens with a focal length of 240 mm, emitted

through a fiber collimator (74UV-FC), and then the first-order

vortex light is obtained through a polarizer, a quarter wave

plate and a vortex wave plate (VR1-633); The sensing optical

path is coupled into a 3 m long single-mode optical fiber

through a lens with a focal length of 240 mm. The single-mode

optical fiber is fixed on the tensile test bench. After being

emitted by the optical fiber collimator (74UV-FC), the plane

wave beam is obtained through the polarizer. Finally, the

reference light interferes with the sensing light beam
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mirror, and the charge coupled element (CCD) collects the

interference pattern.

Principle of light interference in sensing
system

Vortex light is a special light field with helical phase

wavefront. The phase distribution contains exp(ilθ) term, θ is

the rotation azimuth and l is the topological charge. When the

vortex light propagates along the positive direction of the Z axis,

the complex amplitude E1 of the electric field on the observation

surface (Ying et al., 2021) with Z � 0 can be expressed as:

E1(X,Y) � E0 exp(ilθ + iφ) (1)

Where E0 is the beam amplitude and φ is the additional phase

difference.

When the plane wave with inclined wavefront propagates

along the Z axis direction, the complex amplitude E2 of the

electric field on the observation surface with Z � 0 can be

expressed as:

E2(X,Y) � E0 exp(ikX sin α) (2)
WhereX is the component of rectangular coordinate system, k is

the wave number, and α is the included angle between k and the

positive direction of Z axis.

If two beams of light interfere on the plane of Z � 0,

according to E � E1 + E2, the expression of electric field E

after interference is:

E � E0 exp(ilθ + iφ) + E0 exp(ikX sin α) (3)

According to I � EEp, the light intensity distribution I after

interference is:

I � 2 + 2 cos(lθ + φ − kX sin α) (4)

System optimization by SSA-LSTM

The SSA-LSTM model is used to extract the main

characteristics of the interference wave, and the relationship

between the phase difference between the two beams and the

correlation coefficient of the corresponding main characteristics

of the interference is fitted. According to the stress phase

difference relationship, the relationship between the stress and

the correlation coefficient is obtained.

LSTM neural network
LSTM makes information selectively affect the state of each

time in the model by adding gate structure (Vpn et al., 2021;

FIGURE 1
Fiber optic stress sensing system structure.

FIGURE 2
Cell structure of LSTM.
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Delgado et al., 2020), which is mainly composed of input gate,

output gate and forgetting gate. The specific formula is shown in

(5–10), and the specific structure of LSTM unit is shown in

Figure 2.

If the input is [x1, x2, ..., xt] and the state of the hidden layer

is [h1, h2, ..., ht], the following operations are performed at time t:

(1) Forgetting gate operation: determinewhether to forget the hidden

cell state hl−1t transmitted by the upper layer with a certain

probability in LSTM, and control the output range between [0,1]

through sigmoid function. See formula (5) for details.

fl
t � σ(wl

f · [hlt−1, xl−1
t ] + blf) (5)

In Eq. 5, σ() is the activation function, • is the vector inner

product, t is the time, l is the number of layers of LSTM neural

network, f is the forgetting gate,w is the weight, b is the bias, and

h is the cell output.

FIGURE 3
Flow chart of LSTM optimized based on SSA.
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(2) Input gate operation: the input gate consists of two parts.

Sigmoid and tanh activation functions are used to control the

range of output value respectively, and the product of the two

parts is used to participate in the update of cell state. See

formulas (6) and (7) for details.

gl
t � σ(wl

g · [hlt−1, xl−1
t ] + blg) (6)

~clt � tanh(wl
c · [hlt−1, xl−1

t ] + blc) (7)

In Eqs 6, 7, tanh ( ) is the activation function, g represents the

input gate, c represents the cell state, and ~c represents the current

input unit state.

(3) Cell state update: the cell state is updated by calculating the

product of the cell state at the previous time and the output of

the forgetting gate and the product of the results of the two

parts of the input gate, and adding the products of the two

parts. See formula (8) for details.

clt � fl
tpc

l
t−1 + gl

tp~c
l
t (8)

Equation 8, * represents the multiplication of the elements of the

corresponding dimensions of two vectors.

(4) Output gate operation: the output gate consists of two parts.

The first part is also the hidden state at the previous time and

the input variable at this time as the input, and the output

range is controlled by sigmoid function. The second part

controls the output range by tanh activation function, and

thenmultiplies the output result of the first part to update the

hidden layer state. The specific formulas are as follows (9)

and (10).

olt � σ(wl
o · [hlt−1, xl−1

t ] + blo) (9)

hlt � olt · tanh(clt) (10)

o in Eqs 9, 10 represents the output gate.

SSA optimization algorithm
Sparrow search algorithm (SSA) (Jia et al., 2022; Qi et al.,

2021; Wc et al., 2021) is a new intelligent optimization algorithm

based on sparrows’ foraging behavior and anti predation

behavior. The algorithm can optimize several super

parameters of LSTM at the same time, and has strong

optimization ability and convergence speed. The basic theory

of SSA optimization algorithm is as follows:

FIGURE 4
Interference patterns corresponding to different phase differences.

FIGURE 5
Relationship between characteristic correlation coefficient
ω1 and stress.
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When using SSA algorithm to optimize the super parameters

of LSTMmodel, n sparrows form a population to search for food.

The population is expressed as follows:

X �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ x1,1 x1,2 ... x1,d

x2,1 x2,2 ... x2,d

... ... ... ...
xn,1 xn,2 ... xn,d

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (11)

Where, d represents the dimension of the problem to be

optimized. Therefore, the sparrow fitness value is expressed as

follows:

FX �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣f([ x1,1 x1,2 ... x1,d ])
f([ x2,1 x2,2 ... x2,d ])

...
f([xn,1 xn,2 ... xn,d ])

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (12)

Where f is the fitness value.

Since the discoverer provides foraging directions for all

participants, once the existence of predators is found, the

individual starts to sound an alarm. If the alarm value is

greater than the safe value, the discoverer will shift the

location and bring the participants into a new area for

foraging. During the iteration, the location of the discoverer is

updated as follows:

Xt+1
i,j �

⎧⎪⎨⎪⎩ Xt
i,j · exp(− i

α · T) if R2 < ST

Xt
i,j + Q · L if R2 ≥ ST

(13)

Where t represents the current number of iterations, T is the

maximum number of iterations, j � 1, 2, ..., d.Xi,j represents the

position information of the ith sparrow in the j dimension. R2

and St are the early warning value and safety value respectively.

The ranges are [0,1], [0.5,1] and α is a random number within

[0,1]. L is the matrix of 1 × d whose internal elements are all 1.

Among them, when the early warning value is less than the safety

value, the sparrow can perform the search operation. When the

early warning value is greater than the safety value, it indicates

that predators have appeared within the search range, and all

sparrows need to be transferred to a safe place to look for food

immediately.

For those who join in the process of sparrow foraging, if the

energy is too low, they need to fly to other places for foraging to

obtain more energy. Some participants will compete for food in

order to increase their energy and even monitor the discoverer. If

the participants win, they will get new food. The location update

is shown in the formula:

Xt+1
i,j �

⎧⎪⎪⎪⎨⎪⎪⎪⎩ Q · exp(Xworst −Xt
i,j

i2
) if i> n/2

Xt+1
p +

∣∣∣∣∣Xt
i,j −Xt+1

p

∣∣∣∣∣ · AT(AAT)−1 · L if otherwise

(14)
Where A is a 1 × d matrix, each element is 1 or - 1, Xworst is the

global worst position, andXp is the best position occupied by the

current discoverer.

During the experiment, we assume that the number of

sparrows aware of danger accounts for 10%–20%. The

location of these sparrows is shown in formula (8):

Xt+1
i,j �

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Xt

best + β ·
∣∣∣∣∣Xt

i,j −Xt
best

∣∣∣∣∣ if fi >fg

Xt
i,j +K · (∣∣∣∣∣∣∣∣∣ Xt

i,j −Xt
worst(fi − fw) + ε

∣∣∣∣∣∣∣∣∣) if fi � fg

(15)

Xbest and β are the globally optimal position and step control

parameters respectively, which obey the standard normal

distribution. fi, fg and fw are the fitness values of individual

sparrow, global optimal position and worst position respectively,

K ∈ [−1, 1], ε is a very small constant, in order to avoid the

occurrence of zero denominator.

FIGURE 6
Relationship between α and different stresses.

FIGURE 7
Relationship between characteristic correlation coefficient
ω1 and stress.
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In formula (8), when fi � fg, it indicates that the sparrows

in the population have realized the danger and need to quickly

move to other positions to avoid being preyed on, where K is the

moving step.

The algorithm calculates the fitness of sparrows in the

population and sorts them to select the optimal value and the

worst value; Then, update the location of the discoverer, entrant

and aware of the dangerous sparrow. Finally, obtain the current

best location. If the current location is better than the result of the

previous iteration, stop the iteration. Otherwise, continue the

iteration until the termination conditions are met. The process is

shown in Figure 3.

Experimental comparison and
analysis

In this paper, the sensing system (Figure 1) is built to study

the response characteristics of stress sensing. The optical fiber in

the sensing optical path is fixed on the tension platform, and the

stress is applied from 10.18 MPa to 50.88 mpa in steps of

4.07 MPa, that is, the maximum value of strain measurement

is 3492 με, CCD collects interferograms corresponding to

different stresses (Li et al., 2021a; Li et al., 2021b; Li 2022a; Li

2022b).

General collection and mediation
methods

According to the analysis process in Section 2.1 and Figure 4

is the collected picture, this paper processes the bifurcation

interferogram collected in the experiment, regards the

collected interferogram as a pattern set, calculates the main

features of the pattern set, obtains the correlation coefficient

ω1 of each interferogram for the main features, and obtains the

relationship between the correlation coefficient ω1 of the

bifurcation interferogram and the stress, as shown in Figure 5.

It can be seen that there is a periodic trigonometric function

distribution between stress and correlation coefficient ω1.

Through trigonometric function curve fitting, the fitting

degree R2 is 0.94591. In order to obtain high-quality images

and improve the fitting effect, higher precision CCD equipment

can be used to collect interference patterns. The mathematical

expression of the demodulation model obtained by fitting is:

y � y0 + A sin(π x − xc

ω
) (16)

Where, y is the correlation coefficient of the main features of

the fitted fork image, x is the stress, and y0, A, ω and xc are the

known constants, y0 ≈ 0.39813, A ≈ 7.03067, ω and xc. This

document defines: (y − y0)/A � β (17)
sin(π x − xc

ω
) � sin α (18)

It can be obtained according to Eqs 17, 18

β � sin α (19)

According to the properties of trigonometric function, given

the value of β and the shape of β − α curve, the value of a can be

expressed as:⎧⎪⎪⎪⎨⎪⎪⎪⎩
α � 2kπ + arcsin β,−π

2
+ 2kπ ≤ α≤

π

2
+ 2kπ(Increasing interval)

α � (2k + 1)π − arcsin β,
π

2
+ 2kπ < α< 3

2
π + 2kπ(Decreasing interval)

(20)

Where k is an integer, that is, the number of cycles from

α � 0.

Judge the period and monotonic interval of α at any position

according to Figure 4, and substitute Eq. 20 to calculate the α

value of each point. It is concluded that there is a linear

relationship between α and stress, as shown in Figure 6. The

fitting curve can be expressed as:

α � 7.21344 + 0.25694x (21)

The fitting results show that the phase adjustment method

can achieve the sensitivity of stress measurement of

0.257 rad/MPa.

Fitting method based on SSA-LSTM

The method based on SSA-LSTM takes the relationship

between ω1, α and stress as training data, and fits a more

suitable corresponding relationship through the training of

neural network. Because the LSTM model is suitable for

fitting the relationship between nonlinear quantities, this

FIGURE 8
Relationship between α and different stresses.
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method is different from the method in Section 3.1. SSA-LSTM

does not need to fit any relevant equations or mathematical

expressions. Instead, it tests the values between the stress of

multiple groups of data and relevant variables, and takes these

values as the training data of the model. Through training, the

corresponding values can be obtained through SSA-LSTM by

inputting the measured data without mathematical calculation.

For example, taking the data in Section 3.1 as the test, the

fitting curve of the relationship between the characteristic

correlation coefficient ω1 and stress is finally obtained, as

shown in Figure 7. It can be seen that there is a periodic

trigonometric function distribution between stress and

correlation coefficient ω1. Through trigonometric function

curve fitting, the fitting degree R2 is 0.98591, which is higher

than the fitting degree 0.94591 of the formula calculation method

used in 3.1. Similarly, for the relationship between α and stress,

the fitting degree is 0.99893, which is more accurate than the

method without LSTM neural network. As shown in Figure 8, the

fitting curve is expressed as:

α � 7.31361 + 0.28634x (22)

The fitting results show that using SSA-LSTM method, the

sensitivity of stress measurement can be 0.286 rad/MPa, which is

greater than the original 0.257, so the performance is better.

Conclusion

In this paper, an optical fiber stress sensing system is

designed, and a new stress demodulation model is proposed.

The feasibility of realizing large range monitoring by the

sensor is verified by simulation and experiment. In the

experiment, an interferometric sensing system based on

vortex rotation light is built, and the fork interferograms

corresponding to different stresses are collected. The main

features of the fork interferogram are extracted by SSA-LSTM

method. Through model regression analysis, the periodic

triangular function distribution of the correlation

coefficient between the stress and the image is obtained;

Through further training and fitting of LSTM model, the

linear relationship related to stress is obtained. The

experimental results show that the sensitivity of the sensing

system is 0.286 rad/MPa and the maximum measurement

range is 3492 με. In this study, the performance of deep

learning model has been greatly improved by applying it to

the related research of fiber optic stress sensor. In the future,

deep learning will be combined with more studies and be more

fully applied.
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Influence for Ambient Relative
Humidity and Pollution on Infrared
Detection of Zero Resistance
Insulators
Ling Chen*, Feng Lin, Minjiang Chen, Xiongtao Huang, Ruomei He and Yaqing Zheng

EVH Branch Company of State Grid Fujian Electric Power Co. LTD., Fuzhou, China

Porcelain insulators play a vital role for the safety and stability operations of electric systems. In a
strong electric field, these insulators easily break down and become zero resistance insulators,
which impacts the safety and stability operations of an electric system. As a result, a three-
dimensional zero resistance insulatormodel is set up based onCOMSOL. To proceed, first, we
studied the voltage and current density law of insulator string when ambient relative humidity,
pollution degree, and pollution salt composition are different. Then, the insulator infrared
detection test is carried out in an artificial fog chamber. Results showed that the zero
resistance insulator has the greatest influence on voltage when it is at a high voltage
terminal, and it has the least influence on voltage when it is in the middle position. As the
relative range between non-adjacent insulators and zero resistance insulators increases, the
implications for a zero resistance insulator on adjacent position insulators will decrease
continuously. Farther is the range between different positions on the insulators and the
center axis of rotation and lower is the current density and temperature rise. The overall
temperature rise of the insulator string gradually increases due to the increase in the relative
humidity and pollution degree of the environment. Finally, the results indicate that the
temperature difference between zero resistance insulators and other insulators gradually
increases and can provide support for the infrared detection of zero resistance insulators.

Keywords: zero resistance insulator, ambient relative humidity, dirty degree, dirty salt content, infrared detection

1 INTRODUCTION

Insulation and mechanical properties of porcelain insulators decline and deteriorate due to long-
term operations in the outdoor environment, which contains mechanical and electrical loads, air
pollution, cold and heat changes, and other effects. Under the action of a strong electric field,
insulators are easily broken down and then transform into zero resistance insulators, which will lead
to disconnection accidents and impact the safety and stability operation of the electric system (Liu
et al., 2018; Yuan et al., 2018).

Zhang et al. (2018) studied the implications of humidity on the deterioration string with zero resistance
through experiments. It shows that the voltage of the contaminated insulator string is greatly influenced by
humidity. Humidity raise will reduce the asymmetry of the insulator string’s voltage which is beneficial for
the detection of zero resistance insulators. However, it is not conducive to detection while the humidity is
overly high, which will easily lead tomisjudgment. Xu et al. (2011) proposed amodeling simplification and
calculation optimization scheme based on the electric field type, unit, area, and other factors by calculating
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the electric field distribution of 110 kV porcelain pillar insulators
under different surface states, such as pollution and ice coating. Ilha
et al. (2015) and Ilha et al. (2012) used graphite powder and epoxy

resin to simulate the potential distribution of insulator strings with
different pollution conductivities. By combining the experimental
data with the numerical results, it is found that a small contamination
conductivity would change the potential and electric field of an
insulator string.

Chen et al. (2015) carried out the infrared temperature
measurement test. Based on this fact, the zero resistance insulator
is located in different positions of the insulator string, and a
comparison between the filthy insulator string and the clean
condition is established. The experimental results show that the
thermal image has obvious changes while the insulator string is
polluted and then results in zero resistance insulators. Therefore, a
high-precision infrared thermal imager can be used to identify zero
resistance insulators and polluted insulators in string. The test (Reddy
& Nagabhushana 2003) of damp contaminated porcelain insulator
string shows that the heating condition of porcelain surface, steel cap,
and iron foot is different. Three cases of the iron foot, porcelain
surface, and steel cap will cause a high-to-low temperature rise.
According to the electromagnetic field and heat transfer theory,
Vitelli et al. (2000) using Maxwell and heat transfer equation
solved the surface heat distribution of porcelain insulators.

The previous research studies lack comprehensive consideration
of the implications for ambient relative humidity, fouling degree, and

FIGURE 1 | Two-dimensional axisymmetric section of insulators.

TABLE 1 | Various material properties.

Dielectric material Porcelain Cement agent Iron steel cap Air

Relative dielectric constant 4.7 8 1e10 1
Specific conductance μs · cm−1 2e−11 1.7e−9 1.2e11 1e−8

FIGURE 2 | Voltage of 2-th zero resistance insulator string as humidity raises (V). (A)Dry filth, (B) humidity of 70%, (C) humidity of 75%, (D) humidity of 80%, and (E)
humidity of 100%.
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fouling salt composition on the infrared detection of zero resistance
insulators. Therefore, the zero resistance insulator model is set up for
a more complex infrared detection environment. The effects of
relative humidity and pollution on voltage and potential
distribution of insulators were studied. At the same time, the
infrared imaging method was used to study the heat
characteristics of an insulator surface in an artificial fog chamber.
The conclusion can provide further support for the research of the
zero resistance insulator detection technology.

2 EMULATION MODEL OF PORCELAIN
INSULATORS

The standard porcelain suspension insulators used for 110 kV line are
taken as emulation objects to conduct full-scale modeling, and a
simplified two-dimensional axisymmetric model of porcelain
insulators is established, as shown in Figure 1.

Table 1 shows the material properties of the relative
permittivity and conductivity of density of each insulator’s

FIGURE 3 |Current density of 2-th zero resistance insulator string as humidity increases (A/m2). (A) Dry filth, (B) humidity of 70%, (C) humidity of 75%, (D) humidity
of 80%, and (E) humidity of 100%.

FIGURE 4 | Implications for the environmental relative humidity on
voltage. FIGURE 5 | Implications for the environmental relative humidity on the

maximum current density.
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FIGURE 6 | Voltage under different pollution degrees (case of NaCl). (A) No filth, (B) 0.05 mg/cm2, (C) 0.1 mg/cm2, and (D) 0.2 mg/cm2.

FIGURE 7 | Voltage under different pollution degrees (case of salt-mixture). (A) No filth, (B) 0.05 mg/cm2, (C) 0.1 mg/cm2, and (D) 0.2 mg/cm2.
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part. In the emulation calculation, the applied voltage of the high
end of the insulator string is 63.5 kV, the applied voltage of the
low end is 0 kV, and the frequency domain is 50 Hz.

The calculation formula used to convert the equivalent
relation between the conductivity value of the dirty layer on
the insulator surface at saturation and wetting and the salt density
and gray density on the surface cover is defined by Yuan (2008).
The conductivity of the dirty layer can be obtained through the
conversion relationship between the experimental results
obtained in Mei et al. (2014) and the conditions of different
salt types and relative humidity[12–17].

3 ELECTRIC FIELD EMULATION RESULTS
AND ANALYSIS

The insulators are numbered by positions 1–7 from the high voltage
terminal to the grounding end, while the 2-nd, 4-th, and 7-th are
selected as zero resistance insulators in the emulation calculation.

3.1 Implications for Ambient Relative
Humidity on the Electric Field of Polluted
Insulator String Containing Zero Resistance
The 2-th insulators are selected as zero resistance insulators with
the pollution of NaCl(0.1 mg/cm2). Figure 2 and Figure 3 show
the emulation calculation results of voltage and current density of

polluted insulator string, while the ambient relative humidity
gradually rises, respectively. As the environment’s relative
humidity raises from 0% to 100%, the voltage of each other
insulators tends to be equal, while the pollution condition of the
zero resistance insulator string is constant. Meanwhile, the
current density also changes with the change in ambient
humidity. As the relative humidity value raises gradually, the
current density value of each position in the insulator string also
raises gradually.

Figure 4 shows the voltage of the insulator string that presents
an obvious uniform distribution as the pollution changes from
dry to 100% ambient relative humidity, which indicates that the
dirty layer conductivity gradually becomes the dominant factor of
the dirty insulator string voltage. Ilha et al. (2015) and Ilha et al.
(2012) found that the surface voltage would not change, while the
conductivity of the polluted layer is greater than the critical value
5 μs cm−1. The dirty layer’s conductivity is 0.22 μs cm−1, while the
relative humidity is 70%. The voltage is unevenly distributed. The
conductivity of the polluted layer is 23 μs cm−1, while the relative
humidity reaches 100%. Figure 5 shows that the maximum
current density raises significantly while the pollution changes
from dry to the ambient relative humidity reaching 100%. Under
the same pollution degree conditions, the conductivity of the
surface pollution layer will increase exponentially with the rise in
relative humidity, which will cause the current density at each
position in the insulator string to raise nonlinearly with the raise
of ambient relative humidity.

FIGURE 8 | Voltage under different pollution degrees (case of CaSO4). (A) No filth, (B) 0.05 mg/cm2, (C) 0.1 mg/cm2, and (D) 0.2 mg/cm2.
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3.2 Implications for the Pollution Degree
and Pollution Salt Type on Electric Field of
Pollution Containing Zero Resistance
Insulator String
The 7-th insulators are selected as zero resistance insulators. The
pollution-containing salt types include only NaCl, mixed salt
(40% NaCl and 60% CaSO4) and only CaSO4 under the case of an
80% environment relative humidity. Figure 6, Figure 7, and

Figure 8 show the emulation calculation results of the voltage of
insulator string under a pollution degree of 0 mg/cm2, 0.05 mg/
cm2, 0.1 mg/cm2, and 0.2 mg/cm2. The voltage tends to be
uniform with the raise of the pollution degree, while the
pollution types are NaCl and mixed salt (NaCl and CaSO4)
while the voltage will not change where the pollution layer is
only CaSO4.

Figure 9 shows the insulator string’s voltage. The insulator
surface pollution is NaCl, mixed salt (40%NaCl and 60% CaSO4),

FIGURE 9 | Voltage of insulator surface containing different pollution salts under different degrees and types of pollution. (A) Voltage changes with the fouling
degree under the fouling of NaCl. (B) Voltage varies with the fouling degree under the fouling of salt mixture (40%NaCl and 60% CaSO4). (C) Voltage changes with the
fouling degree under the fouling of CaSO4.
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FIGURE 10 | Current density under different pollution degrees (NaCl). (A) No filth, (B) 0.05 mg/cm2, (C) 0.1 mg/cm2, and (D) 0.2 mg/cm2.

FIGURE 11 | Current density at different pollution degrees (salt mixture).
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and CaSO4. The surface pollution of insulators is 0.05 mg/cm2,
0.1 mg/cm2, and 0.2 mg/cm2, respectively. The voltage in the
insulator string except the set zero resistance insulator tends
to be uniform with the raise of the pollution degree under
cases of the pollution of NaCl and mixed salt. Figure 9A

shows that the partial voltage of non-zero resistance insulators
is about 10580 V, while the pollution degree is 0.2 mg/cm2, which
is similar to the result shown in Figure 9B. The voltage is even
in this condition. The reason is that the pollution layer’s
conductivity on the insulator surface is slightly greater than
the critical value (5 μs cm−1), while the pollution degree is
0.2 mg/cm2; this results in the pollution layer’s conductivity
can no longer impact the voltage of the insulator string.
Figure 9C shows that the voltage is not uniform and will not
change with the change of the surface pollution degree under
cases of the pollution of CaSO4.

Figure 10, Figure 11, and Figure 12 show that the current
density at all insulator string increases gradually with the raise of
insulator surface pollution degree, while the pollution layer is
NaCl or mixed salt. The current density in the insulator string
does not change with the rise in the pollution degree under the
case of the pollution of only CaSO4.

Figure 13 shows the maximum current density of different
pollution degrees and salt types under the ambient relative
humidity of 80%. The pollution type contains only NaCl,
the mixed salt of NaCl, and only CaSO4 with the pollution
degree of 0mg/cm2, 0.05mg/cm2, 0.1mg/cm2, and 0.2mg/cm2.
An increase in the pollution degree of salts with high solubilities,
such as NaCl, covering the insulator surface will highly
increase the maximum current density. This is the reason
that the salt content with a high solubility per unit area is
defined as pollution. Under the same voltage, the maximum

FIGURE 12 | Current density under different pollution degrees (CaSO4). (A) No filth, (B) 0.05 mg/cm2, (C) 0.1 mg/cm2, and (D) 0.2 mg/cm2.

FIGURE 13 | Maximum current density of insulator surface
contaminated with different types of salts.
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current density raises with the raise of the conductivity of
the polluted layer. However, due to the low solubility of some
salts like CaSO4 when the salt content in the dirty layer has
exceeded the amount of salt that can be dissolved after the
dirty hygroscopicity, the maximum current density of the
insulator string will not be changed by the ascent of
pollution density. At this time, the conductivity of the
insulator pollution layer will not rise with the rise of pollution
degree but is mainly affected by the environmental relative
humidity.

4 RESEARCH ON THE INFRARED
DETECTION TEST OF ZERO RESISTANCE
INSULATOR
4.1 Testing Apparatus
The test is carried out on the basis of GB/T4585-2004/
IEC60507:1991—artificial pollution test for high voltage
insulators used in AC systems” standard. Figure 14 shows
the test principle. A voltage regulator is a moving coil voltage
regulator with a rated input voltage of 220 V, an output
voltage of 0–250 V, and a rated capacity of 15 kV A. The
protection resistance value is 10kΩ. The power supply is
provided by a 10 kV A/100 kV power frequency test AC
transformer. The high pressure side leads to the artificial
fog chamber through the epoxy sleeve. During
pressurization, voltage shall be rapidly boosted to the test
voltage by uniform boosting, and the temperature distribution
diagram of the insulator string shall be shot by an FLIR
T440 infrared thermal imager. Three U70BP standard
porcelain suspension insulators are tested.

4.2 Test Results and Analysis
4.2.1 Heat Characteristics of Insulator StringWith Zero
Resistance Under Different Ambient Relative
Humidities
Figure 15 shows the temperature difference between zero
resistance insulators and others, while the relative humidity of
pollution is 70% and 80%. The temperature rise of zero
resistance insulators is relatively low, which results in the
temperature difference between them and other insulators to
be large. With the gradual raise of relative humidity, the
temperature difference also gradually becomes larger. Based

FIGURE 14 | Schematic diagram of the test.

FIGURE 15 | Temperature difference between zero resistance insulators
and the others under a relative humidity of polluted string of 70% and 80%.
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on different humidities or different positions of zero
resistance insulators in the string, the temperature
difference of insulators on the high-voltage side is greater
than or equal to that of insulators on the low-voltage side.

4.2.2 Heat Characteristics of Insulator StringWith Zero
Resistance Under Different Pollution Degrees
Figure 16 shows the temperature difference between
zero resistance insulators and the others in the string
with different pollution degrees at the connection position
between the iron foot and the lower surface. The temperature
difference between zero resistance insulator and the
others will raise gradually with the raise of pollution degree
(raising from 0.03 mg/cm2 to 0.2 mg/cm2). The insulator
1 is selected as a zero resistance insulator in the real
test. The temperature rise difference of insulator 2 is 1.3°C
and that of insulator 3 is 1.1°C, while the pollution degree
is 0.03 mg/cm2; The temperature rise difference of insulator
2 is 1.3°C and that of insulator 3 is 1.2°C, while the pollution
degree is 0.05 mg/cm2. The temperature rise difference of
insulator 2 is 1.4°C and that of insulator three is 1.3°C,
while the pollution degree is 0.1 mg/cm2; the temperature
rise difference of insulator 2 is 1.5°C and that of insulator
3 is 1.3°C, while the pollution degree is 0.2 mg/cm2. The
temperature difference between other insulators and zero
resistance insulators raises with the raise of pollution
degree. Although some data of temperature difference do
not increase significantly, the overall raise trend is the
same as the emulation results.

5 CONCLUSION

Through the three-dimensional zero-value insulator model
simulation and insulator infrared detection test, the following
three conclusions are drawn. The research results can provide
support for the infrared detection of zero-value insulators:

(1) Zero resistance insulators have a great influence on adjacent
position insulators, while the influence on other non-
adjacent position insulators has a distance correlation. In
other words, with the increase in the relative distance
between the non-adjacent insulators and the zero
resistance insulator, the influence will decrease
continuously.

(2) The temperature rise at different positions on the insulators
is related to the distance from its own center axis. Farther
the distance from the rotation center axis is, the smaller
the temperature will rise. The test shows that the maximum
temperature rise occurs at the connection between the iron
foot and the lower surface.

FIGURE 16 | Temperature difference between the zero resistance and
other insulators in the connection position between the iron foot and the lower

(Continued )

FIGURE 16 | surface under different pollution degrees. (A) Insulator 1 acts as
a zero resistance insulator. (B) Insulator 2 acts as a zero resistance insulator.
(C) Insulator 3 acts as a zero resistance insulator.
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(3) With the raise of relative humidity and pollution degree,
the overall temperature rise of the insulator string
gradually raises. The temperature difference between
zero resistance insulator and other insulators also
raises gradually, but the temperature difference
between adjacent non-zero resistance insulators is still
small.
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In the context of smart grid planning and construction, how to tackle the future

distribution network, a comprehensive evaluation of smart distribution network

planning has become an urgent problem to be solved. To address this issue, this

research provides a method for comprehensive evaluation that combines

subjective and objective weighing approaches. Firstly, a set of evaluation

index system is constructed and quantified based on the characteristics of

the future distribution network; after that a comprehensive evaluation model is

established and a subjective and objective weighting method combining AHP-

entropy weighting method is used to weight the indicators; Finally, the actual

data from the distribution network is evaluated and scored. Based on the

scoring verification results, the correctness and effectiveness of the method

proposed in this paper are verified.

KEYWORDS

future distribution, smart grid planning and construction, overview, a method
combining subjective and objective weighting methods, AHP-entropy weight method

Introduction

Smart grid offers unrivaled capabilities, making it an unavoidable trend in the

evolution of modern electricity grids. The smart distribution network is especially

important in a smart power grid (Zhang et al., 2014; Liu et al., 2015; Wang et al.,

2015). The comprehensive evaluation of smart distribution networks is critical in the

context of smart power grid design and development (Zeng et al., 2018; Yang et al., 2021a).

The current comprehensive examination has yielded many benefits, but it is insufficient

for the future distribution network’s quick growth. Therefore, it is of far-reaching practical

significance to establish a set of distribution network evaluation index system and

evaluation method in line with China’s national conditions (Yang et al., 2021b; Yang

et al., 2021c; Yang et al., 2022a).

Nowadays, there are many literatures on comprehensive evaluation. Comprehensive

evaluation includes two aspects: analysis and evaluation index system and evaluation

method based on existing index system. Practical experience is frequently used in the
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examination and evaluation of the index system. Subjective

considerations have far too much influence, despite the fact

that it is practical and intuitive. The other kind of evaluation

approach examines a specific metric, such as economy, reliability,

environmental protection, etc. (Zhang et al., 2015; Dong et al.,

2016; Boutaba et al., 2018; Chen et al., 2018; He et al., 2018; Wei

et al., 2018; Huang et al., 2019; Yang et al., 2021b; Yang et al.,

2021c; Yang et al., 2022a; Yang et al., 2022b).

Literature (Wei et al., 2018) establishes an evaluation index

system from five aspects: power supply capability, power

supply reliability, power quality, economy and abundance,

and then uses analytic hierarchy approach to create an

evaluation model. Based on the evaluation method of

analytic hierarchy Process, literature (Huang et al., 2019)

analyses the technical, economic, and environmental aspects

of distribution networks. Literature (He et al., 2018) is based

on the construction of the evaluation system of the target grid,

and quantitative evaluation of the distribution network is

carried out with the comprehensive evaluation method of

fuzzy mathematics. Chen B et al. used network analysis

method with anti-entropy method to determine index

weight and scoring function, and tackled the problem of

cross and mutual influence among indicators caused by

inaccurate weight (Chen et al., 2018). In the evaluation of

distribution network, literature (Zhang et al., 2015; Dong et al.,

2016) builds a comprehensive evaluation index system

including economy, sociality and environment. Different

from the previous literature that only studied a single user

group, the traditional variable weight calculation method in

literature (Yang et al., 2022b) is characterized by difficult

selection of state variable weight vector and weak

operability. As a result, this research provides a shape

similarity-based variable weight computation method. In

order to reduce disparities caused by artificial subjective

selection and improve the credibility of evaluation results,

literature (Boutaba et al., 2018) proposed the combinatorial

fuzzy comprehensive evaluation method. Literature (Zhang

and Lv, 2018) determined the weight assignment of each

indicator based on analytic hierarchy process and enhanced

entropy weight method, and established VIKOR multi-criteria

evaluation system. Literature (Tian et al., 2019) provided a

discrete energy flow calculation approach and an energy

efficiency evaluation method based on a weighted directed

graph equivalent model of the system. Literature (Yu et al.,

2016) makes an overall review of distribution network

evaluation. On the whole, the evaluation system cannot be

studied solely from the subjective or objective standpoint. As a

result, it is vital to investigate an evaluation precess that

incorporates both subjective and objective components in

order to conduct a full evaluation that is more

comprehensive and complete, as well as more accurate and

compelling evaluation outcomes.

To sum up, this research presents a comprehensive

weight assignment mechanism based on AHP-entropy

weighting method for future distribution network system

(Xiong et al., 2022). The combination of subjective and

objective weights makes the evaluation method more

scientific, which makes up for the problems of too

subjective and unstable weights in traditional AHP

method. Firstly, a system of evaluation indexes is created,

with the first level indexes being economy, dependability,

environmental protection, and interactivity. Then, the

comprehensive weighting method is used to assign weights

to the indexes. Finally, the distribution network of Yichang

city is selected to substitute the actual data to score and

calculate the indexes. The results of an example verify the

effectiveness of the proposed method, and the relevant

research can provide an auxiliary decision-making basis

for the construction and transformation of distribution

network.

Comprehensive evaluation system
construction

Comprehensive evaluation index

The establishment of a comprehensive evaluation index

system is the basis of regional smart grid evaluation. It is

necessary to cover all aspects of smart grid based on the

development situation and objectives of China’s smart grid

and reflect the planning benefits and technical characteristics

of regional smart grid (Ma et al., 2022). It mainly includes the

following four indicators, Figure 1 shows the evaluation index

system:

(1) Economic index

Economic index can reflect the interdependence of various

technological and economic phenomena and processes. Also, it

reflects the technical level, management level and economic

results of production and management activities.

1) Investment Cost: It can be broken down into three

categories: initial investment, operation and maintenance, and

failure costs. The initial investment cost includes design and

planning cost, equipment purchase cost and building installation

cost. The design and planning cost and equipment purchase cost

will vary substantially between regions, reflecting regional

differentiation according to different coefficients. Operation

and maintenance costs are made up of three components:

operation, maintenance, and other charges, all of which are

influenced by the line loss rate. Failure cost mainly includes

outage loss cost and failure loss cost.

Ca � Ci + COM + CF (1)
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In the equation: Ca is the investment cost, Ci is the initial

investment cost, COM is the operation and maintenance cost, and

CF is the failure cost.

2) Comprehensive line loss rate: represents the percentage of

the power lost on the line to the power output of the first section

of the line.

ΔP � Qs − Qp

Qs
(2)

In the equation, ΔP is the comprehensive line loss rate, Qs is

the electricity supply, and Qp is the electricity consumption.

3) Increased load of unit investment: refers to the ratio of

increased load to investment cost.

Ql � Qln − Qll

Qal
(3)

In the equation: Ql is the increased load of investment, Qln is

the current year’s load,Qll is the last year’s load, andQal is the last

year’s grid investment cost.

(2) Reliability index

Power system reliability is measured by quantitative reliability

indexes, which can be the probability, frequency and duration of

unfavorable impacts caused by faults on power users, as well as the

expected power loss and expected power energy loss caused by faults.

1) Total pass rate: refers to the ratio of the number of lines

satisfying N-1 to the total number of lines.

Kpr � NN

Nal
(4)

In the equation, Kpr is the total pass rate, NN is the number

of lines satisfying N-1, and Nal is the total number of lines.

2) Totalmain transformer overload rate: refers to the proportion

of the number of overload main transformer stations in the total

number of main transformer stations. Overload main transformer

refers to a transformer that has a maximum load ratio of more than

80% and a single duration of more than 2 hours.

Kol � Nol

Nmt
(5)

In the equation, Kol is the overall overload rate, Nol is the

number of overload main transformer stations, and Nmt is the

total number of main transformer stations.

3) Average user outage time: refers to the ratio of the total

user outage duration to total number of users in a unit of time.

Tap � Ti

Ni
(6)

In the equation: Tap is the average outage time of users, Ti

is the total outage time of users, and Ni is the total number of

users.

(3) environmental protection index

Under the influence of global warming and energy crisis,

various governments n the world are vigorously advocating a

low-carbon economy and building green power grid. The so-

called development of green power grid refers to the construction

of resource-saving and environment-friendly power grid based

on the principles of “security, economy, green and harmony”

(Guo and Xiang, 2022).

1) Distributed power permeability: refers to the ratio of

distributed power installed capacity to 110 kV public substation

capacity.

Kp � Qdg

Qr
(7)

In the equation, Kp is the permeability of distributed power;

Qdg is the installed capacity of distributed power; Qr is 110 kV

public substation capacity.

2) Percentage of installed renewable energy: refers to the

percentage of installed renewable energy power generation

capacity in the total installed regional power generation capacity.

Kr � Qre

Qal
(8)

In the equation: Kr is the proportion of installed renewable

energy, Qre is the installed capacity of renewable energy power

generation, and Qal is the total installed capacity.

3) Proportion of renewable energy generation in electricity

generation: refers to the proportion of renewable energy

generation in electricity generation.

Kp � Qrp

Qal
(9)

In the equation: Kp is the proportion of renewable energy in

electricity generation, Qrp is the amount of renewable energy,

and Qal is the total installed capacity.

(4) interactive index

Interaction is another crucial feature of intelligent distribution

network (Li et al., 2021a). The interaction of distribution

networks not only alters the traditional distribution

network’s single direction of source-load and enables

power distribution to be connected to the grid, but also

alters the traditional distribution network’s monogeneity

of power flow, and increases the network frame’s flexibility.

1) Power distribution information collection rate: refers to the

ratio of the number of distribution transformers that collect

information to the total number of distribution transformers.

Kas � Nas

Num
(10)
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FIGURE 1
Evaluation index system diagram.

TABLE 1 Evaluation criteria of comprehensive evaluation indexes.

First-level Index Second-level Index Criteria

0 20 40 60 80 100

Economy Investment cost (100 Million Yuan) 30 26 22 18 14 10

Comprehensive line loss rate (%) 4.2 4.0 3.8 3.6 3.4 3.2

Electric power increasing by unit investment (kWh/10 Thousand-yuan) 0 4,000 8,000 12000 16000 20000

Reliability Total pass rate (%) 0 20 40 60 80 100

Total main transformer overload rate (%) 10 8 6 4 2 0

Average user outage time(h) 20 16 12 8 4 0

Environmental Protection Distributed power permeability (%) 0 2 4 6 8 10

Percentage of installed renewable energy (%) 0 20 40 60 80 100

Proportion of renewable energy in power generation (%) 0 20 40 60 80 100

Interaction Power distribution information collection rate (%) 95 96 97 98 99 100

Effective coverage rate of power distribution automation (%) 0 20 40 60 80 100

Smart meter coverage rate (%) 0 20 40 60 80 100

TABLE 2 Distribution network comprehensive score of Yichang in 2021.

Year Category Total Score First-level Index Score

Economy reliability Environmental protection Interaction

2021 Full Mark 100 29.65 36.4 18.45 15.5

Actual Point 59.085 15.72 20.56 11.02 11.785

Loss Point 40.915 13.93 15.84 7.43 3.715

2025 Full Mark 100 29.65 36.4 18.45 15.5

Actual Point 79.86 23.72 29.02 11.62 15.5

Loss Point 20.14 5.93 7.38 6.83 0
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In the equation,Kas is the distribution information collection

rate, Nas is the number of distribution stations for information

collection, and Nnm is the total number of distribution stations.

2) Effective coverage rate of distribution automation: refers to

the ratio of the number of 10 kV lines effectively covered by

distribution automation in a region to the total number of 10 kV

lines in a region.

Kc � Ndc

N10a
(11)

In the equation, Kc is the effective coverage rate of power

distribution,Ndc is the number of 10 kV lines effectively covered

by power distribution automation, and N10a is the total number

of 10 kV lines.

3) Smart meter coverage rate: refers to the proportion of

smart meters installed in the total number of installed meters.

Ksm � Nsm

Nun
(12)

In the equation:Ksm is the coverage rate of smart meter;Nsm

is the number of smart meter users; Num is the total number of

power users.

Comprehensive evaluation method

The first step in a complete evaluation of a system is to weight

the index, and then use the weight analysis method to obtain the

final result of the evaluation. The selection of weight method and

weight evaluationmethod is particularly important in the process

(Li et al., 2021b). Typical systematic evaluation methods are

mainly weighted by subjective analysis or objective data. When

either of them is used alone, the evaluation results will be overly

subjective or too objective. Therefore, the complete weighting

approach, which combines subjective and objective weighting

methods, can be applied.

The analytic hierarchy process is commonly used in the

subjective weighting method. The weighting of each tier in the

analytic hierarchy process will eventually effect the result, either

directly or indirectly, and the degree of influence of each

component in each layer on the result is quantifiable and

extremely evident. This method can be used especially for the

system evaluation of unstructured characteristics and the system

evaluation of multi - objective, multi - criteria and multi—period

(Li, 2022a). The analytic hierarchy process is focused mainly on

the evaluator’s understanding of the essence and elements of the

evaluation problem, and focuses on qualitative analysis and

judgment more than general quantitative methods.

The entropy weight technique is commonly used in objective

weighting method, which can profoundly reflect the ability to

distinguish indicators, determine better weight, weighting is

more objective, has theoretical basis, and has higher credibility.

As a result, the index weight adopts the method of combining

subjective and objective weights. The analytic hierarchy process

is used to calculate the subjective weight, and the entropy weight

method is used to evaluate the objective weight. In this way, the

subjective error can be minimized as much as possible, resulting

in more scientific and fair outcomes (Li, 2022b).

(1) Basic steps of analytic hierarchy process

1) Build a hierarchy model. A clear hierarchy structure is

established for the evaluation target. Then, an evaluation index

system is formed.

2) Construct the judgment matrix and form the comparative

judgment matrix of every two indexes layer by layer.

Construct the judgment matrix X, and its expression is

denoted as:

X �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ x11 x12 / x1p

x21 x22 / x2p

/ / / /
xn1 xn2 / xnp

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (13)

In the equation, xij represents the importance of xi relative

to xj.

3) Take consistency test, the calculation equation of

consistency index CR is as follows:

CR � CI

RI
(14)

In the equation, when CR is less than 0.1, the judgment

matrix satisfies the consistency requirements, CI stands for the

consistency index, RI is the average random consistency index,

and the consistency index CI is calculated as follows:

CI � λmax − n

n − 1
(15)

4) After passing the consistency test, the vector of the

maximum characteristic root of λmax is solved, which is the

weight of the index through normalization.

(2) Basic steps of entropy weight method

1) The original data matrix is selected and the calculation

equation is as follows:

R �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
r11 r12 r13 / r1n
r21 r22 r23 / r2n
..
. ..

. ..
. ..

. ..
.

rm1 rm2 rm3 / rmn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (16)

In the equation, rij(mpn) represents the jth evaluation value of

i evaluation objects.

2) Calculate the characteristic proportion of the evaluation

object i under jth index, and the calculation equation is as follows:
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pij � rij/∑n
i�1
rij (17)

3) Calculate the entropy value of jth index, and the

calculation equation is as follows:

ej � −k∑n
n�1

pijInpij (18)

4) To calculate the difference coefficient of jth index, the

equation is as follows:

gj � 1 − ej (19)

5) Determine the weight coefficient of jth index, and the

calculation equation is as follows:

wj � ej/∑m
j�1
ej (20)

(3) Comprehensive weighting method

According to their own experience and subjective assessment of

the scenario, experts determine the subjective weighting technique.

The weight of indicators is directly given by experts, and the

rationality of the weight is affected by their subjective

understanding. Combination weighting method is the combination

of subjective weighting method and objective weighting method,

which can ensure not only the important index judgment of experts,

but also the value of data information, resulting in amore appropriate

weight obtained by combination weighting.

If the subjective weight obtained by analytic hierarchy

process is:

z � [ z1 z2 / zn ] (21)

If the objective weight obtained by the entropy weight

method is:

w � [w1 w2 / wn ] (22)

Then, the calculation equation of combination weighting is:

u � βz + (1 − β)w (23)

In Eq 23, β is the resolution coefficient, usually defined as 0.5.

(4) Comprehensive evaluation model

In order to obtain the final comprehensive evaluation results, a

comprehensive evaluation model is established, as shown below:

P � ∑ SijFij (24)

In the equation, Sij represents the weight of jth index at the

ith index level, and Fij represents the score value of jth index at

the ith index level.

According to the comprehensive evaluation index system

of smart distribution network established above, a two-layer

index system of economy, reliability, environmental protection

and interaction is established. The comprehensive evaluation

model of smart distribution network planning is shown as

follows:

P � S1 × F1 + S2 × F2 + S3 × F3 + S4 × F4 (25)

In the equation, S1, S2, S3 and S4 represent the weights of

first-level indicators of economy, reliability, environmental

protection and interaction respectively. Moreover,

S1 + S2 + S3 + S4 � 1. F1, F2, F3 and F4 represent the score

values of first-level indicators of economy, reliability,

environmental protection and interaction respectively, and

their calculation equations are as follows:

P � ∑ Sijfij (i � 1, 2, 3, 4, 5) (26)

In the equation, sij represents the weight of second-level

indicators under first-level indicators, and fij represents the

score value of second-level indicators under first-level indicators.

Index weight determination and
criterion selection

According to Eqs 13–15, the weight of economy, reliability,

environmental protection and interaction of the first-level index

can be obtained: z � [ 0.33 0.47 0.13 0.07 ]
In the same way, the weight of investment cost,

comprehensive line loss rate and power supply increment per

unit investment for second-level index under economy of first-

level index is: z � [ 0.54 0.30 0.16 ]
Under the reliability of the first-level index, the weights of the

second-level index, such as total pass rate, total main transformer

overload rate and average user outage time, are as

follows: z � [ 0.24 0.14 0.62 ]
The weight of distributed power permeability, installed

proportion of renewable energy, and proportion of renewable

energy power in electricity generation under environmental

protection are as follows: z � [ 0.5 0.25 0.25 ]
Through analytic hierarchy process, the initial weight of the

12 indexes are 0.1782.0.099.0.0528.0.1128.0.0658.0.2914.0.065.

0.0325.0.0325.0.065.0.0325.0.0325.

According to Eq 18, the index entropy value ej can be

obtained as follows: 0.48.0.622.0.441.0.514.0.5.0.562.0.434.0.631.

0.617.0.631.0.419.0.631.

According to the entropy value ej and Eq 19, the index

difference coefficient gj are 0.52.0.378.0.559.0.486.0.5.0.438.

0.566.0.369.0.383.0.369.0.581.0.369.

According to Equation 20, the weight coefficient wj of the

12 indicators can be obtained as 0.094.0.068.0.101.0.088.0.091.

0.079.0.103.0.067.0.069.0.067.0.105.0.068.
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According to Eq 23, the initial weight obtained by analytic

hierarchy process is modified by weight coefficient, and the

combined weight of 12 indexs is finally calculated as follows:

0.1361.0.0835.0.0769.0.1004.0.0784.0.1852.0.084.0.04975,

0.05075,0.051.0.06125,0.04275.

Because the index value is in a certain range, the distribution

network can ensure proper operation. In combination with the

values specified in some indicators in technical Guidelines for

Distribution Network Planning and Design of State Grid, and the

experience of several experts in existing studies, the evaluation

criteria of indicators are finally determined. The Table 1 shows

the specific standard setting.

Example analysis

This paper takes the actual data of urban distribution

network planning in Yichang, Hubei Province in 2021 as an

example and compares it with the planning data in 2025. The

data comes from the city power company. The comprehensive

evaluation index system and comprehensive evaluation model

method established in this research are used to analyze the urban

distribution network of the city and validate the rationality and

practicality of this study.

From the four aspects of distribution network economy,

reliability, environmental protection and interaction, the actual

situation of distribution network operation in Yichang city is

described. According to the indexes established above, the

situation of power grid in Yichang region in 2021 is completely

assessed, and the specific work is as follows. The Table 2 shows the

Distribution network comprehensive score of Yichang in 2021.

(1) Economic analysis

1) Investment cost: The investment cost of Yichang Power

grid in 2021 is 1996.004 million yuan, and the score

calculated according to the weight is 6.83 points (full mark

13.61 points);

2) Comprehensive line loss rate: the comprehensive line loss rate

of Yichang power grid is 3.6% in 2021, and the score calculated

according to the weight is 5.01 points (full mark 8.35 points);

3) Electric power increasing by unit investment: electric power

increasing by unit investment of Yichang Power grid is 10100 (kWh/

ten thousand yuan) in 2021, and the score calculated according to the

weight is 3.88 points (full mark 7.69 points).

(2) Reliability analysis

1) Total pass rate: In 2021, the total pass rate of Yichang

Power grid is 59.8%, and the score calculated based on weight is

6.00 points (full mark 10.04 points);

2) Total main transformer overload rate: In 2021, the total

main transformer overload rate of Yichang power grid is 4.4%,

the score calculated according to the weight is 4.39 points (full

mark 7.84 points);

3) Average user outage time: In 2021, the average power

outage time of Yichang power grid users is 9.02 h, and the score

calculated according to the weight is 10.17 points (full mark

18.52 points).

(3) Environmental protection analysis

1) Distributed power permeability: the distributed power

permeability of Yichang power grid in 2021 is 3.55%, with a

score of 2.98 points (full mark 8.4 points) calculated based on

weights;

2) Percentage of installed renewable energy: the percentage of

installed renewable energy in Yichang power grid in 2021 will be

80%, with a score of 3.98 points (full mark 4.975 points)

calculated based on weights;

3) Proportion of renewable energy in power generation:

the proportion of renewable energy in power generation of

Yichang power grid in 2021 will be 80%, with a score of

4.06 points (full mark 5.075 points) calculated according to

the weight.

(4) Interactive analysis

1) Power distribution information collection rate: the power

distribution information collection rate of Yichang power grid in

2021 is 100%, with a score of 5.1 points (full mark 5.1 points)

calculated based on weights;

2) Effective coverage rate of power distribution automation:

the effective coverage rate of power distribution automation of

Yichang power grid in 2011 is 39.35%, and the score calculated

based on weight is 2.41 points (full amrk 6.125 points);

3) Smart meter coverage rate: The coverage rate of smart

meters in Yichang power grid will be 100% in 2021. The score

calculated based on weights is 4.275 points (full mark

4.275 point).

Similarly, from four aspects of distribution network economy,

reliability, environmental protection and interaction, the planning

data of Yichang power distribution network in 2025 are

comprehensively scored, and the specific work is as follows.

(1) Economic analysis

1) Investment cost: The investment cost of Yichang Power

grid in 2025 is 1,400 million yuan, and the score calculated

according to the weight is 10.89 points (full mark 13.61 points);

2) Comprehensive line loss rate: the comprehensive line loss

rate of Yichang power grid is 3.4% in 2025, and the score
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calculated according to the weight is 6.68 points (full mark

8.35 points);

3) Electric power increasing by unit investment: electric power

increasing by unit investment of Yichang Power grid is 16000 (kWh/

ten thousand yuan) in 2025, and the score calculated according to the

weight is 6.15 points (full mark 7.69 points).

(2) Reliability analysis

1) Total pass rate: In 2025, the total pass rate of Yichang

Power grid is 75%, and the score calculated based on weight is

7.53 points (full mark 10.04 points);

2) Total main transformer overload rate: In 2025, the total

main transformer overload rate of Yichang power grid is 0%, the

score calculated according to the weight is 7.84 points (full mark

7.84 points);

3) Average user outage time: In 2021, the average power outage

time of Yichang power grid users is 5.26 h, and the score calculated

according to the weight is 13.65 points (full mark 18.52 points).

(3) Environmental protection analysis

1) Distributed power permeability: the distributed power

permeability of Yichang power grid in 2025 is 7%, with a score of

3.48 points (full mark 8.4 points) calculated based on weights;

2)Percentage of installed renewable energy: the percentage of

installed renewable energy in Yichang power grid in 2025 will be

80%, with a score of 3.98 points (full mark 4.975 points)

calculated based on weights;

3)Proportion of renewable energy in power generation: the

proportion of renewable energy in power generation of Yichang

power grid in 2025 will be 82%, with a score of 4.16 points (full

mark 5.075 points) calculated according to the weight.

(4) Interactive analysis

1) Power distribution information collection rate: the power

distribution information collection rate of Yichang power grid in

2025 is 100%, with a score of 5.1 points (full mark 5.1 points)

calculated based on weights;

2) Effective coverage rate of power distribution

automation: the effective coverage rate of power

distribution automation of Yichang power grid in 2011 is

100%, and the score calculated based on weight is

6.125 points (full amrk 6.125 points);

3) Smart meter coverage rate: The coverage rate of smart

meters in Yichang power grid will be 100% in 2025. The score

calculated based on weights is 4.275 points (full mark

4.275 point).

Conclusion

In this paper, a comprehensive weight assignment

method based on AHP-entropy weight method is proposed

for future distribution network system. According to the

simulation example, after comparing the actual data in

2021 with the planned data in 2025, the conclusions are as

follows:

Following the implementation of the evaluation system in

Yichang, the comprehensive evaluation results can clearly reflect

the overall development level of the future distribution network

in Yichang, and are essentially consistent with Yichang’s

economic and social positioning, which verifies the feasibility

and rationality of the comprehensive evaluation system and

evaluation method proposed in this paper.

1) In terms of economy, the power grid investment in 2021 is

excessive, resulting in a low value of increased power per unit

investment, and a high comprehensive line loss rate due to the

influence of the management system, resulting in a negative

economic score.

2) In terms of reliability in 2021, the line with heavy load is not

properly distributed and the load rate of the line is not

balanced. A low total pass rate is caused by an invalid

connection and a high line load rate. Meanwhile, the

average power outage time of users is long, resulting in a

low final reliability score.

3) In 2021, The poor score of distributed power permeability

owing to the little amount of distributed power is the key

element impacting the environmental protection score.

4) In 2021, The main element effecting the score of interactive

index is that at least two “three-remote” switches are

configured on the main line, as well as a low number of

10 kV lines with at least three sections, resulting in a low

effective coverage rate of distribution automation.

In this paper, only a few representative indicators are

selected in the selection of indicators, and more indicators

can be selected for subsequent calculation to make the

evaluation system more complete and scientific. In the

present and the future integrated energy system is the

development trend of future energy field, with the

emergence of integrated energy system, various forms of

energy can replace, mutual transformation and ensure the

operation of power system great changes have taken place, its

running state will be more complex, not only at this time to

study distribution network from the distribution network

more extended to evaluate the whole integrated energy

system.
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With the increasing diversification of human energy consumption forms in the

integrated energy market, analyzing the comprehensive energy consumption

behavior of user groups according to their changing energy demand

characteristics is an important issue to be urgently addressed. To solve this

problem, an analysis method of user’s comprehensive energy consumption

behavior based on the evolutionary game is proposed in this article. First, three

types of users including residents, large industries, and commercial users are

considered for this purpose. Then, a utility model which takes into account the

energy consumption characteristics of these users and their comfort factors is

constructed based on the subjective and objective combination weighting

method. Thereafter, an evolutionary game theory is used to analyze the

dynamic selection process for users by selecting energy suppliers and then

using the selection results when the evolutionary equilibrium is reached. Finally,

themodel is solved by using a distributed iterativemethod. The correctness and

validity of the proposed method are verified by the simulation results.

KEYWORDS

integrated energy market, evolutionary game, user’s comprehensive energy
consumption behavior, subjective and objective combination weighting method,
user utility model, evolutionary equilibrium

1 Introduction

With the deepening of the energy crisis, the integrated energy system, which can break

the heterogeneous energy barrier and improve comprehensive energy consumption

efficiency (Yu et al., 2016; Ai and Hao, 2018; Chen et al., 2020) has developed rapidly

in the recent years. With the gradual advancement of the comprehensive energy

marketization process, people have more and more diversified energy forms available

to them in the process of energy consumption, such as natural gas, electric energy, coal, etc

(Cui et al., 2019). On a longer time scale, people’s energy consumption load may shift
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between different forms of energy (Boutaba et al., 2018; Huang

et al., 2019). Therefore, for an integrated energy system, different

forms of heterogeneous energy will form new coupling nodes

(Zeng et al., 2018) on the user side by linking people’s energy

consumption behavior (Yang et al., 2022a). In the

aforementioned context, it is of great theoretical and practical

significance (Yang and Wang, 2016; Liu et al., 2019) to study

users’ choice behavior of different forms of energy for the

planning and operation of the future integrated energy system

(Yang et al., 2021a; Yang et al., 2021b; Yang et al., 2022b).

Thus, this study proposes a comprehensive user energy

consumption behavior analysis method based on the

evolutionary game. First, a utility model is constructed

according to the subjective and the objective combination

weighting method taking into account the residential, large

industrial, and the commercial users as the main users. This

model is based upon their energy consumption characteristics

and comfort level factors (Guan and Pu, 2010). On this basis, a

game model is proposed to describe the dynamic process of user

energy consumption choice based on the evolutionary game

method. Finally, Jorgen (2015) the distributed iterative

method is used to solve the model, and then the evolutionary

equilibrium result is obtained (Samadi et al., 2012). Compared

with the traditional method, the proposed method is more

accurate and effective as it fully considers the dynamic

evolutionary game process when users choose to consume

different forms of energy. The results verify the effectiveness

of the proposed method. Therefore, the research can provide a

reference for energy suppliers to formulate a reasonable pricing

strategy.

2 User utility index construction

This study comprehensively considers the reaction mechanism

of users towards energy prices and incentive policies in the

integrated energy market. It constructs the user utility evaluation

index system from the angle of energy consumption characteristics

and the user psychology, whichmainly consists of the following four

indicators: comprehensive energy consumption cost (B1), energy

supply occupancy (B2), energy supply reliability rate (B3), and user

comfort level (B4).

2.1 Comprehensive energy consumption
cost

The energy price of different energy types will directly

affect the energy consumption cost of users which will

further affect users’ energy consumption choices.

Furthermore, the transformation cost of the user in the

process of changing the energy type will also affect their

energy choice decision. Therefore, this research studies the

comprehensive energy consumption cost from the

perspective of different types of user groups, including

energy consumption cost and transformation cost. First,

the research period is set as T, and in the research period,

if m type users choose energy type n, then the comprehensive

energy consumption cost of m type users choosing energy

type n is illustrated as follows:

B1 � (Cm
n + Tm

n )/∑24
t�1

Lm
n (t). (1)

In the aforementioned formula: Cm
n is the total energy

consumption cost of an m-type user selecting energy type n,

Tm
n is the total transformation cost of an m-type user selecting

energy type n, and Lmn (t) is the actual energy consumption load

of an m-type user selecting energy type n in period t.The

calculation formula of energy consumption cost for

each period when m type users select energy type n is as follows:

Cm
n � ∑24

t�1
pn(t)Lm

n (t). (2)

In the aforementioned formula: pn(t) is the selling price of

energy type n in time period t.

Tm
n in Eq. 1 contains the equipment installation cost of the

user selecting a certain energy type for the first time and the

equipment transformation cost after selecting a new energy type.

Taking into account the equipment differences caused by the

conversion of electricity to natural gas, then the natural gas to

heat and other energy sources as well as the user’s equipment

removal and installation costs, the specific formula is as shown as

follows:

Tm
n � ∑24

t�1
(Φm

n + }m
n ) � ∑24

t�1
[ϕ0,n · xm0n + γmc,n · Δxmn (t)], t � 2, · · ·, T,

(3)
Δxmn (t) � xmn (t) − xmn (t − 1),Δxmn (t)> 0. (4)

In the formula stated previously: Φm
n stands for the direct

installation cost of the equipment generated by the user’s first

choice of an energy type; ϕ0,n is the direct cost of new

installation of the equipment of energy type n; }m
n

represents the user-side equipment transformation cost

generated by energy using the equipment transformed by

other forms of energy (i.e., dismantling of original

equipment and installation of new equipment); γmc,n stands

for the cost of dismantling old equipment and installing new

equipment after the energy type changes from c to n; xmn (t) is
the energy supply occupancy rate of energy type n selected by

m type users at time t (t = 2, 3. . .n); xm0n is the energy supply

occupancy rate corresponding to the user’s first selection;

Δxmn (t) takes the positive value from the variation of the

before and after energy supply occupancy rates, so

Δxmn (t)> 0.
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2.2 Energy supply occupancy

The energy supply occupancy in the integrated energy

market reflects the image of energy suppliers in the market,

which indirectly affects the decision-making of user energy

consumption. In general, the energy supply occupancy is

closely related to the user’s choice of energy consumption.

Thus, this study is divided based on user type and load usage,

and the specific formula is as follows:

B2 � ⎛⎝∑M
m�1

xmn D
m⎞⎠/∑M

m�1
Dm. (5)

In the formula: Dm is a total load of m-type users in the

research period.

2.3 Energy supply reliability rate

The reliability rate of the energy supply directly reflects the

energy supply level of the supplier. Longer the effective energy

supply times of the supplier, the better the reliability of the

energy supply, and correspondingly, the higher the probability

of users choosing this type of energy. This study uses the ratio

of the user’s valid time of energy supply to the research period

as an indicator of reliability of energy supply, and the formula

is as follows:

B3 � 1 − χn
Hn

× 100%. (6)

In the formula: χn is the average energy failure time of energy

type n (unit: hour/user type). Hn depicts the energy supply time

of energy type n (unit: hour).

2.4 User comfort level

In the user’s decision-making process to choose different

types of energy, their energy consumption experience, and their

comfort level changes with the influence of external factors. The

reference (De Greve et al., 2017) describes user comfort level in

the form of quadratic function, exponential function, and

logarithmic function. In this study, an exponential function

considering the influence of environmental factors is used to

characterize the user comfort level, and the formula is illustrated

as follows:

B4 � ζ(βe−xmn /t + δ). (7)

\In the formula: ζ is the profit coefficient of user comfort level,β is

the user’s energy consumption experience coefficient, xmn is the energy

supply occupancy rate of energy type n selected bym-type users, and

δ is the random quantity related to external factors, δ ∈ (0,1).

3 User energy consumption behavior
decision based on the evolutionary
game

The construction of the user utility function needs to

consider multiple indexes. Each index has a different influence

on the user utility index system. Therefore, it is necessary to

determine the influence of each index in the decision-making

process of different types of user groups by applying the weight

coefficient (Jalali and Kazemi, 2015). At present, the subjective

weighting method and the objective weighting method are

usually used to determine weight. However, in this study, the

method of combination weighting is used to calculate the weight

index (Guo et al., 2017). The analytic hierarchy process and the

coefficient of variation are respectively used to calculate the

subjective and objective weight values of the user utility index.

The evolutionary game is used to analyze users’

comprehensive energy consumption behavior. Electricity,

natural gas, and heat suppliers first release the energy supply

information to the users, then calculate their utility of energy type

selection and update their game strategy based on this. The

energy supplier will update the energy supply occupancy rate

according to the current user ’group’s selection status and then

release it to the users. Both sides achieve the final evolutionary

equilibrium in the process of the evolutionary game (Cheng and

Yu, 2018). Figure 1 shows the relation of the evolutionary game.

Setting xmn (t) as the proportion of m type users choosing

energy type n at time t, xmn (t) satisfies that 0≤ xmn (t)≤ 1 and∑N
n�1xmn (t) � 1. The group’s state of m-type users can be

expressed as Xm � [xm1 , .., xmn , ..., xmN]. The user group state in

the region can be expressed by matrix X:

X �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1
1 / x1

n / x1
N

..

.
1 0 ..

.

xm
1 xm

n xm
N

..

.
0 1 ..

.

xM
1 / xM

n / xM
N

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (8)

In the process of energy type selection, users will constantly

update the utility function and optimize their own strategies

according to the utility function (Xiao, 2010). Therefore, this

article introduces the correction factor ρmq,n[Um(X)] in order to

represent the proportion of m-type users transferring from

strategy q to strategy n. At any random point in time, each

user can transfer proportionally from strategy q to strategy n by

the factor ρmq,n[Um(X)]. It has been assumed that all users modify

their own strategies. The dynamic change process of user group

state X shown previously can be described by a differential

equation. The specific formula is as follows:

zxmn
zt

� ∑N
q�1

xmq ρ
m
q,n[Um(X)]−xmn ∑N

q�1
ρmn,q[Um(X)]. (9)

Frontiers in Energy Research frontiersin.org

Zhu et al. 10.3389/fenrg.2022.954250

116

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.954250


In the Eq. 9, the first and the second item on the right side

of the equation represents the proportion of m-type users

who transfer from other strategies to strategy n and those

who change from strategy n to other strategies. Where,

ρmq,n[Um(X)] is related to the current user utility function

and user group state. In order to construct the

mathematical relationship between the user selection ratio

and the optional strategy, the Logit discrete choice model

[28] is used to solve the problem, and the formula is as

follows:

ρmq,n[Um(X)] � exp[Um
n (X)]∑N

n�1
exp[Um

n (X)]−xmn . (10)

By substituting the aforementioned equation into Eq. 9,

the final dynamic change formula of the user group is as

follows:

zxmn
zt

� exp[Um
n (X)]∑N

n�1
exp[Um

n (X)]−xm
n � ρmq,n[Um(X)]−xm

n . (11)

Since the heat consumption of large industrial users and the

natural gas and heat consumption ratio of commercial users are

limited by actual production, the load absorption capacity is

limited. The aforementioned load constraint conditions are as

follows:

⎧⎪⎪⎨⎪⎪⎩ xLargeIndustrial
HeatSupply ε[0, 0.3],

xCommercial
HeatSupply ε[0, 0.3],

xCommercial Nutural
Gas Supply ε[0, 0.3].

(12)

4 Example analysis

4.1 Example explanation

In this study, the dynamic selection behavior between

residential, large industrial, and commercial user groups (M =

3) and electricity, natural gas, and heat suppliers (n = 3) is

simulated. The simulation program used MATLAB R2016a to

calculate the evolutionary game model of chapter 3. The research

period is 1 day, and Δt = 1 h which is divided into 24 periods. At

the same time, the distributed iterative algorithm is used to

calculate the evolutionary equilibrium.

For the convenience of calculation due to the difference in

energy load units of different forms of energy,, this study unified

the energy load units of electricity, natural gas, and heat

according to the conversion standard between different energy

sources and standard coal (Feng, 2011). Specific energy load data

Lmn (t) (typical daily energy load data) was quoted from reference

[29]. Table 1 shows the parameters ϕ0,n and γmc,q in indicator B1.

The average failure time of the parameter χn/h in indicator B3 is

FIGURE 1
Evolutionary game relation of users’ choices for energy types.
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0.5 for the electricity supplier, 0.86 for the heat supplier, and

1.05 for the natural gas supplier.

In order to avoid the influence of large fluctuation of energy

load on the evaluation results, α in this study is 0.6, which can be

adjusted according to the actual situation. Table 1 shows the

subjective and objective weight valuesωm
1T,h, ω

m
2T,h and combined

weight values ωm
T,h of each utility index based on the combination

weighting method.

TABLE 1 Weight of index and parameter value of different types of users.

Weight
user
type

ωm
T,1 ωm

T,2 ωm
T,3 ωm

T,4

ωm
1T,1 ωm

2T,1 ωm
T,1 ωm

1T,2 ωm
2T,2 ωm

T,2 ωm
1T,3 ωm

2T,3 ωm
T,3 ωm

1T,4 ωm
2T,4 ωm

T,4

Resident 0.380 0.353 0.369 0.120 0.150 0.132 0.250 0.223 0.239 0.250 0.274 0.260

Large industry 0.083 0.096 0.088 0.350 0.342 0.347 0.350 0.346 0.348 0.217 0.216 0.217

Commerce 0.281 0.243 0.228 0.033 0.065 0.046 0.468 0.463 0.466 0.218 0.229 0.260

Parameter value in indicator B1

Weight user type ϕ0,n/yuan γmc,q/yuan

Electricity supply Heat supply Natural gas supply Electricity supply Heat supply Natural gas supply

Resident 1900 1750 1,600 2,300 2,100 2000

Large industry 2000 1,500 1,400 2,600 1900 1700

Commerce 1800 1,600 1900 2,350 2000 2,700

FIGURE 2
Selection results of three types of users.
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4.2 Simulation results and analysis

The evolutionary game method is used to calculate the model

of the user’s energy choice. The energy supply occupancy rates of

electric, heat, and natural gas energy types in the initial state are

set as (0.27, 0.42, 0.31) and (0.33, 0.33, 0.33) respectively. The

comprehensive energy selection results of the three types of user

groups are calculated respectively, as shown in Figure 2.

According to Figure 2, the selection process of residential,

large industrial, and commercial user groups all converge

iteratively. Furthermore, the evolutionary equilibrium results

obtained by the aforementioned three types of user groups are

the same under the initial state of two different energy supply

occupancy rates. It indicates that the user group’s selection of

different energy types is unrelated to the initial state of energy

supply occupancy.

Also according to Figure 2, among the total energy consumption

load of the residential user group, the proportions of the final

electricity load, heat load, and natural gas load are 0.229, 0.382,

and 0.389 respectively. In the final evolution result of residential user

energy load, heat and natural gas load account for a relatively higher

proportion. The main reason is residential users are more sensitive

to price and energy cost, which has the highest weight of energy

consumption cost (0.369). Compared with the electricity load, the

unit price of natural gas and heat after conversion is 0.23 yuan and

0.19 yuan less respectively. Therefore, residential users are more

inclined toward increasing the proportion of natural gas and heat

load asmuch as possible under the premise of ensuring the reliability

and comfort of users’ energy supply.

In the total energy consumption load of the large industrial

user group, the proportion of final electricity load, heat load, and

natural gas load are 0.309, 0.231, and 0.460 respectively. The

main reason is similar to residential users. Large industrial users

engaged in production are also very sensitive to the price of

energy consumption. Therefore, they tend to choose primary

energy for energy supply, which leads to natural gas accounting

for a relatively high proportion of their comprehensive energy

consumption. However, compared with residential users, large

industrial users have higher requirements for energy supply

reliability, and their weight of energy supply reliability is

0.109 higher than that of residential users. The electricity

supply reliability of electric load is 0.015 higher than that of

heat load. Moreover, according to the actual production

limitation, the heat load absorption capacity of large industrial

users is very low. As a result, although from the point of view of

cost, electricity cost is 2,539.4 yuan higher than the heating cost,

in the final energy consumption result the electric load accounts

for a higher proportion.

In the total energy consumption load of the commercial user

group, the proportion of final electricity load, heat load, and

natural gas load are 0.510, 0.278, and 0.212 respectively. The

main reason is that commercial users care more about user

comfort and energy supply reliability, which is different from

residential users and large industrial users. The weights of these

two indicators i.e. user comfort and energy supply reliability are

0.260 and 0.466 respectively, which are the highest among the

three types of users. Overall, the user comfort and energy supply

reliability of electric load is the best. Moreover, for industry

reasons, commercial users have a high cost of retrofitting

electricity to other forms of energy and a limited capacity to

absorb heat and natural gas loads (Yang et al., 2013). Therefore,

in the energy consumption results of commercial users, their

electrical load accounts for the highest proportion.

4.3 Comparison and analysis

In order to verify the correctness and effectiveness of the

proposed method, the static clustering analysis method and the

proposed method were used for the simulation, and the

calculation results were compared. The two methods are as

follows:

1) Static cluster analysis. The clustering decision is made directly

according to the energy consumption characteristics of the

three types of users without considering the dynamic change

of load proportion of different types in the decision-making

process.

2) The proposed method. According to the energy attributes of

three types of users, the dynamic changes of different load

proportions in the decision-making process are described by

using evolutionary game theory.

TABLE 2 Users’ utility results of two methods.

Utility Um
n Static cluster analysis method Utility Um

n Proposed method

User type Electricity
supply

Heat
supply

Natural gas
supply

User type Electricity
supply

Heat
supply

Natural gas
supply

Resident 0.548 0.546 0.487 Resident 0.645 0.587 0.512

Large
industry

1.501 1.152 1.127 Large
industry

1.576 1.163 1.178

Commerce 1.982 0.718 0.502 Commerce 2.029 0.789 0.537
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The user utility results of the two methods are shown in

Table 2.

According to Table 2, in comparison with the static

clustering analysis method, the user utility value

calculated by the proposed method in this article is

higher. Specifically, for residential users, the utility of

electricity supply, heat supply, and natural gas supply

calculated by the proposed method is 9.7, 4.1, and 2.5%

higher, respectively. For large industrial users, the utility

of electricity supply, heat supply, and natural gas supply

calculated by the proposed method is 7.5, 1.1, and 5.1%

higher, respectively. For commercial users, the utility of

electricity supply, heat supply, and natural gas supply

calculated by the proposed method is 4.7, 7.1, and 3.5%

higher, respectively.

The analysis shows that the proposed method in this study is

better in assisting users to make decisions on energy selection. The

reason is that the perspective of the static clustering analysis method

is to evaluate the energy consumption selection of user utility

statically. However, the dynamic game between users and energy

types in the process of choosing their own comprehensive energy

consumption ratio is not considered, which makes it difficult for

users and energy suppliers to optimize their own utility through

interaction in the process of energy consumption selection and

decision making. Contrary to the static clustering analysis method,

the proposed method of this study aims to build an evolutionary

game model of user energy choice decisions. The main objective of

this model is to ensure that users and energy suppliers can

dynamically adjust their decisions according to the situation of

the evolutionary game so as to achieve utility maximization and

increase the effectiveness and accuracy of decision results.

5 Conclusion

In this study, the idea of a dynamic game is applied to the

decision-making process of users’ comprehensive energy

consumption. Moreover, an analysis method of user

comprehensive energy consumption behavior based on an

evolutionary game is proposed. According to the simulation

examples, the conclusions are as follows:

1) The user group’s choice of different energy types is unrelated

to the initial state of energy supply occupancy and is only

related to the energy consumption selection bias and the

utility index of different types of energy.

2) When the evolutionary equilibrium is reached, if the

specificity of user behavior is higher, the proportion of

users choosing this kind of energy would be greater.

Therefore, in the process of comprehensive energy market

competition, the cultivation of user specificity is conducive to

improving the market share of energy suppliers.

3) The proposed method in this study can ensure that users

and energy suppliers adjust their decisions dynamically

according to the situation of the evolutionary game,

which assists them to realize the optimization of

utility. As a result, the effectiveness and accuracy of

decision results are higher.
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State-of-charge estimation
method for lithium-ion batteries
based on competitive SIR model

Guimin Xu*

School of Physics and Mechanical & Electrical Engineering, Hubei University of Education, Wuhan,
China

In order tomeet the needs of life and production and ensure the battery is stable

when using the battery, a scheme for reckoning the state of charge of lithium-

ion batteries derived from the competitive SIR model is proposed. During the

charging process of the battery, the electrolyte and the diaphragm reach the

negative electrode of the battery, and the electrolyte escapes from the graphite

of the negative electrode to the positive electrode in the case of discharge. The

analysis shows that the SIR model belongs to the internal information evolution

process, which can infect the surrounding data and evaluate the state of charge

better. Through experiments, it is substantiated that the scheme is able to better

estimate the state of lithium-ion batteries, the error value is 0.0189, the

accuracy is good, and the battery usage can be predicted in time.

KEYWORDS

li-ion battery, SIR model, state of charge, energy crisis, battery

1 Introduction

With the continuous growth of the population, the human society and the world

economy have also developed rapidly (Xiong et al., 2021). However, energy crisis and

environmental pollution have become increasingly serious problems faced by people.

Therefore, both the government and scientists have paid attention to it (Zhang et al.,

2015a).

In order to solve the above problems, electric vehicles with clean energy as the power

source came into being.With the emergence of energy crisis and environmental problems,

the new energy automobile university gradually occupies an important position in the

global automobile industry (Yang et al., 2022).

In recent years, the development of hybrid electric vehicles has boosted the research

and development of batteries. At the same time, more lithium batteries are required to

meet the quality of life (Dey et al., 2015). In terms of principle and characteristics, different

types of batteries have their own characteristics, such as chemical composition,

performance (Li et al., 2021a), cost and safety. Later, dry batteries and nickel-

cadmium batteries appeared. Later, for environmental protection, the research focus

turned to batteries.

The battery state of charge (SOC) is an important parameter of the battery

management system (Li et al., 2021b). However, the SOC peak cannot be directly
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measured, and it is affected by factors such as application

environment, declining degree, self-discharge, current

amplification. Therefore, SOC reckoning, especially online

reckoning, is a hot and difficult issue in lithium battery

research. Based on this, a proportional-integral (PI) observer

was proposed in (Xu, 2014) to estimate the SOC of Li-ion

batteries in EDVs (End-diastolic volume). In literature (Ya-

Xiong and Zhang, 2016), in order to reckon SOC of lithium

batteries, the primary battery model is improved to develop the

accuracy of the model and enable the battery model to reflect the

actual internal state of the battery. The corresponding battery test

experiments are carried out. Reference (Jiang et al., 2022) uses the

EDVs Extended Rauch-Tung-Striebel Smoother (ERTSS) to

estimate SOC. Using a Genetic Algorithm (GA) to search for

the smoothing time interval for the optimal ERTSS, various

dynamic unit tests were performed. Reference (Hu et al.,

2022) extracts higher-level spatial features between multi

variables into the current SOC and historical input, to achieve

state assessment. However, the above-mentioned methods have

low accuracy and large errors, so they cannot be accurately

evaluated. Therefore, in this paper, the competitive SIR model

is used to reckon the state of charge, and its advantages are

clarified by analyzing the condition of lithium-ion batteries, and

the SIR model is used to reckon SOC of the battery, providing a

better method for battery condition assessment.

2 Lithium-ion batteries working
principle and performance

2.1 Analysis of the advantages of lithium
batteries

Lithium-ion batteries have superior properties that drive

their rapid development. Its advantages are as follows:

1) High energy density (Zou et al., 2014). There are many kinds

of materials that make up lithium-ion batteries, and different

materials have different electrical conductivity. The power

density of lithium-ion batteries is superior to other batteries

in terms of mass and volume.

2) The open circuit voltage is too high. The materials that make

up a lithium-ion battery determine its high open-circuit

voltage, about three times that of the same nickel-

chromium and nickel-metal hydride batteries.

3) The output power is large. This is also determined by the

materials that make up the lithium-ion battery.

4) No memory effect (Yang et al., 2021). This feature allows

the battery to function when it is not fully charged,

avoiding the need to fully charge and discharge the

battery every time, which is simpler to use and maintain

than normal batteries.

5) The self-discharge rate of the battery is low. Self-discharge is

not obvious and the efficiency is low. Even if it does not work

for a long time, the average monthly excretion is only 5–10%.

6) Wide operating temperature range. It can work in a wide

temperature range and can work normally at −20°C~+50°C.

7) The charging speed is fast. Lithium-ion batteries have high

charging efficiency. They can be charged with 1C or more and

can reach full state in a short period of time.

8) Long cycle life. Its cycle life is significantly better than other

batteries. The cycle life of ordinary lithium batteries can reach

500 times or even more than 1,000 times. However, the

theoretical charge-discharge cycles of batteries can reach

more than 2000 times.

9) Safe and pollution-free. This is an environmentally friendly

battery that can provide energy without producing heavy

metals (Zhang et al., 2015b), harmful gases and other

pollutants.

The superior performance of lithium-ion batteries is suitable

for electric vehicles, which has prompted more research on them.

2.2 Lithium-ion batteriesworking principle

This paper mainly introduces the internal structure of

lithium iron phosphate battery. Its cathode (Vo et al., 2015)

material is composed of lithium iron phosphate. On the left is

LiFePo4 , and the positive electrode of the battery is composed of

olivine-structured bubbles. Aluminum foil connects it to the

battery positive. On the right is the battery negative. Its

material is graphite (Xie et al., 2018). Copper foil connects it

to the battery negative. The middle part is the polymer

membrane (Hu et al., 2018). It separates the positive and

negative electrodes, allowing Li + to pass but preventing e-

from passing through. The battery electrolyte is usually an

organic electrolyte, which is located at the upper and lower

ends of the battery. The working process of the battery is

shown in Eq. 1 and Eq. 2:

In charge state:

LiFePo4 − xLi+ − xe− → xFePo4 + (1 − x)LiFePo4 (1)

In discharge state:

FePo4 + xLi+ + xe− → xLiFePo4 + (1 − x)FePo4 (2)

During the charging situation, the Li + escaped from the

anode reaches the negative electrode of the battery through

the electrolyte and the diaphragm through the action of the

electric field, and the current flows reversely from the cathode

to the anode. During the discharging situationf, Li + escapes

from the graphite of the cathode to the anode through the

electrolyte, and the current flows from the anode to the

cathode.
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3 State of charge estimation research
status

3.1 State of charge definition

State-of-charge batteries are usually expressed as a

percentage, with values ranging from 0 to 1. Remaining

power is an important parameter reflecting battery

performance. In many cases, SOC is often used to indicate

the remaining power of the battery. Strictly speaking,

however, the two definitions are different and the units

adopted are inconsistent.

At present, the definition of SOC is not unified (Sakile and

Sinha, 2021). Only a few simple definitions are introduced below,

and the following definitions are given from different

perspectives.

Definition 1. The most classic expression in the definition of

SOC is as follows:

SOC � Qremain

Qrated
× 100% (3)

where Qremain is the remaining charge scope (Le et al., 2021).

Qrated is the rated charge capacity. If we think thatQrated is a fixed

value (Gholizadeh and Salmasi, 2013), the definition (3) of SOC

can be rewritten as Eq. 4:

SOC � Qremain

Qramain + Qd
× 100% (4)

Among them, compared with the Eq. 3, the extra

denominator Qd in the Eq. 4 represents the amount that has

been released in the electric charge after the latest charging point.

Definition 2. Definition from the perspective of electricity: the

battery is discharged at a certain rate, the current remaining

battery capacity of the battery is used as the numerator (Zhang

et al., 2022), and the total available capacity is used as the

denominator. The corresponding mathematical expression is

shown in Eq. 5.

SOC � Qt

Q0
× 100% (5)

In Eq. 5, Qt represents the remaining power of the battery

during calculation, that is, the battery is fully discharged to the

discharge cut-off (Mitsuru and Yuhu, 2019) voltage under the

conditions of a certain discharge rate and temperature specified

in the actual experiment; Q0 indicates the total capacity of the

battery.

There is also a definition of SOC as shown in the following

Eq. 6:

SOC � Q(t) − Q0

QE − Q0
× 100% (6)

Among them, Q(t) is the remaining scope, QE represents the

maximum scope, and Q0 represents the total capacity of the

battery.

Definition 3. , according to the definition of SOC:

SOC � SOC0 − 1
CN

∫t

0
ηidτ (7)

In the above formula: CN is the rated scope; i is the battery

current; η represents the efficiency during charge-discharge

situation, and SOC0 is the initial state under working conditions.

Definition 4, defined in terms of energy:

SOC � remaining available energy
total available energy

× 100% � 1 − Wh

WhE
(8)

In Eq. 8,Wh represents the used energy, andWhE represents

the total usable energy.

3.2 Reckoning scheme

Battery SOC evaluation plays a primary role in battery

systems. The state of charge can only be estimated indirectly

(Zheng et al., 2016), which needs to be estimated with the help of

information such as voltage, current, internal resistance, and

temperature. This is a physical quantity that cannot be directly

measured (Hu et al., 2018). Many scholars and experts have done

a series of related researches and discussions on the online

reckoning scheme. In line with the different algorithm

modeling methods, SOC estimation methods can be divided

into simple calculation methods, fitting methods and

nonlinear filtering methods (Tian et al., 2022). The specific

classification is as follows.

3.2.1 Simple calculation method
The so-called calculation methods (such as the open

circuit voltage method, the internal resistance method (Wu

et al., 2021), the ampere-hour integration method, the

discharge experiment method and the ultrasonic detection

method) calculate the SOC of the battery through the

definition formula of SOC. The simple parameter used in

the formula is the charge and discharge current collected by

the “black box”, without using any intelligent model or

equivalent model (Chen et al., 2022), and not caring about

the internal structure of the battery, but treating the battery as

a whole as a “black box”, which is a relatively basic estimation

method. The direct calculation method is a method that

realizes SOC estimation only by defining the formula

calculation. The direct calculation method referred to in

this article is the ampere-hour integration method.

According to the ampere-hour integration method, SOC is

defined as follows:
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SOC(t) � SOC(t0) −
η∫t

t0
Idt

QN
(9)

η is the Coulomb efficiency coefficient, QN is the nominal

capacity of the battery, I is the discharge current, and

SOC(t0) is the state of charge at t0.

The nonlinear relationship between OCV and SOC is first

fitted, and then the relationship is used to reckon SOC indirectly,

the so-called open circuit voltage method. In general, the open

circuit voltage method has a clear relationship with SOC in the

early and late stages of charging, and it is best to estimate SOC

within this range. The ampere-hour integration method has

become the most widely used method in practice due to its

simplicity and ease of implementation. Combining the

advantages and disadvantages of the two methods, it is found

that the two methods are obviously complementary. Therefore,

many scholars have proposed new ideas to combine these two

methods. The use of high-performance current sensors to

measure current solves the problem of current inaccuracy, but

also increases the cost. The advantage is that the principle is

simple, and the calculation of the internal resistance value is

simple. However, due to the influence of other factors, it is

difficult to determine the relationship with SOC. Ultrasonic

testing is a relatively new method. According to the advantage

that ultrasound is very sensitive to porosity changes, it can detect

the SOC state of the battery with high sensitivity.

3.2.2 Fitting method
The fitting estimation method fits the internal relationship

between the external characteristics and SOC (such as load

voltage method and the linear model method) according to

the experimental data of the battery under various operating

conditions, or uses various intelligent learning algorithms (such

as neural network, network method, fuzzy inference method,

support vector machine, etc.) offline training of the relationship

model between battery performance parameters and state of

charge, and then based on the relationship model, using

experimental data to reckon SOC, which is called the fitting

scheme. With the development of modern sensor technology and

data storage and processing technology, data-driven system

health prediction methods (neural network method, fuzzy

inference method, support vector machine, correlation vector

machine, etc.) have been widely used and popularized. The SOC

reckoning scheme can be enforced to various lithium-ion

batteries, the estimation accuracy is improved.

Fuzzy inference methods can estimate the time-varying

parameters of circuit models well, but lack the ability of self-

learning and self-adaptation. The SVM method uses a limited

number of samples. The algorithm is simple and stable, but

requires much data for computation. Support vector regression

has the ability to learn from small samples, but the algorithm is

not adaptive when battery performance parameters change (Liu

et al., 2021).

3.2.3 Nonlinear filtering method
The nonlinear filtering method treats the battery as a

dynamic system. The state variables of the system include

SOC, which is updated by observing the variable value

(usually selecting the battery terminal voltage as the

observation variable), and finally the standard error of the

state variable is minimized, sliding mode observer method, H

filter method, etc, are used in nonlinear stochastic systems, and

this kind of SOC estimation method is more suitable in terms of

estimation accuracy.

To sum up, among the existing SOC estimation methods, the

simple calculation scheme is straightforward to implement, and

is widely used in occasions with low precision requirements. In

occasions with high accuracy requirements, this method is

usually used as an auxiliary tool for other SOC estimation

methods; the fitting method is straightforward to perform and

has high accuracy, but requires much data for computation,

training data and method will directly affect the estimation

accuracy; The nonlinear filtering method can track the

changes of battery voltage and current in real time, update the

SOC estimation value, and realize online SOC estimation, but the

implementation process of this method is relatively complicated

and the amount of calculation is large.

3.2.4 SI model
Assuming that the total population of an area is a constant,

then in the process of spreading infectious diseases, it is divided

into susceptible groups (Susceptible) and infected persons

(Infective). Susceptible populations are those who are not yet

infected but are at risk of infection. S(t) represents the number of

people who are vulnerable at t , and I(t) represents to the number

of people who are infected at t. Obviously:

S(t) + I(t) � N (10)

Assuming that the infection rate is β , the number of people

who are newly infected is:

dI(t)
dt

� βI(t)S(t) (11)

The change of susceptible population per unit time is:

dS(t)
dt

� −βI(t)S(t) (12)

Assuming the initial infection number I0 � I(0) , the

simultaneous Eqs 10–12 can be obtained:

I(t) � N

1 + (NI0 − 1)e−βNt
(13)

As time t approaches infinity, the number of infected people

will approach N . Based on this feature, this paper uses the SI

model to represent the dissemination model of rumor-refuting

information in competitive information, that is, after the rumor-
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refuting information begins to spread, the number of users who

finally receive the information approaches N .

3.2.5 SIR model
Similar to the SI model, the SIR model has an additional

removal population. Removal populations are those who received

treatment after infection and then migrated from the infected

population. For example, such a population would not become

infected after developing antibodies to infectious diseases. R(t)
represents the number of people who are removed at time t , γ

and represents the probability of an infected person being

removed per unit time. Based on the advantages of the SIR

model over the SI model, this paper adopts the SIR model as the

propagation model.

Since the SIR model is similar to the SI model, the change

equation can be rewritten as:

dI(t)
dt

� βI(t)S(t) − γI(t) (14)
dS(t)
dt

� −βI(t)S(t) (15)
dR(t)
dt

� γI(t) (16)
S(t) + I(t) + R(t) � N (17)

Under normal circumstances, since the initial infected

population is not 0, so I0 � I(0)> 0 , S0 � S(0)> 0 .

Based on this, this paper proposes a SOC reckoning for Li-ion

batteries under a competitive SIR model. The SIR model was first

used to study the spread and evolution of infectious diseases (Du

et al., 2021). Since the 18th century, many research results have

been formed, most of which focus on the improvement of the

model and the application of the model in different fields. SIR is

an infectious disease model developed from the SI model, which

uses mathematical methods to analyze changes in the number of

infections, predict peak periods, and identify regulatory and

preventive mechanisms (Chen et al., 2020).

In the traditional SIR model, all participants in the system are

divided into three parties: S is the susceptible group, I is the

infected, i.e. the disseminator of opinions, and R is the immune,

i.e. the person who is immune to the current information and no

longer transmits it information. The mutual transformation of

the three groups reflects the evolution of public opinion or

information within the group.

4 Results and analysis

In this paper, a competitive SIR model is used to estimate the

SOC during steady-state discharge of lithium-ion batteries.

Experimental data was gathered during discharge situation of

a set of lithium-ion batteries. The specification of the lithium-ion

battery used in the experiment is shown in Table 1.

The SOC recorded during the entire discharge process is

calculated by Eq. 18:

SOC � SOC0 + 1
CR

∫t

t0

Icmdτ, CR � ∫tEDV

0
Icmdτ (18)

In Eq. 18, SOC0 represents the original SOC, CR is the rated

scope, Icm is the discharge current, and tEDV represents the

discharge time.

The root-mean-square error (RMSE) was used to evaluate the

accuracy of the SIR model estimation. RMSE is defined as

follows:

δRMSE �
��������������
1
n
∑n
i�1

∣∣∣∣f(xi) − yi

∣∣∣∣2√
(19)

In Eq. 19, f(xi) represents the estimated value based on the

model, yi represents the true value of the equation SOC, n is the

number of reckoned points.

Design experiments to complete the state of the battery, and

continuously charge and discharge the battery under specific set

conditions.

The capacity is obtained by the corresponding standard

measurement, and the specific steps are as follows:

1) Charging experiment, keep the lithium-ion battery charged at

a constant current of 0.2°C at an ambient temperature of 36°C,

and switch to constant voltage charging when the voltage

reaches 4.2 V.When the charging current reaches 0.12 A, stop

charging. It was left to stand for 15 min, cycling this process

until the charge cut off current.

2) The discharge experiment is also carried out at the same

ambient temperature. When the battery terminal voltage

drops to 2.75 V, the discharge is stopped.

It was left to stand for 30 min; this process was applied to two

batteries, called No. 4 and No. 5, respectively, to discharge the

No. 4 battery at a constant current of 1.0°C, and the No. 5 battery

to discharge at a constant current of 2.0°C.

Based on this step, the accelerated aging test of the battery

under the corresponding conditions was carried out.

Data such as degree, number of charge and discharge cycles and

time are saved and recorded. The experiment was carried out for a

TABLE 1 Lithium-ion battery parameters.

Parameter Numerical value

Rated Capacity/mAh 2000

Discharge initial voltage/V 4.1

Discharge cut-off voltage/V 2.5

Ambient temperature/°C 25

Discharge current/A 2
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month, and the 4th and 5th batteries were respectively charged and

discharged cyclically. However, due to the failure of the experimental

platform, the 4th battery was overcharged, resulting in damage to the

internal mechanism of the battery, and it could not continue to

charge. A total of 200 times were charged. Discharge, only 200 sets of

data. It took nearly a year for the AA battery to complete 789 charge

and discharge experiments. So far, the capacity of the battery has

dropped to the failure value. The aging experiment of the battery has

been completed, and a total of 789 sets of data have been obtained.

During stable discharge experiment, the data used is the

lithium-ion battery data provided by the database prediction

center (Kim et al., 2021). The data of the No. 5 lithium-ion

battery during discharge situation is used as the basis for the

experimental data. In data set No. 5, the first to fourth groups of

discharge data are used as the training set of the model, the

seventh group of discharge data is used for the accuracy

estimation of the model, and the seventh group of discharge

process data are as follows Figure 1.

The battery voltage, current, and temperature are the

characteristic input of the model, and the SOC value is the model

output. The number of random forest trees is set to 500 (the test

results show that the model is guaranteed to converge), and the

randomly selected features are set to 2. In order to verify the

evaluation performance of the random forest regression algorithm

in the SOC reckoning scheme of lithium-ion batteries, the BP neural

network and the T-S fuzzy neural network use the same parameters

as the benchmark for comparison. The obtained sixth group of

experimental prediction results and experimental errors are shown in

Figure 2.

Figure 2 shows that the SIR model, BP neural network and T-S

fuzzy neural network all have high estimation accuracy. Compared

with the BP neural network and the T-S fuzzy neural network, the

SOCprediction of the SIRmodel is almost close to the true value. The

reckoning lapse of BP neural network and T-S fuzzy neural network

is in a large range with the change of input vector, and the SIRmodel

can assure that the lapse is within a certain range. Figure 2D shows

that the maximum reckoning lapse of the SIR model, BP neural

network and T-S fuzzy neural network are 0.0189, 0.021 and 0.026,

respectively. Through the simulation results of the MATLAB

platform, it is concluded that the root mean square error (RMSE)

of the SIR model, BP neural network and T-S fuzzy neural network

are 0.003203, 0.044561, and 0.018213, respectively.

The calculation error of the nuclear state of the lithium-ion

battery calculated by the SIR model is shown in Figure 3. It can be

seen from Figure 3 that with the increase of the number of iterations,

the calculation error gradually becomes in a stable state, that is, to say,

FIGURE 1
Discharge data. When the current is constant, the voltage drops slowly with time, and at 3500s, the voltage reaches 2.8 V. The temperature
gradually increased with time, and the highest value could reach 3.7°C. The SOC value increases with time, from the initial 0.92 to 0 at 3500s
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when the number of iterations reaches a certain number, the

estimated error result will not be greatly improved.

5 Discussion

The scheme for reckoning SOC of lithium-ion batteries

should be studied in depth, because the parameters will

change when the capacity fades and temperature changes,

which allows the circuit parameters in the model to be

adjusted as the conditions change, so that the static circuit

model can be adjusted. Converting into a dynamic model,

inevitably, this will increase the difficulty of the processor’s

operation, and at the same time, more experiments are

required as a basis, which also means that more manpower,

material resources and time are required. In estimating SOC,

there are many parameters that need to be measured, such as

current and voltage. However, due to noise, electromagnetic

FIGURE 2
Prediction results of the sixth group of experiments. (A) the BP neural network has an error between the SOC prediction and the real value, but
the value is small. Observing (B), it can be seen that the T-S fuzzy neural network has obvious errors at 3000s, indicating that there is a small gap with
the real value. (C) shows the SIRmodel. The SOCprediction of the SIRmodel is almost close to the real value, and is basically in a coincident state. The
SIR model can ensure that the error is within a certain range. It can be seen from (D) that the maximum estimation errors of the SIR model, BP
neural network and T-S fuzzy neural network are 0.0189, 0.021, and 0.026, respectively. Through the simulation results of the MATLAB platform, it is
concluded that the root mean square error (RMSE) of the SIR model, BP neural network and T-S fuzzy neural network are 0.003203, 0.044561, and
0.018213, respectively.

FIGURE 3
Iterations and errors.
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interference and other factors, the accuracy of the measured value

may be distorted, which will affect the estimated result. Improve

the measurement accuracy as much as possible, and try to

eliminate the influence of noise and other factors on it is the

direction of future efforts.

6 Conclusion

This paper proposes a scheme for reckoning SOC of lithium-

ion battery using the competitive SIR model, and compares the

error value between the method proposed in this paper and the

BP neural network and T-S fuzzy neural network method

through experiments. The experimental results of the designed

research show that:

1) We have compared the SIR model, BP neural network and

T-S fuzzy neural network to reckon SOC of lithium-ion

batteries, and concluded that the estimation error of the

SIR model is the smallest compared to 0.0189. Through

the simulation results of the MATLAB platform, it is

concluded that the root mean square error of the SIR

model is 0.003203.

2) Compared with BP neural network and T-S fuzzy neural

network, the competitive SIR model has higher accuracy in

estimating the battery charge; in the case of a limited number

of estimated samples, the SIR model can effectively avoid the

problem of overfitting.

3) The variable importance analysis of the SIR model can

analyze the importance of the features, which can improve

the accuracy of the parameters by improving the

accuracy of the parameters when measuring the

parameters, thereby improving the estimation accuracy

of the results.

The method in this paper has higher accuracy and can avoid

the probability of fitting problems. The competitive SIR model in

this paper can be adopted to estimate SOC of lithium-ion

batteries, which provides a reference for the model building of

future lithium-ion battery charge reckoning systems.
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Nowadays, it is very popular to employ genetic algorithm (GA) and its improved

strategies to optimize neural networks (i.e., WNN) to solve the modeling

problems of aluminum electrolysis manufacturing system (AEMS). However,

the traditional GA only focuses on restraining the infinite growth of the optimal

species without reducing the similarity among the remaining excellent

individuals when using the exclusion operator. Additionally, when performing

arithmetic crossover or Cauchy mutation, a functional operator that conforms

to the law of evolution is not constructed to generate proportional coefficients,

which seriously restricted the exploitation of the hidden potential in genetic

algorithms. To solve the above problems, this paper adopts three newmethods

to explore the performance enhancement of genetic algorithms (EGA). First, the

mean Hamming distance (H-Mean) metric is designed to measure the spatial

dispersion of individuals to alleviate selection pressure. Second, arithmetic

crossover with transformation of the sigmoid-based function is developed

to dynamically adjust the exchange proportion of offspring. Third, an

adaptive scale coefficient is introduced into the Gauss-Cauchy mutation,

which can regulate the mutation step size in real time and search accuracy

for individuals in the population. Finally, the EGA solver is employed to deeply

mine the optimal initial parameters of wavelet neural network (EGAWNN).

Moreover, the paper provides the algorithm performance test, convergence

analysis and significance test. The experimental results reveal that the EGAWNN

model outperforms other relevant wavelet-based forecasting models, where

the RMSE in test sets based on EGAWNN is 305.72 smaller than other seven

algorithms.
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1 Introduction

The aluminum electrolysis industry consumes enormous

energy, and its energy utilization rate is less than 50% (Gui et al.,

2018). An effective way to achieve efficiency enhancement and

consumption reduction is to determine the optimal operating

parameters for maintaining the best condition of the electrolytic

cell. However, it is necessary to establish a high-precision and stable

prediction model for process energy consumption (Yang et al.,

2019). And so far, the methods for predicting the energy

consumption of aluminum electrolysis have been roughly divided

into two categories (Wu et al., 2019). The first contains physical

methods, which tracks the process of aluminum electrolysis based

on the exact mathematical mechanism. Because there are many

complex physical and chemical reactions inside aluminum

electrolysis and unpredictable external interference, it is very

difficult to obtain a precise system model through the process

mechanism (Slowik and Kwasnicka, 2020). The other category

includes data-driven methods, which can acquire the complex

corresponding relationships between decision variables and

performance indicators (Li et al., 2021a; Li, 2022a). This type of

method does not need to know the complex mechanism of a

manufacturing system, it performs learning and training only on

a series of process data samples (Yao et al., 2019; Li, 2022b).

Therefore, such a method is of noticeable value with broad

practical applications in modeling algorithms for process

manufacturing systems (Yi et al., 2018; Li et al., 2021b).

A wavelet neural network (WNN), as a universal function

approximation model that is widely accepted in data-driven

methods (Pauline and Zarita, 2019; Khelil et al., 2021), learns

the same task with higher accuracy, a simpler structure and faster

convergence speed compared with traditional neural networks

(Guan et al., 2013). Song et al. (2016) proposed a wavelet-based

scheme to generate the individual forecaster. Jha and Senroy

(2018) used the wavelet ridge method to analyze the dynamic

characteristics of the power system. Sabouri et al. (2017) adopted

the orthogonal discrete wavelet transform (ODWT) to research

the plasma electrolytic oxidation (PEO) of aluminum at various

periods during the electrolysis process. AWNN has the potential

to handle the issue of the AEMS modeling.

Nevertheless, the stochastic generation of the initial

parameters in a WNN gives rise to the nonconvergence of the

whole learning process and even major prediction errors, which

hardly satisfy the modeling requirements of high accuracy and

stability in an AEMS. There is a consistent trend in current

research regarding the integration genetic algorithms intoWNNs

to adjust their weights and factors (Majeed et al., 2017; Peng and

Xiang, 2020; Tian et al., 2020; Khelil et al., 2021). Furthermore,

the combination of a GA and a WNN has diversified

applications, such as calculating the greenhouse effects of

aircraft cruises (Tian et al., 2020), adjusting the parameters

used in a hybrid fuzzy wavelet neural network (Huang et al.,

2018), and establishing the thermal error prediction models for

machine tools (Li and Zhang, 2019). Compared with the

traditional WNN, the model established by a GAWNN can

overcome its weakness in obtaining relatively stable initial

parameters.

There are two ways to further promote the accuracy of the

prediction model. One is to seek breakthroughs from the

structure of the WNN, the other is to overcome the

premature deficiencies of GA (Tinos et al., 2018) that our

studies looked at. Plus, almost all the modified measures

revolve around three genetic operators (Song et al., 2019),

which are the cores of evolution and determine the

performance of the algorithm. Unfortunately, there are still

three areas of anxiety that are worthy of our attention and

resolution. First, most of the existing studies on the use of

crowding selection to eliminate similar individuals are based

on the Hamming distance between each individual in the

population and the optimal individual (Li and Kou, 2002;

Osuna and Sudholt, 2020). Li and Kou (2002) utilized the

fitness-sharing method, by which individuals are measured

with the Euclidean or Hamming distance (Prugel-Bennett and

Tayarani-Najaran, 2012), to maintain population diversity.

Although the above methods alleviate overcrowding, they

simply curb the uncontrolled growth of certain particular

species, and they cannot guarantee sufficient discreteness

among advanced individuals. Second, the adaptive crossover

principle (Shojaedini et al., 2019; Mishra and Bajpai, 2021;

Sun et al., 2021), which can adjust its crossover rate in

different fields based on the population fitness of every

iteration, has been extensively reported. Although adaptive

crossover reduces the adverse effect caused by an improper

definition of the rate, its essence is still that of stochastic

crossover. Its randomness of intersection inevitably increases

the possibility of damaging good genes. Third, the Gauss-Cauchy

mixture mutation, a type of the real-coded mutation, has been an

investigative hotspot due to its local and global search abilities (Li

et al., 2017a; Li et al., 2017b; Wu and Law, 2011). There are some

mutation formulas combining the Gauss-Cauchy function that

have been recommended in (Li et al., 2017b; Lha et al., 2018).

However, the current studies mostly adopt the standard Cauchy

function for mixing throughout the mutation process. That

results in a relatively single range of variation generated by

the mixed formula.

Based on the issues stated in above analyses, the measures

utilized by this paper and innovations contained therein are

mainly summarized as follows:
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(1) To increase the dispersion of subpopulations and effectively avoid

precocity, the presented scheme adopts the mean Hamming

distance (H-Mean), which performs secondary selection from the

perspective of superior offspring populations, to design the

selection operator rather than a single Hamming distance.

(2) Considering that arithmetic crossover is essentially a linear

combination of alleles, the proposed scheme uses it to

mitigate the above negative effect. Moreover, by rotating the

sigmoid function vertically with y � 0.5 as the axis of

symmetry, and taking the part of the curve where x is

greater than or equal to 0, a new type of α-function that

slowly approaches from 0.5 to 0 is designed, to regularly set

the cross proportion of parents involved in the evolution. This

scheme does not casually destroy the good genes, and ensures

that the algorithm can converge to the global optimum.

(3) In order to improve the accuracy of local search by making the

ranges of variation change dynamically with the iteration

process, this paper introduces an adaptive scale coefficient γ

into the Cauchy function to randomly set the change rate of the

fitness of the iterative population. Therefore, the mutation steps

can be updated in a timely manner, which will improve the

time-variance and convergence rate of the algorithm.

Through the deep integration of the above three strategies,

this paper further explores the hidden potential of genetic

algorithms. The proposed EGA solver is employed to optimize

the weights and factors of a WNN, which helps to establish an

energy consumption model for an AEMS. The EGAWNNmodel

overcomes the weaknesses of early convergence and poor search

speed in the middle and late stages when the GA is applied to the

wavelet network. Finally, the accuracy and improvement of the

prediction model are verified through industrial experiments.

The remaining content of this paper is as follows. Section 2

presents the specific implementations of three enhanced

strategies. Section 3 provides some standard numerical

experiments as well as their results contained tables and

figures. Section 4 overviews the design flow and convergence

analysis of EGAWNN. An experiment based on a real-world

industrial application of aluminum electrolysis is conducted and

discussed through certain performance indices in Section 5.

Section 6 gives a summary of the paper.

2 Enhanced genetic algorithms

A GA is an adaptive probability optimization technology

based on biological genetics and evolution mechanisms. When a

GA is used to solve optimization problems, premature

convergence and evolutionary obstruction inevitably occur

during the solving process. This paper tries to solve the above

problems from the following three aspects.

First, taking the dispersion and diversity of the initial

population into account, the offspring are selected based on

the H-Mean criterion so that the newly generated individuals can

crowd out similar parents. Second, a dynamic nonlinear

arithmetic crossover based on the α-function is designed to

ensure that the population has sufficient diversity in the early

stages without destroying the excellent individuals in the later

stages. Finally, an adaptive proportional coefficient is introduced

into the Cauchy function to adjust the variation step size, which

helps individuals move quickly towards the direction of the

global optimum.

2.1 Crowding strategy based on the
H-Mean metric

The proportional selection method in the standard genetic

algorithm (SGA) may increase the number of individuals whose

fitness values are close to those of others in the later period. The

above phenomenon can result in the stagnation of the evolution

of the population, or individuals with higher fitness values

misleading the evolution direction of the population, which

will cause the population to lose diversity and result in

premature convergence problems (Amini and Hu, 2021).

Although the standard crowding method can keep a

population diversified and relieve the congestion between the

best individual and other excellent populations to some degree,

spatial dispersion within an excellent population is difficult to be

guaranteed. To address the problem, this study provides a

crowding strategy through the ranking of the H-Mean values,

for the selection of outstanding individuals with high fitness

values and large population differences. This strategy maintains

the dispersion of good subpopulations and restrains the endless

growth of some superior species.

Figure 1 simulates the spatial dispersion of excellent

subpopulations before and after employing the proposed

crowding strategy. The two coordinate axes represent the two

requirements of high fitness and high H-Mean values. There are

good individuals with high fitness values in the large dotted circle

above the black curve; the blue star represents the best individual

with the highest fitness value in the current evolution; the yellow

balls are overcrowded in the small red dotted circle, as seen in

Figure 1A. The green balls are made up of two parts: One part

contains the individuals with good dispersion in the excellent

population; the other part is derived from changes in the

remaining individuals by deleting the yellow balls with low

H-Mean value, which are plotted in Figure 1B. It is easy to

see that a higher H-Mean criterion-based crowding strategy can

alleviate the congestion among outstanding individuals and thus

increase population diversity.

Definition of the Hamming distance (denoted by (i, j)):
Suppose that there are two equal-length strings S1 and S2,

where H(i, j) is the minimum number of character

substitutions that change one string into the other; i and j

represent different individuals in the population.
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The basic calculation process is as follows: 1) The population

is sorted into superior and inferior population according to the

ranking of fitness; 2) In the superior population, the number on

each gene site of individuals are kept four significant digits, and

then their H(i, j) are calculated; 3)The superior population

selecte offspring through the elitist strategy and the sorting-

elimination rule based on H-Mean (marked as Hmean(i, j)). The
inferior population directly eliminates the individuals in

proportion whose fitness values are low; 4) New individuals

are randomly generated to replace the eliminated ones. The

pseudocode of the specific process is shown in Table 1.

2.2 α-Function-based arithmetic
crossover

A crossover operation is the main feature that distinguishes a

GA from other evolutionary algorithms, and it is an important

method for generating new individuals. The crossover operation

of the SGA selects two individuals as objects, and then generates

an intersection to exchange gene codes for producing

subindividuals (Dang et al., 2016). The widely used adaptive

crossover dynamically adjusts its crossing rate in accordance with

the fitness values of the population involved in the evolution

process. However, the position of a single-point or multipoint

crossover is stochastic (Xu et al., 2018). The uncertainty of

intersections raises the risk of destroying excellent genes,

which may cause the algorithm to swing around the optimal

solution at the end of a search, resulting in a state of convergence

stagnation. In addition, it essentially serves the binary encoding

genes, which causes part of the genetic information to lose when

dealing with unrelated and multi-parameter real encoding. This

paper adopts a nonlinear combination crossover to solve the

above problem, as shown in Eq. 1.

{Xt+1
A � αXt

B + (1 − α)Xt
A

Xt+1
B � αXt

A + (1 − α)Xt
B

(1)

where, Xt
A and Xt

B represent the two selected parents, and Xt+1
A

and Xt+1
B represent the offspring after crossover.

Because α must be in the range of (0, 0.5), we try to design

S(α) through a transformation of the sigmoid curve feature; the

curve of S(α) is shown in Figure 2.

S(α) � e−α

1 + e−α
(2)

α � t/β and β � T/5, where t is the current number of iterations,

and T is the maximum number of iterations. The new crossover

strategy is obtained as given in Eq. 3.⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Xt+1

A � e−
t
β

1 + e−
t
β

Xt
B +

1

e−
t
β

Xt
A

Xt+1
B � e−

t
β

1 + e−
t
β

Xt
A + 1

e−
t
β

Xt
B

(3)

Figure 3 indicates the differing principles of adaptive

crossover and a-function arithmetic crossover, where we use

different colors, i.e., orange, green, pink and blue, to distinguish

the genes of different parents. We can see that Figure 3A has a

FIGURE 1
The simulative spatial dispersion of good subpopulations: (A) Before employing the crowding strategy based on H-Mean, (B) After employing
the crowding strategy based on H-Mean.
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different number of parents involved in each crossover from that

in Figure 3B, which realizes the requirement of self-control

because its crossover rate changes each iteration according to

the population fitness. However, the intersection is stochastic,

thus making the gens unordered. α-function arithmetic crossover

is applicable to floating operations, and its working principle is

shown in Figure 3B. Its essence is only a linear combination of the

alleles of parental individuals, so no crossover points are

required. It is worth mentioning that this paper improves the

proportionality coefficient α in arithmetic crossover into a S(α)
function related to t (the number of iterations). From Figure 2

and Eq. 3, at the beginning of the iterative process, t is small,

resulting in S(α) converging to 0.5, and each offspring inherits

half the genes from each parent, such as the orange and green

genes in Figure 3B. Therefore, obtaining more diverse offspring

from the above crossover increases the possibility of obtaining

high-performing individuals. As the number of iterations

increases, t becomes larger, which causes S(α) to be

approximately 0, and the paternal genes remain largely

unchanged, such as the pink and blue genes in Figure 3B.

Small exchanges of parent alleles can increase the local

optimization power of the algorithm. In this way, not only

can the diversity of the population be maintained but the

population also moves towards the direction of global

convergence during later iterations without destroying the

optimal individuals.

2.3 Gaussian and adaptive Cauchy
mutation (Gauss-γ.Cauchy)

The mutation operator replaces the original gene with a new

one to improve the local search ability of the GA (Das and

Pratihar, 2021), as well as that of an auxiliary method for

TABLE 1 Pseudocode of utilizing the H-Mean metric for selection.

Algorithm 1: H-Mean-based crowding algorithm

Input: The initial individual k (k = 1,2,...,n) with a fitness value fk below

InitChrom � [K, FK]
Output: The selected individual with its fitness value fk listed below

SelChrom = [K_Sel, FK_Sel]

Steps

1. Initialization

Set the parameters: Number_of_F, Number_of_Scale (1), Number_of_Scale (2)

GoodChrom [], BadChrom []

2. Sort the individuals in InitChrom [] in descending order by fitness value

3. If fk > Number_of_F then

i. Individual k enters GoodChrom [], and its number is recorded as n1

else

i. Individual k enters BadChrom []

end if

4. Calculate the H(i, j) s in GoodChrom [] between individual i and all the remaining individuals

5. Calculate the sum of the H(i, j) s between the ith individual and all the others, namely∑n1−1
j�1 H(i, j), (j � 1, 2...n1 , j ≠ i)

6.Calculate the Hmean(i, j) of individual i and arrange them in descending order, namely

Hmean(i, j) � ∑n1−1
j�1 H(i,j)
n1−1

7. If fk = Max(f) then

i. Individual k enters GoodChrom []; record it as k_best

else

i. Compare the Hmean(i, j) s of all individuals except k_best
ii. In GoodChrom [], eliminate the individuals with the smallest Hmean(i, j) s according to the ratio of Number_of_Scale (1)

end if

8. In BadChrom [], eliminate individuals with the smallest fk values according to the ratio of Number_of_Scale (2)

9. Randomly generate new individuals to replace the eliminated individuals

10. Put all individuals from GoodChrom [] and BadChrom [], as well as the newly generated individuals, into SelChrom []

End the H-Mean-GA procedure
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generating new individuals to increase population diversity. The

real coding number in this paper is up to 108 bits, so it cannot

achieve the expected effect if only single-point variation is used. If

multipoint variation is employed, the randomness of the

mutation value will produce a large uncorrelated disturbance,

consequently damaging the original good genes. To solve the

above problems, this paper introduces an adaptive proportional

coefficient γ to design a hybrid mutation equation on the basis of

the Gauss-Cauchy mutation. The designed equation produces

related perturbations to change the original genes and overcome

uncertainty. The range of the disturbance produced by the

Cauchy function is instantly adjusted by changing the γ,

thereby generating a new mutation step that makes the hybrid

equation time-varying.

The Gaussian distribution function is given as

G(x) � 1
2π exp(−x2

2 ), x ∈ (−∞,∞), and the Cauchy function is

Cγ(x) � γ
π · 1

γ2+x2, x ∈ (−∞,∞), where γ is the scale coefficient.

Their density distribution curves are shown in Figure 4.

Figure 4 shows that the standard Gaussian function has a

larger peak value at its origin and a shorter distribution on both

FIGURE 2
S(α) function curve.

FIGURE 3
A contrast between different strategies under single-point crossover: (A) Adaptive crossover, (B) α-function arithmetic crossover.

FIGURE 4
Comparison between the Gaussian and Cauchy distribution
curves.
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sides than the other function. Gaussian mutation can produce

disturbances close to the origin, and hence, it has a strong local

development ability. Conversely, the Cauchy function has a

smaller peak value at its origin and a longer distribution on

both sides. Notably, the γ affects the features of the curvilinear

distribution. Cauchy mutation can generate a disturbance with a

wider range near the current mutated individual, making it easier

to leap out of local optima. Combing the distribution features of

the two functions, the hybrid mutation equation is introduced as

follows (Wu and Law, 2011; Li et al., 2017a):⎧⎨⎩ ηij
′ (t) � ηij exp(τC(γ) + τ1Cj(γ))
xij
′ (t) � xij(t) + ηij

′ (t) · Gj(0, 1)
, j � 1, 2, ..., n (4)

τ � ( 




2



n

√√ )−1
, τ1 � ( 



2n
√ )−1 (5)

where xij′ and ηij′ are the target and decision variables of the jth

individual; τ and τ1 are used to define the step size of the whole

population and single individual respectively. C(γ) represents

the Cauchy random numbers of the whole population generated

at this time, and it is updated only once per iteration. Cj(γ)
denotes the Cauchy random number of the single individual.

Everyone participating in the current mutation generates one

random number and needs to be updated once.Gj(0, 1) indicates
a random number from the standard Gaussian distribution. As

with Cj(γ), each mutation requires a new Gaussian random

number.

Since the γ of the Cauchy function affects the curve peak and

the distribution features on both sides, the value can be regulated

to randomly change the disturbance range. The selection of γ is

based on the distance between offspring. First, this paper

introduces the range rate of offspring, as given in Eq. 6:

Pdis(t) � max(objv(t)) −min(objv(t))
max(objv(t − 1)) −min(objv(t − 1)) (6)

where t is the current iteration number and objv(t) is the fitness
value of the tth generation. Let d(t) � Pdis(t)/Pdis(t − 1). If d(t)
stays stationary on both sides of one or moves slowly to its right

during three successive generations, we should reset the mutation

size by changing γ.

It can be seen from Figure 4, γ � 0.3, γ � 0.5, γ � 0.7, and

γ � 1.0 are the critical points with large differences, so the

proposed scheme sets two intervals. A brief explanation of the

mutation process is plotted in Figure 5. Figure 5A uses orange

genes to represent the range limit of the mutation at γ = 1. To

visually show the change rule, the interval is artificially set to

(0.010 and 0.100). Figure 5B uses green gene to represent the

mutation range limit at γ ∈ [0.7, 1]. At this time, d(t) fluctuates
greatly, so we implement a global search and still assume the

interval to be (0.010 and 0.100). The γ in this interval can produce

a larger disturbance, so the updated mutation step size can force

the process to leap out of the local optimum and ensure the global

convergence of EGA. Figure 5B uses a blue gene to show the

mutation range limit at γ ∈ [0.3, 0.5]. Currently, d(t) is stable at
approximately one for three successive generations, indicating

that the evolution has reached the late stage. Therefore, we

implement a local search and still assume the interval to be

(0.005 and 0.050). In this interval, the distribution is short on

both sides of the function curve, and the disturbance is small,

which results in diminishing mutation step size.

The specific adjustment process is as below:

When d(t − i) ~ 1, t> 3, (i � 0, 1, 2), let γ ∈ [0.3, 0.5]; if

not, γ ∈ [0.7, 1], and then put the updated γ into Eq. 6.

3 Numerical experiments and results

The above three methods in Section 2 are implemented in

MATLAB R2020a with an Intel Core i5 2.00 GHz CPU. To

highlight the performance differences of various methods, we

adopt the Enhanced selection (ES), Enhanced crossover (EC),

Enhanced mutation (EM) methods and Enhanced genetic

algorithm (EGA) combining the above three strategies to

compare with the Reference group (RG). Meanwhile, for

evaluating the superiority and timeliness of the new

algorithm, this paper also performs the following four

comparison experiments, which were new strategies proposed

by researchers on genetic algorithms in the past 2 years. The

above four methods are as follows. 1) Priority based genetic

algorithms (PGA) (Mishra and Bajpai, 2021) contained single

supper parent algorithm (SSP); 2) PGA contained multi supper

parents algorithm (MSP); 3) Biased random key genetic

algorithm (BRK-GA) (Cicek and Ozturk, 2021): ELITE and

NONELITE selection; BRK crossover; 4) Improved genetic

algorithm (IGA) (Zhang et al., 2020): precedence preserving

order-based crossover (POX) and adaptive neighborhood

search mutation (ANS). All the genetic operators used in the

above evolution processes of the functions are shown in Table 2.

Bold operators in Table 2 emphasize the innovative part of the

corresponding methods.

We used the above nine groups of comparative experiments

to optimize the 6 standard single-objective test functions

separately, i.e., function1, function2, function3, function4,

function5, and function6, as shown in Eqs 7–12. The

performance of the nine methods is measured by the objective

function value (regarded as the fitness value of the optimal

solution). Since the six test functions only have one actual

value and one predicted value after each independent run,

only the change of fitness is observed while analyzing the

global indices and convergence traits. The population

size is set to 200, and the maximum number of iterations is

set to 500.

Function1. Global minimum f(x) � 0; x(i) � 0, i � 1: n.

f1(x) � ∑n
i�1
x2
i ,−5.12≤ xi ≤ 5.12 (7)
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Function2. Global minimum f(x) � 0; x(i) � 1, i � 1: n.

f2(x) � ∑n−1
i�1

100 · (xi+1 − x2
i )2 + (1 − xi)2,−2.048≤xi ≤ 2.048

(8)
Function3. Global minimum f(x) � 0; x(i) � 1, i � 1: n.

f3(x) � 10 · n +∑n
i�1
(x2

i − 10 · cos(2π · xi)),−5, 12≤xi ≤ 5.12

(9)
Function4. Global minimum f(x) � 0; x(i) � 0, i � 1: n.

f4(x) � ∑n
i�1

x2
i

4000
−∏n

i�1
cos( xi


i
√ ) + 1,−600≤xi ≤ 600 (10)

Function5. Global minimum f(x) � 0; x(i) � 0, i � 1: n.

f5(x) � ∑n
i�1
|xi|(i+1),−1≤xi ≤ 1 (11)

Function6. Global minimum f(x) � 0; x(i) � 0, i � 1: n.

f6(x) � −a · e−b




∑n
i�1

x2
i

n

√
− e

∑n
i�1

cos(c·xi)
n + a + e1,−1≤ xi ≤ 1 (12)

In Tables 3, 4, the global indices based on the best, mean, worst,

standard deviation (SD), root mean square error (RMSE) and the

p-value (fromWilcoxon matched-pairs rank sum test) of the fitness

values for 100 runs are tabulated. The bold parts in the Tables 3, 4

indicate the performance index of the proposed method. The

significance test is calculated with results of the EGA as the

reference group and the single bound value a is set to 0.05.

Those values approach perfect modeling results for all enhanced

FIGURE 5
The mutation processes of different methods under real number coding: (A) Standard Guass-Cauchy mutation, (B) Gauss-γ Cauchy mutation.

TABLE 2 The genetic operators contained in the nine designed experiments.

No Methods Selection operator Crossover operator Mutation operator

1 RG Standard crowding Single-point adaptive Standard Gauss-Cauchy

2 ES H-Mean crowding Single-point adaptive Standard Gauss-Cauchy

3 EC Standard crowding S(α) arithmetic Standard Gauss-Cauchy

4 EM Standard crowding Single-point adaptive Gauss-γ .Cauchy

5 EGA H-Mean crowding S(α) arithmetic Gauss-γ .Cauchy

6 SSP Single Supper parent Multi-point adaptive Adaptive mutation

7 MSP Multi Supper parents Multi-point adaptive Adaptive mutation

8 BRK-GA ELIT/NON-ELITE BRK MultiNonUnifMutation

9 IGA Sus selection POX ANS mutation
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measures. Considering the adaptive Neighborhood Search in IGA

requires variation points greater than five in hierarchical

optimization, while the standard coding length of function2 is 2,

so IGA is not used to solve the function2. A comparison of the

results based on the performance measures in Tables 3, 4 is also

plotted in Figures 6, 7. To obtain the convergence data based on the

number of runs, Table 5 details the statistical results that fall into

different fitness intervals during the 100 independent runs, in which

EGA has been shown in bold. Though for relatively severe

standards, 100 runs are not enough, the experienced number of

runs is still to attain reasonable level of accuracy, which shows the

optimization potential of the method proposed in this paper to

improve the optimal solution of objective functions.

Further analysis demonstrates that the three enhanced

genetic operators and the EGA balance the distribution and

convergence of the algorithm with the number of

iterations. Taking function1 as an example in Table 3, the

best values, mean values and worst values for designed

experiments 1–5 (from EG to EGA) lie in the ranges of

10–09 to 10–11, 10–08 to 10–10, and 10–07 to 10–09,

respectively. Only when using above methods to optimize

function4, is the performance of EGA slightly worse than that

of the Reference group.

Compared with other strategies proposed in the latest

research, the EGA shows certain advantages in different

aspects. Specifically, taking function1 as an example, the SD

and RMSE of the EGA in Table 3 are smaller than those of SSP,

which proves that EGA’s stability is higher. Taking

function2 and 3 as examples, the performance of the EGA

is better than the MSP algorithm in all aspects. In function4,

TABLE 3 Results of global indices for each evolutionary process of design experiments (1).

Test function Combination forms Fitness

Best Mean Worst SD RMSE p-value

Function1 RG 6.38e-09 5.97e-08 4.05e-07 5.64e-08 8.19e-08 5.82e-35

ES 8.47e-11 1.55e-09 6.88e-09 1.32e-09 2.03e-09 1.95e-08

EC 7.93e-09 4.67e-08 1.49e-07 2.62e-08 5.35e-08 2.56e-34

EM 5.34e-10 6.71e-09 3.32e-08 6.13e-09 9.07e-09 1.07e-28

EGA 3.34e-11 7.70e-10 9.20e-09 1.02e-09 1.27e-09 —

SSP 5.17e-12 1.40e-07 1.70e-06 2.78e-07 3.09e-07 1.16e-27

MSP 3.39e-10 5.19e-10 1.05e-09 1.45e-10 5.39e-10 6.11e-02

BRK-GA 2.63e-05 7.49e-05 1.99e-04 3.18e-05 8.13e-05 2.56e-34

IGA 1.14e-14 7.95e-08 6.42e-07 1.51e-07 1.70e-07 1.12e-18

Function2 RG 1.17e-10 1.30e-03 4.60e-02 5.20e-03 5.40e-03 1.56e-10

ES 1.71e-12 3.00e-04 5.60e-03 8.70e-04 9.22e-04 6.25e-02

EC 0.00 3.28e-04 1.55e-02 1.80e-03 1.80e-03 1.59e-09

EM 1.89e-12 4.30e-04 9.00e-03 1.30e-04 1.30e-04 6.53e-09

EGA 0.00 2.00e-04 5.70e-03 7.35e-04 7.64e-04 —

SSP 1.04e-10 2.30e-03 3.70e-02 5.90e-03 6.30e-03 3.00e-10

MSP 1.73e-08 1.40e-03 7.40e-03 1.90e-03 3.23e-03 2.78e-19

BRK-GA 3.48e-09 5.41e-06 5.18e-05 8.57e-06 1.01e-05 1.16e-04

IGA — — — — — —

Function3 RG 7.64e-10 6.53e-02 5.02e-01 6.93e-02 9.49e-02 2.88e-34

ES 3.05e-11 1.78e-02 1.18e-01 2.61e-02 3.15e-02 7.10e-24

EC 5.31e-07 7.71e-05 7.40e-03 7.39e-04 7.39e-04 0.22

EM 2.60e-09 4.41e-02 3.89e-01 4.92e-02 6.59e-02 4.36e-11

EGA 1.61e-11 2.04e-10 1.62e-09 2.34e-10 3.10e-10 —

SSP 1.49e-10 8.72e-03 1.73e-01 1.92e-02 2.10e-02 0.17

MSP 3.38e-11 5.72e-03 2.86e-02 9.43e-03 1.01e-02 3.70e-10

BRK-GA 1.36e-05 1.63e-05 1.87e-05 1.09e-06 1.64e-05 0.13

IGA 1.43e-12 7.84e-09 8.80e-08 1.44e-08 1.63e-08 2.3e-03
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for example, the best value in 100 runs is smaller than BRK-

GA as shown in Figure 7. Compared with IGA, although the

performance enhancement of EGA in function4 is average, the

optimization effect of function5 and six are better as shown in

Figure 7.

As long as p-value is less than α (0.05), the two results can be

considered to be significantly different. According to the

simulation results of rank sum test, except for the Enhanced

crossover, SSP and BRK-GA in function3, which are greater than

α, all the other results are far less than α. It can be said that the

EGA proposed in this paper shows superiority over the latest

algorithms.

These results show the effectiveness and superiority of

the proposed EGA scheme in terms of accuracy and

convergence.

4 Design and analysis of
enhancement of genetic algorithms
wavelet neural network

4.1 Wavelet neural network)

TheWNN (Tinos et al., 2018) has always been deemed awavelet-

based functional linkage network or an extension of radial basis

function (RBF) network containing its unique virtue, i.e., potent self-

adaptability, and brief network structure. From the perspective of its

structural form, the transfer neuron of a single hidden layer in the

WNN is the Morlet wavelet windowing function, where the built-in

function includes scaling and shifting arguments. Each neuron

connects to its adjacent neuron via connection weights (Peng and

Xiang, 2020). The basic topology of the WNN is shown in Figure 8.

TABLE 4 Results of global indices for each evolutionary process of design experiments (2).

Test function Combination forms Fitness

Best Mean Worst SD RMSE p-value

Function4 RG 4.30e-06 5.34e-02 2.91e-01 6.27e-02 8.21e-02 0.10

ES 5.18e-07 4.82e-02 2.65e-01 5.70e-02 7.44e-02 0.50

EC 6.66e-08 4.63e-02 3.07e-01 5.54e-02 7.20e-02 0.18

EM 1.91e-06 5.21e-02 6.00e-01 8.03e-02 9.54e-02 0.06

EGA 2.64e-05 4.44e-02 2.60e-01 4.92e-02 6.60e-02 —

SSP 1.81e-06 1.72e-02 8.83e-02 1.81e-02 2.49e-02 4.19e-05

MSP 3.80e-07 8.90e-03 6.38e-02 1.03e-02 1.36e-02 3.03e-11

BRK-GA 3.12e-04 1.10e-03 2.60e-03 4.01e-04 1.20e-03 1.97e-05

IGA 4.85e-13 1.39e-08 1.53e-07 2.68e-08 3.01e-08 2.56e-34

Function5 RG 6.81e-13 3.80e-10 2.80e-09 5.82e-10 6.93e-10 7.14e-30

ES 4.68e-14 8.59e-11 2.55e-09 2.94e-10 3.05e-10 1.23e-10

EC 1.84e-14 3.61e-11 4.22e-10 6.97e-11 7.82e-11 9.67e-31

EM 2.18e-14 4.62e-11 1.13e-09 1.47e-10 1.54e-10 3.73e-05

EGA 1.25e-14 9.20e-12 4.32e-10 4.42e-11 4.49e-11 —

SSP 3.37e-13 7.58e-13 9.08e-13 1.34e-13 7.70e-13 6.80e-03

MSP 1.31e-13 6.93e-13 9.07e-13 1.66e-13 7.12e-13 2.30e-03

BRK-GA 6.59e-15 9.83e-10 7.01e-09 1.45e-09 1.74e-09 2.71e-29

IGA 3.17e-13 3.45e-09 3.02e-08 5.48e-09 6.46e-09 6.32e-31

Function6 RG 6.42e-09 5.31e-01 2.31e+01 7.77e-01 9.30e-01 5.87e-36

ES 1.73e-10 5.90e-01 2.01e+01 7.03e-01 9.21e-02 4.79e-34

EC 1.44e-06 3.28e-06 7.32e-06 1.10e-06 3.45e-06 2.56e-34

EM 1.36e-09 3.90e-01 2.01e+01 6.57e-01 7.61e-01 1.47e-34

EGA 6.73e-12 1.83e-10 9.22e-10 1.91e-10 2.64e-10 —

SSP 1.51e-05 1.76e-05 1.90e-05 8.20e-07 1.77e-05 2.56e-31

MSP 1.36e-05 1.63e-05 1.87e-05 1.09e-06 1.64e-05 3.16e-34

BRK-GA 1.06e-03 3.04e-03 7.10e-03 8.73e-04 3.17e-03 5.27e-31

IGA 1.18e-06 7.96e-05 4.65e-04 7.70e-05 1.10e-04 3.56e-34
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In Figure 8, X1,X2,/,Xk are the input signals of the WNN,

and Y1, Y2,/, Ym denote the output signals of the WNN. ωij and

ωjk are the connection weights from the input layers to the hidden

layers and from the hidden layers to the output layer, respectively.

In this paper, the Morlet function is employed as φ (wavelet

basis function), and it is given as follows:

ψa,b(x) � cos(1.75x) exp(−x2/2) (13)

FIGURE 6
Comparison of the nine designed experiments on the basis of their best, mean, and worst fitness values for the six test functions (1): (A) funtion1,
(B) funtion2 and (C) function3.
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4.2 The design flow of enhancement of
genetic algorithms wavelet neural
network

Considering that the EGA has a strong global search ability and

high search precision, optimizing the initial weights, as well as the

scaling and shift factors of the WNN, with the EGA is expected to

make improve the prediction performance of the networkmodel. The

enhanced algorithmic flow is shown in Figure 9.

The specific implementation steps are as follows:

(1) The topology of the WNN (as described by Figure 8), where

the wavelet basis function is the Morlet function, is used by

the EGA algorithm to find ωij,ωjk, aj, bj.

(2) Population initialization: determining the population size

and the maximum number of iterations. Individuals are

coded with real numbers, and each individual is

composed of weights ωij and ωjk, a scaling factor aj, and

FIGURE 7
Comparison of the nine designed experiments on the basis of their best, mean, andworst fitness values for the six test functions (2): (A) funtion4,
(B) funtion5 and (C) function6.
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a shift factor bj from the WNN. ω1 signifies the weight from

the input layers to the hidden layers, and ω2 signifies the

weight from the hidden layers to the output layer. The

encoding form is as follows (Cicek and Ozturk, 2021):

ω1
11..ω

1
19ω

1
21..ω

1
29..ω

1
91..ω

1
99ω

2
11..ω

2
91..a1..a9..b1..b9

(3) Fitness selection and individual calculation: the individual

fitness value is obtained according to the training results

produced by the WNN. If the fitness meets the accuracy

requirements, the loop is terminated; otherwise, it proceeds

to the next step. To avoid the absolute error being too small,

the fitness function is given as follows:

f � 1/(1 + E) (14)

E � 1
2P

∑N

n�1∑N

n�1(dp
n − yp

n ) (15)

where dpn is the desired output of the nth node in the

output layers; yp
n is the actual output of the network; and P

(p = 1,2, . . . ,P) is the group number of the input and output

samples.

TABLE 5 Convergence analysis for each evolutionary process of design experiments.

Test function Combination forms Fitness≤ Test function Combination forms Fitness≤

10–06 10–08 10–10 10–03 10–05 10–07

Function1 RG 100 86 0 Function2 RG 94 60 22

ES 100 100 47 ES 100 73 25

EC 100 94 0 EC 99 88 64

EM 100 100 7 EM 100 67 30

EGA 100 100 75 EGA 100 82 65

SSP 96 26 1 SSP 73 39 0

MSP 100 100 0 MSP 63 13 2

BRK-GA 0 0 0 BRK-GA 100 82 6

IGA 100 45 9 IGA \ \ \

Test function Combination forms Fitness≤ Test function Combination forms Fitness≤

10–04 10–06 10–10 10–02 10–05 10–07

Function3 RG 16 16 1 Function4 RG 81 38 35

ES 55 55 2 ES 86 40 40

EC 98 5 0 EC 87 39 35

EM 30 19 0 EM 84 40 40

EGA 100 100 13 EGA 88 35 32

SSP 50 50 0 SSP 46 23 23

MSP 62 62 57 MSP 64 40 40

BRK-GA 100 0 0 BRK-GA 100 47 47

IGA 100 100 14 IGA 100 100 100

Test function Combination forms Fitness≤ Test function Combination forms Fitness≤

10–09 10–11 10–13 10–04 10–07 10–09

Function5 RG 100 42 1 Function6 RG 65 35 0

ES 100 88 20 ES 66 49 13

EC 100 91 17 EC 100 0 0

EM 100 89 25 EM 78 62 0

EGA 100 99 42 EGA 100 100 100

SSP 100 100 0 SSP 100 0 0

MSP 100 100 0 MSP 100 0 0

BRK-GA 70 6 1 BRK-GA 0 0 0

IGA 89 18 1 IGA 69 0 0
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(4) Genetic operations: i. Selection: The H-mean crowding

strategy is carried out according to the pseudocode in

Table 1 ii. Crossover: New individuals are generated by

performing nonuniform arithmetical crossover on the

selected parents, as shown in Eq. 3. iii. Mutation: The

Gauss-r. Cauchy function is performed on the

participating individuals, as shown in Eqs 4, 5.

(5) The loop is stopped, the current optimal solution is obtained,

and the decoded weights ωij and ωjk, scaling factor aj and

shift factor bj are used as the initial input parameters of

the WNN.

(6) The WNN is used for training; it is judged whether the

network training process is finished according to

the preset error and number of iterations. Finally,

ωij best, ωjk best, aj best, and bj best are obtained by the

above steps, and then the parameters are applied to the

WNN model.

(7) The trained model is used to test the samples, and the

resulting performance indicators are analyzed.

4.3 The convergence analysis of
enhancement of genetic algorithms
wavelet neural network

The essence of EGAWNN is to optimize the initial

parameters of the WNN through the EGA solver so that they

are independent of the operation process. We only need to prove

the convergence of the EGA and WNN. Regarding the

convergence of the WNN, references (Jafarmadar, 2020), (Li

et al., 1997; Liu et al., 2021) have given relevant proofs, so there is

no need to repeat these steps. The convergence analysis of the

EGA is given below.

Reference (Wang et al., 1996) deduced sufficient conditions

for the convergence of the GA. The intensity function f of this

paper is Eqs 14, 15, the problem space N is the code of the

solution, and each point has a corresponding solution.

The class S existing in N satisfies the following derivation:

∃r ∈ V, (∀i ∈ N, i ∈ S0f(i)≥ r) ∩ (f(i)≥ r0i ∈ S); then,

S is a superior class. According to theorem one in (Wang

et al., 1996), class S is a conformance class.

Because the crowding strategy in this paper divides a

population into GoodChrom and BadChrom, the following

derivation conforms to the above properties:

∃r ∈ BadChrom V, (∀i ∈ S, GoodChrom ∈ S0f(i)≥ r) ∩ (f(i)≥ r0i ∈ S)
In summary, the EGA proposed by this article contains a

conformance class S.

For each class Sr ∈ N, the following theorem two from (Liu

et al., 2021) holds:

If f(Sr,N)≥f(S,N), ∃Sr ∩ N ⊆ S or

f(S ∩ Sr,N)>f(Sr,N), class S has stability.

f(Pop,N), Pop ∈ N is the average fitness of Pop.

Because the elitist strategy is used in the selection process of

this article, ft+1(best)≥ft(best), best ∈ S must hold, so

∃best ∈ Sr, Sr ∈ S0Sr ∩ N ⊆ S, st.f(Sr,N)≥f(S,N).
The above derivation proves that regardless of the number of

iterations, Sr does not replace S in the next generation; instead,

they grow together, which ensures that the conformance class is

not replaced by other classes.

If the conformance class is stable, the GA can converge to

the optimal solution (Wang et al., 1996). Additionally, Pan

(Pan, 1998) proved that adopting the elitist model can

enhance the stability of the algorithm, and this model

makes the SGA easily converge to the global optimum with

a probability of one in the end. All of the above factors certify

that the EGA is convergent.

5 An industrial experiment regarding
aluminum electrolysis

5.1 Experimental objects and model
parameters

A new-type aluminum cell, combined with a perforated

anode and a heteromorphic cathode, is used to test the

reliability of the EGAWNN solver, as shown in Figure 10,

where W represents the DC energy consumption per ton of

aluminum, the perforated anode has multiple holes built into it to

allow air bubbles to escape and the heteromorphic cathode can

reduce molten aluminum fluctuations by optimizing cathode

structure.

Modern aluminum electrolysis devices are complex

process equipment with multiphase and multifield

FIGURE 8
Fundamental topology of the WNN.

Frontiers in Energy Research frontiersin.org

Yao et al. 10.3389/fenrg.2022.1009840

144

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.1009840


interactions (Gui et al., 2018). There are diversified physical

and chemical changes inside these devices, as well as frequent

exchanges of raw materials, energy and labor information

with the external environment. When modeling the energy

consumption of aluminum electrolysis using the traditional

WNN, the structure is unstable due to the

stochastic determination of the initial parameters, which

may lead to a large forecasting error. The proposed

EGAWNN solver can mine the best initial weights and

factors and thereby increase the accuracy and authenticity

of the prediction results.

Considering the experiences of expert and the impact of

the real process on the DC energy consumption of an

aluminum electrolyzer, we select the following nine

effective decision parameters: the series current (A),

molecular ratio (1), aluminum level (cm), electrolyte level

(cm), cell temperature (◦C), aluminum output (kg), daily

consumption of fluoride salt (kg), NB times (s), and cell

voltage (mV) (Tai-Fu et al., 2014). Based on the computer

measurement and control system of Chongqing Tiantai

Aluminum Co., Ltd. In Southwest China, the daily reported

data of the electrolytic cell are collected, and 773 groups of

data samples are obtained, as shown in Table 6.

5.2 The analysis of the experimental
results based on enhancement of genetic
algorithms wavelet neural network

The 773 groups of aluminum electrolysis data samples in

Table 6 are assigned to the training group (n = 700) and test

group (n = 73). The inputs are the nine selected decision

FIGURE 9
The flow chart of EGAWNN.

FIGURE 10
The core structure of the new aluminium electrolysis
equipment.
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parameters, and the output is the unit DC power

consumption. When the number of hidden layers is too

small, the error rate of the predicted output may be too

large. When the number of hidden layers is 9, the errors

are reduced to a small amount. Therefore, the wavelet network

structure is 9-9-1. Thus, it can be concluded that the

dimensions of the state variable in EGAWNN are 9 × 9 +

1 × 12 + 1 × 12 + 1 × 12 = 118. In this algorithm, the selection

rate ηs is 0.87; the number of parents for crossover ηc is three;
the number of mutation ηm individuals is two; the population

size N is 40; the maximum number of iterations (MAXGEN) is

100; the learning rate of the WNN lr1 is 0.01, and lr2 is 0.001;

the adjustment rate is 1.04; and the wavelet basis function is

the Morlet function.

To prove the validity of the presented algorithm, under

the same experimental samples and simulation platform,

MATLAB R2020a (CPU: RTMi5-1038NG7; RAM: 15.8 GB;

CPU: 2.00 GHz), the WNN, GAWNN, particle swarm

optimized wavelet neural network (SOWNN), the four

new algorithms mentioned in Section 3 optimized the

WNN(SSPWNN, MSPWNN, BRK-GAWNN, and

IGAWNN) and EGAWNN are separately used to model

the energy consumption of the aluminum

electrolytic tank, helping obtain contrastive experimental

results.

Figure 11 visually shows the fitting effect of the real

process energy consumption based on the above-mentioned

eight modeling techniques. The performance ranking of

process energy modeling effect from excellent to poor is as

follows: EGAWNN, IGAWNN/BRK-GAWNN, MSPWNN,

SSPWNN, GAWNN, PSOWNN, and WNN, where the

fitting effect of IGAWNN and BRK-GAWNN is close.

Overall, the prediction performance of EGAWNN is better

than other models, which proves that this approach is feasible

to further develop the modeling capabilities of the GAWNN.

The EGAWNN uses three enhanced operators, i.e., the

H-Mean selection strategy, a new crossover function and an

adaptive proportional coefficient γ into the Cauchy

mutation, to mine the optimal parameter combination

inside the model, which greatly enhances the convergence

and the prediction accuracy of the built model. Based on the

above analysis and Figure 12, EGAWNN has a lower relative

error rate and better predictive performance than the other

seven models, especially on some of the data with large

fluctuations. The above analysis also shows that

EGAWNN has good stability.

Table 7 compares the indicative data of each energy

consumption model, for which 6 regression evaluation

indicators, significance tests and algorithmic complexity

metrics are listed, including the Maximum, Minimum, Mean,

error sum of squares (SSE), mean square error (MSE), and

RMSE. In addition, we carry out an analysis of algorithmic

complexity and perform hypothesis testing based on the

Wilcoxon matched-pairs signed-ranks test, where the

significance test is calculated with the prediction results of

EGAWNN as the reference group, and the single bound value

α is set to 0.1, as shown in Table 7. The bold part in the table

highlights the performance of the proposed method.

According to the numerical results in Table 7, it can be

seen that the absolute error indicators of EGAWNN are

obviously lower than those of WNN, GAWNN and

PSOWNN, and slightly better than those of SSPWNN,

MSPWNN, BRK-GAWNN, and IGAWNN. From the

perspective of algorithmic complexity, compared with

GAWNN control groups, the time complexity of EGAWNN

increases due to secondary sorting in the selection operation

of the EGA. However, this small difference does not affect the

feasibility of the algorithm. The above results prove that the

method proposed in this paper has certain modeling

advantages over other methods.

TABLE 6 Data samples of aluminium electrolytic cell.

Parameters Samples

1 2 3 — 773

Series current (A) 1,679 1,679 1,685 — 1,682

Molecular ratio 2.32 2.43 2.41 — 2.54

Aluminium level (cm) 22.1 18 21 — 23

Electrolyte level (cm) 17 15 16.2 — 17

Cell temperature (◦C) 948 951 942 — 947

Aluminium output (kg) 1,240 1,280 1,310 — 1,300

Daily consumption of fluoride salt (kg) 19.8 29 22.4 — 21

NB times (1) 952 947 948 — 961

Cell voltage (mV) 3,712 3,679 3,808 — 3,721

DC power consumption (kW.h/t-Al) 11,842 11,839 11,359 — 11,863
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FIGURE 11
The prediction outputs in terms of DC power consumption based on: (A)WNN, (B) PSOWNN, (C)GAWNN, (D) SSPWNN, (E)MSPWNN, (F) BRK-
GAWNN, (G) IGAWNN, and (H) EGAWNN.
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To avoid the accidental influence of the original randomized

parameters on the model evaluation, this algorithm conducts

20 independent repeated experiments on each model. Then, the

relevant performance indicators are calculated based on the

experimental results, including the mean absolute error

(MAE), the mean relative error (MRE), the correlation (R) (Li

W. et al., 2017) and the best population fitness value. Figure 13

shows the favorable stability of the energy consumption model

based on EGAWNN in the form of boxplots. Simultaneously,

compared with the SGA, although the SSP, MSP, BRK-GA IGA,

and EGA all improves the best fitness value of the population,

EGA’s effect is more obvious. These results verify the advantage

and validity of the EGA, which can deeply mine the predictive

potential of the model by finding the optimal initial parameter

combination of the energy consumption model. Meanwhile, the

limitation of the proposed method in this paper for industrial

production is that the input parameters of the model need to be

collected continuously.

FIGURE 12
A comparison of the relative error percentages yielded by different models.

TABLE 7 Relevant performance indices yielded by different models.

Model Comparison of absolute error indicators in test sets Statistical
test

Complexity

Max Min Mean SSE MSE RMSE p−value Time Space

WNN 18.6 2.6e+03 3.5 2.97e+07 4.08e+05 638.72 0.04 O (n2) O (n2)

PSOWNN 20.2 5.9e+03 3.3 3.26e+06 2.38e+05 571.45 0.06 O (n2) O (n2)

GAWNN 12.3 3.7e+02 2.9 1.89e+07 2.59e+05 508.90 0.09 O (n2) O (n2)

EGAWNN 6.3 2.5e+02 1.2 1.62e+05 2.21e+03 305.72 — O (n3) O (n2)

SSPWNN 16.1 2.7e+02 2.6 1.57e+07 2.15e+05 464.60 0.10 O (n3) O (n2)

MSPWNN 8.7 2.6e+02 2.4 1.07e+07 1.46e+05 382.17 0.13 O (n3) O (n2)

BRKWNN 14.0 4.2e+02 2.6 1.39e+07 1.91e+05 437.55 0.20 O (n3) O (n2)

IGANWNN 11.4 2.7e+02 2.2 1.11e+07 1.52e+05 389.91 0.32 O (n3) O (n2)
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6 Conclusion

To obtain a high-precision energy consumption model for an

AEMS, this study presents a novel framework based on a WNN

and the EGA. In the EGAWNN algorithm, there are three main

improvements, as follows:

(1) The H-Mean metric is developed to maintain the

discreteness of the crowding strategy and is effectively

applied to prevent premature convergence.

(2) A new sigmoid-based function S(α) is designed to update the
nonuniform arithmetic crossover operation by setting

intersections regularly.

(3) An adaptive proportional coefficient γ is introduced into the

Gauss-Cauchy mutation to flexibly adjust the mutation

step size.

A series of numerical experiments are performed, and these

prove the efficacy of the proposed scheme. The algorithm has

good potential to be exploited as an alternate, accurate and robust

computing framework for building prediction models in various

complex systems. However, it is worth highlighting here that the

EGA is restricted to obtaining only the initial weights and factors

of the WNN. In the future, we will explore the integration of the

EGA into the internal topology structure of the WNN during

every training process.
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FIGURE 13
Boxplots of related performance indicators for 20 repeated tests: (A)Mean absolute error, (B)Mean relative error, (C) The correlation R and (D)
The fitness of best parameters after optimization.
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In the low-temperature multi-effect evaporation (LT-MEE) desalination plant,

improving the performance of thermal vapor compressor (TVC) could reduce

the energy loss, and increase the gained output ratio (GOR) and consequently

improve the system economy efficiency. Implementing large eddy simulation

(LES) as the numerical method, a 3-D computational fluid dynamics model of

TVC is established to simulate the flow field under various conditions. The

effects of motive steam pressure on the flow field, vortex core, turbulent

viscosity and vortex iso-surface of the TVC are discussed, and the

corresponding interior flow field distribution is obtained as well. Q criterion

and normalized Q criterion are applied to visualize the vortex cores and vortex

iso-surfaces. The distributions of vortexes in different scales are displayed,

large-scale vortexes are mainly distributed in the exit area of the nozzle, the

constant section of themixing chamber and the diffuser. Additionally, the large-

scale vortexes are primarily located along the axis in different morphology while

the small-scale ones are randomly distributed near the wall.

KEYWORDS

thermal vapor compressor, steam ejector, large eddy simulation, Q criteria, flow field,
vortex analysis

1 Introduction

Desalination seems to be one of the most promising solutions to meet the freshwater

demand and address water shortage because of the abundant seawater storage. Among

various desalination technologies, low-temperature multi-effect evaporation (LT-MEE)

desalination with a thermal vapor compressor (TVC) may be a good solution. In an LT-

MEE system, there are a range of multi-effect evaporators. LT-MEE system with TVC is

capable of achieving high thermal efficiency with lower energy consumption, which could

realize more efficient utilization of the low-grade energy. As illustrated in Figure 1, the

MEE-TVC system mainly consists of multi-evaporators, a condenser, pumps, a seawater

supply unit and the TVC (Liu et al., 2012). TVC could recover the low-pressure steam

from the certain effect, increase gained output ratio (GOR) and reduce the consumption

of new steam. Run by the motive steam extracted from several kinds of devices (e.g.,

turbine, boiler), TVC could compress the suction steam to reach the desired pressure
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(Mazini et al., 2014). The discharged steam at the outlet of the

TVC leaves and condenses in the first effect, it simultaneously

provides the energy that the seawater needs to evaporate. The

steam from the outlet of TVC is usually superheated, it could pass

through the desuperheater and leave as saturated steam by

mixing with the saturated water (Shen et al., 2011). According

to the working principle of a TVC, the entrainment process could

greatly decrease the external steam demand and the input

resource consumption by reuse of the vapor. Therefore, as a

considerably important device of MEE-TVC system, it could

definitely improve energy efficiency and competitiveness of the

system, and thus reduce the steam consumption.

In recent years, various studies have been conducted to

investigate the flow phenomena and the interior flow field on

the steam ejector by means of Reynolds Averaged Navier-Stokes

(RANS). Li. (2004) simulated the complex flow field of a steam

ejector with the k-ε turbulent model, a shock diamond pattern is

observed at exit area of the nozzle and another oblique shock

occurs in the diffuser in the velocity profile. Sriveerakul et al.

(2007) selected the “realizable k-ε model” to investigate the

turbulence characteristic and mixing process of a steam

ejector, hence the flow behaviors were obtained. The flow

structures were established, and the phenomena in the flow

passage were discussed. Allouche et al. (2014) presented a

numerical study of a steam ejector on the flow structure by

the “realizable k-ε model” to better understand the mixing

phenomenon and the shock wave location. Under a variety of

operating conditions, the flow structure and the mixing process

were performed in the ejector. It was found that two distinct

shock waves occurred in the diffuser section with a relatively low

condenser pressure (< 2.5 kPa). In TVC, since the flow is

turbulent with an extremely high Reynolds number, a

superior turbulence model is necessary to obtain more

accurate results. In the past few years, most of the studies

were carried out through the RANS technique in the

numerical simulations of TVC. However, much more

turbulent properties and relevant vortex characteristics could

be obtained by LES turbulence model. Sharifi. (2020) studied the

effects of variations of the suction flow inside the ejector by

RANS. By comparing with the ideal gas model, the contours of

shock waves by non-equilibrium supersaturated steam model

presented a more extended supersonic region. The results

revealed the presence of strong normal-shock waves in the

non-equilibrium supersaturated steam model, while the weak

oblique-shock waves existing in the ideal gas model.

Wu et al. (2018) analyzed the effect of nozzle outlet diameter,

throat distance, mixing chamber throat and diffuser chamber

diameter on the ejector performance. The results indicated that

the nozzle outlet diameter is the most sensitively influencing

factor, and the optimized ejector has better performance. Sun

et al. (2021) investigated the effects of the wall roughness and

temperature on the ejector performance. The simulation results

indicated that the increase of the roughness height would

significantly reduce the ejector performance and attenuate the

non-equilibrium condensation phenomenon. Liu et al. (2017)

studied the influence of the area ratio on the ejector efficiencies,

and the results show that the mixing efficiency plays a more

important role in ejector performance than other efficiencies.

Besagni and Inzoli. (2017) presented a numerical study of the

turbulent compressible fluid in a supersonic ejector, and seven

turbulence closures were compared. According to their work, the

k-ω SSTmodel shows better performance in global and local flow

phenomena predictions. Liu et al. (2018) analyzed the

performance of the ejector under both critical and subcritical

mode. The influence of component efficiencies on the ejector

performance for different working fluids is presented. Reis et al.

(Reis and Gioria, 2021) investigated the optimization of the entire

geometry of LJL ejectors with multiple parameters to maximize

energy efficiency. The effect is mainly governed by the nozzle

diameter, the nozzle position and mixing chamber length. It was

found that the flow profiles in the optimized geometry tend to be

more homogenous, hence less dissipative, and it was also

confirmed by local energy dissipation rate. Sun et al. (2022)

characterized the influence on pressure drop and heat transfer

coefficient, they investigated Kelvin cells with different throat

areas and structures. The results revealed that the elliptical Kelvin

FIGURE 1
Schematic diagram of a MEE-TVC desalination plant.
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cell (EKC) structures reduced the pressure drop with minimal

heat transfer performance of heat transfer devices.

Besides, some scholars have gradually carried out studies on

jet pump by LES. He et al. (2003) studied the flow of a jet pump

by two-dimensional LES method, the distributions of axial

pressure and velocity were obtained. It was proved that LES

could simulate the flow field and provide a reliable basis for the

research of jet pump. Wen et al. (2007) carried out a series of

numerical simulation calculations for a jet pump under various

operating conditions, especially simulating the backflow vortex

near the nozzle outlet. The reliability of LES for jet pump is

proved through the results of flow field. Zhou and Yuan. (2013)

simulated a three-dimensional jet pump with RANS and LES,

and made a comparison under different models. The vortex

structures were captured by LES, and the results obtained by LES

are more consistent with that of experiments.

A lot of theories on the extraction of vortex structures have

been established and applied in the relevant studies on turbulent

flow. In the literatures, the vortex-related issues have been

addressed by a lot of scholars with several vortex

identification methods (e.g., Q criteria and λ2 criteria). Cai.

(2011) calculated the viscoelastic fluid by LES and visualized

the vortex with Q-criteria to investigate the structural

characteristics of vortexes in different scales. The results

showed that the existence of viscoelasticity in the fluid inhibits

the vortex structures, especially for small-scale vortex structures.

Luo et al. (2008) conducted a study on the vortex structures of the

three-dimensional planar transition jet flow by vorticity iso-

surfaces. Masud (Zaheer and Masud, 2017) adopted the

embedded LES method to capture the vortex stretching

phenomenon in a liquid ejector pump. The method combined

the benefits of both RANS and LES model, and provided the flow

instabilities information which cannot be obtained by the usage

of RANS approach. Gao et al. (2019) identified six core issues of

vortex and proposed a Liutex-based definition of vortex core

center. It was found that the proposed method could successfully

identify the rotation axis of vortexes without any user-specified

threshold, so this method is straightforward, robust and high-

efficiency. Dubief and Delcayre (2000) investigated the

identification issue of coherent vortices on the basis of LES of

turbulent flows, the results showed that decent coherent vortices

were displayed by Q-isosurfaces. The contribution of near-wall

vortex structures to the fluctuations of velocity and vorticity is

obviously isolated. Pinakichakraborty et al. (Chakraborty et al.,

2005) analyzed the currently popular vortex identification

criteria and explored the inter-relationships between the

different criteria. It was observed that in the strong swirling

region, the vortex structures educed using several thresholds were

identical for the kinematic and dynamic explanation. Fraňa et al.

(2005) obtained the vortex identification results by the λ2
criterion and Q criterion, and there is no essential difference

between these two criteria if a proper threshold is chosen.

Besides, the vortex cores could be verified by the visualization

in fluctuating velocity of two-dimensional vortices.

Although two-dimensional model and RANS method of

TVC have been widely applied, LES method is rarely used in

the study of TVC. Therefore, it is necessary to focus on our

research object, and it is of significance on practical application.

Besides, the discussions on the vortex structure are seldom

involved (Li et al., 2021a). In this study, the three-dimensional

numerical simulations of TVC are performed with LES

turbulence model, then the results are visualized by

Q-criterion and normalized Q-criterion technique (Li et al.,

2021b). The objective of the paper is to give several new

insights into the effects of motive steam pressure on the

interior flow field and to explore the relationships between the

results.

2 Numerical method

2.1 Thermal vapor compressor geometry
and working process

As illustrated in Figure 2, a typical TVC mainly consists of

the nozzle, the suction chamber, the mixing chamber and the

diffuser section. The inlet diameter and outlet diameter of the

nozzle is 22.4 mm and 12.5 mm respectively, and the throat

diameter is 5.8 mm. The straight section diameter of the

mixing chamber is 17.8 mm, and the corresponding length is

FIGURE 2
Schematic diagram of a thermal vapor compressor.
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72 mm. In addition, the inlet diameter of the suction steam is

40.2 mm, and the outlet diameter of the diffuser is 25.2 mm.

High-pressure motive steam enters the nozzle, and adiabatically

expands through the nozzle and converts the mechanical energy

into kinetic energy. During the process, the motive steam

pressure Pm is rapidly reduced and the motive steam velocity

Vm is accelerated to supersonic in the Laval nozzle, consequently

the suction steam is drawn into the suction chamber by the

pressure difference. With the action of viscous force, the two

streams of steam mix and exchange energy to reach the same

velocity and pressure in the mixing chamber simultaneously.

Finally, there is a pressure rise of the mixed steam in the diffuser

so that the discharged steam pressure Pd is higher than the

suction steam pressure Ps. The mixed steam is decelerated in the

diffuser and the kinetic energy is converted to the potential

energy.

All motions of fluid are based on the following governing

equations, and the corresponding governing equations for fluid

flow are the mathematical statements of three fundamental

physical principles (Li, 2022a). The continuity equation, the

momentum equation and the energy equation (Li, 2022b) are

shown in Eqs. 1–6.

• Mass is conserved—the continuity equation.

zρ

zt
+ z

zx
(ρvx) + z

zy
(ρvy) + z

zz
(ρvz) � 0 (1)

• Newton’s second law—the momentum equation:
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• Energy is conserved—the energy equation.
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2.2 Computational grid

In order to study the interior 3D flow field of TVC, ICEM

CFD is adopted to establish a 3D grid and create mesh work. Due

to the wide range of velocity variation at the throat, high-quality

mesh refinement is applied at this position. Besides, because of

the high gradient of the velocity, the grids are also refined near

the wall, at the nozzle outlet and in the mixing chamber to

improve the accuracy. O-type grids are adopted to solve the mesh

distortion at the arcs of inlet and outlet, and it is convenient to

generate a boundary layer grid. Additionally, by implementing

the grid independence verification in comparison with the grid

number of 787,729 and 2543184 respectively, the optimum grid

number is determined to be 1114384. The grid distribution of

TVC is shown in Figure 3, and the grid of nozzle is also displayed

in detail. In this study, simulations are carried out under various

conditions without altering the grid to reduce errors caused by

the grid.

2.3 Turbulence model selection

Generally, there are three kinds of turbulence numerical

simulation methods: Direct Numerical Simulation (DNS),

Large Eddy Simulation (LES) and Reynolds-averaged Navier-

FIGURE 3
Computational grids of TVC (A) Grid distribution (B) Grid
details at nozzle and mixing chamber.
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Stokes equations (RANS). As a turbulence model in

computational fluid dynamics (CFD), the aim of LES is to

reduce the computational cost by ignoring the smallest length

scales. By means of low-pass filtering of the Navier-Stokes

equations, the most computationally expensive issues would

be resolved (Smagorinsky, 1963). In this paper, LES is selected

among all turbulence models. As a Subgird-Scale model,

Smagorinsky-Lilly model is chosen during the simulation

process.

In LES, the governing equations are spatially filtered, and the

influence of the unresolved scales is modeled using an SGS

model. In essence, the large or resolved scale field is a local

average of the complete field. For one-dimensional flow, the

filtered velocity is defined by

�Φ(x) � ∫Φ(x,)G(x, x,)dx, (7)

where G (x,x’) is the filter kernel. Filter kernel, mainly include

Gaussian, box and Cutoff, is a function which determines the

scale of the unresolved vortex in the simulation (Cai, 2011). In

Eq. 7, x and x’ are the coordinates of the flow region and the

filtered space respectively.

When finite volume method is adopted, the formula is

transformed to:

�Φ(x) � 1
V

∫Φ(x,)dx,, x, ⊂ V (8)

where V is the control volume. According to the LES turbulence

model (Jiang and Lai, 2009), the filtered N-S equation is given as:

z�ui

zxi
� 0 (9)

z�ui

zt
+ z�ui�uj

zxj
� z

zxj
(μ zρ�ui

zxj
) − 1

ρ

z�P

zxi
− zτ i,j
zxj

(10)

where τi,j is called the subgrid scale (SGS) Reynolds stress, it is

given in Eq. 11.

τ i,j � uiuj−�ui�uj (11)

TABLE 1 Motive steam mass flow rate correction.

Pm (Pa) Mm1 (kg/s) Mm2 (kg/s) Mm3 (kg/s) Mm4 (kg/s) Mean Mm
(kg/s)

6,000 0.00028168 0.00028168 0.00028167 0.00028161 0.00028166

8,000 0.00037698 0.00037711 0.00037711 0.00037704 0.00037706

10,000 0.00047252 0.00047248 0.00047264 0.00047256 0.00047255

12,000 0.00056789 0.00047248 0.00047264 0.00047256 0.00047255

14,000 0.00066342 0.00066324 0.00066424 0.00066305 0.00066349

16,000 0.00075878 0.00075852 0.00075894 0.00075852 0.00075869

18,000 0.00085402 0.00085397 0.00085385 0.00085369 0.00085388

20,000 0.00094969 0.00094954 0.00094936 0.00094955 0.00094954

22,000 0.00106965 0.00104446 0.00104460 0.00104479 0.00105088

24,000 0.00113978 0.00113967 0.00114033 0.00114033 0.00114003

TABLE 2 Suction steam mass flow rate correction.

Ps (Pa) Ms1 (kg/s) Ms2 (kg/s) Ms3 (kg/s) Ms4 (kg/s) Mean Ms
(kg/s)

6,000 0.00018708 0.00018126 0.00018319 0.000177366 0.00018222

8,000 0.00031565 0.00029259 0.00035454 0.00032241 0.00032130

10,000 0.00033071 0.00034231 0.00032393 0.00033238 0.00033233

12,000 0.00019531 0.00028391 0.00030664 0.00026263 0.00026212

14,000 0.00034911 0.00036280 0.00035669 0.00036167 0.00035757

16,000 0.00025840 0.00024038 0.00024413 0.00026225 0.00025129

18,000 0.00018600 0.00025048 0.00031119 0.00022070 0.00024209

20,000 0.00023561 0.00023571 0.00023598 0.00023605 0.00023584

22,000 0.00027583 0.00026688 0.00026433 0.00026290 0.00026749

24,000 0.00027778 0.00027468 0.00027696 0.00027021 0.00027491
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As a combination of the filtered field and subgrid scale field, the

complete velocity field would be obtained. The subgrid scale

Reynolds stress (SGSRS) can be decomposed into three sets of terms:

τ ij � (�ui�uj − �ui�uj) + (�uiu′
j − �uju′

i) + u′
iu

′
j (12)

Until now, the most widely used subgrid scale model is

proposed by Smagorinsky (1963). It is an eddy viscosity

model which marks the beginning of LES, and it is given as:

τ i,j − 1
3
τkkδij � −2μt�Sij (13)

�Sij � 1
2
(z�ui

zxj
+ z�uj

zxi
) (14)

where μt is the eddy viscosity, δij is the Kronecker delta, and �Sij is

the resolved strain rate tensor. The well-known Smagorinsky-Lily

model is directly equivalent to the Prandtl’s mixing length model,

which is used in the statistical turbulence modeling. The

corresponding mixing length is described as the following

expression:

μt � ρL2
s

∣∣∣∣�S∣∣∣∣ (15)
Ls � min (kd, CsV

1
3) (16)

In Eq. 15, |�S| �
�����
2�Sij�Sij

√
is a measure of the velocity gradient.

Cs represents the Smagorinsky constant, and Cs = 0.18 is the

most commonly used value.

2.4 Boundary conditions and assumption

In this paper, ANSYS Fluent is utilized for the simulation.

The boundary conditions are pressure inlets and pressure outlet,

and steam is used as the working fluid for the simulation,

assuming an ideal gas. The corresponding specific heat is

2014 J/kg·k, thermal conductivity is 0.0261 w/m·k, viscosity is

1.34 kg/m·s × 105 kg/m·s and molecular weight is 18.01534 kg/

kmol. The flow behavior near the wall is assumed to be

logarithmic, and the density-based solver is adopted with the

implicit formulation. Moreover, the wall is assumed as adiabatic

and the shear condition of the wall is set as no-slip. The

temperature of motive steam and suction steam are both set

at saturation, the appropriate turbulence boundary conditions

and other relevant numerical disposal are applied. According to

the convergence rule of LES method, the solution is considered to

be converged when the scaled residual is less than 10−5 and the

relative error of net mass flow rate is less than 0.5%.

3 Results and discussion

In all numerical calculations of the following sections, the

pressure of “discharged steam” is a fixed value (Pd = 1.9 kPa), and

Pd is kept constant (Ps = 1.8 kPa). However, Pm is varied from

8 kPa to 24 kPa (i.e., 6 kPa, 8 kPa, 10 kPa, 12 kPa, 14 kPa, 16 kPa,

18 kPa, 20 kPa, 22 kPa, and 24 kPa). The simulation results are

FIGURE 4
Variation of entrainment ratio with motive steam pressure.

TABLE 3 Entrainment ratio.

Ps (Pa) 6,000 8,000 10,000 12,000 14,000

Entrainment ratio 0.64695 0.85212 0.70327 0.55469 0.53892

Ps (Pa) 16,000 18,000 20,000 22,000 24,000

Entrainment ratio 0.33121 0.28352 0.24,837 0.25454 0.24114

FIGURE 5
Variation of mass flow rates with motive steam pressure.

Frontiers in Energy Research frontiersin.org

Ren et al. 10.3389/fenrg.2022.1008927

157

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.1008927


discussed and analyzed after collecting data under ten sets of

conditions, and the effect of Pm on the interior flow field of TVC

is obtained as follows.

3.1 Entrainment ratio

The performance of LT-MEE system could be represented by

GOR (gained output ratio), which is defined as the ratio of gross fresh

water production to themotive steam supplied externally, like Eq. 17.

GOR � Md

Mm +MNCG
(17)

where Md represents the mass flow rate of the discharged

steam, Mm is the mass flow rate of motive steam, MNCG is the

mass flow rate of the steam extracting the non-condensable

gas, and n is the number of effects of LT-MEE plant. The

entrainment ratio ε is a key indicator in evaluation of the

performance of TVC, and it is defined as,

ε � Ms

Mm
(18)

whereMs is the mass flow rate of the suction steam. Therefore, as the

ratio ofMs toMm, εhas a relationshipwithGOR.Ps andPd are set to be
constant, while Pm is set to be variable ranging from 6 kPa to 24 kPa.

Table 1 gives the correction of motive steam mass flow rate,

and Table 2 shows the correction of suction steammass flow rate.

The entrainment ratios are shown in Table 3, and they were

obtained by mean Mm and Ms. As shown in Figure 4, as Pm
increases, the entrainment ratio rises dramatically in the early

stage, from 0.647 at 6 kPa to the peak of 0.852 with Pm of 8 kPa.

Then the entrainment ratio shows a downward trend when Pm
continues to go up till 12 kPa, where the ratio plummets to 0.555.

Though the ratio vibrates to 0.539 at 14 kPa, it drops to 0.331 at

FIGURE 6
Contours of pressure with motive steam pressure. (A–E) show the contours of pressure with motive pressure Pm = 8000 Pa, 12000 Pa,
16000 Pa, 20000 Pa, and 24000 Pa respectively.
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16 kPa and starts to fluctuate between 0.284 and 0.241 within the

range of 16 kPa and 24 kPa.

As illustrated in Figure 5, Mm almost grows linearly from

0.000282 kg/s to 0.00114 kg/s with the increase of Pm. In

addition, when Pm increases to 8 kPa, Ms shows an upward

trend from 0.000182 kg/s to 0.000332 kg/s. Then, as Pm
continues to grow, Ms starts to decline to 0.000262 kg/s and

then fluctuates between 0.000236 kg/s and 0.000267 kg/s. When

Pm is 8 kPa, it’s worth noting that the ratio ofMs–Mm reaches to

maximum due to the minimum difference between them so that

the entrainment ratio nearly reaches the peak under this

condition.

3.2 Pressure profile

Effect of motive steam pressure on the pressure profile is

discussed in this section, the pressure contours are displayed

from Figures 6A–E. Several simulations are carried out by

increasing motive steam pressure from 8 kPa to 24 kPa while

the other boundary conditions are kept constants.

As can be seen from Figure 6, static pressure instantaneously

drops at the throat of the nozzle, and shock waves are formed by the

interaction between the expansion wave and the compression wave

near the exit of nozzle. The presence of shock waves indicates the

phenomenon of stratification between motive steam and suction

steam at outlet of the nozzle, and the two streams do not mix at the

moment. With the development of shock waves, there are periodic

plunge in pressure and surge in velocity of motive steam, and the

near-wall static pressure of suction steam is increasing

simultaneously. Moreover, the mixability and viscosity of mixed

steam could definitely lead to the weakening in strength of the shock

waves. In the diffuser, there is a slight rise in pressure at the exit due

to the disturbance of mixed steam.

For the case with Pm of 8 kPa, the shock waves are generated

both in the nozzle and the mixing chamber. As Pm increases, the

FIGURE 7
Contours of velocity withmotive steam pressure. (A–E) show the contours of velocity withmotive pressure Pm= 8000 Pa, 12000 Pa, 16000 Pa,
20000 Pa, and 24000 Pa respectively.
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number of shock waves continues to grow and the length of shock

chain along the ceterline also increases, and the original location

where shock wave starts to generate moves downstream. Besides,

the position of the pressure-rise moves upstream from the diffuser

to the straight part of the mixing chamber, it demonstrates that the

pressure rise has been achieved in a smaller area.

3.3 Velocity profile

From the velocity contours in Figure 7, motive steam is

accelerated to supersonic speed in the nozzle, and internal energy

is transferred into kinetic energy during the process. Suction steam is

entrained into the suction chamber from the other inlet, then the

mixed steam undergoesmultiple velocity oscillation process through

shock waves in themixing chamber and finally jet out. In themixing

chamber, the occurrence of elliptical structures is often referred to

the “diamond waves”, which can be observed. This phenomenon

could be explained by the imperfect expansion of the jet at the nozzle

exit section. In addition, the formation of the shock waves is due to

the sharp increase in velocity at an extremely short distance. The

complex momentum exchanges between the two streams of steam,

resulting in the formation of “diamond waves”. The phenomenon is

reflected by a chain of oscillations of theMach number and pressure

along the centerline in the mixing chamber. As Pm increases, the

number of “diamond waves” significantly increases and the

distribution region expands as well. Especially, in Figure 7A,

when Pm is 8 kPa, the initial formation of the “diamond waves”

could be clearly seen. This phenomenon will definitely promote the

energy transfer between the high-velocity motive steam and the

suction steam. However, with the increase of “diamond waves”

chain length, the excessive length and quantity of shock waves

aggravate the energy dissipation. Additionally, it is worth noting that

the location where the pressure surges and the velocity sharply

declines is approximately the same. Besides, it is also the location

where the “diamond waves” begin to generate.

FIGURE 8
Contours of vortex core with motive steam pressure. (A–E) show the contours of vortex core with motive pressure Pm = 8000 Pa, 12000 Pa,
16000 Pa, 20000 Pa, and 24000 Pa respectively.
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3.4 Vortex core distribution

In order to identify and visualize the features of the

vortex, normalized Q criterion is applied to the simulation

on the basis of that the minimum pressure appears in the

vortex core. Fluid deformation can be described by the

velocity gradient tensor, which is separated into vortex

tensor and strain rate tensor (Bai et al., 2019). Q criterion

is defined in Eq. 19.

Q � 1
2
(Ω2 − S2), s−2 (19)

Since vortex tensor dominates where vortex exists,

normalized Q criterion is

Qn � Q
1
2Ω

2 (20)

In Eqs. 19, 20,Ω represents the vortex tensor, and S indicates

the strain rate tensor. According to the equation, the value of

normalized Q is between -1 and 1, and an optimal value in this

range is selected to identify the vortex core in the flow field.

Figure 8 shows the distribution of vortex core in the TVC. As

can be seen in Figure 8 (a), vortex cores are mainly generated in

the area near the nozzle exit, in the constant area section of the

mixing chamber and in the diffuser. The regular-shaped vortex

cores are generated in pairs near the exit of nozzle, and the

distribution of vortex core in the mixing chamber is relatively

close to the center axis. It is worth noting that the distribution is

in good symmetry in the mixing chamber due to the low mixed

degree between motive steam and suction steam. As the flow

proceeds, the interaction between two waves of steam is

enhanced, the steam is fully mixed and the energy is

dissipated, consequently the shapes of the vortex cores

FIGURE 9
Contours of turbulent viscosity withmotive steam pressure. (A–E) show the contours of turbulent viscosity withmotive pressure Pm= 8000 Pa,
12000 Pa, 16000 Pa, 20000 Pa, and 24000 Pa respectively.
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become irregular in the diffuser. Moreover, the vortex cores are

asymmetrically located in the area relatively closer to the wall in

the diffuser than those in the mixing chamber, and the fusion

phenomenon of multiple vortexes occurs at the moment.

Considering the effect of Pm, as can be noticed from

Figure 8, when Pm increases, the location where vortex

cores generated moves downstream gradually. Besides, the

region that the vortex cores existing is more likely to get larger

in the contraction section of the mixing chamber. The cores

grow layer by layer, and the effect of interaction diminishes

with the increase of distance between vortex cores. However,

when Pm is greater than 0.02 MPa, no more original vortex

cores will be generated in the diffuser.

3.5 Subgrid turbulent viscosity

Turbulent viscosity stands for the intense eddy diffusion

caused by random fluctuations when the fluid is turbulent. In

other words, it is actually referring to the high momentum

transfer rate resulted from the random motion of fluid

particles driven by the vortex. In fact, the generation of

vortexes and the intense mixing between vortexes are the

main ways of mass transfer, which is much greater than the

effect of molecular motion.

In purpose of evaluation of energy dissipation, subgrid

turbulent viscosity is obtained under various operating

pressure conditions. In Figure 9, the energy dissipation

caused by vortex diffusion mainly occurs near the wall in

the entire TVC, and the maximum turbulent viscosity appears

inside the nozzle, near the nozzle outlet and in the diffuser.

Particular attention is paid to Figure 9 (b), by comparing with

the results of vortex cores distribution, it is found that the

maximum turbulent viscosity position is consistent with the

region where vortex cores are generated.

Since the attenuation of turbulent motion is caused by the

viscosity, the hindrance to the flow is strengthened and the

kinetic energy is converted into heat with the increase of

viscosity. The large-scale vortex absorbs energy from the time-

averaged flow and transmits it to the small-scale vortex step by

step, and the turbulent kinetic energy is converted into

thermal energy simultaneously. Although the energy of

small-scale vortexes is fairly low, most of the energy will be

dissipated by them, particularly those near the wall.

Figure 9 depicts the effect of Pm on the turbulent viscosity. It

can be clearly seen that the high-viscosity region is enlarged with

the rise of pressure, which are proportional to the zone of vortex

cores formation. As Pm rises, the energy dissipation increases as

well. Besides, when Pm is greater than 0.016MPa, the reduction of

turbulent viscosity in the diffuser is related to the absence of

vortex cores at this time, as given in Figures 9C–E.

3.6 Vortex iso-surface

With regard to the visualization of the vortexes, as shown

in Figures 10, 11, the 2D iso-surface and 3D iso-surface will be

identified by Q criterion, respectively. In general, the vortexes

generated in the contraction section of the mixing chamber

seem to be more symmetrical, and then they break up into

FIGURE 10
2D vorticity iso-surface.

FIGURE 11
3D iso-surfaces identified by Q criterion.
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smaller ones, move downstream and transfer energy between

each other. In the turbulent fluid, the kinetic energy is

gradually passed from the large energy eddies to the small

dissipative eddies, and the process is also termed as energy

cascade. Most obviously, due to the fluctuations in velocity

and a wide distribution of length scales, the mixing within the

turbulent flow is much stronger than that in the laminar flow.

During the mixing process, a large amount of energy, mass

and heat exchange occurs between them, resulting in a

relatively unstable flow field. Additionally, the turbulence is

composed of vortexes in different scales, and the large-scale

vortex obtains energy from the mainstream and transmits

energy to the small-scale ones through the transformation

between vortexes. Eventually, the small-scale vortex gradually

disappears with the dissipation of energy, and a complex

vorticity field is finally formed downstream due to the

suction of the ejected steam.

As illustrated in Figure 10, it is found that clumps of fluid

particles, also can be called eddies, they generate, interact,

break up, and reform in the turbulence. The length scale of

these eddies varies from the overall scale of the flow to the

microscale, which is much larger than the mean free-path of

molecules. Thus, the continuum hypothesis could be applied

where viscosity plays a dominant role and turbulent kinetic

energy is dissipated into heat. Most of the turbulent kinetic

energy is contained in the integral length scales, which are the

largest scales in an energy spectrum. In other words, the

distribution of turbulent kinetic energy is according to the

length scale.

In order to improve and detail the visualization of the

spatial vortex, as can be noticed from Figure 11, the “Q

criterion” vortex identification technique is introduced to

identify the vortex structure based on the 3D vortex iso-

surface. The “Q criterion” is given by the expression in Eq. 13.

Since “Q” parameter is entirely computed within the whole

domain, it is composed of both negative and positive values.

When the strain rates are larger than the vorticity rates, Q

shows negative values and vice versa. By taking positive

values of Q, it represents that more vorticity occurs than

the strain in this flow region. Additionally, it is the

characteristic of turbulent coherent structures.

In Figure 11A, a large number of vortexes in different

scales are distributed within the TVC when “Q” is relatively

small. With the increase of Q value, the small-scale vortex with

low intensity is eliminated and the large-scale vortex with high

intensity is screened out gradually. Therefore, as illustrated in

Figure 11C, the large-scale vortexes are mainly distributed in

the exit area of the nozzle, the constant area section of mixing

chamber and diffuser. By comparison with Figure 11A, the

large-scale vortexes are randomly located along the axis in

different morphology while the small-scale ones are

distributed near the wall.

Furthermore, it’s worth noting that the typical structure

“Ring Vortices” are generated in the area near the nozzle exit

due to the annular shear layer formed between the motive

steam and the suction steam. According to the cross-

directional Kelvin–Helmholtz instability, the shear layer

immediately rolls up downstream. In the iso-surface of Q

criterion figures, these vortex rings undergo pairing or

merging procedure downstream before breaking up into

smaller ones.

4 Conclusion

An investigation on pressure parameter of TVC is carried

out to discuss and analyze its interior flow field employing LES

method, which could provide more turbulent properties than

previous RANS approach, and the following conclusions can

be summarized.

• The initial formation of “diamond waves” in the nozzle

is the primary reason for promoting the heat transfer

between the two waves of steam. However, excessive

shock waves could significantly lead to the entrainment

ratio decline of TVC.

• The regular-shaped vortex cores generated in the area near

the nozzle exit are almost in pairs close to the center axis

while those in the diffuser are asymmetrically located near

the wall. As Pm increases over 20 kPa, there are no more

vortex cores in the constant-area mixing section and

diffuser. When Pm rises 50% from 8 kPa to 20 kPa, the

number of vortex inside the diffuser drops to a half.

• The energy dissipation caused by vortex diffusion mainly

occurs near the wall in the entire TVC, and the maximum

turbulent viscosity appears inside the nozzle, near the

nozzle outlet and in the diffuser. Moreover, the

maximum turbulent viscosity location is consistent with

the region where vortex cores are generated.

• The simulation of TVC by LES could provide more

turbulent properties which cannot be obtained from

RANS approach. The large-scale vortexes are

primarily located along the axis in different

morphology while the small-scale ones are randomly

distributed near the wall. 3D iso-surfaces identified by Q

criterion helps to capture and visualize more small-scale

vortexes, superiority to 2D vorticity.
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Nomenclature

Abbreviations

dt Throat diameter of the nozzle [mm]

de Diameter of nozzle exit [mm]

d3 Diameter of constant section [mm]

T Temperature [K]

G Filter kernel

V Control volume

τi,j Subgrid scale Reynolds stress [Pa]

μt Eddy viscosity [Pa.s]

δij Kronecker delta

�Sij Resolved strain rate tensor [N]

λ Superficial isentropic velocity [m/s]

Pm Motive steam pressure [Pa]

Ps Suction steam pressure [Pa]

Pd Discharged steam pressure [Pa]

Vm Motive steam velocity [m/s]

Vs Suction steam velocity [m/s]

Vd Discharged steam velocity [m/s] Ω Vortex tensor [N]

S Strain rate tensor [N]

Subscripts

t Nozzle

e Nozzle exit

3 Constant section

in Inlet

out Outlet

m Motive steam

s Suction steam

d Discharged steam

LT-MEE Low-temperature multi-effect evaporation

TVC Thermal vapor compressor

GOR Gained output ratio

LES Large eddy simulation

RANS Reynolds Averaged Navier-Stokes

DNS Direct Numerical Simulation
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Multi-objective optimization problems (MOPs) are commonly confronted in

various fields, such as conditionmonitoring for renewable energy systems, and

ratio error estimation of voltage transformers. With the increase in decision

variables of MOPs, their exponentially growing search spaces are challenging

for existing evolutionary algorithms. To handle this challenge, this paper

suggests a coarse-to-fine large-scale evolutionary multi-objective search,

called CF-LEMO. In the coarse search phase, CF-LEMO performs evolutionary

search on both the original and transformed large-scale MOPs alternately,

accelerating the population to approach the Pareto-optimal fronts. In addition,

to alleviate the issue of diversity loss, we design a diversity preservation

mechanism to preserve a well-distributed archive to support subsequent

fine search. In the fine search stage, CF-LEMO conducts local search on

the current population to mine high-quality solutions, which are used to

update the population and archive. Then, based on the archive, the multi-

objective optimization based on decomposition is employed to evolve all

decision variables, so as to obtain a population with good convergence and

diversity near the Pareto-optimal fronts. To assess the effectiveness of the

proposed CF-LEMO, we compare its performance against four representative

baseline algorithms on a benchmarks suite LSMOP1-LSMOP9 with 2 and 3

objectives. The empirical results confirm its super performance by significanlty

outperforming all the four competitors on 12 out of 18 benchmarks. Moreover,

the experiments demonstrate the superior performance of CF-LEMO in sovling

multi-objective ratio error estimation problems with up to 6,000 decision

variables.
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voltage transformers, ratio error estimation, multi-objective optimization, evolutionary

optimization, large scale
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1 Introduction

Multi-objective optimization problems (MOPs) are common
in diverse fields (Abdel-Basset et al., 2021; Li T. et al., 2021;
Jiang et al., 2021; Wang et al., 2021; Liao and Li, 2022;
Zong et al., 2022). For instance, ratio error (RE) estimation
of voltage transformers involves three conflicting objectives,
e.g., the total time-varying REs, the sum of the RE variation,
and the variance of the phase angle RE variations (Fadaee
and Radzi, 2012; He et al., 2020). Scheduling workflows for
cloud platforms need to balance makespan and monetary cost
(Chen et al., 2021; Belgacem and Beghdad-Bey, 2022). They are
mathematically constructed as:

P1:{
Minimize ⃗f (x⃗) = [f1 (x⃗) , f2 (x⃗) ,…, fm (x⃗)] ,
S.t. x⃗ ∈Ω,

(1)

where x⃗ = (x1,x2,…,xn) denotes a decision vector, m and

n respectively indicate the count of objectives and decision
variables, Ω ⊆ ℝn represents MOP’s feasible area. The objective
function ⃗f(x⃗) is to map each n-dimensional feasiable decision
vector to anm-dimensional objective vector.

Real-world MOPs often involve hundreds or thoudsands of
decision variables, which are generally termed large-scale MOPs
(LSMOPs). With the increase in decision variables of an LSMOP,
its search space grows exponentially and fitness landscape
becomes more complex. During the past 3 decades, the studies
on large-scale multi-objective optimization have attracted
increasing enthusiasms, and evolutionary algorithms have
been extensively accepted as one practical technique to resolve
LSMOPs (Yi et al., 2020; Hong et al., 2021; Omidvar et al., 2021;
Tian et al., 2021). So far, scholars have suggested a large number
of evolutionary optimization approaches to solve LSMOPs,
and these existing approaches can be roughly partitioned into
three categories (Tian et al., 2021): powerful search mechanism,
decision variable decomposition, and problem transformation.

The first category is to develop powerful search mechanisms
to reproduce superior quality offspring populations by evolving
all the decision variables. For instance, to tackle thousands of
decision variables, Hong et al. used a probabilistic prediction
model to enhance population convergence while employing
importance sampling to maintain the population diversity
(Hong et al., 2022). Ghorbanpour et al. proposed an integer
programming-based initialization, crossover, and mutation
operators to resolve multi-objective energy disaggregation
problems (Ghorbanpour et al., 2021). Yang et al. suggested a
fuzzy evolution strategy to blur LSMOPs’ decision vectors to
compress the search space, such accelerating the convergence
of populations (Yang et al., 2021). Huang et al. suggested an
ensemble of multiple offspring reproduction and environmental
selection operators to handle the massive volume of search
space in the voltage transformer ratio error estimation

problems (Huang et al., 2021). Rizk et al. suggested a multi-
orthogonal opposition scehme to diversify offspring solutions
(Rizk-Allah et al., 2020). Li et al. formulated the power flow
optimization with uncertain wind and solar energy into multi-
objective problems, and introduced constraint handle technique
to resolve it (Li et al., 2022). Kropp et al. proposed a sparse
population sampling approach to initialized population for large-
scale sparse multi-objective algorithms (Kropp et al., 2022).
Liu et al. employed a feedforward neural network to learn a
gradient-descent-like direction to reproduce offspring solutions
for efficiently tackling LSMOPs (Liu et al., 2022).

The second category is based on decision variable
decomposition. The approaches belonging to this category
often divide the decision variables into multiple groups,
and then evolve the decision variables in different groups
alternately. For instance, Antonio et al. suggested to randomly
divide decision variables into multiple groups, and employed
the cooperative coevolutionary framework to evolve each
group of decision variables (Antonio and Coello, 2013).
Sander et al. employed differential grouping techniques
Omidvar et al. (2017) to detect the interactions among decision
variables, and assigned the ones interating with each other into
the same group (Sander et al., 2018). There also exist some
works (Ma et al., 2016; Zhang et al., 2018; Chen et al., 2020)
performing variable analysis to decompose decision variables.
Yang et al. suggested a coarse-to-fine decomposition to divide
the reservoir flood control problem into a sequence of sub-
problems being solved simultaneously (Yang et al., 2022).
Although random grouping approaches are simple and easy,
they ignore the interactions among decision variables, which
likely push the populations to local optimal regions. Besides, the
differential grouping technique and variable analysis consume
considerable function evaluations to group decision variables,
which is inefficient to solve real-world LSMOPs.

The third category is to reformulate the original LSMOPs
into simplified ones, and perform evolutionary search on both
the original and transformed problems. For instance, Zille
et al. suggested a weighted optimization framework (WOF)
to transform orginal LSMOPs into small-scale multi-objective
weight optimization problems by assigning a weight to the
decision variables in the same group (Zille et al., 2018). Liu et al.
improved WOF using a random dynamic grouping approach
to adjust group size and a multiple search strategies assisted
particle swarm optimization (Liu et al., 2020). Li et al. integrated
the problem reformulation technique with decomposition-based
MOEAs to handle the growing complex relationships among
decision variables (Li L. et al., 2021). He et al. used the decision
vectors of obtained solutions to reformulate the original LSMOPs
into small-scale single-objective problem (He et al., 2019). Qin
et al. suggested to perform directed sampling on solutions nearer
to ideal point for assisting reproducing an offspring population
(Qin et al., 2021).
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Compared with the other two categories of approaches,
problem reformulatation-based approaches are more prevalent
in solving real-world LSMOPs (Feng et al., 2021). On the one
hand, the search spaces of LSMOPs can be drastically compressed
by suitable reformulatation functions to improve algorithms’
search efficiency. On the other hand, problem reformulatation
approaches are handy for inseparable LSMOPswithout deliberate
handling interactions among decision variables. However, these
approaches accelerate the population to only a tiny fraction of
the Pareto-optimal front. Besides, local search shows competitive
capability in solving large-scale single-objective optimization
problems and small-scale MOPs (Tseng and Chen, 2009;
Chen et al., 2015), but is rarely used to solve large-scale MOPs.
Furthermore, recent study (Pang et al., 2022) pointed out a
counterintuitive observation that traditional EMO algorithms
performs better than state-of-the-art LEMO algorithms on some
LSMOPs.

Inspired by the above existing works, we develop a coarse-
to-fine evolutionary search to handle exponentially growing
search spaces of LSMOPs. The proposed CF-LEMO first
carries out coarse search in the simplified search spaces to
quickly approximate a tiny fraction of the Pareto-optimal front.
Meanwhile, to alleviate the issue of diversity loss during coarse
search process, a diversity preservation mechanism is designed
to maintain the archive based on fitness between solutions
and subproblems, such preserving a well-distributed archive
for the subsequent fine search. Then, CF-LEMO leverages
traditional MOEAs, such as local search and decomposition
based MOEAs, to perform fine search on the results of coarse
search, so as to obtain a population with well diversity and
convergence.

We organize this paper as follows. Section 2 elaborates
the proposed CF-LEMO, including problem transformation,
pseudo-codes, and descriptions. Then, Section 3 provides
comparison experiments on benchmark functions and ratio
error estimation of voltage transformers to verify CF-
LEMO’s effectiveness. At last, this paper is concluded in
Section 4.

2 Algorithm design

This section introduces the transformation method to
reformulate the LSMOPs, and details the proposed CF-LEMO.

2.1 Problem transformation

We divide the large-scale decision variabels into g groups,
denoted as (G1,G2,…,Gg), and assign a weight wk to the
decision variables in the kth group Gk. Referring to works
(Yang et al., 2008; Zille et al., 2018), given a fixed decision vector
x⃗, we employ a transformation function ψ(w⃗, x⃗) to reformulate
the original LSMOP in (1) as a small-scalemulti-objective weight
optimization problem as follows.

P2 :

{{{{{
{{{{{
{

Minimize ⃗fx⃗ (w⃗) = [f1,x⃗ (w⃗) , f2,x⃗ (w⃗)) ,…, fm,x⃗ (w⃗)] ,
S.t. w⃗ ∈Φ ⊆ ℝn,

fj,x⃗ (w⃗) = fj (ψ (w⃗, x⃗)) , j ∈ {1,2,…,m} ,
ψ (w⃗, x⃗) ≔ (w1 ⋅G1,w2 ⋅G2,⋯ ,wg ⋅Gg) ,

(2)

Figure 1 provides an intuitive example to the illustrate the
transformation function. Suppose an MOP has ten decision
variables x⃗ = {x1,x2,…,x10}, which are divided into three
groups, denoted as G1 = {x5,x2,x1,x7}, G2 = {x3,x8,x9,x6}, and
G3 = {x10,x4}. For a given decision vector x⃗, after assigning a
weight to all the variables in one group, the 10-dimensional
problem is transformed into a 3-dimensional problem.

Using the above transformation method, an n-dimensional
LSMOP is reduced into onewith g decision variables. If it satisfies
g≪ n, the dimensionality of the original LSMOP is reduced
substantially.

2.2 Description of CF-LEMO

The main process of the proposed CF-LEMO are
summarized in Algorithm 1. CF-LEMO’s main inputs include
the original problem, transformed problem, population size,
and termination condition. After CF-LEMO finishes the
optimization process, it output a population for decisionmakers.

As illustrated in Algorithm 1, CF-LEMO starts with
initializing a set of weight vectors, a random population, and
an empty archive. Notice that the ith element Ai of the archive
stores the solution reserved by the ith weight vector.

In the coarse search phase (Lines 5–21), CF-LEMO
consumes α (0 < α < 1) of the total function evaluations to search
original space and transformed space in turn. When searching
the original space, CF-LEMO performs variantion operator on

FIGURE 1
An example of the transformation function.
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Algorithm 1. Themain process of CF-LEMO.

all decision variables to obtain an offspring population and
environmental selection operator to update the population
(Lines 6–8). It also updates the archive using the current
population (Line 9), and selects m+ 1 well-diversified solutions
(Line 10) to support the search of transformed space.The selected
m+ 1 solutions include m extreme solutions and one solution
with the maximum acute angle to these extreme solutions.
Then, CF-LEMO searches the transformed space as follows.
For each selected solution, it evolves the weight vector of the
transformed LSMOPs to reproduce a weight population (Line
14), and applies each weight vector to the selected solution to
obtain the corresponding solution in the original space (Line
18). Also, the new generated solutions by evolving the weight
vector will update the archive (Line 21).

In the fine search phase (Lines 22–32), CF-LEMO consumes
β− α (α < β < 1) of the total function evaluations to perform
local search (Lines 23–25). During this sub-phase, CF-LEMO
reproduces an offspring population by perturbing the decision
variables one by one (Line 23), and update the population and
archive (Lines 24–25). After the local search, the algorithm
merges the population P and the archive A. If the ith solution Ai
in the archive is better than the ith solution Pi in the population,
Ai will replace the Pi. After that, CF-LEMO employs the
decomposition based MOEA to further search well-diversified
and well-distributed solutions using the remaining function
evaluations.

The pseudo-code of the function UpdateArchive() is briefly
shown in Algorithm 2. Its main inputs are the current
population, the archive, and the set of weight vectors. After this
function runs, a new archive will be returned.

Algorithm 2. Function UpdateArchive().

As illustrated inAlgorithm 2, functionUpdateArchive() first
assigns each solution in the population P to the weight vector
with the best fitness (Line 2). Note that Aj stores all the solutions
assigned to the jth weight vector. Then, this function traverses
the solution set assigned to each weight vector, and retains
a solution with the best fitness value for each weight vector
(Lines 4–6).

3 Experiment studies

In this section, we verify the performance of CF-LEMO by
comparing it with four baselines in the context of a complicated
benchmark functions and 5 test cases on ratio error estimation
of voltage transformers.

3.1 Experimental setup

Comparison algorithms: We choose four relevant baseline
MOEAs for performance comparison: WOF (Zille et al., 2018),
NSLS (Chen et al., 2015), CCGDE3 (Antonio and Coello, 2013),
and NSGA-III (Deb and Jain, 2014). WOF suggests a weighted
optimization framework to transform large-scale decision
variables into small-scale weight variables, and employs
existing MOEAs to successively optimize the original and
transformed problems during each iteration. NSLS employs a
local search mechanism to reproduce offspring population, and
is a representative MOEAs based on local search. CCGDE3
embeds a cooperative coevolution mechanism into existing
MOEAs to handle large-scale decision variables. NSGA-
III is the recent version of the popular multi-objective
optimization algorithm NSGA-II, and NSGA-III employs a
reference-vector-based selection mechanism to balance the
convergence and diversity for the solutions in the last accepted
front.

Significance test: Similar to existing works (Chen et al., 2019;
Wang et al., 2019; Ishibuchi et al., 2022; Lin et al., 2022), we
adopt the Wilcoxon’s ranksum test with a confidence level of
0.05 to distinguish the statistical significance between the CF-
LEMO and the corresponding competitors. The signs + , − , and
≈ respectively represent that the correspondingMOEA performs
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significantly better, worse, and similar to the CF-LEMO on a test
case.

Benchmark functions: LSMOP1-LSMOP9 (Cheng et al., 2017)
are tailored for meansure the performance of MOEAs in
solving large-scale MOPs. They reflect challenges in real-world
applications, such as complex relationships among decision
variables and inhomogeneous correlations from decision
variables to objectives.

Population size: The population sizes of 2- and 3-objective
benchmark functions are set to 100 and 190, respectively.

Stop Condition: Similar to works (Deb and Jain, 2014;
Chen et al., 2015; Zille et al., 2018), the maximum number of
fitness evaluations is set to n× 104, where n is the number of
decision variables.

Metrics: The inverted generational distance (IGD)
(Zitzler et al., 2003) and hypervolume (HV) (While et al., 2006)
are employed for performance measurement. Both the IGD
and HV metrics are capable of simultaneously measuring
the convergence and diversity of the populations obtained
by MOEAs. When caculating the IGD metric, about 10,000
uniformly distributed Pareto optimal points on the PF are
sampled for each benchmark function. Besides, the HV metric
refers to the volume of objective space construted by a reference
vector and the objective vectors of the obtained solutions. The
reference vector is set as 1.5 times the upper bounds of each
benchmark function’s PF.

All the experiments are run on a workstation with 64-bit
operating system, 256 GB memory, two Intel(R) Xeon(R) Gold
6226R CPU @ 2.90GHz.

3.2 Comparison on benchmarks

In terms of IGD metrics, the average values and standard
deviations (in brackets) of the algorithms CF-LEMO, WOF,
NSLS, CCGDE3, and NSGA-III are summarized in Table 1.

As illustrated in Table 1, the proposed CF-LEMO poses
better overall performance than all the four comparisonMOEAs.
Specifically, CF-LEMO obtains 14 out of 18 lowest IGD values,
while comparison algorithms WOF, NSLS, CCGDE3, and
NSGA-III respectively only obtain 1, 3, 0, and 0 best results.These
numerical results demonstrate the competitive performance of
the CF-LEMO in solving complex LSMOPs.

The main difference between CF-LEMO and WOF is that
the proposed CF-LEMO employs an archive to store a set
of well-diversified solutions to support fine search, and a
multi-objective local search to improve the results of coarse
search. The comparison results in Table 1 show that CF-LEMO
significantly outperforms WOF except for the tri-objective
LSMOP3.The comparison results demonstrate that the proposed
components in CF-LEMO, i.e., diversity maintaince and local
search mechanism, is effective.

NSLS is a multi-objective optimization algorithm based on
local search. In each generation, it perturbs the decision variables
one by one to obtain an offspring population. It poses the best
performance among the four comparison algorithms, but it is
far inferior to CF-LEMO proposed in this paper. This can be
explained as that even if local search has strong exploitative
ability, simple local search based MOEA is difficult to cope with
the exponential growth of search space.

For baseline CCGDE3 employing cooperative
coevolutionary framework to deal with the large-scale decision
variables, it performs the worst among the five algorithms.
This can be explained as that the relationships among
decision variables of LSMOPs and the landscapes are complex.
The random grouping mechanism in CCGDE3 divides the
interacting decision variables into the same group with very
low probability, which seriously weakens the performance of
the cooperative coevolutionary framework. The comparison
between CF-LEMO and CCGDE3 shows that the problem
transformation-based mechanism is more effective than the
cooperative coevolutionary framework in dealing with complex
LSMOPs to a certain extent.

NSGA-III is a representative multi-objective optimization
algorithm, which has been widely used for experimental
comparison. Recent study (Pang et al., 2022) shows that in
the benchmark suite LSMOP1-LSMOP9 (Cheng et al., 2017),
the NSGA-III performs better than many recent large-
scale multi-objective optimization algorithms. As shown in
Table 1, CF-LEMO is much better by significantly outperming
NSGA-III on 17 out of the 18 benchmark functions. These
comparison results demonstrate the superior performance of
CF-LEMO over the traditional multi-objective optimization
algorithms.

Figure 2 depicts the populations with the lowest IGD values
obtained by the five algorithms on LSMOP1, LSMOP2, LSMOP6,
and LSMOP8 with 200 decision variables.

As can be seen in Figure 2, on the four benchmark functions,
the populations obtained by CCGDE3 are far away from their
PFs, indicating poor convergence of the CCGDE3. These are
consistent with the extremely high IGD values of CCGDE3 in the
Table 2. Compared with the CCGDE3, the other four MOEAs,
i.e., CF-LEMO,WOF, NSLS, andNSGA-III, can converge to near
PFs.

More specifically, the proposed CF-LEMO performs better
than all the comparison MOEAs in terms of both convergence
and diversity. For example, on bi-objective LSMOP1 with a
linear PF, the diversity of CF-LEMO is similar to that of
WOF, while CF-LEMO obviously has better convergence. For
NSGA-III, its output population only converges to two extreme
points. For NSLS, it poses poor convergence and diversity near
the two extreme points. On benchmark function bi-objective
LSMOP6, the advantage of CF-LEMO is more obvious. The
population obtained by CF-LEMO can approximate PF as a

Frontiers in Energy Research frontiersin.org

170

https://doi.org/10.3389/fenrg.2022.988772
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/journals/energy-research#articles


Li et al. 10.3389/fenrg.2022.988772

TABLE 1 IGD values of the five algorithms on benchmarks LSMOP1-LSMOP9with 2- and 3-objectives.

MOPs m n CF-LEMO WOF NSLS CCGDE3 NSGA-III

LSMOP1 2 200 3.5721e-3 (6.26e-7) 4.0640e-1 (5.70e-2) − 2.8967e-2 (1.21e-2) − 2.9242e+0 (4.57e-1) − 3.5425e-1 (1.24e-1) −
3 300 4.1363e-2 (2.62e-4) 1.9224e-1 (1.76e-2) − 4.4535e-2 (1.45e-3) − 6.4217e+0 (7.64e-1) − 2.1476e-1 (4.81e-2) −

LSMOP2 2 200 3.7525e-3 (2.64e-5) 2.2230e-2 (8.97e-4) − 4.2293e-2 (1.85e-3) − 1.4543e-1 (4.58e-3) − 3.9852e-2 (2.00e-3) −
3 300 4.1704e-2 (3.04e-4) 6.6304e-2 (4.28e-3) − 6.5776e-2 (1.71e-3) − 9.7285e-2 (2.67e-3) − 4.7609e-2 (3.39e-4) −

LSMOP3 2 200 5.7079e-1 (6.99e-2) 6.4864e-1 (3.48e-2) − 5.1349e-1 (7.77e-2) + 1.5080e+1 (2.03e+0) − 8.8952e-1 (4.36e-2) −
3 300 5.7489e-1 (3.45e-2) 4.4822e-1 (3.47e-2) + 6.8609e-1 (5.47e-2) − 1.5563e+1 (1.85e+0) − 5.5185e-1 (5.18e-2) +

LSMOP4 2 200 5.8247e-3 (4.32e-4) 6.4808e-2 (1.55e-3) − 4.8746e-2 (1.95e-3) − 1.9666e-1 (1.13e-2) − 5.9067e-2 (3.44e-3) −
3 300 5.9655e-2 (4.28e-3) 1.4883e-1 (5.09e-3) − 9.3747e-2 (2.03e-3) − 2.9609e-1 (8.28e-3) − 9.1643e-2 (2.16e-3) −

LSMOP5 2 200 4.2236e-3 (4.72e-5) 1.1382e-1 (8.98e-2) − 1.7429e-1 (4.12e-2) − 6.4831e+0 (6.14e-1) − 3.4296e-1 (6.81e-4) −
3 300 5.1746e-2 (1.54e-3) 4.6804e-1 (2.70e-2) − 1.4650e-1 (3.04e-2) − 7.9761e+0 (2.03e+0) − 3.1495e-1 (1.96e-2) −

LSMOP6 2 200 2.9515e-2 (6.80e-3) 5.3077e-1 (1.39e-1) − 6.2356e-1 (1.19e-1) − 9.2667e-1 (1.47e-2) − 5.9293e-1 (9.64e-2) −
3 300 5.4758e-1 (6.66e-2) 1.2078e+0 (3.11e-3) − 1.6849e+0 (1.92e-1) − 7.6340e+3 (4.20e+3) − 1.2883e+0 (3.21e-1) −

LSMOP7 2 200 9.0669e-1 (1.50e-1) 1.0352e+0 (2.64e-1) − 1.9918e+0 (3.12e-1) − 1.2365e+4 (3.78e+3) − 1.0993e+0 (3.59e-1) −
3 300 7.3720e-1 (1.07e-1) 8.6740e-1 (1.36e-2) − 9.3768e-1 (3.75e-2) − 1.5524e+0 (6.19e-2) − 9.3645e-1 (5.52e-2) −

LSMOP8 2 200 4.3096e-3 (1.98e-4) 1.3066e-1 (7.96e-2) − 1.1378e-1 (4.54e-2) − 5.8375e+0 (7.41e-1) − 3.4548e-1 (7.69e-4) −
3 300 5.1299e-2 (1.07e-3) 1.3638e-1 (2.15e-2) − 1.2270e-1 (9.99e-3) − 8.6378e-1 (1.16e-1) − 3.4423e-1 (3.43e-2) −

LSMOP9 2 200 6.2032e-1 (2.76e-1) 8.1004e-1 (3.10e-16) − 1.5261e-1 (3.45e-2) + 1.4655e+1 (5.81e+0) − 8.1004e-1 (5.18e-16) −
3 300 9.5934e-1 (3.22e-1) 1.1457e+0 (1.02e-3) − 3.5804e-1 (1.16e-1) + 4.3487e+1 (8.65e+0) − 1.2658e+0 (2.63e-1) −

− / + / ≈ — — — 17/1/0 15/3/0 18/0/0 17/1/0

TABLE 2 HV values of the five algorithms on solving TREE1-TREE6.

MOPs m n CF-LEMO WOF NSLS CCGDE3 NSGA-III

TREE1 2 3,000 8.5364e-1 (1.71e-4) 8.4862e-1 (3.70e-3) − 7.4950e-1 (1.89e-3) − NaN (NaN) − 8.5376e-1 (5.57e-5) ≈
TREE2 2 3,000 8.5653e-1 (2.93e-5) 8.5596e-1 (2.59e-4) − 7.7696e-1 (1.11e-3) − NaN (NaN) − 8.5305e-1 (1.11e-4) −
TREE3 2 6,000 8.8770e-1 (1.50e-5) 8.7725e-1 (6.39e-3) − NaN (NaN) − NaN (NaN) − 8.4309e-1 (8.84e-4) −
TREE4 2 6,000 9.6440e-1 (8.19e-5) 9.6296e-1 (1.18e-3) − NaN (NaN) − NaN (NaN) − 9.0754e-1 (1.25e-3) −
TREE5 2 6,000 9.3871e-1 (6.52e-5) 9.2726e-1 (8.28e-3) − NaN (NaN) − NaN (NaN) − 9.3207e-1 (4.13e-4) −
− / + / ≈ — — — 5/0/0 5/0/0 5/0/0 4/0/1

whole, while comparison algorithmsWOF, NSLS, and NSGA-III
only converge to a tiny part of the PF.OnLSMOP8with a concave
PF, the CF-LEMO outputs a set of superior-quality of solutions,
followed by NSLS and WOF, with CCGDE3 worest.

3.3 Comparison on ratio error estimation
of voltage transformers

To further study the performance of the proposal and
four comaprison MOEAs on a real-world application of time-
varying ratio error estimation (TREE) in voltage transformers
(He et al., 2020). We choose five LSMOPs with large-scale
decision variables and multiple conflicting objectives, termed

TREE1 to TREE6. To be specific, TREE1 and TREE2 have two
objectives and 3,000 decision variables, TREE3-TREE5 have two
objectives and 6,000 decision variables. We set the maximum
number of fitness evaluations as 3× 106 and 6× 106 for TREE1-
TREE2 and TREE3-TREE5, respectively.

Table 2 illustrates the statistics of HV results produced by
the five algorithms. The reason for the NaN results is that no
feasiable solutions are obtained by the corresponding MOEAs.
It is clear that the proposed CF-LEMO significantly outperforms
all the four competitors by obtaining the highest HV values in 4
out of the 5 application cases. Based on the experimental results
on TREE1-TREE6, it exhibits that the proposed CF-LEMO is
superior over baselines for resolving LSMOPs on ratio error
estimation of voltage transformers.
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FIGURE 2
Output populations of CF-LEMO, WOF, NSLS, CCGDE3, and NSGA-III on bi-objective LSMOP1, LSMOP2, LSMOP6, and LSMOP8.

4 Conclusion

In this paper, we design a coarse-to-fine evolutionary
search to handle large-scale multi-objective optimization
problems, which are common in various fileds, such as condition
monitoring for renewable energy systems, and cloud workflow
scheduling. In the coarse search phase, the proposal leverages
the problem transformation technique to simplify the complex
original LSMOPs into small-scale multi-objective weight
optimization problems, resulting in the rapid convergence of
the population towards the Pareto-optimal fronts. Meanwhile,
an archive equipped with a diversity maintenance mechanism is
employed to perserve a set of well-diversified solutions. In the
fine search phase, the proposal employs traditional MOEAs,
such as local search and decomposition based MOEAs, to
further push the solutions in the population and archive to
well approximate the Pareto-optimal fronts. Finally, we conduct
numerical experiments on a challenging benchmark test suite
and multi-objective ratio error estimation problems for voltage
transformers to verify the superior performance of the proposed

CF-LEMO in resolvingmulti-objective problemswith large-scale
decision variables.

The problem transformation approaches are fundamental
for the population to quickly approach the Pareto-optimal fronts
of LSMOPs. But, the coarse search stage of the proposed CF-
LEMO directly employs an existing problem transformation
approach. Then, designing more powerful transformation
approaches is our future research direction. Besides, many
real-world multi-objective optimization problems often involve
complex constraints and dynamic environments, which are
tough tasks for evolutionary optimization. Thus, designing
problem-specific strategies to handle these tasks deserves further
research.
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Design of a soft-contact
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vibrational energy collection and
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Finding renewable energy sources to lower carbon emissions has emerged as a

challenge the world faces in the wake of global warming and energy crises.

Vibration is a type of mechanical motion common in daily life, and one popular

research topic in this regard is how to gather vibrational energy and transform it

into electricity. Vibration energy can be collected using triboelectric

nanogenerators whose working mechanism is based on contact

electrification and electrostatic induction. The COMSOL software is used to

simulate the relationship between the voltage across electrodes, transferred

charge, and the electrode moving distance (V-Q-X) of triboelectric

nanogenerator. Theoretical analysis of the simulation result is offered, along

with a brief description of the simulation procedure. When wool is glued to the

inner core aluminum foil, TENG’s output performance is significantly improved,

with a maximum open-circuit voltage of 160 V. In addition, TENG’s output

performance improves linearly as the vibration frequency and amplitude

increase. Specifically, when the vibration frequency rises from 1 to 2.5 Hz,

the open-circuit voltage rises from 43 to 100 V, the short-circuit current

increases from 0.45 to 1.5 µA, and the peak transfer charge grows from

23 to 46 nC; when the vibration amplitude increases from 30 to 60mm, the

maximumopen-circuit voltage increases from50 to 110 V, themaximum short-

circuit current increases from 0.3 to 1.5 µA, and the maximum charge transfer

increases from 21 to 54 nC. Durability tests of TENG shows that the soft-contact

TENGwith wool adhesives is exceptionally durable, with decreased mechanical

wear on the contact surface and extended service life. The present work is

expected to provide some insight into the working mechanism of low-loss and

high-performance TENGs and facilitate their wider adoption.
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1 Introduction

Demand for energy has been growing with the fast advances

of the modern world (Lin et al., 2016; Cheng et al., 2019; Lin et al.,

2020). Despite the many conventional energy sources developed

in the past (Chen et al., 2015; Bera, 2016; Liu et al., 2021a), the

development process suffers such problems as expensive raw

materials, limited resources, and threats to environmental

pollution (Cao et al., 2016; Liu et al., 2021b; Wang, 2021),

making it an urgent need to develop energy sources that are

both economical and environmentally-friendly. To meet this

need, researchers are now shifting to natural energy sources to

produce electricity through friction.

The friction nanogenerator (TENG), which can effectively

convert mechanical energy into electrical energy and output (Yu

et al., 2012; Jing et al., 2014; Yang et al., 2014; Guo et al., 2017;

Wang et al., 2017; Xu et al., 2018; Wu et al., 2019; Zhao et al.,

2019; LIANG et al., 2020; Xia et al., 2020; Zhang et al., 2020) it as

an electrical signal through frictional initiating effect and

electrostatic induction coupling, was first proposed by Prof.

Zhonglin Wang’s team in 2012. The triboelectric

nanogenerator (TENG), which is now witnessing quick

development and updating (Zhang et al., 2019a; Khandelwal

et al., 2020; Long et al., 2021), has been intelligently coupled with

various energy sources including wave energy (Xu et al., 2018;

Rodrigues et al., 2020), wind energy (Li et al., 2021a; Li et al.,

2021b; Liu et al., 2021c; Li, 2022a; Li, 2022b), solar energy (Zheng

et al., 2022), vibration energy (Yang et al., 2013; Quan et al., 2015;

Chen and Wang, 2017; Wu et al., 2017), body movement energy

(Xia et al., 2018; Zhang et al., 2019a; Xia et al., 2019), Liquid-solid

interactions (Jang et al., 2020; Jang et al., 2022; Yoo et al., 2022),

just to name a few. And to make better use of these energies,

researchers are making unremitting efforts to enhance the

electrical output performance of TENG in terms of material

surfaces (Chen et al., 2020; Zhou et al., 2020), structure

optimization (Niu et al., 2014; Feng et al., 2021; Nurmakanov

et al., 2021; Yun et al., 2021), andmanagement circuits (Qin et al.,

2018). Meanwhile, a number of TENGs have been developed and

used to portable electronics (Zhang et al., 2019b), sensors (Wang

et al., 2015), and biomedical systems (Zheng et al., 2017) to meet

the demand for energy and environmental adaptability in many

domains. The closeness of the contact between the frictional

electrodes determines a TENG’s output performance. A higher

friction between frictional surfaces can result in material

degradation and reduced durability of the device, but closer

contact can generate more frictional charge and better output

performance. Therefore, it is crucial to find ways to improve the

TENG’s stability, decrease wear, and increase durability without

sacrificing output performance. Zhang et al. (Zhang et al., 2020)

designed a non-contact cylindrical rotating TENG to recover

mechanical energy from hydraulic systems, and its operating

mechanism is based on the non-contact free rotation of a flexible

nanowire (NW) structure and a copper foil curve, or more

specifically, the rotation of a flexible nanowire (NW) structure

of a fluorinated ethylene-propylene (FEP) polymer sheet in non-

contact with a bent copper foil, though the TENG’s output

performance is still constrained by the TENG’s limited

contact area and charge. Li et al. (Li et al., 2021c) have

presented a polyester fur-reinforced rotating triboelectric

nanogenerator (PFR-TENG) with ultra-stable high voltage

output, where a soft polyester fur layer is introduced as a

charge pump and charge emitter to form partial soft-contact

and non-contact based on the proper work function and

electronegativity. Though the non-contact TENG has less

losses in the friction layer, its output is not stable and its

structure is complicated. To reduce the loss, Li et al. (Long

et al., 2021) presented a floating self-excited sliding TENG (FSS-

TENG) with a floating mode and a non-contact TENG air

breakdown model. The FSS-TENG achieves a self-increased

charge density by self-excited amplification between the rotor

and stator; the minimum of transmitted charge, however,

remains a significant issue. These studies offer helpful

suggestions for enhancing the TENG’s output performance,

stability, and wear resistance during extended periods of

operation.

2 Experiment

2.1 Design and modelling of the TENG

Figure 1A depicts a perspective view of the interior and an

external model of the TENG. As PTFE is more electronegative

than other materials due to its different position in the frictional

electric sequence, PTFE is more likely to lose electrons than other

materials and as a result has a higher capacity for charge transfer

and higher output performance. Themain structure of the TENG

is made up of a shell with aluminum foil and PTFE film attached

to the inner surface in sequence. For this reason, the upper

electrode and dielectric are made of aluminum foil and PTFE,

respectively. As the lower electrode, an aluminum foil is put to

the outside surface of the core, and wool is then attached on top

of the foil as an additional material. Wool is a more ideal

additional material since it is more readily available, more

electronegative, and softer than other materials. The two

friction layers of the TENG become electrically charged when

it moves horizontally, with the PTFE foil being electronegative

and the wool being electrically positive. The TENG’s operating

signals, which are high voltage and low current, can be gathered.

A fundamental model of a TENG with a horizontal sliding

structure is created (Figure 1), which successfully separates the two

friction layers under various external stresses, as shown in Figure 1A.

The proposed TENG comprises of a cylindrical structure inside the

shell connected to a hollowed inner rectangular core. A steel spring is

installed to the top and bottom of the cylindrical structure, giving the

inner core more strength so it can rub more thoroughly. This pillar
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system passes through a circular hole at the bottom of the core

connected to the shell. To prevent the core from ejecting from the

shell when force is applied and to limit the movement of the core to

the top of the cylindrical structure, an acrylic sheet is glued to the top

of the cylinder after the cylindrical structure and the inner core are

linked. Figure 1 2) shows the internal coating of the Teng. The

aluminum foil and the PTFE film, which serve as the upper electrode

and dielectric, are bonded on the interior surface of the shell; as the

bottom electrode, the aluminum foil is laminated onto the outer

surface of the inner core, and wool is added as a support material on

the outside of the electrode. The high voltage and low current

produced during operation are collected by the TENG.

2.2 TENG test platform

Figure 2 shows the test rig for TENG’s output

performance. First, the linear motor is connected and fixed

FIGURE 1
Structure and internal coating of the TENG. (A) External structure of TENG and its interiors. (B) Internal coating of TENG.
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to the optical plate; next, the TENG is connected to the linear

motor and fixed to the linear motor push plate before

controlling the linear motor via the computer. The linear

motor software LinMot-Talk can only set the acceleration,

speed, and displacement, so the linear motion formula needs

to be derived to calculate the displacement and acceleration at

different frequencies and amplitudes. For data collection, the

acceleration and displacement parameters are configured to

control the linear motor; meanwhile, the positive and

negative electrodes are connected by two wires to the

positive and negative contacts on the Keithley

6,514 electrostatic meter, which converts the received

digital signals such as voltage, current, and charge into

analogue signals and then transmits them to the NI

voltage acquisition card. The sampling frequency is set to

500 by the LabView software for data storage, and then the

collected data are processed and analyzed to obtain the

experiment results.

1) Keithley 6,514 electrostatics meter: input impedance up to

200TΩ, high sampling rate, dynamic current, voltage, and

charge acquisition in real time, combined with high-speed

voltage acquisition card and system software makes the

acquisition signal can reach a maximum speed of

50,000 points per second, with voltage measurement

ranges of 10 μV-200V, and current measurement

ranges of 1fA-20mA. Friction nanogenerators’ high

output voltage and low output current electrical output

features.

2) Data acquisition equipment: A voltage acquisition card,

model NI-9215, with four simultaneous acquisition

channels, a 100 kS/S acquisition rate per channel, a 16-bit

resolution, built-in signal conditioning, and a USB

connection to the PC without an external power source is

used for data acquisition. The voltage acquisition card

receives the electrostatic meter’s converted analogue signal

during the data acquisition process, which then displays the

signal on the PC hooked up to the card to display the

measurement results.

3) Linear motor: In the experiment, a linear motor is used to

replicate the motion of the wave. The LinMot-E1200-RS type,

with a top speed of 3.2 m/s, a top thrust of 163 N, and a stroke

of 360 mm, was selected for the linear motor. The output

current can also be used to control different thrust sizes. The

requirements of this experiment are entirely satisfied by the

linear motor, which satisfies the wave’s low frequency and low

amplitude properties.

4) 3D printer: UItinaker three model, a professional-grade 3D

printer with a dual printhead design, long uptime, water-

soluble support, quick nozzle swapping, sticky 3D printing

ecosystem, and interconnected cohesiveness. The print

medium is PLA (Polylactic Acid), which has a wire

diameter tolerance of 0.03 mm and a tensile strength of

250 kg/cm2, a melting point of 160–165°C and a wire

diameter tolerance of 0.03 mm. SOLIDWORKS was used

to create the inner and exterior boat structure, which was

then imported into CURA for slicing andmanufactured using

a 3D printer.

FIGURE 2
Schematic diagram of the TENG output performance test rig.
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3 Theoretical analysis

3.1 Principle of operation

Figure 3 shows one complete cycle of the TENG in operation,

and Figure 3A describes the state at which no mechanical forces

are applied and there is no relative displacement of the fleece-

bonded aluminum foil from the PTFE film. Since the frictional

charge is distributed only on the surface layer of the polymer that

is well insulated, no charge leakage occurs during one cycle. At

the initial position, the distance between the positively and

negatively charged surfaces is negligible, so there is hardly any

potential difference between the two electrodes. As shown in

Figure 3B, once the positively charged upper electrode plate starts

to slide outwards, the contact area between the two plates

decreases, resulting in separation of charges on the plane and

hence a higher potential of the upper plate. In this case, electrons

flow from the upper electrode to the lower electrode to offset the

potential difference created by the frictional charge. Ideally, the

vertical distance between the electrode layer and the friction

charge surface is negligible compared to the lateral separation

distance of the charges, so the amount of transferred charge at the

electrode is approximately equal to the amount of charge

separated at any sliding position. Therefore, as the sliding

process proceeds, the charge will continue to flow so that the

separated charge increases, until the upper plate slides completely

away from the lower plate and the frictional charge surfaces are

completely separated, as shown in Figure 3C, where the test value

of the current is determined by the sliding speed of the two plates.

Subsequently, when the upper plate slides back in, as shown in

Figure 3D, the separated charges are again in contact with each

other but not annihilated due to the insulating nature of the

polymer material. As the contact area increases, the excess of the

electrode transfer charge is induced to flow from the lower

electrode back to the upper electrode via an external load to

maintain electrostatic equilibrium. This process is the second half

of the sliding process. When the two plates return to the

overlapping position, the charged surfaces are again in full

contact with each other. At this point, there is no remaining

transfer charge at the electrodes and the device returns to the

state shown in Figure 3A. Throughout the cycle, the outward and

inward sliding processes are symmetrical and therefore a

symmetrical pair of AC current peaks will be obtained.

FIGURE 3
Schematic diagram of an operation cycle of TENG.

FIGURE 4
TENG geometric model.
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3.2 Electrical performance simulation by
comsol multiphysics

To describe the operating principle of the double-layer soft-

contact TENG, the COMSOL simulation software, which

specializes in multi-physics field coupling, was used to model,

mesh and simulate the potential distribution of the friction

material under different conditions.

First, a two-dimensional geometric model of the TENG was

created using COMSOL (Figure 4), and different materials were

added to the material library for different geometries, with the

dielectric material set as PTFE, the thickness set to 1 mm and the

Poisson’s ratio set to 0.3. The surface metal of the inner and outer

structures and the two electrodes were set as aluminum, and the

width of both electrodes was set to 1 mm. To simplify

computation, the simulation was set to a steady-state

calculation. To obtain the trend in the potential, the charge

density on the PTFE surface was set to −0.02 μC/m2 and the total

charge density on the aluminum surface was set to 0.01 μC/m2.

Next, after the geometric model was built and material

settings were completed, the geometry was meshed, as shown

in Figure 5, The mesh was predefined and set to “finer”. For all

materials, a free triangular mesh is selected, and the air-domain

mesh was set to “very fine” with a maximum cell size of 0.4 mm

and a minimum cell size of 5 × 10–3 mm, since air has a small

effect on the induced potential distribution in this geometry. For

the electrodes, separate metals and dielectric materials in contact

with each other, the mesh was set to “superfine”with a maximum

cell size of 0.04 mm and a minimum cell size of 3 × 10–4 mm. As

Figure 5 shows, the mesh size for the air gap is larger, and the

mesh is finer as it gets closer to the electrodes, the separate metals,

and the dielectric materials that are the contact parts.

Finally, using Maxwell’s control equations, the potential

distribution between the two electrodes at different spacings

can be calculated using finite element simulations, as shown

in Figure 6, which clearly shows the potential difference between

the two electrodes. At the initial state, the aluminum electrode is

in full contact with the PTFE (Figure 6A) and charge transfer

occurs between the two. As the two begin to move away from

each other (Figure 6B), an electric field is formed between the

electrodes and the air gap, creating an electric potential difference

between the upper and lower electrodes and, as can be seen from

the potential cloud, the potential difference between the two

electrode surfaces increases with the increasing horizontal

displacement. This is consistent with the linear variation of

the potential difference with the separation distance, as

previously mentioned. When the separation distance reaches a

maximum (Figure 6D), the potential difference is at its

maximum. As the separation distance decreases from the

maximum (Figure 6C), the potential difference decreases as

FIGURE 5
Geometric meshing of TENG.
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well. It should be noted that the separation distance should not be

set too large during simulation; otherwise, the edge effect will

have a significant impact and make the electric field line become

approximately an electric field line between two point charges,

rather than a uniform electric field. The simulation result shows

that the trend of the potential distribution is consistent with the

working principle of TENG.

3.3 Theoretical foundations

In the present work, a horizontal sliding TENG V-Q-X

model is developed, as shown in Figure 7. Under ideal

conditions, the length and width of the dielectric are much

greater than its thickness, so that edge effects are negligible.

The metal plate one is not only the top friction layer, but also

the top electrode itself. When the metal plate one is separated

from the dielectric 2, a frictional charge with a charge density

of −σ is uniformly distributed on the top surface of the

separated area of the dielectric two due to the frictional

start effect, while an equal amount of negative frictional

charge is distributed on the surface of the metal plate 1.

Thus, under open-circuit conditions (where the charge

reference state can reach a minimum), the total charge at

the bottom electrode is 0. To facilitate understanding, the

frictional charge in the overlap region of the dielectric surface

can be regarded as the portion of the top metal layer with a

charge density of σ. The total amount of anti-signal frictional

charge of σw(l-x) is removed.

In general, it is impossible to derive an analytical equation

for the sliding TENG with attached electrodes, but a rigorous

theoretical analysis based on numerical calculations is

FIGURE 6
TENG simulation potential distribution.

FIGURE 7
TENG Theoretical models.
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feasible. In practice, the lateral separation distance x is always

less than 0.91 L, considering that l is always far larger than d1
and d2, and that it is difficult to align the two dielectric

surfaces precisely again after complete separation of the two

dielectrics. First, the intrinsic capacitance C is derived, and

since the thickness of the dielectric is much smaller than its

length, the total capacitance is determined by the capacitance

between the overlapping regions as long as the two dielectrics

do not reach a complete separation. Therefore, using the

parallel plate capacitor model, the total capacitance C can be

estimated by the following equation:

C � ε0w(l − x)
d0

(1)

where d0 is the effective thickness constant.

The value of Voc is then estimated from the charge

distribution. Since the length of the dielectric is much

larger than its thickness, it can be assumed that in each

region, the metal electrodes are infinitely large flat plates.

By this approximation, the charge in each region is uniformly

distributed and the electric field inside the dielectric is

uniformly distributed along the y-axis. This conclusion can

also be verified by the result of finite element calculations.

Thus, in the ideal case, the absolute value of charge density on

the surface of the non-overlapping region is σ. While the

charge density in the overlapping region is still uniformly

distributed, the charge density in the overlapping region can

be calculated by taking the total charge on each electrode as

0 in the open-circuit condition. The ideal charge distribution

under open-circuit conditions (where the charge reference

state can reach the minimum) can be approximated by the

following equations:

For the un-overlapped area of the bottom electrode, the

charge density is:

p � σ (2)

For the overlapping area of the bottom electrode:

p � − σx

l − x
(3)

FIGURE 8
Output performance of TENG with and without supplementary materials. (A)Open-circuit voltage; (B) Short-circuit current; (C)Transfer of
charge.
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For the un-overlapped area of the top electrode:

p � −σ (4)

For the overlapping area of the top electrode:

p � σx

l − x
(5)

Using the above charge distribution law and the Gauss

theorem, the analytical expression for the open-circuit voltage

Voc can be estimated:

VOC � σxd0

ε0(l − x) (6)

Thus, when the edge effect is neglected, the V-Q-X

relationship for the sliding TENG with attached electrodes is:

V � −1
C
Q + Voc � − d0

wε0(l − x)Q + σd0x

ε0(l − x) (7)

4 Discussion of experimental results

4.1 Comparison of output performance of
TENG with and without supplementary
materials

Figure 8 shows a comparison of the performance of the

TENG with and without the supplementary material wool. Two

types of cores were chosen for the test: one with wool on the outer

aluminum foil, and one without. The output performance of the

TENG with wool is much higher than that of the TENG without,

as shown in Figures 8A–C. Specifically, the TENG with wool as

the supplementary material achieves an open-circuit voltage and

peak transfer charge two times higher than that without, reaching

a maximum open-circuit voltage of 160 V and a peak charge of

72 nC. The peak short-circuit current is more than three times

higher, reaching 1.5 µA. This is because in the TENG without

wool, there is no contact between the core and the shell.

FIGURE 9
Output performance at the same amplitude and different frequencies. (A)Open-circuit voltage; (B) Short-circuit current; (C) Transfer of charge.
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4.2 Effect of frequency on TENG output
performance

The TENG output performance was investigated within the

frequency range of 1–2.5 Hz and at a fixed amplitude of 50 mm,

with the internal structural conditions kept constant, i.e., a wool-

glued inner core was selected and PTFE of 0.3 mm thickness was

used as a dielectric film.

Figure 9 shows the experiment result. The open-circuit

voltage increases from 43 to 100 V and the short-circuit

current increases from 0.45 to 1.5 µA when the TENG

frequency increases from 1 to 2.5 Hz, while the peak transfer

charge increases from 23 to 46 nC. This trend can be considered

as a linear growth, ignoring the effect of experimental errors.

Increase the frequency of the linear motor’s movement stroke in

the case of constant amplitude, which increases the motor’s

movement speed. According to formula 6 in the second

chapter, open circuit voltage and transfer charge are

proportional to d0, or the separation distance per unit of time.

Here, in the case of constant amplitude, the increase in frequency

side reflects the TENG device’s movement speed at the same

time, increasing the voltage and transfer charge. The increase in

frequency per unit of time leads to a rise in the current when the

same amount of charge is transferred; at the same time, as the

frequency increases, the times of contact between the TENG

inner core and the shell rise, hence a rise in the amount of

transferred charge.

4.3 Effect of amplitude on TENG output
performance

The effect of amplitude on THE TENG’s output performance

was then investigated. Amplitude refers to the maximum

distance between the inner core and the outer shell at each

contact separation in a TENG device. Four values of amplitude

— 30 mm, 40 mm, 50 mm and 60 mm, were selected in the

present work. In analysis of the impact of amplitude on the

output performance, other factors were controlled to be constant

for controlled experiments. In this case, the acceleration and

motion of the linear motor were controlled, and the frequency

was adjusted to the same value for each test on the four different

amplitudes. Specifically, the frequency was set at 2 Hz, and 0.3-

mm-thick PTFE was used as the dielectric film.

FIGURE 10
Output performance at the same frequency and different amplitudes. (A)Open-circuit voltage; (B) Short-circuit current; (C) Transfer of charge.
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Figure 10 shows the experiment result. At the four

amplitudes, the maximum open-circuit voltage is 50 V,

60 V, 70 V and 110 V, respectively; the maximum short

circuit current is 0.3, 0.75, 1.1 and 1.5 µA, respectively;

and the maximum transferred charge is 21 nC, 30 nC,

45 nC, and 54 nC, respectively. The open-circuit voltage,

short-circuit current and transferred charge all increase

significantly as the amplitude rises. Here, at a constant

frequency, the increase in amplitude is accompanied by an

increase in the speed of motion of the TENG device, so both

the open-circuit voltage and the transferred charge increase.

As the speed of movement increases, the wool adhering to the

PTFE film comes into closer frictional contact with the

aluminum foil, which also increases the electrical output

after horizontal sliding.

4.4 Durability of TENG

The durability of the TENG was tested and Figure 11 shows the

test result. The linear motor parameters were set, with the frequency

set to 2.5 Hz and the amplitude to 50mm. The wool friction layer

TENG’s open-circuit voltage started out at about 100 V, as indicated

in Figure 11. The open-circuit voltage dropped to 95with only a small

5% decline after 1,500 rounds of durability testing. After 1,500 cycles

of durability testing, the friction layer without wool as an additional

material had an open circuit voltage of 76 and a 24% drop in voltage.

This suggests that the wool friction layer is more stable over time,

which is good for vibration energy gathering.

5 Conclusion

In the present work, a soft-contact triboelectric nanogenerator

(TENG) for capturing vibrational energy is designed, and its output

performance is examined using the concepts of friction-generated

electricity and electrostatic induction. The COMSOL software is used

to simulate the horizontal sliding TENG. A brief description of the

simulation procedure is given, and the findings are theoretically

examined. The effect of wool as the supplementary material on the

TENG’s performance is then investigated. The findings indicate that

using a friction layer with wool improves output performance and

mechanical durability compared to using a friction layer without

wool. Then, the effect of the frequency on the TENG’s performance is

examined, and it is found that the performance improves linearly

with the increasing frequency. The higher the frequency, the higher

the open circuit voltage, short circuit current and peak transfer charge

will be. Experiments that measure the impact of vibration amplitude

on the TENG’s performance reveal that increased amplitude leads to

better performance. The higher the amplitude, the higher the open

circuit voltage, short circuit current and peak transfer charge will be.

Durability tests indicate that the soft-contact TENG with wool

adhesives is found to be exceptionally durable, boasting decreased

mechanical wear on the contact surfaces and extended service life.

These findings are expected to offer some insights into the working

mechanism of TENGs and widen the adoption of low-loss and high-

performance TENGs.
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It is of great significance for the development of intermittent renewable energy

and the marketization of electricity to study an efficient and accurate algorithm

for solving the unit commitment problem with security constraints. Based on

the existing constrained ordinal optimization (COO) algorithm, an improved

ordinal optimization (OO) algorithm is proposed, which can be applied to solve

SCUC problems. In order to solve the roughmodel and the accurate model, the

discrete variable identification strategy and the effective safety constraint

reduction strategy are adopted, respectively. Compared with the traditional

object-oriented algorithm, the improved object-oriented algorithm not only

gives full play to the computational efficiency of the traditional object-oriented

algorithm but also further improves the compactness and reduces the

computational redundancy. IEEE 118 simulation results verify the correctness

and effectiveness of the algorithm.

KEYWORDS
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Introduction

Under the background of large-scale wind power integration, SCUC considering the

uncertainty of wind power has become not only the main basis for making a day-ahead

generation schedule but also an important basis for day-ahead power market decision-

making (Shi et al., 2016). On the one hand, SCUC is a large-scale mixed-integer planning

problem with constraints and nonlinearity in math (Zhang et al., 2013). On the other

hand, it is a typical non-deterministic polynomial hard problem in solving. With the scale

of a power grid being increasingly enlarged and more intermittent renewable energy

integration, the difficulty of solving SCUC problems has been increasing daily (Yang et al.,

2022a). Therefore, how to solve the SCUC problems with the uncertainty of wind power

quickly and effectively has become a research focus (Nan et al., 2018).

For solving the uncertain SCUC models, the recent mainstream method is based on

Benders decomposition (BD). With the help of BD, the SCUC model can be decomposed

OPEN ACCESS

EDITED BY

Xun Shen,
Tokyo Institute of Technology, Japan

REVIEWED BY

Haoyun Shi,
Great Wall Motor, China
Kai Zhao,
Zhito Technology Co., Ltd., China

*CORRESPONDENCE

Zhi Zhang,
zhangzhi6881@163.com

SPECIALTY SECTION

This article was submitted to Smart
Grids,
a section of the journal
Frontiers in Energy Research

RECEIVED 31 August 2022
ACCEPTED 14 September 2022
PUBLISHED 09 January 2023

CITATION

Zhang Z, Xu G and Yang N (2023),
Research on security-constrained unit
commitment based on an improved
ordinal optimization algorithm.
Front. Energy Res. 10:1033099.
doi: 10.3389/fenrg.2022.1033099

COPYRIGHT

© 2023 Zhang, Xu and Yang. This is an
open-access article distributed under
the terms of the Creative Commons
Attribution License (CC BY). The use,
distribution or reproduction in other
forums is permitted, provided the
original author(s) and the copyright
owner(s) are credited and that the
original publication in this journal is
cited, in accordance with accepted
academic practice. No use, distribution
or reproduction is permittedwhich does
not comply with these terms.

Frontiers in Energy Research frontiersin.org

TYPE Brief Research Report
PUBLISHED 09 January 2023
DOI 10.3389/fenrg.2022.1033099

188

https://www.frontiersin.org/articles/10.3389/fenrg.2022.1033099/full
https://www.frontiersin.org/articles/10.3389/fenrg.2022.1033099/full
https://www.frontiersin.org/articles/10.3389/fenrg.2022.1033099/full
https://www.frontiersin.org/articles/10.3389/fenrg.2022.1033099/full
https://www.frontiersin.org/articles/10.3389/fenrg.2022.1033099/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fenrg.2022.1033099&domain=pdf&date_stamp=2023-01-09
mailto:zhangzhi6881@163.com
https://doi.org/10.3389/fenrg.2022.1033099
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/journals/energy-research#editorial-board
https://www.frontiersin.org/journals/energy-research#editorial-board
https://doi.org/10.3389/fenrg.2022.1033099


into two subproblems which are unit commitment and network

security constraint check. Then, the Lagrangian relaxation

method (Zhang et al., 2012), dynamic programming method

(Chen et al., 2015), branch and bound method (Hussin and

Hassan, 2014), and different kinds of intelligent optimization

algorithms (Lee and Lin, 2012; Chen et al., 2021; Li et al., 2021;

Ma et al., 2021; Yang et al., 2022b; Yang et al., 2022c; Wang et al.,

2022; Zhou et al., 2022; Zhu et al., 2022) can be used to solve each

subproblem. The first three methods have a strict mathematical

model, but the Lagrangian relaxation method is affected by the

sensitivity of the unit to the Lagrangian multiplier, and the

oscillation phenomenon is easy to occur in the iterative

process of the algorithm. The dynamic programming method

is easy to cause a “dimension disaster” problem; if the bound

estimation of the branch and bound method is wrong, it is no

different from an exhaustive search in extreme cases. The

intelligent optimization algorithm is used for uncertain

optimization problems with complex constraints, and an

iterative calculation is used to deal with constraint

subproblems in various scenarios, which requires a lot of

calculation time. In short, the solving efficiency has been

difficult to meet the needs of engineers (Lee and Lin, 2012).

In recent years, as one of the efficient methods which can

solve complicated optimization problems, the theory of OO (Jia,

2006) has attracted more and more attention. In Wu and

Shahidehpour (2014), this method was first introduced into

the field of solving uncertain SCUC problems. Considering

the situation of actual engineering, OO abandons any attempt

to find the optimal solutions but seeks for good enough solutions.

Compared with traditional BD, this method has successfully

increased the solving efficiency by nearly 30 times, which

proves the advantages of the OO theory in the field of solving

uncertain SCUC problems. From the existing research, OO has

been proved that it is a kind of efficient method to solve uncertain

SCUC problems. However, the traditional OO theory starts from

the solution space, reducing the scale of model feasible regions by

constructing several rough models, which makes the redundant

information of the model itself to be ignored and eliminated.

Therefore, in the aspect of solving efficiency, the OO theory still

has much need for improvement and advancement. It is mainly

shown in the following paragraph. In this study, an improved

adaptive Prony method is proposed to accurately describe the

changes in electrical parameters when power system faults occur.

The variable step size strategy is used to search the points of the

subsegment, and MSRFE is used as the criterion. The simulation

results on a given fault signal show that the improved Prony

algorithm has higher accuracy and efficiency than the traditional

method.

Step 1: although the SCUC model is solved by OO, a rough

model should be constructed at first, which could select the feasible

solution space of startup/shutdown states. Nonetheless, there are

many units in large-scale power systems. If the feasible solution of the

startup/shutdown states is selected for all units, the efficiency of the

rough model will be greatly affected. For the actual large-scale power

grid, the maximum load usually reaches more than 70% of the

installed capacity, which means that some units are in a normally

open circuit or shutdown state. Thus, there is no need to do state

combinations for all units (Gao et al., 2008) if the normally open or

stopped units could be first identified in the OO roughmodel, which

will effectively improve the solving efficiency of it.

Step 2: the computational complexity of network security

constraint checking and calculation is the largest calculation

amount in solving SCUC problems. In Wu and Shahidehpour

(2014), the strategy is to check all lines one by one in an accurate

OO-based model because the number of nodes and lines which need

to be checked will increase rapidly with the expansion of the grid

scale. Therefore, the calculation efficiency of OO will be seriously

affected by this strategy. In Mogo and Kamwa (2019), the research

illustrates that there is only a little part of numerous network security

constraints that could restrict the feasible regions. A fast identification

method for identifying invalid security constraints is proposed, which

successfully reduces the invalid security constraints by more than

85% without affecting the calculation accuracy of the model.

Introducing the identification method of invalid security

constraints into the COO-based exact model can effectively

reduce the redundancy of the exact model and improve the

computational efficiency.

In order to solve SCUC problems with wind power fast and

effectively, an improved stochastic COO method is proposed in

this study. The main contributions of this method are as follows.

A discrete variable identification strategy is proposed and

introduced into the rough model, which lays a foundation for

constructing a rough model based on COO. This improvement

reduces the scale of solution space of a rough model and

improves the compactness and solving efficiency of the rough

model.

The non-effective security constraint reduction strategy in Wu

and Shahidehpour (2014) is introduced into the accurate model,

which forms the basis of building the accurate OO-based model for

continuous variables. This improvement could greatly reduce the

number of security constraints in the OO-based model, which will

promote the efficiency of the solution effectively. The correctness and

effectiveness of the proposed method can be verified by numerical

experiments on an IEEE 118-bus system.

The structure of this study is shown in the following sections.

A mathematical model of SCUC is introduced in chapter 2. The

improved COO algorithm is shown in chapter 3. The numerical

test and simulation results are set in chapter 4. The conclusion is

in chapter 5.

Uncertain unit commitment model
considering security constraints

In the security-constrained unit commitment problem

considering wind power uncertainty, not only the
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constraints of system power balance, generator capacity, and

network security should be considered but also the risk

constraints of positive and negative rotation should be

considered. In this study, the opportunity constraint is

used to characterize the rotation risk constraint, and the

model is established with the objective function of

minimizing the total operating cost.

Objective function and conventional
constraints

The SCUC problem of the wind power-integrated power

system usually includes two parts (Gao et al., 2008): first,

considering the uncertainty of the wind power output and

second, to ensure the safe and stable operation of the system.

In that proposition, the total operation costs should be

minimized. The objective function of this model can be

abstracted as follows:

minFGt � ∑24
t�1
∑M
i�1
[UGitYit(PGit) + UGit(1 − UGit−1)SGit], (1)

where FGt is the total operation cost. PGit, t is time and i is the

number of units. UGit are the active power output and startup/

shutdown status. Yit(PGit) is the operation cost of unit, and Sit(τi)
is the startup/shutdown cost of the unit.

The operation cost of the unit and startup/shutdown cost of

the unit can be represented as follows:

Yit(PGit) � αi + βiPGit + γiP
2
Git, (2)

Sit(τi) � S0i + S1i(1 − eτi/ωi), (3)

where αi,βi,γiare the operation cost parameters of units and ϖi is

the parameter of the startup/shutdown cost.

The constraint condition of decision variables in an SCUC

model is the key to ensure the safe and reliable operation of the

system.

i) The system power balance constraint is defined as follows:

∑M
i�1
UGitPGit + PWt � PLt + PDt, (4)

where PDt is the active load of the system at time t. PLt is the

network active power loss at time t. PWt is the active output

power of the wind turbine at time t.

ii) The capacity constraints of generators can be expressed as

follows:

PGimin ≤PGit ≤PGimax, (5)

where PGimin and PGimax are the upper limit and lower limit of

active power generation of unit i at time interval t, respectively.

iii) Minimum up and down time constraints are defined as

follows:

∑24
t�1
|UGit − UGit−1|≤ ni, (6)

where ni is the maximum startup/shutdown times of unit i in a

scheduling cycle.

iv) Minimum startup/shutdown time constraints are as follows:

(UGit−1 − UGit)(Xon
Git − Ton

Git)≥ 0, (7)
(UGit − UGit−1)(Xoff

Git − Toff
Git )≥ 0, (8)

where Xon
Git andX

off
Git are the startup and shutdown time of unit i

at time interval t, respectively. Ton
Git and Toff

Git are the minimum

startup/shutdown time available.

v) Ramping up and down constraints are as follows:

−ΔPdown
Gi ≤PGi − PGit−1 ≤ΔPup

Gi , (9)

where ΔPup
Gi and ΔPdown

Gi are the maximum ramping up/down

limits of unit i in an hour, respectively.

vi) Network security constraints are defined as follows:

A · Pt ≤Bt, (10)
among which

A � (T × Kp

−T × Kp
), (11)

Bt � (PLmax + T × KD × Dt

PLmax − T × KD × Dt
), (12)

where Pt is the unit active output power matrix at time t. T is the

shift factor matrix. Kp is the node-generator correlation matrix.

KD is the bus-load correlation matrix, andDt is the load matrix at

time t. PLmax is the transmission capacity of the line L.

Risk constraints of positive and negative
rotation

The chance-constrained method (Wang et al., 2012) is

adopted to appropriately add the uncertainty factors caused

by wind power to the SCUC model in this study.

Considering the random UC of wind power, if the

deterministic method is used to obtain the spinning reserve,

the influence of wind power uncertainty on the system cannot be

measured accurately (Wu et al., 2016; Roald et al., 2017).

Therefore, based on the opportunity constraint theory, an

index reflecting the system operation risk is constructed. The

deterministic constraint of a traditional rotating reserve is

transformed into the uncertainty constraint, considering the
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operation risk, and the UC model, considering the uncertainty of

wind power generation, is constructed.

System positive and negative rotation reserve risk indicators

should be established as follows.

Qdt � q{PWt

∣∣∣∣PWt < �PWt&RGp < �PWt − PWt + RLp}, (13)
Qut � q{PWt|PWt > �PWt&RGn <PWt − �PWt + R Ln}, (14)

where Qdt and Qut are the probability of positive and negative

rotation reserve of the system at time t. q(PW) is the probability

density function of wind power. �PWt is the average wind power

output at time t. RGp and RGn are provided by the positive and

negative rotation standby systems, respectively. RLp and RLn are

positive and negative spinning reserve demands for conventional

units, respectively.

Using the chance constraint theory in an uncertain

environment, the rotation reserve of wind power integration is

changed from the deterministic inequality constraint to the

uncertain inequality constraint. It is necessary to ensure that

the probability of shortage of the positive and negative spinning

reserve capacity is less than a certain risk threshold. Therefore,

(13) and (14) can be transformed as follows:

Qdt(RGp) � ∫PWt+RLp−RGp

−∞
q(PWt)dPWt ≤ λ, (15)

Qu(RGn) � ∫+∞

�PW+RGn−R Ln

q(PW)dPW ≤ λ. (16)

This study assumes that the probability of the short-term

wind speed follows normal distribution (Bian et al., 2018). The

derivation processes of relations (13–16) and the introduction of

the wind power uncertainty in the model are described in

Appendix. The effectiveness of using the chance-constrained

method to describe the uncertainty of wind power generation

in a power dispatching problem has been used for Yang et al.

(2013).

SCUC model solved by an improved
COO algorithm

Ordered optimization (OO) is compared with the

traditional optimization method; the OO method is not to

find the global optimal solution but to find the “good enough”

solution to meet the project requirements. The process called

target softening (Ho et al., 1992) has good efficiency and

compatibility and can be combined with other optimization

methods.

Since the SCUC model is a mixed-integer programming

problem with relatively independent decision variables, a

rough model and accurate model are, respectively, constructed

for the discrete decision variable UGit and continuous decision

variable PGit, which can be decoupled during the ordinal

comparison process.

The general framework of the improved
COO algorithm

The improvement is based on the existing COO algorithm,

which is as follows.

i) By adding discrete variable identification to the rough model,

the normally open/normally closed elements in the discrete space can

be identified. Then, the remaining elements are filtered by the rough

model to reduce the calculation dimension of the rough model and

improve the efficiency of the rough model.

ii) Adding non-effective security constraints to the accurate

model can reduce the network security constraints in the accurate

model and eliminate the invalid security constraints. It can

reduce the number of network security constraints that need

to be identified, thus reducing the complexity of solving.

The following three steps of implementing the algorithm are

as follows.

Step 1: a roughmodel is established, andN feasible solutions are

preselected from the unit startup/shutdown solution space according

to the normal distribution. The number of these N feasible solutions

is closely related to the size of the solution space and constitutes a

feature setΩ.When the size of the solution space is less than 108, N is

usually set to 1000.

Step 2: s solutions from Ω are selected, and specific rules are

used to form a set s that contains at least k solutions good enough

with a probability of α%. Blind selection (BP) (Lau and Ho, 1997)

is used to determine the selected collection s. Its mathematical

model is as follows.

P(|G ∩ S|≥ k) � ∑min(g,s)
j�k

∑s−j
i�0

Cj
gC

s−i−j
N−g

Cs−i
N

Ci
sq

s−i(1 − q)i ≥ η, (17)

where P(·) is the alignment probability. g is the size of feasible

solutions in set G. s is the number of solutions in the selected set

S. k represents the alignment level that is measured by counting

how many good enough solutions exist in the set S. η is the

probability criteria, representing that it contains at least k good

enough solutions in the selected set S. η is usually set as 0.95. q is

the probability that an observed feasible decision is truly feasible.

Step 3:an accurate model is created to obtain the continuous

PGit variable. Minimizing the total cost of ownership with

performance constraints considered is the goal of the model.

Then, according to the state of each unit, the operation cost and

output of each unit are calculated according to the selected

quantity s. Finally, the solutions of the selected set are sorted

to obtain the optimal solution.

The construction of the rough models

Discrete variable identification model
The feasible region space is reduced by using the rough

model to perform prescreening; this may reduce the
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computational complexity of an accurate model. Considering the

time scale of the late dispatch being short, in this period, there are

always some units that are normally open/stopped, owing to the

impact of the load level and the scale of the install generations.

Therefore, if the normally open/stopped units can be identified

before prescreening the rough model, the scale of the SCUC

solution space can be efficiently reduced so that it may increase

the calculation efficiency.

A quadratic optimization model for identifying normally open/

stopped units is first constructed in this study. Assuming the units of

the system are all open in the model and then considering the main

constraints which are related to the output of generators, the

minimum operating cost is considered as the optimization

objective; the mathematical model is shown as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
minFGt � ∑24

t�1

∑M
i�1
Yit(PGit)

s.t.∑M
i�1
PGit + PWt � PDt + R

A · Pt ≤Bt

0≤PGit ≤PGimax

−ΔPdown
Gi ≤PGit − PGit−1 ≤ΔPup

Gi .

(18)

According to the solution result of the model, for all time

period t = 1, 2, 3,...., T. If PGit satisfies PGit >PGimin, the unit i is a

normally open unit. If PGit satisfies PGit < δPGimin, the unit i is a

normally stopped unit, and δ is the identification parameter

which is set at 0.05.

The normally open/stop generators can be effectively

identified by the model, and the main reason is as follows.

The power generation rights, equal opportunity, and free

competition ideas are integrated into the design of the model,

which may give all units the opportunity of opening. Then, the

operation cost is used as the target to perform optimal

calculation. If the unit output power in the whole scheduling

period is in the low level, which means the units cannot obtain

the share of electricity by competition in the previous load level.

Therefore, they can be treated as normally stopped units. On the

contrary, if the unit output is higher than the minimum output in

the entire scheduling period, it can be considered that the units

can always get more power in the competition. Thus, they can be

considered as normally open units.

Although the optimization model with constraints belonging

to the quadratic optimization model and the solution is complex,

it only needs to be solved once. It is very effective in reducing the

dimensions of the solution space. Overall, adding that model into

the rough COO model can improve the overall computational

efficiency.

The construction of a COO-based rough model
In order to realize the decoupling process of discrete and

continuous variables in solution, according to the startup/

shutdown state of the constraints, the rough model is built

and the solution space of unit commitment is screened out.

These are power balance constraints, ramping up constraints,

and minimum up and down constraints. The mathematical

description is as follows.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑M
i�1
UGitPGimax + PWt ≥PDt + RDp,

∑M
i�1
UGitPGimin + PWt ≤PDt − RDn,

∑M
i�1
[UGitΔPup

Gi + PGimin(UGit − UGit−1)]≥ |PDt − PDt−1|,

∑M
i�1
[UGitΔPdown

Gi + PGimin(UGit − UGit−1)]≥ |PDt − PDt−1|,

∑24
t�1
|UGit − UGit−1|≤Ni.

(19)

The parameters in the aforementioned formula are

mentioned previously and will not be repeated here.

The solution of the rough model
The solving ideas of this study used a discrete variable to

identify the normally open/stopped units and to optimize those

in the model. After that, the COO-based rough model is used to

perform the prescreening for optimizing units, which may form

the solution space. The pseudo-code is shown as follows.

The discrete variable identification model is constructed and

solved; t=1; s=1; i=1; while i≤Mdo:

if t ∈ [1, 24], PGit >PGmin; then, optimization normally open

units;

else if t ∈ [1, 24], PGit < δPGmin; then, optimization normally

stopped units;

else add to the set of units that are not optimized, i=i+1;

end if

while s≤Ndo:

Randomly generating one-time unit startup/shutdown plan

that the constraint is not optimized. Formula (19) is the

constraint, and the branch and bound method is used to solve

the unit startup/shutdown state matrix of the following time;

s=s+1

end if

End algorithm

The construction of an accurate model

Non-effective security constraint reduction
A modern power system has a large scale and many nodes.

Therefore, the solution of a power flow equation and checking of

network security constraints are the two most time-consuming

steps in solving SCUC problems. However, research shows that

only a small part of network constraints is effective and can limit

the formation of feasible regions (Gao et al., 2008). Therefore, if

ineffective constraints can be identified quickly, the model will
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greatly enhance the compactness and reduce the difficulty of

solving.

In this study, the definition of non-effective security

constraints is that if a constraint is removed, the feasible

region of the model is the same as the previous one. The

constraint is a non-effective constraint. According to the

definition, the necessary and sufficient conditions for the

identification of non-effective security constraints, which are

the non-effective constraint and feasible regions, do not have

any intersection or the intersection is just a vertex of the

simple form. According to the sufficient and necessary

conditions mentioned previously, constructing the feasible

region optimization model after cutting security constraint

condition A{j}(PG1t, PG2t,/PGMt)T ≤B{j}
t is shown as follows.

Using Eq. 20, it can identify the non-effective security

constraints precisely. Due to the requirement of solving a

constrained optimization model, the calculation is much

more complex. Therefore, the constraints of Eq. 20 can be

relaxed to construct a sufficient rather than a

necessary condition for identifying ineffective security

constraints. ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Z2 � max∑M

i�1
ajiPGit,

s.t.0≤PGit ≤PGimax,∑M
i�1
PGit + PWt � PDt + R.

(20)

Due to the fact that Z1 ≤Z2, it can be considered that

when Z2 ≤Bj,t, the constraint

A−{j}(PG1t, PG2t,/PGMt)T ≤B−{j}
t is a non-effective one. In

order to carry out further simplification of the calculation,

formula (20) is solved analytically. Thus, the abandoned

solution model can be proposed; the sufficient but not

necessary condition used the known parameters to

identify the non-effective constraints, which are shown as

follows.

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∑k−1
i�1

�Pi ≤Dt − Pw,t ≤∑k
i�1

�Pi,

∑k−1
m�1

(aj,im − aj,ik)�Pim + aj,ik(PDt − PWt)≤Bj,t.

(21)

Accurate model construction
A model based on exact COO can accurately sort the

solutions in the selected set while ensuring that all solutions

satisfy the model constraints. Identifying and reducing

invalid security constraints is the foundation. An accurate

COO-based model is constructed based on the objective

function of the SCUC model and the constraints

associated with continuous variables PGit, which is shown

as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

minFGt � ∑24
t�1
∑M
i�1
Yit(PGit)

s.t,
A · Pt ≤Bt,
PGimin ≤PGit ≤PGimax,∑M
i�1
UGitPGit + PWt � PDt.

(22)

The parameters in the aforementioned formula are

mentioned previously and will not be repeated here.

Numerical simulation

The numerical tests were conducted on a modified IEEE 118-

bus system consisting of 54 thermal generators, 91 demand sides,

and three wind farms. Wind farms with a rated power of

100 MW, 200 MW, and 250 MW are located at buses 144, 54,

and 95, respectively, and their active power curves are shown in

Figure 1A. The positive rotating standby of traditional units

accounts for 8% of the maximum load of the system, the negative

FIGURE 1
(A) The output power curve of wind farms and (B) Safety
constraints cut result chart.
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rotating standby accounts for 2% of the minimum load of the

system, and the risk index of the rotating standby is 0.01. The

network structure, generator parameters, and loads can be

obtained with reference to Chen et al. (2015). The numerical

test is realized on the computer by MATLAB 8.0 and the

optimizer CPLEX 12.5. First, the rough model is established

by MATLAB programming and then solved by CPLEX. The

MATPOWER toolbox is used to solve nonlinear programming

problems in exact models.

The opportunity-constrained method is used to obtain the

system rotational standby. The wind farm is shown in Table 1A.

In order to verify the validity of a discrete identification model, it

is used to identify unit commitment states, and the results are

compared with the final results that are based on traditional BD.

The results are shown in Table 1B.

By comparing the results, in 20 normally open units, the

discrete variable identification model has identified three; the

recognition rate is 15%. However, in the 31 normally stopped

units, the model identifies 20; the identification rate is 64.5%.

There are no identification errors that occurred during the whole

recognition process.

The comparison shows that the discrete variable recognition

model proposed in this study not only has the high rate of

identifying normally stopped units but also has high recognition

accuracy. When it is incorporated into the COO-based rough

model, the computational dimension of the rough model can be

reduced, and the solving efficiency can be improved.

In order to verify the validity of the proposed security

constraint reduction strategies, formula (22) is used to cut the

non-effective security constraints. The remaining security

constraints after cutting are shown in Figure 1B.

Figure 1B shows that the IEEE 118 system in each period has

372 security constraints, so there are 8928 security constraints in

24 h. Through the non-effective security constrained cut model,

there are 8090 non-effective security constraints that have been

cut in a total of 24 h. The cutting proportion reached above 90%.

The aforementioned results show that there is a large amount of

redundant information in the security constraints of the existing

SCUCmodel, and the non-effective security constraint reduction

strategy can effectively eliminate them.

From each time interval, the number of remaining security

constraints is between 15 and 38. The trend of variation is related

to the load change. The reason is that when the load is heavy, the

safety margin of the whole system will drop. Thus, there are more

lines that need to be checked, which may produce much more

effective security constraints. On the contrary, if the load is light,

the number of effective security constraints will reduce.

To verify the validity of the ineffective security constraints

introduced in the COO-based accurate model, each start/close

scenario for the selected set S is solved using the improved COO-

based accurate model and the traditional COO-based model. The

operating time is shown in Table 2B. It is necessary to point out

that the simulation is carried out on the basis of the improved

COO-based rough model proposed in this study.

TABLE 1A Spinning reserve of each wind farm (MW).

Reserve Wind farm
1

Wind farm
2

Wind farm
3

Spinning reserve
for the
system

Total reserve

Positive spinning reserve 10 19 24 480 533

Negative spinning reserve 10 19 24 44 97

TABLE 1B Result of discrete variable identification.

Unit number

Discrete variable identification
model

BD

Normally open units 11, 27, and 39 4, 5, 10, 11, 20, 27, 29, 35, 36, 39, 40, 43, and 45

Normally stopped units 1, 2, 3, 6, 8, 9, 13, 15, 17, 18, 31, and 32 1–3, 6–9, 12–19, 22–24, and 26

33, 38, 41, 42, 46, 49, 50, and 52 31–33, 38, 41, 42, 44, and 46–52

TABLE 2A Rough model performance.

Time
of identifying model(s)

Total time(s)

Before improvement — 153.18

After improvement 2.89 113.33
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It is necessary to point out that the simulation is carried out on the

basis of the improved COO-based rough model proposed in

Table 2A, which shows that the time to solve the rough model is

increased by 40 s after the discrete variable identification strategy is

added to the COO-based roughmodel. Although the discrete variable

recognition model requires 2.89 s, the whole dimension of the rough

model is decreased. Therefore, as a result, the solving efficiency of the

improved COO-based rough model has been improved.

Table 2B also shows the non-effective security constraint

reduction strategy in this study can effectively identify non-

effective security constraints. The whole calculation process takes

only 0.09 s, and the total time is reduced by nearly 42.43 s. It can be

seen that incorporating an ineffective security constraint reduction

strategy into an accurate COO-based model can effectively improve

the computational efficiency.

The correctness and validity of the whole
algorithm

In this study, the improved COO algorithm is used to solve the

SCUC model to verify the correctness and effectiveness of the

proposed method. The cost of the optimal solution and the

start–stop state of the conventional unit are shown in Table 3A.

To compare the validity and correctness of the proposed

methods, we use the following twomethods to solve SCUCproblems.

Method 1 is a sequential optimization algorithm of a

document (Lee and Lin, 2012).

Method 2 is a mixed-integer programming based on BD.

The calculation results and computation time of the three

methods are shown in Table 3B.

As shown in Table 3B, compared with the Benders

decomposition method, the COO method has obvious

advantages both in calculating the efficiency and accuracy.

Compared with the method in Wu and Shahidehpour (2014),

the improved COO algorithm reduces the total cost by about

0.45% but increases the computational efficiency by nearly 18.85%.

There are some reasons for the solving efficiency of the

improved COO algorithms being increased. The COO-based

rough model uses a discrete variable identification strategy,

which reduces the dimension of the solution. An ineffective

security constraint reduction strategy is introduced in the exact

model based on collaborative work, eliminating the ineffective

security constraints in the exact model. The aforementioned

improvements improve the compactness of the algorithm and

further improve the efficiency of the algorithm.

Summary

In order to reach the goal of solving the uncertain SCUC

problems with wind power fast and effectively. Based on the

traditional COO theory, this model introduces discrete variable

identification and ineffective security constraint reduction

strategies. This study proposes an improved stochastic COO

method. The simulation results based on standard examples

show some advantages of this method.

i) Although solving the discrete variable identification model

needs some time, it can reduce the dimension of rough model’s

solution space. Therefore, as a result, introducing the discrete

variable identification strategy can improve the calculation

efficiency of the COO-based rough model.

ii) The invalid security constraint reduction strategy can identify

more than 90% of invalid security constraints in the short term.

Introducing it into the precise model based on COO can effectively

reduce the computational redundancy and improve the

computational efficiency.

TABLE 3A Start–stop scheme.

Total cost = 1,461,876.48$

Unit Time (1–24 h)

10 111111111111111111111110

14 000000000000000111111111

16 111111111111111111111000

19 111111111111111111111000

21 111111111111111111111000

23 111111111111111111111000

25 111111111111111111111100

47 000000001111111111111111

1–3, 6, 8, 9, 13, 15, and 17 000000000000000000000000

18, 22, 24, 26, 31–33, 36, 38, and 39

41, 42, 46, 49, and 50–52

4, 5, 7, 11, 12, 20, 27–30, and 34–35 111111111111111111111111

37, 40, 43–45, 48, and 53–54

TABLE 3B Performance tables of each algorithm.

CPU running time(s) Total fee($)

Method 1 338.64 1,460,620.21

Method 2 2857.00 1,467,256.55

This study 274.79 1,461,876.48

TABLE 2B Accurate model performance.

Time
of identifying model(s)

Total time(s)

Before improvement — 203.89

After improvement 0.09 161.46
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iii) The improvement strategy in this study has improved the

compactness of the COO algorithm. Compared with the

traditional COO algorithm, the improved random COO

algorithm improves the solving efficiency greatly. At the same

time, compared with other methods, it has obvious advantages

both in accuracy and efficiency.

A discrete variable recognition strategy is proposed and

incorporated into the rough model, which is the foundation of

building a COO-based rough model. This improvement reduces

the scale of solution space of the rough model, which could

promote the compactness of the rough model and the

efficiency of the solution. The non-effective security constraint

reduction strategy [12] is introduced into the accurate model,

which is the base of building the accurate OO-based model for

continuous variables. This improvement could greatly reduce the

number of security constraints in the OO-based model, which will

promote the efficiency of the solution effectively. The correctness

and effectiveness of the proposed method in this study can be

tested from the numerical test on the IEEE 118-bus system.
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The purpose is to study the Carbon Footprint (CF) verification system of power

enterprises, promote the Low-Carbon Economy (LCE) in the power industry,

and improve resource utilization during Energy Conservation and Emission

Reduction (ECER). The Carbon Dioxide Emission (CDE) of power enterprises is

explored based on the CF. First, Edge Computing (EC) is adopted to calculate

the direct Carbon Dioxide Emission (CDE) of the Chinese power industry from

2005 to 2020 based on energy input. The direct CDE and the changing trend are

analyzed. On this basis, Blockchain Technology (BCT) is employed to quantify

the indirect CDEs of power enterprises’ energy consumption. A comprehensive

analysis is made of the changing trend and circulation of the total CF of power

enterprises based on the direct and indirect CDEs. The data show that the

proportion of direct and indirect CDEs in total CF gradually decreases and

increases. The results show that the power industry should increase the

proportion of clean power in the power industry, control the CDEs from the

source, and improve energy utilization to optimize the CF verification.

KEYWORDS

edge computing, blockchain, power enterprises, carbon footprint, carbon footprint
verification

1 Introduction

China’s energy demand has been increasing with the rapid economic development in

recent years. Many have realized that China’s dependence on crude oil has exceeded the

international warning line. It is now urgent for China to focus on the efficient use of

energy, reduce energy consumption, reduce air pollution, and achieve Energy

Conservation and Emission Reduction (ECER). Especially since the Reform and

opening-up, China’s economy has seen decades of economic boom. However, the cost

of resource consumption and environmental destruction is overwhelming. The

uncontrolled development and utilization of resources have led to the deterioration of

the environment and seriously affected China’s sustainable development (Sonmez et al.,

2018). Therefore, the emergence of ECER technology-driven Low-Carbon Economy

(LCE) offers a possible development path, targeting greenhouse gas emission reduction.

LCE has changed people’s lifestyles and brought structural transformation. It is reshaping
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the development concepts and becoming a new direction for

China’s economic development. Because of the current situation

of China’s economic development, there is a need to take

corresponding measures to promote LCE’s rapid development

vigorously.

In 2007, the termCarbon Footprint (CF) was proposed as one of

the key quantitative parameters in the ECER process. CF measures

the greenhouse gas emissions in production and consumption,

including direct and indirect emissions. Indirect carbon emissions

are greenhouse gas emissions from using purchased power or heat.

CF is generally divided into personal, product, enterprise, and

national urban CF. Of these, personal CF estimates carbon

emissions in daily life. The enterprise CF is the sum of the

carbon emissions generated by the overall enterprise activities. It

includes the carbon emissions from non-production activities to the

product CF. The urban CF mainly includes the various greenhouse

gas emissions. At present, the exploration of CF in China has just

begun without any in-depth achievements, and more industrial

practices are urgently needed to promote CF development

(Premsankar et al., 2018). The lagging and high regional power

grid emission factors will make the carbon emission results of non-

emission control enterprises distorted and large. There are potential

disadvantages that damage the competitiveness of enterprises.

China’s accounting guidelines specify that the regional power grid

emission factors published in the latest year should be used to

account for indirect electric power emissions. The accounting

guidelines are also applicable to non-emission-controlled

enterprises. However, the regional power grid emission factors

have not been updated. Thus, it is understood that the national,

provincial, and pilot carbon-market emission factors are often used

for non-emission-controlled enterprises. Adopting the grid emission

factor more in line with the actual situation as a supplementary

means can play certain positive roles. Nevertheless, doing so will lead

to poor comparability of accounting results and great reference

difficulty. Hence, it is not conducive to the benchmarking

evaluation and decision-making of enterprises, the public, and

investors (Wiche et al., 2022). According to the research review in

China and overseas, the current indirect Carbon Dioxide Emission

(CDE) calculationmethodsmainly include the input-outputmethod,

life cycle method, and Intergovernmental -Panel on Climate Change

(IPCC) method (Osorio et al., 2022). Firstly, the input-output

method is based on the division of different departments. It

cannot reflect the differences in CFs of different products within

the department. This leads to a large deviation in the results. At the

same time, the CF of specific industries or departments obtained by

the input-output method cannot be applied to calculating other

products, with a limited applicational range (Schmitt et al., 2022). The

life cycle method involves many links in the production process. The

data collection is often incomplete, or the data collection is often

distributed on multiple links. The final results fail to reflect the CF of

the product genuinely. Lastly, although the IPCC method is widely

used, it only considers the direct CF within the region and does not

consider the indirect CF caused by the linkage between the outside

and the inside of the region. Therefore, it has high requirements for

the research object and applies to the CF calculation within the closed

system.

In this work, the total CF of the power industry is obtained

through the direct and indirect emissions of carbon dioxide in the

power industry and its change trend. Further, the indirect CDE of

power enterprises is quantified using Blockchain Technology (BCT)

based on specific data. The trend and cycle of total CF of power

enterprises are analyzed from the direct and indirect CDEs. The

innovation of this work is to analyze the direct and indirect CDEs and

their change trends in the power industry using Edge Computing

(EC) and BCT. Consequently, the flow of the total CF of the power

industry is obtained. This work aims to provide an important

reference for improving energy efficiency and optimizing CF

verification of power enterprises. Chapter 1 describes the purpose

and background. Chapter 2 analyzes the relevant research on EC and

BCT and combines the two to verify the CF. Chapter 3 gives the

experimental results. The research results can provide suggestions

and references for the follow-up ECER work and the CF verification

work of power enterprises. At the same time, it lays a foundation for

optimizing the CF verification system of power enterprises from the

emission source and breaks down the obstacles that hinder the

development of LCE. It is of great significance to Chinese power

enterprises’ economic growth and ECER.

2 Materials and method

2.1 Edge computing

Multi-access EC is proposed by European

Telecommunication Standards Association (ETSA). It provides

computing, storage, and other infrastructure for the Internet of

Things (IoT) devices at the network edge close to users. MEC is

defined as mobile EC in the narrow sense and multi-access EC in

the broad sense. EC supplements the performance of current

cloud computing and exerts a more positive impact on the

development of the IoT (Li et al., 2021a; Li et al., 2021b).

EC has unique advantages over Cloud Computing. EC performs

on widely distributed nodes compared to the centralized nodes of

Cloud Computing. EC can provide computing services for the

network edge close to the data source, meet the needs of IoT

applications, and can give a better solution. It has six basic

characteristics: wide distribution, low delay, edge devices-based

computing, edge intelligence, secured user privacy, and reduced

traffic (Krestinskaya et al., 2019; Li, 2022a; Li, 2022b). Based on

this, the edge node must have certain computing ability, network

transmission, storage capacity, and compatibility with multiple

protocols. The IoT terminal devices interact with the cloud center

through the edge nodes in EC. Offline computing ofmany businesses

can be directly implemented on the edge side in an EC ecosystem.

There is no need to upload to the cloud, making the business

processing faster and more efficient, relieving the traffic pressure,
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and increasing private data security (Porambage et al., 2018;

Yousefpour et al., 2019). Figure 1 displays the system architecture

of EC, which consists of three layers: cloud server layer, MEC server

layer, and mobile terminal layer from top to bottom.

EC can shorten the data processing distance and enhance real-

time performance. However, the security issues in the data processing

and analysis steps still need further research. Meanwhile, with the

development of IoT technology, BCT has become a research hotspot

in many fields with its strong data security storage capacity.

Therefore, further research on BCT is needed.

2.2 Blockchain

BCT is a crucial technological innovation. Its basic structure

includes six application, contract, incentive, consensus, network,

and data layers. This structure is distributed from top to bottom,

reflecting the function allocation from concrete to abstract. Each

of these six layers has its function and can cooperate. A

reasonable blockchain includes at least these six layers.

Figure 2 presents the specific structure. Each layer should be

designed according to its functional requirements (Sabella et al.,

2019; Sodhro et al., 2019).

2.2.1 Data layer
The data layer is a physical expression of BCT, the basic and

core structure in the whole structure. It is characterized by no-

tampering and full backup.

2.2.2 Network layer
The network layer controls the communication of the whole

system. It can improve data transmission efficiency in each stage

when sending, receiving, and sharing data. The most crucial part

of the blockchain network is Point to Point (P2P) transmission,

which is adapted to complete a distributed network. Thereby,

blockchain is essentially a P2P network structure with an

automatic networking mechanism. At each node, information

can be received and generated. Any node in the network can

maintain the communication between them when the same

growing blockchain structure is maintained. Moreover, the

network layer also has many functions, such as data

dissemination and verification, which are the most basic

(Sittón-Candanedo et al., 2019).

2.2.3 Consensus layer
The consensus layer encapsulates a consensus mechanism

algorithm on each node to control the authentication and

identification of data in P2P mode. Dispersed nodes must

reach a consensus through the consensus layer in the

decentralized network structure to safeguard data validity. The

consensus mechanism guarantees system security and reliability

and is one of the core technologies of blockchain structure.

2.2.4 Incentive layer
There are many incentive mechanisms in the incentive layer,

and the nodes in each blockchain participate in verifying new

blocks.

2.2.5 Smart contract layer
The smart contract layer is the basis for the blockchain to

program and de-trust. It systematically specifies the transaction

method and specific process, including all kinds of scripts and

codes, which can be executed automatically and cannot be

tampered with at will.

FIGURE 1
MEC system architecture.
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2.2.6 Application layer
The application layer undertakes the docking with various

application scenarios, and the entities in each application

scenario will participate in it and formulate the overall rules

according to the intelligent contract, making the whole business

logic more complete (Roman et al., 2018).

2.3 Carbon footprint verification based on
edge computing and blockchain
technology

CF verification is a metric of the product life cycle level, a

bottom-up carbon accounting system. It is the carbon emission

of products or services in the life cycle. For example, the CF of a

book considers all carbon emissions generated in the process of

paper making, printing, transportation, sales, disposal, and

natural decomposition. The British Standards Institute issued

the CF calculation standard and elaborated CF’s calculation

methods and principles. CF calculation can let consumers know

the greenhouse gas emissions during the whole life cycle of

commodities and encourage consumers to choose low-carbon

commodities. In addition, calculating CF can help

manufacturers fully understand the carbon emissions of

goods in production, transportation, and consumption. It

helps explore improvements to guide the reduction of energy

consumption and costs (Ray et al., 2019). In short, it is the total

amount of greenhouse gases released by products or services in

the life cycle. With the continuous improvement of the

international market’s understanding of the product CF, CF

verification is a key condition for obtaining orders from

multinational companies. CF can be verified through the

enterprise CF of the whole company or the product CF,

including the complete life cycle of a specific product or

service, the supply chain, and pollutant emission control

technology (Monrat et al., 2019).

At the same time, the blockchain can be divided into public,

private, and alliance chains according to the range distribution of

blockchain nodes. The public chain is entirely open to the public,

which anyone can directly access without authorization. A

private chain is established by an organization and accessible

to only specific authorized users. An alliance chain is a mixture of

public and private chains visited by users who join the alliance.

The public chain has reliability and privacy security problems,

and the alliance chain is difficult to deploy due to its large scale.

Thus, this work selects a private blockchain with a small scale to

record and store relevant event information, such as CF

verification of power enterprises. Also, the private blockchain

is deployed on the local platform, so the initial blockchain is safe

and reliable. EC processes data at the network’s edge or near the

data source. According to the research data, the deployed edge

node computing and processing capacity canmeet the processing

requirements of the equipment used for CF verification of power

enterprises (Gao et al., 2022). Based on this, this work further

analyzes the CF verification of power enterprises by fusing EC

and BCT.

2.4 Calculation of total carbon footprint

The CF verification system of power enterprises is studied.

The specific calculation method is as follows:

2.4.1 Calculation method of direct carbon
dioxide emission

The direct CDE is calculated based on EC by Eq. 1:

Cdir � ∑
ij

CO2ij �∑
ij

(Eij × CFj × (1 − Sj) × CCj × COFj × 44/22) (1)

In Eq. 1, Cdir is the total amount of carbon dioxide emitted

by fossil fuel consumption; Eij represents the consumption of

FIGURE 2
Infrastructure of blockchain.
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fuel j in sector i; CFj represents the average low calorific value

of the fuel j; Sj represents the proportion of the j-th fuel that is

not used for combustion but used as raw material in the

product. CCj represents the carbon emission coefficient of

the j-th fuel, which is the carbon emission per unit heat of the

j-th fuel; COFj represents the oxidation factor of the j-th fuel,

and represents the oxidation rate level of the fuel; 44/22 is the

conversion coefficient of carbon atom mass to carbon dioxide

molecular mass; i is the source consumer sector; j is the type of

fuel (Belotti et al., 2019).

2.4.2 Calculation of indirect carbon dioxide
emission

Consuming the products or services of other sectors will emit

carbon dioxide, which is the indirect CDEs. The carbon emission

coefficient should be calculated as follows (Efanov and Roschin,

2018):

a. Calculation of indirect carbon dioxide emission

coefficient

dj � fj × ⎛⎝∑n
i�1
ei × bij⎞⎠ (2)

dj is the indirect CDE coefficient of sector j, with the unit of t

CO2/10000 RMB; fj is the CDE coefficient per unit of energy in

sector j, with the unit of t CO2/tce; ei is the energy intensity of

sector I, with the unit of tce/10,000 RMB; bij is the complete

consumption coefficient, which is the total consumption of j

sector to i sector; ∑n
i�1
ei × bij is the indirect energy consumption of

all n intermediate products per unit product of j department

(Gatteschi et al., 2018).

b. Calculation of indirect carbon dioxide emission

The following equation calculates the indirect emissions of

each sector after the coefficient calculation.

Cindj � dj × Xj (3)

Xj is the total output of sector j (Halaburda, 2018).

According to the input-output method, the cost of power

input and the amount of carbon dioxide indirectly emitted by the

power enterprise is calculated by Eq. 4:

R � K/IN (4)

Here, R is the proportion of input. K denotes the total

investment amount. IN represents the sum of output added

value.

(3) This research cites foreign scholars’ definitions of direct

and indirect CDEs. It calls the CDEs related to the direct

combustion of fossil energy the direct CDEs of power

enterprises, namely, the CDEs generated by the direct

combustion of coal, oil, and other energy sources in the

power industry’s production. Indirect CDEs are the CDEs

of non-energy products or services in their life cycle. That

is, the energy consumption of other industrial sectors of

the national economy and the CDEs generated to

maintain the production needs of consumers in the

power sector (Reyna et al., 2018; Al-Jaroodi and

Mohamed, 2019).

The direct CDE of power enterprises is mainly due to the

excessive consumption of thermal power generation and electric

heating energy. The indirect CDE is mainly the services

consumed by the thermal power sector. CDEs of the product

refer to the CDEs of commodities in the whole life cycle of

exploitation, production, power and heat distribution,

consumption, and recycling of raw materials (Andoni et al.,

2019).

The sum of direct and indirect CDEs is the total CF (Salah

et al., 2019) that is:

C � Cdir + Cind (5)

2.5 Data setting

This work mainly uses the method of data set to evaluate

the model of EC and BCT, to explore the comprehensive

performance of this model. The used dataset is the Dash

dataset, which is a Python data visualization library for

building web applications. It is based on the Python web

framework Flask and the Javascript drawing library Plotly.js

and the Javascript library React.js for building user

interfaces, so it is very suitable for building web pages

with Flask-based backend and front-end data

visualization. The Dash application consists of two parts.

The first part is the layout, which describes the design style of

the application, and it is used to display data and guide users;

the second part describes the interactivity of the application.

The specific settings for evaluating the models are illustrated

in Table 1.

As portrayed in Table 1, experimental evaluations of three

models are set up, and the models are evaluated from different

perspectives, making the evaluation results more valuable.

TABLE 1 Information for data settings.

Model BCT EC EC and BCT

The amount of data 600

Type of data Economy Sports Education

Evaluation method Accuracy Calculation rate —
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3 Results and discussion

3.1 Performance evaluation of edge
computing and blockchain technology

Based on the progress of science and technology, data processing

has become a key requirement of the current society for various

technologies. The development of EC technology and BCT can not

only satisfy the demands of data processing efficiency but also meet

the requirements of data security. Therefore, this vision is fulfilled by

the design of EC and BCT. Figure 3 demonstrates the performance

evaluation results of the EC and BCT model.

In Figure 3, the design uses EC and BCT to analyze the CF of

power enterprises, and the designed model can well meet this

requirement. The accuracy rate of the designed model is more

than 92%, which is almost the same as the data processing effect

of EC and BCT, but the data processing rate of this work far

exceeds that of blockchain technology, and the duration of data

processing is about 70 ms. It means that the designed model not

only has good data processing effect but also has security and

efficiency. In addition, the work also evaluates the model under

100 experiments with different types of data. Table 2 presents the

average accuracies of the models evaluated using different types

of data. Table 2 Denotes that the accuracy rates of the three

models are basically the same in different types of data

processing. Therefore, it can be found that the designed

model of EC and BCT is relatively successful.

3.2 Analysis of carbon footprint of power
enterprises

The total CF is the sum of the total amount of carbon

dioxide emitted directly and indirectly. Direct CDE is

obtained through EC, and indirect CDE accounting is

based on input-output analysis and BCT. On this basis,

the change and characteristic structure of direct and

indirect CDE of China’s power enterprises in 2005, 2010,

2015, and 2020 are studied by using the data of power

enterprises from 2005 to 2020. Then, the BCT is used to

quantitatively analyze the influencing factors of direct CDEs

from thermal power consumption (Niranjanamurthy et al.,

2019).

The total CF of the power industry in 2005, 2010, 2015, and

2020 is obtained by the sum of direct CDEs and indirect CDEs in

the above 4 years. Tables 3; Figure 4 are the calculation results.

Table 3 shows that power enterprises’ total CF has rapidly

increased in the past 20 years.

The comprehensive analysis of the data in Figure 4 reveals the

following results.

a. Regarding the total amount of CDEs in 2005, the direct

CDEs were 2,363,908,700 tons, and the indirect CDEs

were 405,530,900 tons. By 2020, the direct CDEs had

reached 15,685,676,900 tons, and the indirect CDEs had

reached 770,912,080 tons. It suggests that the total CF of

China’s power industry is growing rapidly. Regarding the

structure, direct CDEs account for a large proportion of

the total CF. Proportion of direct CDE in 2005, 2010,

FIGURE 3
Performance evaluation of EC and BCT (A) refers to the accuracy of data processing, (B) stands for the duration of data processing).

TABLE 2 Evaluation of different performances of the models.

Type of data BTC EC EC and BCT

Economy 90.8% 91.7% 91.4%

Sports 91.6% 89.7% 92.1%

Education 91.1% 88.5% 90.5%
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2015 and 2020 was 85%, 88%, 90% and 95%. The proportion of

direct CDE is rising yearly, while the proportion of indirect CDE

is declining yearly. In the final analysis, the power industry and

other related industries are gradually decoupling due to the

continuous improvement of technology levels. The investment

in intermediate technology is added, resulting in a substantial

increase in indirect CDEs.

b. China’s energy demand for industrial, civil, and heating has

proliferated from 2005 to 2020, resulting in an obvious upward

trend in power and heat production. Both energy input and

direct CDE have an obvious upward trend. The CDE of the

power industry is the main contributor to China’s CDE growth.

The main factors affecting the emission reduction effect of

China’s power industry are the input structure of energy, the

structure of power sources, the technology in the power

generation process, and the scale of the industry.

c. The power industry CF has risen from 2005 to 2020, with

direct CDE and indirect CDE accounting for 95% and 5%,

respectively. It reveals that the direct CDEs are very large,

accounting for a significant proportion of power

enterprises’ total CF. In the indirect CDEs, thermal

power production is closely related to heavy

manufacturing, mining, transportation, warehousing,

postal, and other service industries. Service industries

consume the intermediate services and products of

other industries and greatly impact the CDEs of these

industries.

4 Conclusion

The CDE of the power industry is analyzed from the

perspective of CF verification. The results reveal that the

power industry needs to focus on adjusting the power supply

structure and expanding the proportion of clean power in

electric power production. Clean power generation using

wind, nuclear, and other low-carbon technologies should

be encouraged. The investment structure of power

generation and heating energy should be adjusted

accordingly to control the growth of CDEs from the source

TABLE 3 Direct CDEs and growth rate of the power industry.

Time Direct CDEs (10,000 tons) Growth rate (%) Direct CDEs (10,000 tons) Growth rate (%)

2005 236390.87 — 40553.09 —

2010 406454.97 0.72 56606.64 0.39

2015 616208.73 0.52 70669.788 0.25

2020 1568567.69 1.55 77091.208 0.091

The direct and indirect CDEs, and their proportion in power enterprises are shown in Figure 4.

FIGURE 4
Direct and indirect CDEs and emission ratio of power enterprises. (A) Direct and indirect CDEs from power enterprises; (B) Proportion of direct
and indirect CDEs in power enterprises.
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and optimize CF verification. The energy intensity of China’s

power industry may continue to decline. Its effect on ECER

will gradually appear. Hence, power enterprises must

improve energy utilization to implement CF verification

and control the production’s power consumption and

heat loss.

The research deficiency is that no specific industry-

oriented CF research is explored. Currently, China’s CF

verification research is in the demonstration and promotion

stage. CF analysis is very crucial for enterprise CF verification

systems. Enterprises should contain the CDE within the

international standard and constantly improve the CF

verification indexes in the future. This work hopes

enterprises can focus on the full use of energy and better

verify the CF. It is expected to help power enterprises control

the power consumption index and heat loss in production,

thereby achieving ECER.
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Coordinated AGC control
strategy for an interconnected
multi-source power system
based on distributed model
predictive control algorithm

BoPeng1,XinMa1*,XiangxueMa1,ChangbinTian1andYuqiongSun2
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The erratic and random characteristics of wind power and wind-thermal

replacement significantly degrade the performance of AGC in an interconnected,

multi-source power system. For the lack of cooperation between wind power and

thermal plants in AGC of interconnected power system as well as the heavy

computational burden and inflexible information interaction of centralized AGC

architecture, anovelcoordinatedAGCcontrol strategy foran interconnectedmulti-

source power system based on distributed model predictive control (DMPC)

algorithm is proposed in this research. Under the DMPC architecture, the

dimension of centralized AGC problem is reduced in each subsystem, and the

overall AGC performance can be enhanced through inter-area communication

betweensubsystems. In themeantime, basedon theproposedcoordinatedcontrol

strategy, the activeAGCresponsecapability ofwind farmsandenergy storage in the

interconnectedsystem isexploited to realize thedynamiccooperationbetween the

windgeneration and thermal AGCplants, and theoverall AGCcontrol performance

can be further improved. In this paper, local DMPCcontrollers are deployed in each

subsystem to address the drawbacks of a centralized control architecture by

exchanging forecast and state measurement information with neighboring

subsystems. In addition, considering the current operating status of multiple kinds

ofenergysourceswithdifferentfeatures,afuzzy-basedcoordinatedcontrolstrategy

is designed for the purpose of dynamically allocating the AGC demand inside the

wind-storage system, and the wind farm’s reliability for AGC response in diverse

operation scenarios can be guaranteed. Finally, comparative analysis with existing

works has been conducted on a three-area power system, and numerical results

demonstrate that the proposed coordinated AGC control strategy has better

performance in AGC performance and the dynamic cooperation can be achieved

between wind power and thermal plants in AGC response through the designed

wind-storage system and coordinated DMPC AGC control strategy.

KEYWORDS

AGC, multi-area, frequency response, DMPC, fuzzy algorithm
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1 Introduction

With the increasing need of energy consumption, the scale of

interconnected power systems around the world is continuously

expanding. Currently, large power systems are generally

composed of several interconnected subsystems or control

areas through interregional tie-lines. All the thermal plants in

each subsystem are responsible for balancing their own power

demand. However, once a sudden power fluctuation event

occurs, it will cause a significant impact on the power balance

in each subsystem, and leading the whole interconnected grid

into an unstable operation state with frequency and tie-line

power fluctuations. Therefore, AGC has been widely applied

for maintaining the active power balance of the interconnected

power systems. Many types of controllers have been designed for

improving the AGC dynamic performance, such as proportional-

integral-derivative (PID) control (Debbarma et al., 2013;

Hasanien and El-Fergany, 2019), robust control (Shayeghi

et al., 2007; Zhang et al., 2013; Xiong et al., 2018), event-

triggered load frequency control (Wen et al., 2015; Lv et al.,

2020; Yuan et al., 2020), neural fuzzy-based intelligent control

(Kocaarslan and Çam, 2005; Yousef et al., 2014; Aziz et al., 2019),

and model prediction schemes (Venkat et al., 2008; Ma et al.,

2014; Shiroei and Ranjbar, 2014). In addition, advanced soft

computing techniques are also applied in AGC controller to deal

with the uncertainties and variation of operating points. In (Abd-

Elazim and Ehab, 2018), genetic and firefly optimal algorithm are

applied in the load frequency controller of a two-area system

composing of PV grid and thermal generators. In (Mohanty et al.,

2014), Differential evolution algorithm is adopted for AGC

control of an interconnected power systems with non-

linearity. Moreover, fuzzy logic algorithm has been applied in

(Kocaarslan and Çam, 2005; Aziz et al., 2019) for scheduling the

gains of the AGC controller dynamically of two-area

interconnected power systems. In (Arya, 2017), fuzzy-based

fractional order controller is designed for diminishing the

frequency and tie-lie power deviations efficiently. The above-

mentioned literatures have improved the dynamic AGC

performance of interconnected power systems by means of

complex controllers or advanced optimization algorithms.

However, control strategies of the mentioned works are built

on a centralized architecture, which is unsuitable for large-scale

power grids due to the calculation complexity, communication

delays, and resilience risks. Therefore, a distributed control

architecture has more adaptability for interconnected system,

and due to the robust control performance and efficient

information communication features, DMPC algorithm has

been acknowledged as an efficient method for improving the

frequency stability of the interconnected system. A DMPC-based

load frequency controller is designed in (Ma et al., 2017) for a

deregulated three-area power system considering the effect of

bilateral contracts of load demands. In (Jain et al., 2018), a DMPC

AGC architecture is proposed for wide-area control of power

system oscillations under communication and actuation

constraints. In (Chen et al., 2018) an extended DMPC

controller is designed for frequency regulation of a two-area

power system under uncertain system condition and parameters.

In addition, considering environmental pressure and market

competition pressure, a distributed economic MPC for LFC of

multi-area power system with wind power plants is proposed in

(Zhang et al., 2021), but the dynamic features of wind

plants and potential for active AGC response has not been

discussed.

Nevertheless, besides the centralized control framework,

another factor for weakening the AGC performance is the

increasing penetration rate of renewable energy (e.g., wind

energy) and the lack of coordination between multiple energy

sources. With the increase of wind power integration capacity,

more researchers are attracted into fields like wind power

forecasting (Li et al., 2021a; Li, 2022a; Li, 2022b), wind

turbines (WT) fault detection and wind farm’s flexible

operation (Li et al., 2021b), and it has been testified that the

active AGC response capability of WT can be exploited by

advanced control strategy. Therefore, it is essential to exploit

the potential of WTs for AGC response. A coordinated control

framework and an adaptive PID control scheme has been

designed for wind farms in (Magdy et al., 2018). Moreover, an

interconnected power system with enhanced load frequency

management is proposed in (Chang-Chien et al., 2013), and

WTs are included into the AGCmodel of entire system. It should

be noted that the WT operation state is significantly affected by

the wind speed, which in turn affects the interconnected system’s

capacity to provide a reliable frequency response. In previous

studies (Wu et al., 2017; Abazari et al., 2019; Peng et al., 2019),

reliable active power reserve for WT’s frequency response can be

acquired through the de-loading operation, and when WT is

incapable of participating the frequency regulation process,

energy storage (ES) units with rapid responding characteristics

are deployed to manage the power shortages in frequency

response. However, in most literature cited above, the AGC

control techniques are employed in scenarios with a constant

windspeed rather than scenarios with varying ones, which might

impair the strategies’ reliability and efficiency. Moreover, in an

interconnected power system with multiple power sources like

wind energy, conventional thermal plants and ES unit, because of

the slow ramp rate of thermal plants and the large “wind-thermal

replacement”, the thermal plants cannot meet the AGC demand

of each subsystem alone, and the frequency will suffer more

severe fluctuations if the current windspeed is not sufficient to

support WT’s participation in AGC, which is detrimental to the

frequency stability of the whole multi-area power system.

Therefore, it is critical that WTs must be able to dynamically

collaborate with the ES for obtaining a reliable and active AGC

response ability in various operation conditions, and it is also

important for WTs to cooperate with thermal plants to make up

for the operation constraints of the thermal power.
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It is apparent from the previous works that the AGC

performance of interconnected power system with multiple

kinds of power sources largely depends on the control strategy

architecture and the coordination between power sources.

Therefore, a coordinated AGC control strategy based on

DMPC algorithm is proposed to enhance the AGC

performance of a multi-source interconnected power system

with high-level wind power penetration rate. In the proposed

coordinated control strategy, to deal with the drawbacks

mentioned under the centralized framework, the dimension of

centralized AGC problem is reduced in each subsystem under the

DMPC architecture. Then, local DMPC controller of each

subarea communicates with adjacent areas exchange their

states and prediction information to improve the AGC

performance of the whole system with better stability and

reliability. Moreover, ES units are deployed in the windfarms

as a combined wind-storage system (CWES) to let the WTs

participate in AGC response actively through cooperation with

the ES. Taking current operation states of CWESs and thermal

plants into consideration, a fuzzy-based controller is designed for

active frequency response inside the CWES system and realizing

a dynamic cooperation between wind farm and thermal

generators in each subsystem. Therefore, the CWES system is

ensured with better adaptability and reliability for AGC support

under fluctuating windspeeds and the features of renewable

generation and conventional thermal plants can be

coordinated flexibly, and the overall AGC dynamic

performance of the multi-source interconnected power system

can be effectively improved.

The main contributions of this paper are as follows:

1) Based on a DMPC algorithm, a novel AGC model of a multi-

source interconnected power system is designed. In each

subsystem, a synthesised AGC state-space model composed

of a combined wind-energy storage system and thermal

generators is designed to let the local WTs participate in

the AGC process. Then, through communication of the

control and prediction information between local DMPC

controllers, the AGC response potential of the WTs is fully

exploited, and the AGC performance of multi-area power

system is improved effectively.

2) A novel coordinated control strategy for multiple kinds of

power sources with different operational features is designed

based on the fuzzy logic algorithm. Considering current

operation trajectories of the combined wind turbine and

energy storage units, a fuzzy controller is designed to

realize an active AGC response of the CWES system

dynamically. Under the proposed control strategy, flexible

coordinated operation between WTs and ES is achieved.

Therefore, adaptability and performance of the CWES

system for multi-area AGC active response under multi-

scenarios are both enhanced.

3) Through the proposed control strategy, the active AGC

response capability of the CWES and conventional thermal

generators inside multi-area grid can be fully exploited, and

the ramping rate issue of conventional plants can be well

alleviated through the quick power response feature of CWES

in the beginning stage of AGC. As a result, the frequency

stability weakened by the wind-thermal replacement is

ameliorated.

The remainder of this paper is organized as follows. The

system structure and modelling theories are introduced in

Section 2. The DMPC algorithm and dynamic cooperation

strategy for a CWES system in frequency support are

introduced in Section 3, and case studies are given in Section

4. Finally, conclusions are summarized in Section 5.

2 System framework

The framework of multi-area power grid studied in this paper

is demonstrated in Figure 1, there are three subsystems inside the

interconnected system, and power flows among these adjacent

areas through tie-lines. It can be observed that there exists a

conventional generator model and a CWES model as the power

source in each area. In addition, anMPC-based AGC controller is

deployed in each area for local AGC response.

2.1 Modelling of an interconnected system

From Figure 1, the dynamic relationships among every block

in the overall multi-area AGC system can be represented by

differential equations, and the dynamic balance between the

power variation and the frequency fluctuation Δωi in subarea

1 can be expressed as

Δ _ωi � −( Di

2Hi
)Δωi + ( 1

2Hi
)ΔPmi + ( 1

2Hi
)ΔPCWESi

− ( 1
2Hi

)ΔPLi − ( 1
2Hi

)ΔPtiei (1)

where Δωi is the frequency variation in the ith subarea system; Di

and Hi are the system damping constant and inertia constant,

respectively; and ΔPmi and ΔPCWESi are the active power

variations from the thermal unit and the CWES system,

respectively. ΔPLi is the load fluctuation, which is also the

disturbance in the AGC response model, and ΔPtiei is active

power interaction of the tie-line in this area.

The differential equation of the thermal plant’s turbine in ith

area can be expressed as

Δ _Pmi � − 1
TTi

ΔPmi + 1
TTi

ΔPvi (2)
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where ΔPvi is the governor valve adjustment of the conventional

generation unit and TTi is the time constant of the steam

turbine.

The differential equation of the thermal plant’s governor in

area i is given as

Δ _Pvi � − 1
RiTGi

Δωi − 1
TGi

ΔPvi + 1
TGi

ΔPref,Gi (3)

where TGi is the time coefficient of the governor valve

adjustment, Ri is the system’s primary frequency

response coefficient, and ΔPref,G is the AGC reference

command of the DMPC controller for the thermal power

unit in this area.

Moreover, the active power exchanged between the ith area

and its adjacent area can be expressed as

Δ _Ptiei � ∑M
j�1
j ≠ i

TijΔωi − ∑M
j�1
j ≠ i

TijΔωj (4)

where Tij is the power exchange factor between the ith area and

the jth area, M is the number of subareas contained in the multi-

area grid, and M = 3 in this paper.

2.2 AGC response model of a subarea
integrated with a CWES system

As shown in Figure 1, the previous section introduced the

structure of the interconnected power system and the dynamic

relationships of the thermal plants in the AGC process. Since each

subarea in the interconnected system has a high penetration rate of

wind generation and the power output of wind farm accounts for

approximately 30% of the total active power generation in each

subarea, the “wind-thermal” substitution effect of the entire multi-

area power system is obvious. Therefore, this section jointly

models the AGC process of the thermal plants and WTs in the

same area so that cooperation of these two kinds of energy sources

in the AGC process can be achieved. Moreover, the adjustment

burden and the slow response problem of thermal plants in AGC

can be alleviated, and the AGC response capability of the

interconnected system is improved.

The simplifiedWTmodel applied in the multi-area system in

this study is displayed in Figure 2. Here, Pref,W and PW are the

active power output reference and actual power output of WT,

and kwp and kwi are the proportional and integral gain coefficients

of the PI block of the rotor-side converter, respectively. The

constant Tfl is the filter coefficient of the power outer loop. ird is

the d-axis component of the rotor current, and sg is the generator

FIGURE 1
Framework of multi-area power system with CWES.
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slip. KRSC is defined as the gain coefficient of the rotor-side

converter. According to the above control block diagram, the

mathematical models of the WT are as follows:

Δ _PW � − 1
Tfl

ΔPW +KRSCΔird (5)

Δ _Perr � −ΔPW + ΔPref,W (6)

Δ_ird � −kwp
Tin

ΔPW + kwi
Tin

ΔPerr − 1
Tin

Δird + kwp
Tin

ΔPref,W (7)

KRSC � (1 − sg) 3Lmψsωs

2Ls
(8)

In the CWES system proposed in this paper, the energy

storage unit mainly assists the WTs in participating in the AGC

process of the interconnected system. The ES output is mainly

determined according to the operating state and active power

reference value of the WTs, so the subarea AGC controller does

not determine this output. Therefore, the active power reference

value Pref,W delivered to the WTs in the subarea is equal to the

reference value Pref, CWES of the CWES system.

During the AGC response, the output characteristics of AGC

resources should be fully utilized in this area. The CWES is mainly

responsible for addressing the slow power ramping problem of

thermal plants in the initial stage of AGC response. As the AGC

process progresses, the power generation of thermal plants

gradually matches the AGC demand. For that scenario, the

CWES system should gradually reduce the output, transfer the

main task back to thermal plants, and provide a reliable active

power reserve for the next AGC demand tomake up for the “wind-

thermal replacement” effect. In this paper, according to the AGC

response process and real-time frequency variation, the wind

power is integrated into the AGC process of each area by

dynamically modifying the control parameters of local DMPC

controller. Then, the active AGC response capability of CWES and

conventional thermal generators insidemulti-area grid can be fully

utilized, and the ramping rate issue of conventional plants can be

well alleviated.

The power reference modifications of CWES and thermal

plant in the ith area can be expressed in Eq. 9:⎧⎨⎩ ΔPref,CWESi
′ � βi · ΔPref,CWESi

ΔPref,Gi
′ � ΔPref,Gi + (1 − βi) · ΔPref,CWESi

(9)

where ΔP’
ref,CWESi and ΔP’

ref,Gi are the modified control variables

of the CWES system and thermal plants in subarea i,

respectively, and β is the modification factor, and it

represents the frequency response process. Based on fuzzy

theory, β is dynamically determined by frequency deviation

Δω and frequency change rate dω/dt of the ith area, and it will be

explained in Section 3.1.

In summary, based on Eqs 1–9, the dynamic relationship

between the WTs and the thermal plants in the AGC response

model of subarea i can be expressed, from which a state-space

model of the AGC response process in this subarea can also be

obtained, as shown in Eq. 10:

⎧⎪⎨⎪⎩ _xi(t) � Aiixi(t) + Biiui(t) + Eiiwi(t) +∑
j≠i
(Aijxj(t) + Bijuj(t))

yi(t) � Ciixi(t)
(10)

The parameters of the AGC state-space model of area i are as

follows:

Aii �

− Di

2Hi

1
2Hi

0 − 1
2H1

− 1
2H1

0 0

0 − 1
TTi

1
TTi

0 0 0 0

− 1
RiTTi

0 − 1
TTi

0 0 0 0

∑M
j�1

j ≠ i

Tij 0 0 0 0 0 0

0 0 0 0 − 1
Tfl

0 KRSC

0 0 0 0 −1 0 0

0 0 0 0 −kwp
Tin

kwi
Tin

− 1
Tin

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Bii �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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1
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0
kwp
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Eii �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− 1
2Hi

0

0

0

0

0

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Cii � [Bi 0 0 1 0 0 0 ]xi

� [Δωi ΔPmi ΔPvi ΔPtiei ΔPCWESi ΔPerri Δirdi ]T
ui � [ΔPref,Gi ΔPref,CWESi ]Twi � ΔPLi

FIGURE 2
Control model of a WT in the CWES system.
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Aij �

0 / 0∑M
j�1
j ≠ i

Tij 1 ..
.

0 / 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦Bij � [0]

In Eq. 10, xi is the state variable of the state-space model and

contains the main state indicators of each block in the AGC

process of the ith area; ui is the input variable. The DMPC

controller in this area modifies ui according to the operating

state of the system, thereby adjusting the output of the thermal

plants and the CWES system to improve the AGC performance.

Aij and Bij are the state variable and control variable coefficient

matrixes of area i and its adjacent area j, respectively. In this

paper, by adding the state information and control information

of adjacent areas to the local state-space expression, coordinated

communication between the controllers of each area is realized.

wi is the system disturbance variable. In this paper, the active load

fluctuation is set as the disturbance variable in each subarea. yi is

the output variable of the state-space model of the ith area. In this

paper, the area control error ACEi is set as the controller’s output.

This section integrates the CWES in each subarea with

traditional thermal power units into a unified AGC response

model, and the wind power is integrated into the AGC process of

each area by dynamically modifying the control parameters of

local DMPC controller. As a result, the active AGC response

capability of the CWES and conventional thermal generators

inside multi-area grid can be fully utilized, and the ramping rate

issue of conventional plants can be well alleviated.

3 Design of the DMPC algorithm and
CWES cooperation strategy

3.1 Application of DMPC algorithm in
interconnected power system

MPC is also known as rolling-horizon optimal control. The

optimal closed-loop control sequence can be achieved by solving

the optimal control problem at each control period, and only the

initial step of the control sequence is applied. In the next time

interval, a new optimization problem is established and solved

based on the new measurement results. The application of MPC

algorithms in interconnected power systems can be mainly

divided into centralized MPC and distributed MPC (DMPC),

but the centralized control architecture has the drawbacks of

inflexible information communication and stability issues for

large-scale interconnected systems with extensive geographic

distribution scales and significant number of subsystems.

Moreover, the computational burden of the upper-level

controllers is always heavy. However, the DMPC algorithm

transforms the large-scale constrained optimization problem

into multiple small-scale local problems, and focusing on the

association among subsystems, the optimization decision of

subsystems, and the information exchange to ensure a global

stability of the interconnected system. In addition, each local

MPC controller cooperates through iteration and coordination to

meet the global control objectives set by the system, and the

DMPC algorithm can achieve the same performance as the

centralized MPC algorithm with reduced computation time.

Moreover, the DMPC algorithm is able to ensure a closed-

loop stability by satisfying the iteration’s termination

constraints. Considering that the modern interconnected

power systems integrated with wind and thermal power units

are typically geographically dispersed and complex systems with

multiple interconnection areas, so the traditional centralized

MPC models are complex with high dimensions and physical

operation constraints. Therefore, under the DMPC control

framework, the AGC of each sub-area is controlled by its

local MPC controller without going through the upper-level

controller, and the coordination of each subarea’s AGC

process at the system level can be achieved through

information communication between local controllers, which

can reduce the computational burden and improve the overall

AGC control performance effectively.

The framework of DMPC algorithm is designed by dividing

the entire interconnected system into several subsystems, and

each of which has its own independent local MPC controller. The

local controller solves the local optimization problem while

considering the state and control variables of its neighbouring

subsystems, including the constraints, objectives, disturbances,

and interactions between the subsystems. In addition, each local

controller achieves optimal control based on local information

and improves the overall performance by sharing information

with other controllers to achieve a global optimization goal of the

interconnected system through the coordinated strategy. The

FIGURE 3
Framework of DMPC algorithm.
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framework of DMPC is demonstrated in Figure 3. In this study,

the AGC optimal control problem of a interconnected power

system with combined wind-storage system is solved using a

DMPC method.

1) Prediction model and objective function

At each control interval, the local DMPC controllers of each

area will exchange prediction and operation information with its

neighbour subareas. The discretization of AGC state-space model

of multi-area power system can be transformed into:⎧⎪⎨⎪⎩ xi(k + 1) � Aiixi(k) + Biiui(k) + Eiiwi(k) +∑
j≠i
(Aijxj(k) + Bijuj(k))

yi(k) � Ciixi(k)
(11)

Define the prediction variable zi(k), and its relationship with

the state variable xi(k), disturbance variable wi(k) and control

variable ui(k) is shown in Eq. 12:

zi(k) � C2xi(k) +D2wi(k) +D3ui(k) (12)

In summary, the objective function of the ith subarea is shown

in Eq. 17:

min
u′i(·)

Ji(x′
i(t), u′

i(·)) (13)

By substituting Eq. 12 into Eq. 13, the optimization target Ji
can be expressed in Eq. 14:

Ji(x′
i(t), u′

i(·)) � ∑Nm

j�0
z′iT(k + j

∣∣∣∣k)Γ(j)z′i(k + j
∣∣∣∣k) (14)

∑Nm

j�1
z′iT(k + j

∣∣∣∣k)Γ(j)z′i(k + j
∣∣∣∣k)

� ∑Np

j�1
x′
iT(k + j

∣∣∣∣k)Qix
′
i(k + j

∣∣∣∣k) +∑Nc

j�1
u′
iT(k + j

∣∣∣∣k)Riu
′
i(k + j

∣∣∣∣k)
(15)

In the above equations, Np and Nc are the prediction and

control steps of each optimization interval, respectively. x’i (k + j|

k) and u’i (k + j|k) are the AGC response model’s prediction

trajectories of the state variable and control variable in period Tp,

respectively, and both trajectories’ starting point is k. Qi and Ri

are the weighted positive definite matrixes in the ith subarea and

are used as weight matrixes in the optimization function to affect

the optimization result. Qi mainly affects the process of the state

variable trending to the reference value, and Ri affects the control

variable’s variation range in each optimization interval. The

weighted matrixes in Eq. 15 are set as Q1 = Q2 = Q3 = diag

(100,0,0,0,0,100,100) and R1 = R2 = R3 = diag (1,0).

According to the discrete state-space model and the states of

the model at k, the states in the future periodNp can be predicted.

The prediction model based on the state variables and control

variables of subarea i and its adjacent area j at time k can be

expressed as follows:

x′
i(k +Np

∣∣∣∣k) � ANP
ii xi(k) + ∑NP

p�1
Ap−1

ii Biiui(k +NP − p)
+ ∑NP

p�1
ANP−1

ii Eiiwi(k +NP − p)
+∑

j≠i

⎛⎝ANP
ij xj(k) + ∑NP

p�1
Ap−1

ij Bijuj(k +NP − p)⎞⎠
(16)

z′i(k+Np

∣∣∣∣k)�C2x
′
i(k+Np

∣∣∣∣k)+D2wi(k+Np)+D3ui(k+Np)
+∑

j≠i
x′
j(k+Np

∣∣∣∣k)
(17)

The prediction vectors z ip, u ip and w ip are defined as:

zpi �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

z′i(k|k)
z′i(k + 1|k)

..

.

z′i(k +Np

∣∣∣∣k)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦up

i �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ui(k|k)
ui(k + 1|k)

..

.

ui(k +Np

∣∣∣∣k)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

wp
i �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
wi(k|k)

wi(k + 1|k)
..
.

wi(k +Np

∣∣∣∣k)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

The prediction vectors are substituted into Eq. 17, and the

result is transformed into the following prediction vector form:

zpi (k) � Cp
2xi(k) +Dp

2w
p
i (k) +Dp

3u
p
i (k) + Cp

3 ∑
j≠i

xj(k)

� pp
i (k) +Dp

3u
p
i (k) (18)

By substituting the above equation into Eq. 15, the

optimization objective function can be rewritten as:⎧⎨⎩ Ji(x′
i(t), u′

i(·)) � zpTi (k)Γ′(j)zpi (k)
Γ′(j) � diag(Γ(0), Γ(1),/, Γ(Np − 1)) (19)

Ji(x′
i ,u

′
i)� upT

i (k)DpT
3 Γ′Dp

3u
p
i (k)+2upT

i (k)DpT
3 Γ′pp

i (k)+ppT
i (k)Γ′pp

i (k)
� 1
2
upT
i (k)Hup

i (k)+upT
i (k)f(k)+ c(k)

(20)

In Eq. 20, f (k) and c (k) are functions of state variables and

system disturbances at time k, respectively, which are known

values, andH is a constant coefficient. By converting the objective

function into a quadratic function form with uip (k) as the

pending variable, the optimization functions for each control

interval are:

min
upi

(1
2
upT
i Hup

i + upT
i f + c) (21)
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⎧⎪⎨⎪⎩ H � 2DpT
3 Γ′Dp

3

f(k) � 2DpT
3 Γ′pp

i (k)
c(k) � ppT

i (k)Γ′pp
i (k)

(22)

The transformation relationships between the main

coefficient matrixes in the optimization model and the

coefficient matrixes in the state-space model are as follows:

Cp
2 �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C2

C2Aii

C2A
2
ii

..

.

C2A
Np

ii

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦Dp
2 �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
D2 0 / 0 0
C2Eii D2 / 0 0

C2AiiEii C2Eii 1 ..
. ..

.

..

. ..
.

1 D2 0
C2A

Np−1
ii Eii C2A

Np−2
ii Eii / C2Eii D2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Cp
3 �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C2

C2Aij

C2A
2
ij

..

.

C2A
Np

ij

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦Dp
3 �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
D3 0 / 0 0
C2Bii D3 / 0 0

C2AiiBii C2Bii 1 ..
. ..

.

..

. ..
.

1 D3 0
C2A

Np−1
ii Bii C2A

Np−2
ii Bii / C2Bii D3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
2) Constraints

According to (Ma et al., 2014), a typical value of the GRC

(generation rate constraint, GRC) for a conventional

synchronous generator is taken as 8%–10% per minute, and

the power deviation rate of the conventional plant in the ith area

can be restricted to

|ΔPmi| �
∣∣∣∣∣∣∣ΔPvi − ΔPmi

TTi

∣∣∣∣∣∣∣≤ 0.002p.u. (23)

The power increment constraints of both conventional

generator and wind turbine can be expressed as

{ ∣∣∣∣ΔPref,gi

∣∣∣∣ � ≤ 0.3p.u.∣∣∣∣ΔPref,wtesi

∣∣∣∣ � ≤ 0.2p.u. (24)

Based on the above constraints and the expression of the

state-space model of the multi-area power system, the constraints

of the state variable and control variable in the objective function

can be summarized as inequalities Eqs 25–27:∣∣∣∣∣∣∣xi3(δ) − xi2(δ)
TTi

∣∣∣∣∣∣∣≤ 0.0034, δ ∈ [t, t + Tp] (25)∣∣∣∣u′
i(δ)

∣∣∣∣≤ 0.3, δ ∈ [t, t + Tp] (26)∣∣∣∣∣∣∣∣dui2
′(δ)
dδ

∣∣∣∣∣∣∣∣≤ 0.0102, δ ∈ [t, t + Tp] (27)

In this section, according to the AGC regulation demand and

the operating states of WTs and ES, fuzzy-based controllers

FLC1 and FLC2 are designed for dynamic modification of ui
and cooperation inside the CWES system. Considering the

physical constraints of the generation units in a subarea, by

solving the DMPC-based optimal control objective function of

each subarea, the WTs can take active part in the AGC response

of each area to enhance the interconnected system’s AGC

performance.

3.2 Coordinated operation strategy of the
CWES system in subarea i

Due to the output characteristics of WTs, it cannot be

guaranteed that wind farms in multi-source interconnected

power system are capable of acting AGC response under

scenarios with fluctuating wind speed. However, in the early

stage of the frequency response process of the multi-area power

system, WTs may not be able to increase their power due to the

wind speed. Because of the slow ramp rate of thermal plants and

the large “wind-thermal replacement”, the thermal plants alone

cannot meet the AGC demand of this subarea, and there will be

greater frequency fluctuations in this area, which will affect the

frequency stability of the whole multi-area system. Therefore, to

deal with the reliability problem in AGC response of wind farm, a

coordinated control strategy of the CWES is proposed based on

fuzzy theory. The Coordinated control and dynamic

modification diagram of the CWES is demonstrated in

Figure 4. This control diagram is composed of a DMPC

parameter correction block and a CWES coordinated control

block, which are introduced as follows:

1) Dynamic modification of DMPC

Each area’s DMPC output are modified by β, and β (0–1)

can be dynamically achieved through FLC1 as shown in

Figure 4. The input variables Frequency deviation and

frequency change rate are chosen as FLC1’s input, and the

data range can be found in reference (Peng et al., 2019). The

fuzzy membership of FLC1 is depicted in Figure 5. The states of

the input and output variables of FLC1 are described by five

variables, and the reasoning rule of FLC1 is defined as: if

frequency variation value or the absolute value of frequency

change rate of local area is large, then DMPC modification

coefficient β should be large; if frequency variation value is

small and frequency change rate is nearly 0, then β should be

small. The fuzzy reasoning rule of FLC1 is demonstrated in

Table 1.

2) Coordinated operation strategy of the CWES system

By FLC1 and the fuzzy membership introduced above, the

modified CWES active power for AGC response ΔP’ref,CWESi can

be calculated. Hereafter, in order to participate in AGC

response under scenarios with varying wind speed, a fuzzy

controller FLC2 is designed for the CWES as depicted in

Figure 6. In FLC2, real-time wind speed data and state of

charge (SOC) value are chosen as inputs of FLC2 to

represent current operation states of CWES. Furthermore,
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considering the AGC response demand and fluctuating wind

scenario, reasoning rules of FLC2 are designed and the AGC

cooperation factor αt can be calculated. Finally, by deploying

FLC2 in the active power control block of the CWES, then a

dynamic AGC demand allocation between the WTs and ES can

be realized, and the flexible cooperation inside the CWES can be

expressed as Eq. 28:

⎧⎨⎩ ΔPref,WTi � αt · ΔPref,CWESi
′

ΔPref,ESi � (1 − αt) · ΔPref,CWESi
′ (28)

where ΔPref, ES and ΔPref, WT are the active power output

reference of the wind turbine and energy storage unit,

respectively. The sum of these two variables are the output of

the CWES system, and the allocation of AGC response demand is

adjusted by αt.

The fuzzy linguistic variables defined in FLC2 are similar

with FLC1. The fuzzy membership of FLC2 is depicted in

Figure 6. It can be observed in Figure 6A, when SOCt is below

0.2, which means there is little energy left in the ES, and the

membership value can be set as VL. In addition, the membership

which represents the level of wind speed is depicted in Figure 6B,

according to operation characteristics of WTs studied in (Li et al.,

2021a), the range of wind speed is defined from 0 to 17 m/s.

Finally, as demonstrated in Figure 6C, αt is set to [0, 1].

In this paper, the scenario of a sudden load increase in the

interconnected system is used as an example for analysis. Based

on this scenario, the basic fuzzy logic rules of the controller are

designed as follows:

When the active power generation in the power system

cannot meet its load, then the ES device will turn into

discharge state, and the WTs will increase their power output

to support the system frequency in rising back to the rated value.

When the capacity of the ES is fixed, a higher SOCt value

indicates that the ES has sufficient electrical energy reserves

for frequency support. Correspondingly, at that time, the

active power reserve of WTs in the CWES system can be

smaller. Moreover, when the WSt value is low, the active

power backup of WTs at this time can only meet some part

of the AGC regulation order, so the frequency regulation

capability of WTs at this time is weak. In summary, if the

SOCt value is high and the WSt value is low, then the

dynamic allocation coefficient αt will take a higher value,

which means that the ES will bear more AGC demand. If the

SOCt value is low and the WSt value is high, then αt will take a

lower value in this scenario, indicating that the CWES system will

FIGURE 4
Coordinated control and dynamic modification diagram of CWES.

FIGURE 5
Fuzzy membership of FLC1 output.

TABLE 1 Reasoning rules of FLC1.

dω/dt Δω

VL ML L M S MS VS

NL VL VL VL VL VL ML L

NM VL VL VL VL ML L L

NS VL VL VL ML L L M

Z VL ML ML L L M S

PS ML L L M M S MS

PM L L M M S S MS

PL L M M S S MS VS
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mainly use the active power reserve of WTs in response to the

current AGC demand.

In the ith area, the control block framework of energy storage

units is depicted in Figure 7.

To fully utilize the limited ES capacity and avoid

overcharging/discharging events during the subarea’s AGC

process, this section designs an output modification diagram

for the ES control loop. According to the SOC of the ES, the ES

output is flexibly modified to realize dynamic cooperation

between the ES and WTs and a smooth power output as

expressed as Eq. 29. In addition, the proposed SOC

management strategy is improved based on former works.

Moreover, a piecewise function is constructed to establish a

linear relationship between εt and SOCt to avoid a step change

in εt with varying SOC. The relationship between εt and SOCt is

shown in Eqs 30, 31.

ΔPESi,t � εt · ΔPref,ESi,t (29)

εt
μt�1

�
⎧⎪⎨⎪⎩ 1 0< SOCt ≤ 0.75

1 − 5(SOCt − 0.75) 0.75< SOCt ≤ 0.95
0 0.75< SOCt

(30)

εt
μt�0

�
⎧⎪⎨⎪⎩ 1 0< SOCt ≤ 0.75

1 − 5(SOCt − 0.75) 0.75< SOCt ≤ 0.95
0 0.75< SOCt

(31)

Where εt is the correction factor of the ES output. When the ES is

charging, μt equals 1, and μt will be set to 0 when the ES is

discharging.

Based on the fuzzy logic algorithm, FLC1 and FLC2 are

designed in this section to realize the unified AGC response of the

CWES and conventional generator in each subarea, and dynamic

cooperation inside the CWES system can also be achieved.

Moreover, by applying the fuzzy-based FLC2 in the control

loop of the CWES, the WTs are enabled to take active part in

the AGC regulation of the multi-area power system reliably

under scenarios with fluctuating wind speed, and the limited

ES capacity can be fully exploited under the improved SOC

management strategy. Then, by solving the optimal control

objective function of the DMPC algorithm and considering

the physical constraints of the thermal plants and CWES

system in the subarea, the AGC performance can be improved

at the level of whole multi-area power system.

3.3 Implementation steps of the DMPC
algorithm in the interconnected multi-
area system with CWES systems

The application steps of the proposed DMPC-CWES

algorithm are demonstrated in Figure 8, and the entire control

process can be divided into three parts: the initialization part (red

FIGURE 6
Fuzzy membership of FLC2. (A) Fuzzy membership of SOC (B) Fuzzy membership of wind speed (C) Fuzzy membership of FLC2’s output.

FIGURE 7
Control block of ES in subarea.
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dashed box), the communication part (blue dashed box), and the

MPC part (black dashed box). Each part is specifically introduced

as follows:

Algorithm initialization part:

a) Initialize the DMPC algorithm and the interconnected

system.

b) Solve the optimization model in Eq. 15, and obtain the first

solutions of the control input ui
’ (0) and state xi

’ (0) under the

initial conditions.

c) The first prediction will proceed with the initial state

variable and control variable of the system to obtain

future states.

Information communication part:

Information exchange between control areas. At time instant

tk, subarea i will send its previous predictions xi
’ (δ,x (tk-1)), δ∈[tk,

tk - 1 + Tp] to the adjacent control areas and receive prediction

and control information xj
’ (δ,x (tk-1)), δ∈[tk, tk - 1 + Tp] from

other controllers.

MPC part:

a) Optimization: Solve the optimization model in Eq. 15.

b) If the solutions meet the convergence criterion, then the

control input is ui (tk) = ui
’(tk); otherwise, ui (tk) =

ui
’(tk-1).

c) Predict the future states xi’(δ,x(tk)), δ∈[tk + 1, tk + Tp].

d) Apply the control input to the thermal plants and the

CWES system. Then, the thermal plants will track the

reference generation setpoint ΔPref,G. After the reference

power of the CWES ΔPref,CWES is decided by the DMPC

controller, the power demand will be dynamically

allocated between the WT and ES units according to

their operating states. The WTs can participate in the

AGC with auxiliary support from ES under various wind

conditions, and the ES life can be prolonged by the SOC

management strategy.

e) Set k = k + 1. If the simulation is not complete, then return to

the communication part.

4 Simulation and case study

4.1 Parameter settings

To verify the AGC response performance of the proposed

control strategy, a 3-area test model is designed on theMATLAB/

Simulink platform, as depicted in Figure 1. The test model

consists of three interconnected power systems, and each sub-

power system has its own CWES system with an equivalent

15 MWwind turbine model and a 2 MW/1 MWh energy storage

unit. The installed capacity of the conventional thermal

generators in each subarea is 20 MW. In order to verify the

dynamic AGC response performance of the multi-area system

under different control strategies, a sudden 0.1 p.u. load step

increase is set at 6 s in area 1 and area 2. The sampling time of the

FIGURE 8
Flow chart of the proposed DMPC algorithm.
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simulation scenarios is Ts = 1 s, and the prediction horizon Tp

and control horizon Tc of the MPC algorithm are set as 10 s and

5 s, respectively. The parameters of the interconnected areas in

the simulation are demonstrated in Table 2.

4.2 Simulation results and analysis

4.2.1 Case A
In this case, the multi-area simulation system is tested with

fixed wind speed. Three kinds of control methods including the

proposed DMPC-CWES strategy have been tested and compared

in this case. The test results of this case are depicted in

Figures 9–14.

The AGC performance of each subarea is shown in Figure 9.

The red solid curves represent the simulation results under the

proposed DMPC strategy with CWES auxiliary support; the

green dotted lines show the response results under the DMPC

strategy without the CWES system, and the blue dashed curves

display the response performance of the distributed MPC

algorithm. The test data results in case A are listed in Table 3,

and Δfmax is the maximum average value of frequency fluctuation

and tstable is the average period for frequency to recover to stable

state.

From Figures 9A–C, it is apparent that the frequency

maximum variation and the frequency recovery time and the

steady-state stability under the proposed DMPC algorithm with

CWES demonstrate better performance than those of the other

control strategies. Figures 9A is taken for further analysis because

the frequency response performance is similar in each subarea.

Comparing both DMPC algorithm results shown in Figures 9A,

the algorithm with auxiliary frequency support from the CWES

system shows better response performance than the control

strategy without the CWES system. During the frequency

response process, the CWES takes an active part in the AGC

process. Moreover, both the WT and ES units have better power

order tracking features than conventional thermal plants;

therefore, when the load step occurs, the CWES system

responds to the power imbalance immediately by injecting

active power into the interconnected system, so the red curve

exhibits smaller frequency variation than the green curve without

the CWES system. Owing to the GRC constraints on the thermal

TABLE 2 Parameters applied in the simulation test.

sUBAREA D(Pu/Hz) H(pu s) R(Hz/pu) B(pu/Hz) TG(s) TT(s)

Area 1 2 2.5 1.2 1.5 0.08 0.4

Area 2 2.5 2.15 1.2 1.5 0.08 0.45

Area 3 2 2.2 1.2 1.5 0.1 0.4

FIGURE 9
AGC response performance of multi-area power system. (A) AGC response performance in the 1st area; (B) AGC response performance in the
2nd area; (C) AGC response performance in the 3rd area.

TABLE 3 Test results in case A.

Control strategy DMPC-CWES DMPC DISMPC-CWES

Δfmax(Hz) 0.027 0.029 0.034

tstable(s) 43 45 54
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plants, the green curves take more time to return to steady state.

It can be observed that in all three images in Figure 9, the control

performance under the distributed MPC algorithm has the

largest frequency variation and fluctuation during the AGC

response process. In the distributed MPC control algorithm,

the frequency of the interconnected power system may

eventually return to the normal value. However, due to the

lack of prediction and control information exchange between

subareas during the AGC control process, the sub-MPC

controllers focus more on their local control targets than on

coordination from an interconnected system perspective, leading

to a less satisfactory simulation result.

The connections between subareas are maintained by tie-lines,

and the active power exchange during the AGC process is also

realized through them. The tie-line active power exchange in each

subarea under different control methodologies is displayed in

Figures 10A–C, and the appearances of the curves are the same

as those in Figure 1. As can be observed in Figures 10A, the ΔPtie
curves under the DMPC algorithm are smoother than the control

performance under the distributedMPCstrategy.Owing to the lack

of information communication with other sub-MPC controllers,

there are more power fluctuations in the tie-line power change

process. Moreover, it can also be observed that the dotted green

curves are slightly closer to zero than the solid red curves, which

means thatmorepower is exchanged through the tie-linesunder the

DMPCmodewithCWESauxiliarysupport.According tothecurves

shown in Figure 9, the frequency is restored to the normal value

quicker than in the strategy without CWES support. Although the

bluecurvesmayshowthatmoreenergy is exchangedvia the tie-lines

than in the other two situations during certain periods, the negative

influences of tie-line power fluctuations under the distributedMPC

modearemuchlargerthanthoseundertheDMPCmode.Moreover,

because the load step occurs in area 1 and area 2, as displayed in

Figure 10, active power is injected into these two areas through the

tie-lines to support the power imbalance in these two areas. In

contrast, thepowerflows fromarea 3 to theother areas, and this also

demonstrates that the AGC control target of the whole system is

achieved through coordination among subareas inside the

interconnected system. Therefore, in the design process of the

AGC controller, the control and prediction information

communication between subareas should be fully considered like

that in theproposedDMPCalgorithm,andthecontrolperformance

has been clearly improved, as shown in Figures 9, 10.

In the interconnected multi-area system, the AGC response is

mainly realized by the generation units, and most of them are

conventional thermal units. The power output variation

simulation results ΔPm of the conventional thermal plants in

each subarea are shown in Figure 11. It is apparent that the

simulation curves in Figures 11A,B have similar trends, and it is

reasonable to choose Figures 10A for the control performance

analysis of the 1st and 2nd area. As depicted in Figure 11A, ΔPm
under the proposed DMPC strategy with CWES reaches its

steady output state at t = 38 s, and the steady-state time of

ΔPm under DMPC without CWES is 42 s. Although the results of

the DMPC methods share similar times for reaching the steady

state, ΔPm of the DMPC algorithm with CWES auxiliary support

has a faster response speed, and the fast response ability is

realized by coordinated operation between the WT and ES

units inside the CWES system. Therefore, the frequency

support performance under this control strategy is better than

that of the other two methods. Moreover, the simulation results

under the distributed MPC algorithm show more fluctuation

features than those under the DMPC algorithm, and the time

when steady state is reached is t = 44 s, which is longer than that

of the former control methods. Figure 11C demonstrates the

simulation results of the active power variation of the thermal

plants in area 3, and it can be clearly observed that ΔPm in area

3 returns to 0 after reaching the steady state. Area 3 mainly

FIGURE 10
Power exchange of tie-lines between the adjacent areas. (A) active power exchange in the 1st area; (B) active power exchange in the 2nd area;
(C) active power exchange in the 3rd area.
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provides active power support for the other two areas in the AGC

process, and there is no load step in this area. Therefore, ΔPm in

area 3 is 0 at steady state, and ΔPm is 0.1 p. u. MW in both the

area 1 and area 2 to make up for the energy imbalance generated

by the load steps.

Notably, the power variation curves under DMPC without

the CWES system are higher than those curves of the other two

strategies. This means that without the auxiliary AGC support of

the CWES system, the power generation burden of thermal

power plants in area 3 to provide power support for area

1 and area 2 is much heavier than that of the control strategy

with the CWES system.

Figure 12 illustrates the simulation results of the power

output variation of the CWES systems in the three

interconnected areas, and the results under different control

algorithms are displayed in different colours for comparison.

Notably, in all three images in Figure 12, the power variation

under the DMPC algorithm without the CWES system is zero;

therefore, only the test results under the proposed DMPC-CWES

control framework and the distributed MPC algorithm are

compared and displayed in Figure 12.

As demonstrated in Figures 12A,B, all the CWES power

variation curves step up at t = 6 s to respond to the active power

load steps in area 1 and area 2. Due to the generation rate

FIGURE 11
Active power output variation of the conventional generators in the interconnected areas. (A) Active power trajectory in the 1st area; (B) active
power trajectory in the 2nd area; (C) active power trajectory in the 3rd area.

FIGURE 12
Active power output variation of the CWES systems in each subarea in the AGC response process: (A) active power variation of the CWES in the
1st area; (B) active power variation of the CWES in 2nd area; (C) active power variation of the CWES in the 3rd area.
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constraints of conventional thermal plants in the interconnected

power system, the active power imbalance cannot be

compensated immediately. Therefore, during the early stages

of the power imbalance, the CWES system assumes the main role

of frequency support and makes a quick response to the AGC

requirements to prevent the system frequency from falling to a

lower level. Moreover, with the auxiliary energy from the CWES,

the AGC burden of the conventional thermal plants can be

effectively alleviated. Then, as the AGC process proceeds, the

main AGC responsibility gradually shifts from the CWES

systems to the thermal plants in the interconnected system

because the long-term AGC power generation matches the

features of the thermal plants. Although the CWES system

can provide auxiliary frequency support under both control

algorithms, in terms of control performance, it can be clearly

observed that there are more fluctuations in the distributed MPC

algorithm than in the proposed control strategy. Due to the

absence of control information exchange between sub-MPC

controllers in each area, the power generated from the WTs

and ES changes more frequently, leading to unsatisfactory

control performance compared with that of the proposed

DMPC algorithm with information sharing.

Notably, as shown in Figure 12C, there is another generation

step up at t = 28 s for frequency support with a smaller margin

than that at t = 6 s. As shown in Figure 11C, ΔPm of the thermal

plants in area 3 begins gradually decreasing to 0; however, the

AGC process is still ongoing, so the power outputs of the CWES

system increase again to alleviate the AGC burden on the thermal

plants.

4.2.2 Case B
Considering the wind speed in practical scenarios is

fluctuating, therefore it is essential to test the control

performance of the proposed control strategy under a varying

wind condition. The range of the test wind speed fluctuates from

3 m/s to 14 m/s, which covers the most operation states of the

WT. The wind speed trajectory is depicted in Figure 13.

In case B, the AGC response capability of the WT and ES is

fully utilized through fuzzy controller FLC1, FLC2, and SOC

management. The test results data under fluctuating wind speed

are listed in Table 4. Δf15s and Δf22s are the frequency drops

caused by the wind speed changes at t = 15 s and 22 s,

respectively; tstable(s) is the period when the frequency

recovers to stable state.

The test results are depicted in Figure 14A. The simulation

results in Figure 14A are obtained under the same DMPC

algorithm, except that the red curve represents auxiliary

support from the CWES system and the green curve indicates

without that support. The curves show similar control

performance until the wind speed drops from 10 m/s to 7 m/s

at t = 15 s. When the WT operates under a wind speed higher

than 10 m/s, it achieves the rated power output. However, when

the wind speed drops below 10 m/s, the WT has to change into

the MPPT mode, in which it adjusts its power output according

to the wind speed; therefore, the power for AGC support is

restrained by the current wind conditions. When there is no ES

unit to compensate for the insufficient power that should be

generated by the WT, the mode with only the WT exhibits a

second frequency drop at t = 15 s, as shown by the green dashed

curve in Figure 14A. Moreover, at t = 22 s, a greater decrease

occurs in the wind speed, which drops by 3 m/s. In this wind

condition, the WT will stop generating power, and the AGC

support process will be suspended. As demonstrated from

Figures 14A–C, after t = 22 s, there is no power from the

WTs for AGC support, and the frequency drops again due to

the sudden power imbalance caused by the stopping of the WTs.

In contrast, under the proposed DPMC-CWES control

algorithm, the negative influences on the control performance

caused by the varying wind conditions are much smaller than

those without the CWES system. In Figure 14A, the frequency

fluctuations in the red curve at t = 15 s and t = 22 s are obviously

smaller than those in the green curve. As shown in Figure 14B,

after t = 22 s, the green curve reaches 0, which means that the

WTs stop supporting the AGC process, while the power from the

CWES system still responds to the AGC demand until the

frequency returns to a normal value. As shown in Figure 14C,

in spite of its lower power output as wind speed decreases, the

WT still can respond to AGC regulation demand effectively, and

the ES generates additional power to make up for the power

imbalance caused by WT’s exit. Figure 14D demonstrates the ES

power output inside the CWES system during the AGC process.

When the wind speed drops and the power fromWTs decreases,

FIGURE 13
Varying wind speed for testing the CWES in the multi-area
power system.

TABLE 4 Test results in case B.

Control strategy Δf 15s(Hz) Δf 22s(Hz) tstable(s)

DMPC-CWES 0 0.001 43

DMPC-WT 0.003 0.01 54
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the ES power will ramp up to meet the AGC demand for the

CWES system to ensure that the CWES system can exhibit

adaptability and reliability for operating in varying wind

conditions.

This case demonstrates that the proposed DMPC-CWES

coordinated operation strategy is capable of adapting

operation scenarios with fluctuating wind speed, and the AGC

response performance of the multi-area power system can also be

assured.

4.2.3 Comparison with other AGC control
strategies

In this section, the AGC control performance of control

strategies applied this paper and other research works on the

AGC problem of the interconnected power system are compared.

The comparison tests are conducted on the same simulation

system of Section 4.1, a sudden 0.1 p.u. load step increase is set at

6 s in area 1 and area 2. In addition, a wind speed fluctuation

event is set at 46 s in order to compare the reliability of different

AGC control strategies under varying wind speed. The

comparison results are listed in Table 5, and the simulation

result is demonstrated in Figures 15, 16.

Besides the proposed DMPC-based AGC control strategy,

five other AGC control strategies are tested in this section,

including the GAPI (Genetic algorithm-based PI controller),

FPID (Fuzzy algorithm-based PID), DEPID (differential

evolution algorithm based PID), FOFPID (fractional order

fuzzy PID), and CENTMPC (centralized MPC). As

demonstrated in Figure 15, the DMPC, CENTMPC and

FOFPID have better performance in lifting the frequency

FIGURE 14
Test results under fluctuating wind speed: (A) frequency simulation trajectory under the DMPC-CWES and no-ES strategy in the 1st area, (B)
active power of the wind farm under the DMPC-CWES and no-ES strategy in the 1st area, (C) active power of the CWES under the DMPC-CWES and
no-ES strategy in the 1st area, and (D) active power output curve of the ES.

TABLE 5 Test results of AGC performance under different control strategies.

Control strategy type Average frequency settling
time (s)

1st Δω Nadir (×10−2Hz) 2nd Δω Nadir (×10−2Hz)

First drop Second drop Δω1 Δω2 Δω3 Δω1 Δω2 Δω3

GAPI (Abd-Elazim and Ehab, 2018) 41 20 −4.6 −4.7 −4.7 −2.9 −2.8 −2.9

FPID (Aziz et al., 2019) 38 17 −3.4 −3.4 −3.5 −2.0 −2.1 −2.0

DEPID (Mohanty et al., 2014) 41 18 −4.0 −3.9 −3.9 −2.3 −2.3 −2.2

FOFPID (Arya, 2017) 37 16 −2.9 −2.9 −3.0 −1.6 −1.6 −1.5

CENTMPC (Shiroei and Ranjbar, 2014) 38 14 −3.0 −3.1 −3.1 −1.2 −1.2 −1.2

DMPC 31 8 −2.8 −2.9 −2.8 −0.8 −0.8 −0.8
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nadir caused by sudden load step than the other three strategies,

and average frequency variation settling time of the proposed

DMPC-based strategy in the first frequency drop event is 38 s,

which is the shortest of all the AGC strategies in the comparison

test. After windspeed fluctuation at t = 46 s, there is a second

frequency drop, and the frequency nadir is −0.8 × 10–2 Hz under

the proposed strategy and it outperforms the other AGC

strategies due to the coordinated operation between windfarm

and thermal plants as well as the active AGC response from the

combined wind and energy storage system. In addition, as can be

observed in Figure 16, due to the coordinated multi-source

operation and the effective information communication

between local MPC controllers in each control step, there is

less fluctuations and power overshoots in the exchanged tie-line

power under the proposed AGC strategy than the other strategies

under a centralized and uncoordinated control framework.

4.3 Discussion

Three simulation scenarios are designed to validate the

proposed AGC control strategy. In Case A, the combined

wind-storage systems inside the multi-area power system

operate under fixed wind speed to validate the effectiveness of

the proposed coordinated AGC strategy. In Case B, a varying

windspeed has been added to the test system to test the

FIGURE 15
AGC response performance of multi-area power system under different control strategies. (A) AGC response performance in the 1st area; (B)
AGC response performance in the 2nd area; (C) AGC response performance in the 3rd area.

FIGURE 16
Power exchange of tie-lines between the adjacent areas under different control strategies. (A) active power exchange in the 1st area; (B) active
power exchange in the 2nd area; (C) active power exchange in the 3rd area.
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adaptability and reliability of the proposed strategy under

practical complex operation scenarios. Finally, in Section 4.3,

comparisons among other AGC control strategies in existing

works have been made to validate the outstanding performance

of the proposed control strategy for the interconnected power

system with high wind power integration.

From the numerical results in Section 4.2, it demonstrates

that during the frequency response process, by exchanging the

prediction and state information with adjacent subsystems in

the distributed MPC control framework, the power fluctuations

of tie-lines can be apparently depressed than the other control

strategies. Moreover, through the coordinated operation

strategy for multi-sources inside the interconnected power

system, the combined wind-storage system can take an

active part in the AGC process, and the AGC response

burden of conventional thermal plants can be alleviated

significantly. Specially in Section 4.2.3, comparisons with

other AGC control strategies also demonstrates the

effectiveness and the adaptability of the proposed control

strategy for the specified interconnected power system with

multiple energy sources and high wind power penetration rate.

Although other AGC control strategies in existing works both

have outstanding control performance for interconnected

power system, there still exist a performance gap compared

to the proposed coordinated control strategy due to the lack of

coordination between fluctuating wind energy, thermal plants

with physical constraints and features of energy storage units.

In conclusion, the overall AGC performance of an

interconnected multi-source power system can be effectively

improved through the DMPC-based coordinated AGC control

strategy.

In this paper, the focus of the proposed control strategy lies

on the coordinated operation of the combined wind-storage

system and the complementary characteristics between wind

turbine, energy storage units and traditional thermal plants to

achieve the improvement of AGC performance. The authors

assume that each area communicates through a dedicated AGC

channel, and the time delay effect of the signal is ignored.

However, with the increasing scale of grid interconnection,

AGC needs to transmit wide-area control signals with the

help of open communication networks, which may generate

large time delays and negatively affect the control

performance. Therefore, the impact of communication time

delay on the AGC control performance in large-scale

interconnected grids needs to be considered in future work to

make further improvements and enhancements to the control

strategy.

5 Conclusion

This paper designed a novel coordinated AGC control

strategy for an interconnected multi-source power system

based on distributed model predictive control algorithm.

The multi-source interconnected power system is separated

into three subsystems, and local DMPC controllers are

deployed in each area to address the drawbacks of a

centralized control architecture by exchanging forecast and

state measurement information with adjacent areas.

Additionally, in each subarea, the operation parameters of

the CWES and local thermal generators are created into a

synthetic state-space model that allows for a flexible

cooperation between wind farm and thermal plants to

enhance the AGC performance at the level of the

interconnected system. In addition, taking into consideration

the current operating points of the CWES, a fuzzy-based

coordinated operation scheme is designed for the purpose of

dynamically allocating the AGC power demand inside the

CWES system. Consequently, dynamic collaboration between

WTs and ES can be realized, and the CWES’s reliability for

AGC in diverse operation scenarios can be guaranteed. Finally,

the effectiveness of the proposed DMPC-CWES AGC response

strategy is validated by simulation tests on a three-area multi-

source power system with high wind penetration, numerical

results demonstrate that the proposed coordinated AGC

control strategy has better performance in AGC

performance and the dynamic cooperation can be achieved

between wind power and thermal plants in AGC response

through the designed wind-storage system and coordinated

DMPC AGC control strategy.
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