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Editorial on the Research Topic
 Invertebrate neurophysiology—of currents, cells, and circuits




Exploring the intricacies of the brain and comprehending how it gives rise to behavior, still stands as one of the foremost challenges for the scientific community. To investigate the functioning of the nervous system directly, researchers have often employed electrophysiological techniques. Nonetheless, the complexity and sheer abundance of neurons, along with their myriad connections, present significant obstacles. Consequently, scientists have turned to the study of simpler organisms with intricate behavioral patterns but a substantially lower number of neurons. Thus, over the years, invertebrates have been extensively employed in neuroscience research owing to their relative simplicity, accessibility, and lower ethical concerns compared to vertebrate models. Their significant contributions and pioneering role in advancing our understanding of neuroscience are evident through the numerous discoveries made using these organisms. As a result, the central neural circuits of worms, molluscs, insects, and crustaceans were characterized well before similar findings emerged from vertebrate preparations, highlighting the extensive and valuable history of invertebrate research in neuroscience (Clarac and Pearlstein, 2007). These ground-breaking achievements have unraveled numerous fundamental mechanisms underlying neuronal function and this Research Topic comprising nine original research articles and four reviews, emphasizes the continuing breakthroughs made by researchers investigating invertebrates like molluscs, insects, crustaceans, and others.

Invertebrate nervous systems offer several advantages over their vertebrate counterparts for trying to investigate and understand a range of different neurobiological phenomena. These advantages include large, individually identifiable neurons in some species, such as molluscs (Croll, 1987; Bullock, 2000). These relatively large neuronal somata facilitate intracellular electrophysiology, dynamic clamp, cell isolation and culture, DNA/RNA sequencing of individual neurons, and much more (Katz and Quinlan, 2019). In this Research Topic, Zhuo et al. review many of these techniques used in the infamous Aplysia californica nervous system, including focused ultrasound, optical recording and stimulation, and especially the more recent infrared neural inhibition, spearheaded by these authors over the last decade. Also in this topic, Lee and Watson use a molluscan nervous system to better understand the neural mechanisms underlying modulation of feeding behavior in the nudibranch, Melibe leonina. This work on feeding complements prior work in this species, on identified neurons involved in locomotion (Thompson and Watson, 2005; Sakurai et al., 2014).

Having access to identifiable neurons has facilitated the study of central pattern generators (CPGs) in numerous invertebrates, including crayfish swimmerets, feeding and swimming in gastropods, the leech heartbeat and swimming, the stomatogastric ganglion of crustaceans, and walking in stick insects (reviewed in Marder et al., 2005; Selverston, 2010). In this topic, Pirtle reviews over four decades of research on the CPG controlling locomotion in the pteropod Clione limacina, particularly mechanisms that contribute to acceleration of swimming, which is achieved through neuromodulation of the swim CPG. Blitz reviews neuromodulation in a number of invertebrate CPGs, especially the circuits in the crustacean stomatogastric ganglion that are responsible for regulating gastric activity. Both of these reviews highlight many of the neuromodulatory principles that have been learned from these invertebrate preparations, including co-transmitters, the roles of neuromodulatory projection neurons, state dependence, the role of sensory feedback, communication between CPG circuits, and many others.

Another advantage to invertebrates for unraveling elements of the nervous system, is that invertebrate taxa cover a far wider phylogenetic spread than vertebrates. Therefore, comparing the nervous systems of phylogenetically disparate invertebrates can be very informative in learning about conserved neurobiological principles and evolution of nervous systems. In this topic, there are articles on a wide array of bilaterian invertebrates, including ecdysozoans (Arthropoda—Au et al.; Cillov and Stumpner; Au et al.; Blitz; Megwa et al.; Powell et al.) and lophotrochozoans (Mollusca—Lee and Watson; Pirtle; Zhuo et al.; Gribkova et al.). However, research on cellular signaling and neurons in metazoans that diverged from bilaterians can provide additional understanding about the evolution of nervous systems. Moroz et al. and Norekian and Moroz investigate the use of various peptidergic and nitrergic signaling compounds in ctenophores, which may have independently evolved a nervous “system” (Moroz et al., 2014; Moroz and Kohn, 2016; Burkhardt et al., 2023). Going even further afield in the metazoan clade, Nikitin et al. report on the use of amino acids in nerveless placozoans, to integrate various behaviors, such as feeding and locomotion. Ultimately, one of the goals of this type of research in these invertebrate systems is to determine if certain principles can be applied to other organisms, such as mammals. Here, Gribkova et al. attempt to do just that, pointing out similar parallels in modular arrangement of nervous systems between soft-bodied invertebrates and vertebrates. These similarities in arrangement suggest that continued work in these simpler circuits may shed interesting light on vertebrate nervous systems.

Insect preparations with their simple nervous systems with well-defined neural circuits have been instrumental to study the neural basis of complex behaviors observed in their natural environments, providing valuable insights into general principles of neural processing and decision-making (e.g., Menzel, 2012). For example, crickets, bush crickets, and grasshoppers exhibit highly specialized auditory sensory systems and central circuits, allowing them to engage in acoustic communication (Huber et al., 1989). Their relatively larger and fewer identifiable neurons facilitate the consistent identification of individual homologous neurons across different animals and species. Exploiting this unique advantage, Cillov and Stumpner review and describe some novel elements in local prothoracic auditory neurons, investigating the evolution of nervous systems and deepening our understanding of their development and function.

The circadian clock is another well-researched behavior in insects, and the fruit fly Drosophila melanogaster has played a crucial role in understanding the molecular clock over the past five decades since the discovery of the first clock mutant (Konopka and Benzer, 1971), as recognized by the Nobel Prize in 2017. In addition to its small size, short generation time, rapid life cycle, and easy breeding at a low cost, Drosophila's simple and well-characterized genetics have made it an invaluable and highly tractable tool for studying neural function and behavior as well as human disease (Bier, 2005). Researchers use heterologous gene expression, utilizing the binary GAL4/UAS system from yeast to introduce genes from different species (Brand and Perrimon, 1993). By exploiting this genetic flexibility and the significant genetic similarities to other insects, such as mosquitoes, Au et al. revealed that the Cryptochrome 1 proteins from nocturnal and diurnal mosquitos can mediate distinct physiological and behavioral responses to blue light in flies, aligning with the specific behaviors of the different mosquito species. Consequently, the authors were able to manipulate the behavior of the fruit flies based on the mosquito version of the protein expressed. More recently, fruit flies have also become accessible for electrophysiological studies, particularly patch clamp recordings, enabling researchers to understand and define the clock circuit responsible for the fly's time perception using just 150 neurons. Notably, the light input and arousal LNv neurons are well-studied, and here Au et al., using a similar experimental approach to above, showed that different photoreceptor systems are integrated in the LNvs to provide functional redundancy for wavelength-dependent light perception that triggers behavioral arousal in the flies.

Lastly, since the seminal work of Hodgkin and Huxley in the 1950s (Hodgkin and Huxley, 1952), computational modeling in neuroscience has become increasingly important and impactful, especially with the ever-increasing computational power available to researchers. In this collection, utilizing computational modeling, Megwa et al. study the mechanism of the sodium potassium ATPase ion pump affecting neuronal plasticity in the well-established larval fly motoneuron system. Accomplishing this task experimentally would have been exceedingly challenging; moreover, its application to vertebrate systems is facilitated by the models' universality.

The objective of this Research Topic was to emphasize and advocate the valuable role of invertebrate preparations for neuroscience research. We received a diverse array of contributions studying a range of different species and techniques and encompassing both original research studies and comprehensive reviews on invertebrate electrophysiology. Our aim is to inspire and motivate more researchers to embrace and study a broad range of invertebrate species using a wide spectrum of electrophysiological techniques once again.
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The sea slug Melibe leonina is an excellent model system for the study of the neural basis of satiation, and previous studies have demonstrated that stomach distention attenuates feeding. Here we expanded on this work by examining the pathway communicating stomach distention to the central nervous system and the effects of distention on motor output. We found that the posterior nerves (PN), which extend posteriorly from the buccal ganglia and innervate the stomach, communicate stomach distention in Melibe. PN lesions led to increased feeding duration and food consumption, and PN activity increased in response to stomach distention. Additionally, the percentage of incomplete feeding movements increased with satiation, and PN stimulation had a similar impact in the nerves that innervate the oral hood. These incomplete movements may be functionally similar to the egestive, food rejecting motions seen in other gastropods and enable Melibe to remain responsive to food, yet adjust their behavior as they become satiated. Such flexibility would not be possible if the entire feeding network were inhibited.
Keywords: gastropod, nudibranch, invertebrate, motivation, arousal, satiation, feeding, behavior
INTRODUCTION
In recent years the sea slug Melibe leonina has emerged as a promising species in which to study the neuronal regulation of behavioral state. It feeds using rhythmic movements of its oral hood to capture both planktonic prey (Watson and Trimarchi, 1992) and organisms on the kelp and sea grass on which it tends to reside (Watson et al., 2021), and it can feed while either stationary or crawling. Both its rhythmic feeding movements (Watson and Trimarchi, 1992) and locomotor activity (Newcomb et al., 2014) can be easily quantified, and the expression of these movements changes with time of day (Newcomb et al., 2014) or hunger state (Lee and Watson, 2016). Like all heterobranch gastropods, Melibe has a simple nervous system with a small number of large, individually identifiable neurons. However, unlike most heterobranchs Melibe lacks a buccal mass and complicated chewing mechanics, leading to an exceptionally simple (∼30 neurons) buccal ganglion (Trimarchi and Watson, 1992). Finally, it is an organism about which we have transcriptomic (Cook et al., 2018) and peptidomic (Lee et al., 2021) information, and whose daily rhythms have been thoroughly documented (Newcomb et al., 2014).
Both time of day and hunger state influence behavioral arousal in Melibe, but our understanding of the neuronal mechanisms by which hunger does so remains limited. As a nocturnal animal, Melibe shows increased arousal during the night, with increased feeding and locomotion (Newcomb et al., 2014), and greater responsiveness to excitatory neurotransmitters (Watson et al., 2020). Its expression of key clock genes also peaks during this active period (Duback et al., 2018), consistent with what is seen across the metazoa (von Schantz and Archer, 2003; Nitabach and Taghert, 2008). A major regulator of hunger state in Melibe is stomach distention: as the volume in the stomach increases individuals become less likely to feed and move, until they are eventually satiated, and cease feeding altogether (Lee and Watson, 2016). This pattern has also been observed in other gastropods (e.g. Pleurobranchaea californica (Gillette et al., 2000), Lymnaea stagnalis (Dyakonova et al., 2015), and Aplysia californica (Kupfermann, 1974)) and other invertebrates (e.g. the fly Phormia meigen (Green, 1964) and the leech Hirudo medicinalis (Lent and Dickinson, 1987)). Stomach distention is conveyed by nerves that innervate the esophagus and stomach (Dethier and Gelperin, 1967; Kupfermann, 1974; Susswein and Kupfermann, 1975; Croll et al., 1987), and in several gastropods reductions in the motivation to feed are accompanied by reconfiguration of feeding networks to produce egestive, food rejecting motions (London and Gillette, 1986; Jing et al., 2007; Crossley et al., 2018). In Melibe, the most likely pathway for this signaling is via the posterior nerves (PN) of the buccal ganglia, which emanate from the buccal ganglia and innervate the esophagus and stomach (Figure 1 (Trimarchi and Watson, 1992)). The primary goal of this study was to test this hypothesis.
[image: Figure 1]FIGURE 1 | The Melibe buccal ganglion. (A) Picture of the buccal ganglion on the esophagus. A portion of the pedal ganglion, which is part of the fused cerebral-pleural-pedal complex, is visible in the top left. (B) Diagram of the ganglion and its nerves. The PN leaves the BG posteriorly and runs towards the stomach and intestines. In neurophysiological experiments examining the effect of stomach distention on activity, recordings were made from the severed distal end of the PN (conveying afferent signals from the stomach).
In this study we demonstrated that PN activity changes in response to stomach distention, and that PN signaling is necessary for normal satiation of feeding behavior. Additionally, we found that PN signaling attenuates feeding not merely by reducing the output from the feeding network, but by shortening feeding movements, so they do not cause consumption of food. These data demonstrate that the PNs are important regulators of the motivation to feed in Melibe.
METHODS
Animals
Adult Melibe leonina (21.3 ± 2.69 g) were acquired from eelgrass beds near the University of Washington’s Friday Harbor Laboratories (FHL) in the Puget Sound, WA and in Monterey Bay, California, and either maintained at FHL or shipped to the University of New Hampshire, Durham, NH. The subjects used at FHL were housed in sea tables with flow through seawater, while those used at the University of New Hampshire were maintained in an aquarium with recirculating seawater, at approximately 13°C, until needed for experiments.
Feeding assays
To determine the effect of PN signaling on the motivation to feed, experiments were performed in which feeding rate over time was assessed for both Melibe with PN lesions (described in the next section) and control animals. Individual Melibe were placed in circular buckets (30 cm diameter) located within a larger tank of aerated seawater. The buckets had small mesh “windows” that allowed water exchange with the larger tank but prevented food from escaping. Tanks were located in a 13°C cold room that was kept on a 24-h light/dark cycle, with 10–14 h of light per day, depending on the season. After subjects acclimated to the buckets for 24 h, sufficient newly hatched Artemia spp. (brine shrimp) were added to the bucket to yield a density of approximately 3,000 Artemia/L. All trials began between 10 and 11 a.m. and Melibe were allowed to feed undisturbed for approximately 24 h. A black and white low light sensitive camera suspended directly above the buckets captured feeding activity, and recordings were obtained from approximately 1 hour before Artemia addition to 24 h post-addition. Camera outputs were digitized, time-stamped, and recorded on a Macintosh computer using the video capture software Gawker, which took one picture every second and streamed the images together at a rate of ten frames per second (Supplemental Video S1).
During the subsequent video analysis, the number of feeding motions performed per minute was counted for the entire experiment. Melibe feeds using rhythmic movements termed oral hood closures (OHCs), which consist of an oral hood closing phase (in which the hood comes forward and closes, capturing a bolus of water) and a tilt and squeeze swallowing phase (in which the closed hood is tilted back and the water is squeezed out through tentacles that are used to capture prey); see Watson and Trimarchi (Watson and Trimarchi, 1992) for a complete description of these phases. Subjects routinely produced incomplete feeding movements, performing only the oral hood closing phase, and likely not ingesting captured prey (Trimarchi and Watson, 1992). For comparisons between PN lesioned and control individuals these incomplete motions were ignored, and only the complete, ingestive OHCs were quantified. In a separate analysis of control individuals, both complete (Supplemental Video S2) and incomplete OHCs (Supplemental Video S3) were quantified.
PN lesions
Melibe were pinned out dorsally on a Sylgard-coated dish, with a single pin through the foot and two through the oral hood, and viewed under a dissecting microscope. A single incision was made in the skin directly above the central nervous system (CNS), exposing the fused cerebral, pedal, and pleural ganglia, the buccal ganglia, and PNs. Both PNs were then either cut with scissors or torn with tweezers. Incisions were sewn up with sterile sutures, and the subjects were given at least 5 days to recover. After this recovery period lesioned animals were fed as described in the previous section, and their feeding activity was compared to that of control animals. Half of the controls received sham operations, in which incisions were made and sutured, but PNs were left intact. There was no difference in the feeding activity between sham-operated (n = 4) and unoperated controls (n = 8). The baseline feeding rate for controls was 0.28 ± 0.12 OHC/min and 0.66 ± 0.22 OHC/min for sham-operated Melibe (T (10) = 1.90, p = 0.087). The maximum feeding rate was 2.15 ± 0.59 OHC/min for unoperated animals vs. 2.75 ± 0.17 OHC/min for those that were sham-operated (T (10) = 0.76, p = 0.47).
Quantification of food consumed during a satiating meal
Six lesioned and six control Melibe were fed to satiation with Artemia. After their feeding rate had returned to baseline, each individual’s stomach was removed, and the number of Artemia in it was estimated. For estimates, the contents of the stomach were emptied into a known volume of seawater and stirred thoroughly to produce a homogenous concentration of Artemia. Three separate 1 ml aliquots were drawn up, and the number of Artemia in each aliquot was counted separately by two different people. Numbers were averaged between the measurements and used to estimate the total number of Artemia in the larger sample.
Neurophysiology
Extracellular neurophysiological recordings were carried out using both isolated CNS and semi-intact preparations. The semi-intact preparation was used to assess the effects of stomach distention on nervous system activity. For this preparation, the intact mouth, esophagus, stomach, intestine, and buccal ganglia were removed, pinned out in a Sylgard-coated dish, and continuously perfused with 13°C seawater. A cannula was inserted through the mouth and esophagus into the stomach, and a thread was used to tighten the junction of the mouth and esophagus to the cannula. Another thread was used to close the junction between the stomach and the intestine (Figure 2). Seawater was injected through the cannula to distend the stomach to one of four different diameters (1/4, 1/2, 3/4, maximum), and recordings were obtained from the PN (n = 6). To record the action potentials traveling via the PN from the stomach to the buccal ganglia, the nerve was severed near the connection to the buccal ganglion and recordings were obtained from the cut distal end.
[image: Figure 2]FIGURE 2 | A Melibe mouth, esophagus and stomach preparation distended to the following degrees: (A) empty, (B) ¼ full, (C) ½ full, (D) ¾ full, (E) fully distended. Note the cannula held in place by a thread in the bottom right corner of image A, and the tied-off junctions between the stomach and intestines in all the images.
To assess the effects of PN activity on feeding motor output, extracellular recordings were obtained from the oral hood nerves (OHN) of the cerebral ganglion during sustained PN stimulation. For these recordings, the CNS was cut almost entirely away from the body, with only a piece of the esophagus retained to ensure that the buccal ganglia were not lost. The esophageal portion was pinned in a Sylgard-lined dish, and suction electrodes were attached to the PN and one to three OHNs. Recordings were carried out for several hours, alternating between ∼30 min without PN stimulation and 20 min with PN stimulation. The PN was stimulated at 10 Hz 5 V. Fictive feeding can be identified in isolated Melibe brains by recording OHN bursts that have the same frequency as the oral hood movements of intact animals. Bursts identified using the following criteria: 1) at least 10 s in duration; 2) spiking at a rate of at least 5 Hz and at a rate that was at least twice that of the baseline spiking rate. For activity to be defined as a spike, it needed to be at least twice the voltage of the background noise.
Recordings were made with suction electrodes made of either pulled borosilicate capillaries or polyethylene tubing. Signals were amplified and filtered with an AM Systems Microelectrode AC Amplifier (AM-systems, Sequim, WA), digitized with an AD Instruments Powerlab 4/30 (AD Instruments, Dunedin, New Zealand), and displayed with Labchart software (AD Instruments, Dunedin, New Zealand). Stimuli were triggered using Labchart’s Stimulator function. Changes in firing rate over time were determined by counting number of spikes/min using Labchart software.
Statistics
For the experiment comparing feeding rate over time in control and lesioned individuals, data were normalized by subtracting the baseline rate from the rate at a given time point. In all graphs, data are shown as the mean ± the standard error of means. All statistical tests were performed with the software Prism (Graphpad, Boston, MA). A two-way repeated measures ANOVA with Sidak post-test was used to compare feeding rate over time between control and lesioned individuals. One-way repeated measures ANOVAs with Tukey post-tests were used to assess changes in complete vs. incomplete OHCs over time and PN responses to stomach distention. Changes in OHN activity were assessed using paired t-tests, and differences in the number of Artemia consumed between lesioned and control Melibe were assessed with unpaired t-tests.
RESULTS
Posterior nerve lesions led to increases in feeding behavior
PN lesioned Melibe (n = 6) fed more than controls (n = 12) (Figure 3). The two groups displayed statistically significant differences in normalized feeding rate by both time (F (5,80) = 6.96, p < 0.001) and treatment group (F (1,16) = 9.56, p = 0.0070), although the interaction between the two variables was not significantly different (F (5,80) = 0.13, p = 0.99, two-way repeated measures ANOVA). Lesioned Melibe fed at a significantly greater rate in the third hour of their feeding bout (1.94 ± 0.29 OHC/min vs. 0.82 ± 0.24 OHC/min; p = 0.042, Sidak’s Multiple Comparison Test). However, there was no significant difference in their maximum feeding rates (lesioned: 2.84 ± 0.30 OHC/min; controls: 1.94 ± 0.40 OHC/min; T (16) = 1.64, p = 0.12, unpaired t-test). Thus, PN lesions did not increase the initial or peak feeding intensity, but prolonged the duration of food arousal.
[image: Figure 3]FIGURE 3 | Normalized feeding rate over time for both control Melibe and individuals with PN lesions. For the graph rates were calculated in 10-min bins for the first hour, and for every hour thereafter; for statistical analysis rates were calculated for every hour. In the third hour the feeding rate was significantly elevated for lesioned individuals compared to controls (indicated by star).
To verify that the lesioned Melibe consumed more prey, the stomachs of six lesioned and six control Melibe were removed after they had ceased feeding (8.9 h for lesioned individuals, 4.1 h for controls), and the Artemia in the stomachs were counted (Figure 4). Lesioned Melibe consumed significantly more Artemia (7323 ± 3278 Artemia for lesioned and 1358 ± 590 Artemia for controls; p = 0.04, t-test).
[image: Figure 4]FIGURE 4 | Assessment of stomach contents following feeding to satiation. Melibe with posterior nerve lesions consumed significantly more Artemia than controls. Artemia were less than 24 h old, and at this age are typically 500 μm in length (Wurstbaugh and Maciej Gliwicz, 2001).
The frequency of complete, but not incomplete, OHCs decreased over time
Like many gastropods, Melibe can produce multiple feeding related movements, performing both complete OHCs, which lead to food ingestion, and incomplete ones, which likely do not lead to ingestion (Watson and Trimarchi, 1992; Wurstbaugh and Maciej Gliwicz, 2001; Crossley et al., 2018). To determine if the proportion of complete OHCs changes over the course of a feeding bout, we recorded incomplete vs. complete motions for a group of intact Melibe for 6 h (Figure 5, n = 8). While the rate of incomplete motions changed minimally over the course of the feeding period, the rate of complete motions dropped dramatically throughout the feeding bout, leading to a significantly increased ratio of incomplete motions for the final 2 hours of feeding compared to the first 3 h (F (6,42) = 5.81, p < 0.001, p < 0.05 for each comparison; one-way repeated measures ANOVA with Tukey post-test).
[image: Figure 5]FIGURE 5 | Changes in the types of OH movements during a feeding bout. The number of incomplete feeding motions remained constant over the course of a feeding bout, whereas the number of complete ones decreased after 3 hours. The frequency of incomplete movements was significantly greater at 6 h than for the first 3 hours.
Stomach distention increases PN activity
To determine if the PNs communicate information about stomach fullness to the CNS, extracellular recordings were obtained from the PN while the stomach was artificially inflated with seawater. Although there was activity in the PNs even when the stomach was empty, spike frequency changed in response to distention (Figures 6A, C) and was significantly increased compared to baseline rates 10–20 s after the start of distension (n = 5; F (11,44) = 2.39, p < 0.021; one-way repeated measures ANOVA with Tukey post-test). After the stomach was deflated PN activity showed a trend toward a decrease in firing rate (Figures 6B, D), although the decrease was not statistically significant (n = 6; F (11,55) = 1.853, p = 0.067; one-way repeated measures ANOVA).
[image: Figure 6]FIGURE 6 | Response of the Melibe PN to stomach distention. (A) Representative neurophysiological recording showing the increase in spiking starting at the onset of distention (arrow). (B) Representative decrease in activity when the stomach was deflated (arrow). (C) Average spike frequency during the onset of distension, firing was significantly elevated compared to baseline at 10–20 s. (D) Average spike frequency before and after deflation of the stomach.
To assess the effects of different levels of prolonged stomach distention on PN nerve activity we obtained PN recordings while the stomach was inflated to ¼, ½, ¾, and 100% of its maximum for at least 30 min at each distention level (Figure 7). During sustained distention multiple units burst rhythmically, and the overall firing rate increased (n = 6; F (4,25) = 5.98, p = 0.0025, one-way repeated measures ANOVA with Tukey post-test). Complete distention of the stomach caused a significant increase in posterior nerve firing compared to baseline, ½, and ¾ distention (p < 0.05 for each comparison) suggesting that partial stomach distention has a minimal impact on feeding behavior in Melibe.
[image: Figure 7]FIGURE 7 | The relationship between PN firing rate and different levels of stomach distention. Maximal distention significantly increased firing compared to baseline, ¼, and ¾ distention.
PN signaling alters feeding-related activity in the CNS
Finally, we examined the effect of PN stimulation on patterns of OHN activity. These nerves emerge from the cerebral ganglion, cause contraction of the oral hood, the first phase of feeding behavior (Watson and Trimarchi, 1992), and produce spontaneous rhythmic bursts in isolated perparations (Figure 8A. 1.19 ± 0.21 OHCs/min, 21.70 ± 2.51 s duration). Long term recordings were performed during which we alternated between approximately 30 min without stimulation and 20 min with PN stimulation, and we found that stimulation significantly changed both the frequency (n = 4; F (2,6) = 60.24, p < 0.001, one-way repeated measures ANOVA with Tukey post-test) and duration of bursts F (2,6) = 9.74, p = 0.013, one-way repeated measures ANOVA with Tukey post-test). Specifically, stimulation of the PNs (Figure 8B) significantly reduced both the rate (0.56 ± 0.21 OHCs/min, 47.1% of baseline; p < 0.001) and duration (17.82 ± 2.12 s duration 82.1% of baseline; p = 0.049) of these bursts, with returns to baseline after stimulation ceased (Figure 8C; 1.08 ± 0.24 bursts/min, 90.8% of baseline; p = 0.98; 23.58 ± 2.44 s duration, 108.6% of baseline; p = 0.49). The shorter duration bursts that occurred during PN stimulation likely correspond to incomplete OHCs.
[image: Figure 8]FIGURE 8 | Recordings from an OHN showing activity (A) before, (B) during, and (C) after PN stimulation. Note the PN stimulation led to distinct bursting, which likely represents a change in the movements of the oral hood.
DISCUSSION
This study demonstrates a clear role for the PNs in the regulation of Melibe feeding behavior. Both behavioral and neurophysiological data indicate that stomach distention, a key factor in Melibe satiation (Lee and Watson, 2016), is communicated to the CNS by the PNs. The data also indicate that this signaling leads to three changes in feeding related activity: 1) a decrease in the overall number of feeding movements; 2) an increase in the ratio of incomplete, non-ingestive movements to normal complete movements; 3) a decrease in the rhythmic movements of the esophagus associated with swallowing. This suggests that satiation in Melibe is more complex than simple inhibition of the feeding network.
The PNs facilitate the inhibition of feeding by stomach distention
Loss of PN signaling, after they were lesioned, dramatically prolonged the duration of feeding-related arousal in Melibe. Lesions led to increases in both the duration of feeding bouts and the amount of food consumed. These results were very similar to those previously obtained when Melibe stomachs were lesioned, so food could not distend the stomach (Lee and Watson, 2016). The initial intensity of feeding did not increase in PN lesioned individuals, suggesting that they were not hungrier or experiencing greater food-induced arousal at the start of a meal. Rather, they simply took longer to satiate. This change did not appear to be due to behavioral deficits caused by the lesions, as individuals were fully healed from the surgery when experiments were performed, were still capable of consuming food, and consumed more than sham operated individuals. Additionally, in lesioned individuals, we observed defecation and transport of gut contents to the diverticuli that run throughout the body, indicating that the difference in final stomach volume was not a product of changes in the processing of stomach contents. Similar results have been obtained during studies involving the posterior stomatogastric nerve in Pleurobranchaea (Croll et al., 1987) and the esophageal nerve in Aplysia (Jing et al., 2007), suggesting a common function for the nerves that innervate the gut in gastropods.
Activity in the PNs signals the CNS that the stomach is filling with prey, and the information transmitted is proportional to the stimulus. Increases in stomach fullness cause immediate increases in PN activity, and deflation of the stomach causes an immediate cessation of activity. Additionally, the firing rate from the PNs during sustained (>30 min) distention roughly correlates with the degree of distention. However, a significant increase in the PN firing rate does not take place until the stomach is 100% distended, which suggests that Melibe will continue to feed until the stomach fills to this degree.
Satiation in Melibe is more complex than simple inhibition of feeding circuitry
Although satiation led to overall reductions in food-induced arousal, the feeding network still responded to food, but the response changed. Freely behaving Melibe continued to perform OHCs throughout a feeding bout, but the number of complete, ingestive ones decreased as their stomachs filled, whereas the incomplete, ineffective ones, remained unchanged. Similarly, the isolated CNS continued to produce rhythmic bursts during PN stimulation, but the duration of these bursts decreased. Therefore, as they start to become satiated, their feeding efforts become less effective and, while they do not start to egest prey, they also do not consume prey.
Other gastropods show a similar pattern as they satiate, producing egestive movements (Cropper et al., 2004; Wang et al., 2019), which are used to reject food in multiple contexts (e.g. (McManus et al., 2019)). It is unclear if these are homologous to Melibe’s incomplete OHCS, but they display functional similarities, as both are food-evoked movements of the feeding apparatus that do not result in consumption. Aplysia (Jing et al., 2007) and Lymnaea (Crossley et al., 2018) switch from ingestion to egestion as they satiate, and satiated Pleurobranchaea perform aversive behaviors in response to appetitive stimuli (Gillette et al., 2000). Mechanistic similarities also exist, as in Aplysia the shift to egestion is driven by the esophageal nerve, which, like the Melibe PN, innervates the gut and esophagus (Chiel et al., 1986). Studies in these species have also identified individual neurons involved in this shift. In both Aplysia (Jing et al., 2007) and Lymnaea (Crossley et al., 2018) an egestion specific interneuron becomes active, and in satiated Aplysia the multifunctional CBI2 interneuron, which can elicit both ingestive and egestive behaviors (Jing and Weiss, 2001), drives egestion. In Pleurobranchaea food avoidance conditioning biases individuals towards egestion, and this conditioning is accompanied by increases in the excitability of retraction phase neurons (London and Gillette, 1986), which in normal feeding behavior inhibit the protraction phase interneurons (London and Gillette, 1984). Similarly, in the land snail Limax marginatus feeding network oscillations increase following food avoidance conditioning (Kimura et al., 1998; Inoue et al., 2006). Thus, as gastropods satiate, they respond to palatable food in the same way they respond to unpalatable or toxic stimuli.
Why does satiation not merely manifest as simple inhibition of the feeding network, with no response of any type to food? Such inhibition can occur with defensive behaviors. In Lymnaea (Alania et al., 2004) and the nudibranch Clione limacina (Alania et al., 1999) the PlB neuron, which fires during defensive withdrawal, globally shuts down the feeding network, inhibiting neurons that act throughout the network, including the retraction phase ones that drive egestion. The answer likely lies in the complex and variable nature of the motivation to feed. Hunger state is not binary, but rather lies on a continuum (Susswein et al., 1976). On the hungry end of the continuum individuals feed robustly and primarily produce ingestive motions, whereas on the satiated end feeding responses are reduced and most movements are egestive or incomplete. Shifts away from ingestion allow individuals to flexibly move along this continuum. As they satiate, the number of non-ingestive movements decreases, but they can temporarily increase their feeding rate if food abundance or quality increases, in the same way that hungry individuals can temporarily perform egestive or incomplete feeding movements in response to an undesired food item.
This may be particularly important for Melibe, which filter feeds on patchy sources of planktonic prey, and which needs to be able to adaptively modify its feeding behavior in response to changes in food availability (Watson and Trimarchi, 1992). For example, a given bolus of seawater may hold toxic or unpalatable prey, so temporary expression of incomplete feeding motions allows individuals to clear undesirable material without ending a feeding bout. With inhibition as seen from the PlB neurons, feeding is inflexibly inhibited, and the feeding network cannot respond to changes in environmental condition. The existence of these separate mechanisms for feeding inhibition strongly indicates the utility of preserving some responsiveness within the feeding network, even with satiation.
How do stomach distention and circadian clocks interact to regulate the motivation to feed?
In Melibe, which are nocturnal animals, the onset of darkness initiates locomotion and bouts of feeding (Newcomb et al., 2014). This conflicts with satiation, which inhibits feeding behavior and has been shown in other species to inhibit overall activity. Studies in Melibe and other gastropods suggest that serotonin (5-HT) is involved in these processes. In gastropods it acts via the metacerebral cells and other 5-HT-ergic cerebral neurons to strongly potentiate feeding (Weiss et al., 1975; Weiss and Kupfermann, 1976; Gillette and Davis, 1977; Granzow and Kater, 1977; McCrohan and Benjamin, 1980; Delaney and Gelperin, 1990; Kobatake et al., 1992), and in Pleurobranchaea the 5-HT content of the metacerebral cells is reduced following satiation (Hatcher et al., 2008). Additionally, synaptically connected 5-HT-ergic neurons are embedded in each of the major locomotor networks (Gillette, 2006; Dyakonova et al., 2015), and act to regulate overall behavioral arousal; inhibition of 5-HT neurons in one circuit correlates with inhibition in another (Dyakonova et al., 2015). 5-HT mediates the effects of light in animals across the Metazoa (Morin, 1999; Itoh and Igarashi, 2000; Saifullah and Tomioka, 2002), including Aplysia (Koumenis and Eskin, 1992) and the marine snail Bulla gouldiana (Whitmore and Block, 1996), and is generally more abundant during an animal’s active period (Itoh and Igarashi, 2000). In Melibe, 5-HT-ergic processes project to the buccal ganglion via the cerebral-buccal connective (Newcomb et al., 2006).
Overall, hunger state, time of day, and the abundance of food act together to modulate the expression of feeding (Figure 9). During the day, 5-HT levels are likely lower, which combines with input from the circadian clock and inhibition from light, to reduce activity and responsiveness to the presence of prey in the water column. When night falls, 5-HT levels rise, circadian clock input changes, and it is dark, which leads to increased activity, and responsiveness to the same food-related stimuli that are present in the day. However, when individuals consume a satiating meal, even though they might still be in an active state, feeding is diminished.
[image: Figure 9]FIGURE 9 | Model showing how various inputs might modulate Melibe feeding, locomotion, and overall arousal. Open circles are excitatory, closed circles are inhibitory. During the day, which is their quiescent period, 5-HT levels are reduced and light both inhibits active behaviors and reduces the expression of several clock genes. With the onset of darkness, clock genes are upregulated and 5-HT levels rise, leading to increased feeding, locomotion, and overall arousal. 5-HT may also have effects on clock gene expression (gray circle), perhaps serving to phase advance the circadian clock. When food is ingested it causes the stomach to distend, which is communicated to the NS by the PNs that innervate the stomach. This input reduces the motivation to feed, 5-HT levels, and locomotion. In the sea slug Melibe leonina the posterior nerves communicate stomach distention to inhibit feeding and modify oral hood movements.
CONCLUSION AND FUTURE DIRECTIONS
This study demonstrates that stomach distension reduces the expression of rhythmic feeding behavior in Melibe and the state of distension is communicated to the NS via the posterior nerve. Satiating signals likely act alongside circadian clock cues to regulate overall behavioral arousal, and it is likely that 5-HT plays an important role. Further studies might eventually identify the neural circuits for feeding and swallowing and thus make it possible to determine how PN activity modifies their activity so there is a tendency for less feeding and more incomplete, likely egestive, movements. Additionally, although clear similarities in feeding behavior can be seen across gastropods, there is diversity in prey choice, feeding apparatus morphology, feeding mechanics, and gut morphology. Future work may also examine if these traits lead to interspecific variation in mechanisms of satiation.
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Nocturnal mosquito Cryptochrome 1 mediates greater electrophysiological and behavioral responses to blue light relative to diurnal mosquito Cryptochrome 1

David D. Au1, Jenny C. Liu1, Thanh H. Nguyen1, Alexander J. Foden1, Soo Jee Park1, Mia Dimalanta1, Zhaoxia Yu2,3 and Todd C. Holmes1,3*

1Department of Physiology and Biophysics, School of Medicine, University of California, Irvine, Irvine, CA, United States

2Department of Statistics, Donald Bren School of Information and Computer Sciences, University of California, Irvine, Irvine, CA, United States

3Center for Neural Circuit Mapping, School of Medicine, University of California, Irvine, Irvine, CA, United States

[image: image]

OPEN ACCESS

EDITED BY
Edgar Buhl, University of Bristol, United Kingdom

REVIEWED BY
Masashi Tabuchi, Case Western Reserve University, United States
Nara Ines Muraro, CONICET Instituto de Investigación en Biomedicina de Buenos Aires (IBioBA), Argentina
Florencia Fernandez-Chiappe, CONICET Instituto de Investigación en Biomedicina de Buenos Aires (IBioBA), Argentina, in collaboration with reviewer NM

*CORRESPONDENCE
Todd C. Holmes, tholmes@uci.edu

SPECIALTY SECTION
This article was submitted to Neural Technology, a section of the journal Frontiers in Neuroscience

RECEIVED 12 September 2022
ACCEPTED 04 November 2022
PUBLISHED 30 November 2022

CITATION
Au DD, Liu JC, Nguyen TH, Foden AJ, Park SJ, Dimalanta M, Yu Z and Holmes TC (2022) Nocturnal mosquito Cryptochrome 1 mediates greater electrophysiological and behavioral responses to blue light relative to diurnal mosquito Cryptochrome 1.
Front. Neurosci. 16:1042508.
doi: 10.3389/fnins.2022.1042508

COPYRIGHT
© 2022 Au, Liu, Nguyen, Foden, Park, Dimalanta, Yu and Holmes. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.

Nocturnal Anopheles mosquitoes exhibit strong behavioral avoidance to blue-light while diurnal Aedes mosquitoes are behaviorally attracted to blue-light and a wide range of other wavelengths of light. To determine the molecular mechanism of these effects, we expressed light-sensing Anopheles gambiae (AgCRY1) and Aedes aegypti (AeCRY1) Cryptochrome 1 (CRY) genes under a crypGAL4-24 driver line in a mutant Drosophila genetic background lacking native functional CRY, then tested behavioral and electrophysiological effects of mosquito CRY expression relative to positive and negative CRY control conditions. Neither mosquito CRY stops the circadian clock as shown by robust circadian behavioral rhythmicity in constant darkness in flies expressing either AgCRY1 or AeCRY1. AgCRY1 and AeCRY1 both mediate acute increases in large ventral lateral neuronal firing rate evoked by 450 nm blue-light, corresponding to CRY’s peak absorbance in its base state, indicating that both mosquito CRYs are functional, however, AgCRY1 mediates significantly stronger sustained electrophysiological light-evoked depolarization in response to blue-light relative to AeCRY1. In contrast, neither AgCRY1 nor AeCRY1 expression mediates measurable increases in large ventral lateral neuronal firing rates in response to 405 nm violet-light, the peak of the Rhodopsin-7 photoreceptor that is co-expressed in the large lateral ventral neurons. These results are consistent with the known action spectra of type 1 CRYs and lack of response in cry-null controls. AgCRY1 and AeCRY1 expressing flies show behavioral attraction to low intensity blue-light, but AgCRY1 expressing flies show behavioral avoidance to higher intensity blue-light. These results show that nocturnal and diurnal mosquito Cryptochrome 1 proteins mediate differential physiological and behavioral responses to blue-light that are consistent with species-specific mosquito behavior.
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Introduction

Many insect behaviors are modulated by short wavelength light (Coombe, 1982; Green and Cosens, 1983; Sumba et al., 2004; Das and Dimopoulos, 2008; Yamaguchi et al., 2010; Rund et al., 2012; Sawadogo et al., 2013; Tokushima et al., 2016; Knop et al., 2017; Sheppard et al., 2017; Farnesi et al., 2018; Padilha et al., 2018; Alonso San Alberto et al., 2022). It has been long assumed that insect behavioral light responses rely on image forming vision through eye photoreceptors that express opsins. However, insects additionally have non-image forming vision mediated by photoreceptors that are expressed directly in brain neurons (Fogle et al., 2011; Ni et al., 2017).

Insect non-imaging forming visual photoreceptors include ultraviolet, blue, and red-light activated Cryptochrome (CRY) that was first characterized as the primary circadian photoreceptor in Drosophila (Emery et al., 1998; Stanewsky et al., 1998) and violet-light activated Rhodopsin 7 (Rh7, Ni et al., 2017). Rh7 is an opsin photoreceptor expressed in central brain neurons that couples to G protein signaling pathways and also regulates light-evoked circadian photo-attraction/avoidance behaviors (Ni et al., 2017; Kistenpfennig et al., 2018; Baik et al., 2019b; Lazopulo et al., 2019). CRY is a riboflavin-based photoreceptor protein that uses flavin adenine dinucleotide (FAD) as its light sensing chromophore. In Drosophila, CRY is expressed in roughly half of all circadian neurons (Emery et al., 2000; Klarsfeld et al., 2004; Benito et al., 2008; Sheeba et al., 2008c; Yoshii et al., 2008; Fogle et al., 2011), which include all of the Pigment Dispersing Factor (PDF) expressing ventral lateral neurons (LNvs) that also mediate light-evoked behavioral arousal (Parisky et al., 2008; Shang et al., 2008; Sheeba et al., 2008c,2010; Liu et al., 2014; Fogle et al., 2015; Muraro and Ceriani, 2015; Buhl et al., 2016; Potdar and Sheeba, 2018; Chaturvedi et al., 2022). While Drosophila only express light sensitive “type 1” CRYs, other insects also express light insensitive “type 2” CRYs similar to CRYs expressed in vertebrates that function as transcriptional repressors (Yuan et al., 2007; Gegear et al., 2010; Fogle et al., 2011; Damulewicz and Mazzotta, 2020). The best characterized function of CRYs in insects is the light activated initiation of the slow (∼1 h) and irreversible process of circadian clock resetting that has been well characterized by molecular genetic analysis in Drosophila. This mechanism occurs by CRY mediated light activated protein degradation of the heteromultimeric clock protein complex consisting of TIMELESS (TIM), PERIOD (PER), and CRY itself, thus relieving repression of the transcriptional activators CLOCK and CYCLE at E-box promoter sequences upstream from the tim and per genes (Emery et al., 1998; Stanewsky et al., 1998; Busza et al., 2004; Koh et al., 2006; Peschel et al., 2009; Damulewicz and Mazzotta, 2020).

CRY photoactivation also evokes rapid and very long-lasting (30–40 s) neuronal depolarization and increased spontaneous action potential firing in large ventral lateral neurons (l-LNvs) and other CRY expressing neurons (Sheeba et al., 2008b; Fogle et al., 2011, 2015; Giachello et al., 2016; Baik et al., 2017, 2019a; Hong et al., 2018; Au et al., 2022). While light-evoked CRY mediated electrophysiological effects are acute and reversible in contrast to CRY mediated clock resetting, CRY on/off electrophysiological kinetic light responses are not as rapid as those mediated by image-forming opsins. Light-activated CRY couples to electrophysiological depolarization and clock resetting through multiple mechanisms including photoreduction electron transfer events along a chain of CRY tryptophan residues in close proximity to the FAD chromophore and CRY protein conformational changes, including the C terminal tail (Berndt et al., 2007; Bouly et al., 2007; Hoang et al., 2008; Öztürk et al., 2008; Liu et al., 2010; Ozturk et al., 2011, 2014; Vaidya et al., 2013; Fogle et al., 2015; Lin et al., 2018, 2022; Baik et al., 2019a; Chandrasekaran et al., 2021). In addition to circadian clock resetting, CRY phototransduction evokes acute behaviors in insects, including arousal (Sheeba et al., 2008a; Fogle et al., 2015) and short wavelength light attraction/avoidance behavior (Baik et al., 2017, 2018, 2019b,2020; Au et al., 2022), which is under circadian modulation.

Light-activated CRY evoked behavioral changes are particularly interesting in mosquitoes as mosquito-spread diseases afflict hundreds of millions of people worldwide. Two medically important genera include nocturnal Anopheline and diurnal Aedes mosquitoes. Anopheline mosquitoes are responsible for over 200 million cases of malaria worldwide. Aedes mosquitoes are the principal vectors for Dengue virus (over 90 million cases worldwide) and yellow fever, West Nile fever, chikungunya fever, Zika fever, and Japanese encephalitis (WHO website fact sheet). Insect control methods based on the sensory physiology of mosquitoes is very appealing as chemical pesticides are non-specific and environmentally harmful. The behavior of nocturnal An. gambiae (Ag) and diurnal Ae. aegypti (Ae) mosquitoes is subject to circadian regulation, thus enforcing their ecologically distinct temporal activity patterns (Jones et al., 1967; Taylor and Jones, 1969). Recently, we found that nocturnal An. coluzzii and diurnal Ae. aegypti mosquitoes display distinct innate circadian temporal attraction/avoidance behavioral responses to light. Nocturnal Anopheles mosquitoes behaviorally avoid short wavelength light during the day, while diurnal Aedes, particularly females, are behaviorally attracted to a broad range of light spectra during the day (Baik et al., 2020). Attraction/avoidance behavioral responses to light for both species change with time-of-day and show distinct sex differences that are consistent with predation and mate swarming activities of females vs. males. These distinct Anopheles and Aedes mosquito behavioral light responses appear to be mediated by light activated type 1 Cryptochrome signaling shown by disruption of these behaviors by prior exposure to constant light (Baik et al., 2020). Further, attraction/avoidance behavioral responses to light are mediated by ventral lateral neurons that are characterized by PDF and PER proteins co-expressed in Drosophila melanogaster and other insect species. We recently showed that Ae. aegypti and An. coluzzii mosquito female adult brains also display characteristics of large- (l-LNvs) and small-ventral lateral neurons (s-LNvs) marked by PDF and PER co-expression with similar morphology and projection patterning (Baik et al., 2020). Putative circadian dorsal neurons (DNs) are seen in both Ae. aegypti and An. coluzzii mosquito female adult brains, again identified by similar morphological projections in common with Drosophila (Baik et al., 2020). Therefore, we employed an “empty-neuron” model approach using transgenic Drosophila on a cry-null background to express AgCRY1 and AeCRY1. In that paper we show mosquito CRY electrophysiological and behavioral responses to UV and red-light and find by multiple assays that nocturnal AgCRY1 is significantly more light sensitive as compared with diurnal AeCRY1. In Au et al. (2022) we focused on those two light wavelengths because UV light is the most commonly used part of the light spectrum for insect control devices using light (“bug lights”) to trap mosquitoes. We earlier characterized nocturnal and diurnal mosquito behavioral responses to UV light (Baik et al., 2020). Red light is of interest because we found distinctly different nocturnal and diurnal mosquito behavioral responses to red light (Baik et al., 2020). This followed our unexpected findings that insect CRYs functionally respond to red light (Baik et al., 2019a), in contrast to the lack of response of purified insect CRYs to red light for in vitro biophysical assays. In addition to CRYs which show spectral absorbance peaks in their base oxidized states to 365 nm UV light and 450 nm blue light, another photoreceptor, Rhodopsin 7 (Rh7) is expressed in the LNv and other brain neurons (Ni et al., 2017; Kistenpfennig et al., 2018; Baik et al., 2019b). Rh7 exhibits a comparatively broad spectral absorbance that peaks around 405 nm violet light. To compare the potential interactions between mosquito CRYs and Rh7, we tested AgCRY1 and AeCRY1 expressing transgenic flies for their responses to 450 nm blue light and 405 nm violet light.



Materials and methods


Experimental animals

Drosophila melanogaster flies were raised on standard media (yeast, cornmeal, agar) at 25 ± 1°C and 40–60% relative humidity in 12:12 h Light:Dark cycles. All flies used in experiments were first isogenized (backcrossed) to the w1118 genetic background for a minimum of six generations. All behavioral experiments used 3–4-day post-eclosion adult male flies. We generated pJFRC7 vectors containing cryptochrome 1 from Drosophila melanogaster (Dm), An. gambiae (Ag), and Ae. aegypti (Ae) in frame with eGFP. Use of the pJFRC7 vector allows for a controlled site-specific PhiC31 genomic insertion site. DNA constructs were then sent to the vendor Bestgene for fly embryonic injection and screening for successful transgenesis. Experimental transgenic flies backcrossed to the common wild-type w1118 background for a minimum of 6 generations. Genotyping primers were designed with the following sequences: AeCRY1 Forward: CGA GAA AGT GCA GGC CAA CAA TC, AeCRY1 Reverse: GT TCT TCA ACT CCG GCA GAT ATC, AgCRY1 Forward: CAG CCA GTT CAA GTA TCC GG, and AgCRY1 Reverse: CGG TTC GTG CAC AAA CTG TG. Experimental transgenic flies were crossed with a cry-null background (obtained from Jeff Hall, Brandeis University), then with a crypGAL4-24 driver line for CRY-neuron specific expression of DmCRY or mosquito CRY1.



Locomotor activity behavioral assay

Adaptations to the behavioral assays from Nitabach et al. (2002), Chiu et al. (2010), and Nave et al. (2021) were made for testing constant dark conditions for circadian behavior following 12 h:12 h light:dark entrainment (LD:DD) tested under two light intensities of l lux and 400 lux white light. Adult male flies (2–4 days post-eclosion) were anesthetized over CO2 and individually loaded into borosilicate activity tubes. The TriKinetics Locomotor Activity Monitoring System was used to track fly behavior over a protocol of: 12:12 h Light:Dark (LD) entrainment for 7 days, then 7 days of constant dark (DD) conditions. Actograms were generated using Clocklab software. Average activity education graphs and its statistics were measured using FaasX software, then graphed using Microsoft Excel. Within FaasX, the CycleP analysis toolkit was used to calculate % rhythmicity from periodogram analysis with the following scoring criteria for flies in DD: minimum power ≥ 20, minimum width (h) ≥ 2, Chi-square significance ≥ 0.05 and calculation of tau. Data are reported as averages ± standard error mean. Anticipation index measurements during LD were adapted for the entrainment duration from Harrisingh et al. (2007) and Sheeba et al. (2010) taking the average activity in the 3 h preceding lights on (morning anticipation) or lights off (afternoon/evening anticipation) as a ratio over the average activity in the 6 h preceding lights on or off for individual flies over 5 days of LD entrainment. The reported values for anticipation index are an average of all the flies over the 5 days of LD entrainment.



Immunocytochemistry

Experimental transgenic flies were dissected for ex vivo brain preparations after 3–5 days of 12:12 h LD entrainment. Dissections began approximately 1 h before each ZT time point measured (ZT5, 11, 17, 23). Immunocytochemistry (ICC) experiments were performed for all genotypes in a given experiment, then repeated a minimum of 3 times to optimize statistical analysis and minimize experimental error. Dissected brains were placed in chilled 1X PBS, fixed in 4% paraformaldehyde (PFA) for 30 min, washed 3 × 10 min in PBS-Triton-X 1%, incubated in blocking buffer (10% Horse Serum-PBS-Triton-X 0.5%) at room temperature before incubation with rabbit α-TIM, polyclonal (1:1,000) antibodies overnight in 4°C. 3 rinse steps were performed at 10 min intervals with PBS-Triton-X 0.5% then incubated in goat α-rabbit-Alexa- 594 (1:1,000) secondary antibodies in blocking buffer overnight in 4°C. Brains were then rinsed 5 times at 15 min intervals in PBS-Triton-X 0.5% before mounting in Vectashield mounting media (Vector Laboratories). Sample slides were imaged using a Leica SP8 confocal microscope. We reproduced the TIM and CRY-GFP experiments published in Au et al. (2022), Current Biology and pooled the data with the earlier data for the results and updated total n’s reported in Figures 1, 2. The n’s for the new data added to the earlier data are: for ZT 5: DmCRY: 7, AeCRY1: 4, AgCRY1: 9, cry-null: 7; for ZT 11: DmCRY: 10, AeCRY1: 4, AgCRY1: 7, cry-null: 7; for ZT 17: DmCRY: 4, AeCRY1: 16, AgCRY1: 15, cry-null: 12; for ZT 23: DmCRY: 10, AeCRY1: 14, AgCRY1: 22, cry-null: 18.


[image: image]

FIGURE 1
Transgenic mosquito CRY1 expression does not alter the overall pattern of cyclic TIM expression. Immunocytochemistry average fluorescent value of TIM expression over 12:12 h LD at ZT5, 11, 17, and 23 time points in LNvs (small + large) expressing (A) DmCRY (ZT5, n = 38; ZT11, n = 26; ZT17, n = 29; ZT23, n = 33), (B) AeCRY1 (ZT5, n = 15; ZT11, n = 10; ZT17, n = 26; ZT23, n = 26), (C) AgCRY1 (ZT5, n = 29; ZT11, n = 27; ZT17, n = 37; ZT23, n = 44), and (D) negative control cry-null (ZT5, n = 41; ZT11, n = 26; ZT17, n = 29; ZT23, n = 52). Fluorescent quantification of TIM signal was obtained by marking regions-of-interest on LNv soma identified by morphology and anatomical positioning within each brain sample. Fluorescent values for the total number of neurons in a brain are normalized to the background brain fluorescence, then measurements of all neurons from all brain samples are averaged together. (E) Comparison summary between genotypes for each time point measurement of average TIM fluorescence. Mann-Whitney U-tests with FDR adjustment were performed for statistical comparison. Data are represented as mean ± SEM for. *p ≤ 0.1, **p ≤ 0.05, ***p ≤ 0.01.
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FIGURE 2
AeCRY1 and DmCRY shows lower protein levels during day and higher GFP-CRY during night, while AgCRY1 expression remains high throughout all time points. Immunocytochemistry average fluorescent value of GFP-CRY expression over 12:12 h LD at ZT5, 11, 17, and 23 time points in LNvs (small + large) expressing (A) DmCRY (ZT5, n = 38; ZT11, n = 26; ZT17, n = 29; ZT23, n = 33), (B) AeCRY1 (ZT5, n = 15; ZT11, n = 10; ZT17, n = 26; ZT23, n = 26), and (C) AgCRY1 (ZT5, n = 29; ZT11, n = 27; ZT17, n = 37; ZT23, n = 44). Fluorescent quantification of GFP-CRY signal was obtained by marking regions-of-interest on LNv soma identified by morphology and anatomical positioning within each brain sample. Fluorescent values for the total number of neurons in a brain are normalized to the background brain fluorescence, then measurements of all neurons from all brain samples are averaged together. (D) Comparison summary between genotypes for each time point measurement of average GFP-CRY fluorescence. Mann-Whitney U-tests with FDR adjustment were performed for statistical comparison. Data are represented as mean ± SEM. *p ≤ 0.1, **p ≤ 0.05, ***p ≤ 0.01.




Confocal microscopy and image processing

For the data in Figures 1, 2, brain samples were imaged with a Leica SP8 confocal microscope with 594 nm antibody fluorescence for TIM signal and 488 nm CRY-GFP signal. FIJI/ImageJ analysis software was utilized for quantification of ventral lateral neuronal. Maximum intensity projections were generated using the Z stack tool. Fluorescent quantification of TIM and CRY-GFP signal were obtained by marking regions-of-interest on LNv (small and large LNvs) soma identified by morphology and anatomical positioning within each brain sample. Fluorescent values for the total number of neurons in a brain are normalized to the background brain fluorescence, then measurements of all neurons from all brain samples are averaged together.



Light-evoked neuronal electrophysiology

Previously established whole-cell current-clamp protocols from Baik et al. (2019a) were modified to run our light-evoked potential electrophysiology experiments. Adult male fly brains were dissected in external recording solution consisting of: 122 mM NaCl, 3 mM KCl, 1.8 mM CaCl2, 0.8 mM MgCl2, 5 mM glucose, 10 mM HEPES, 7.2 pH, and calibrated to an osmolarity of 250–255 mOsm. The internal recording solution consists of: 102 mM Kgluconate, 17 mM NaCl, 0.085 mM CaCl2, 1.7 mM MgCl2 (hexahydrate), 8.5 mM HEPES, 0.94 mM EGTA, 7.2 pH, and is calibrated to an osmolarity of 232–235 mOsm. Custom multichannel LED source (Prizmatix/Stanford Photonics, Palo Alto, CA, United States) fitted to the Olympus BX51 WI microscope was used as the primary light source for our electrophysiology experiments. LED peak wavelengths are as follows: UV (365 nm), violet (405 nm), blue (450 nm), and red (635 nm), and all exposures were set to an intensity of 200 μW/cm2 by use of a Newport 842-PE Power/Energy meter. Each LED was triggered on and off for each sweep with TTL pulses programmed by pClamp (Molecular Dynamics) data acquisition software. The light-evoked potential protocol is as follows: 50 s of dark for baseline recording, 5 s of colored-light stimulation, then 95 s of inter-pulse darkness for recovery back to baseline. The protocol repeats five times per recording. For analysis, sweeps are averaged, and baseline adjusted to pre-pulse signal, then low-pass noise filtered using Gaussian and Butterworth filters in the ClampFit 10 software (Molecular Dynamics). Our light-evoked potential protocol captures averaged light-evoked changes in membrane potential (Fogle et al., 2011; Baik et al., 2019a; Au et al., 2022), thus providing a kinetically robust light-evoked potential.



Light attraction/avoidance behavioral assay

Standard LD light choice assays were conducted using behavioral protocols developed in previous studies (Baik et al., 2017; Au et al., 2022). The locomotor activity of individual flies was measured using the TriKinetics Locomotor Activity Monitoring System via dual infrared beam-crossing, recording total crosses in 1-min bins. Individual flies housed on glass tubes have a choice of exposure to a lighted side or in a dark side blocked by aluminum foil of the two infrared sensor tube. Percentage activity and statistics were measured using Microsoft Excel. Custom LED fixtures were built using Waveform Lighting blue and red LEDs with a narrow peak wavelength of 450 and 405 nm, respectively, and intensity-tuned to 10 and 400 μW/cm2 for low and high intensity light exposures, respectively.



Quantification and statistical analysis

All reported values are represented as mean ± SEM. Values of n refer to the total number of experimental flies tested over all replicates of an experiment (minimum of three replicates). Firing frequency values are calculated as a ratio of spikes during the 5 s of lights on/average baseline firing rate binned in 10 s increments. Statistical tests were performed using Minitab, Matlab, and Microsoft Excel software. Statistical analysis began with performing an Anderson-Darling normality tests to determine normality of data. Variance was determined using F-tests for normally distributed data, then significance was determined using two-sample, one-tailed T-tests with alpha values of 0.5 before pairwise correction. Significance for non-normal data was determined by Mann-Whitney U-tests. Spike firing and membrane potential quantifications were performed using custom Matlab scripts and Clampfit software. Multi-comparison tests leading to Type I error/false positives were mitigated by a more stringent test of p-value adjustment based on false discovery rate (FDR, Benjamini and Hochberg, 1995, see also Au et al., 2022). A standard FDR threshold of 0.1 was then implemented in order to indicate significance as an expected proportion of false positives that is no greater than 10%.




Results


Anopheles gambiae and Aedes aegypti expression is not sufficient to alter diurnal/nocturnal behavior or stop circadian rhythmicity

Diurnal Aedes aegypti (Ae. aegypti) and nocturnal Anopheles gambiae (An. gambiae) mosquitoes are anthropophilic mosquitoes that occupy opposite day/night temporal niches. To determine whether heterologous CRY1 expression might disrupt the circadian clock, we compared circadian behavior in constant darkness (DD) in UAS-flies on a cry-null background expressing either Drosophila CRY (DmCRY), AeCRY1, AgCRY1 under the crypGAL4-24 (drives expression in all cells that ordinarily express CRY, Zhao et al., 2003) vs. negative control cry-null flies using two white light intensities of 1 and 400 lux. The expression of AgCRY1 is not sufficient to confer nocturnal activity at either 1 or 400 lux white light (Figures 3, 4) in Drosophila, in contrast to the robust nocturnal behavior seen in Anopheles mosquitoes (Baik et al., 2020). For low-intensity 1 lux LD entrainment, there are no significant differences in % rhythmicity between DmCRY, AeCRY1, and AgCRY1 expressing flies (Figure 3). In contrast, cry-null flies show significantly less % rhythmicity relative to DmCRY, AeCRY1, and AgCRY1 expressing flies (Figure 3). Similarly, at the higher-intensity 400 lux LD entrainment, there are no significant differences in % rhythmicity between DmCRY, AeCRY1, and AgCRY1 expressing flies, while again cry-null flies show significantly less % rhythmicity relative to DmCRY, AeCRY1, and AgCRY1 expressing flies (Figure 4). Thus, AgCRY1 nor AeCRY1 expression disrupts the circadian clock in Drosophila. Further analysis shows that AgCRY1 expressing flies show significantly longer period length (tau, τ) in constant darkness compared with DmCRY, AeCRY1, and cry-null following 1 and 400 lux light entrainment (Supplementary Figure 1) and that cry-null flies show significantly shorter period length than DmCRY, AeCRY1, and AgCRY1 expressing flies following 1 and 400 lux light entrainment (Supplementary Figure 1). Further, AgCRY1 expressing flies show significantly less morning anticipatory behavior and significantly greater evening anticipatory behavior compared with DmCRY, AeCRY1, and cry-null during 1 and 400 lux light entrainment (Supplementary Figure 2). In an earlier paper, we also found that circadian clock function measured by free running behavior in constant darkness and morning anticipatory behavior are not well correlated (Sheeba et al., 2010). Previous work from the Helfrich-Forster group concluded that eye photoreceptor inputs are primarily responsible for modulating morning anticipation in the absence of a functional circadian clock (Schlichting et al., 2015). However, the present results suggest that Cryptochromes may also modulate morning and evening anticipation, and perhaps this is not surprising that Cryptochromes from opposing temporal niches for diurnal vs. nocturnal animals might drive differences in anticipatory behavior.
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FIGURE 3
AgCRY1, AeCRY1 expressing flies and control groups maintain high rhythmicity in constant dark conditions after entrainment in low 1 lux LD white light. (A–D) Actogram plots containing 5 days of 12:12 h LD entrainment in 1 lux white light conditions followed by 5 days of constant dark (DD) conditions for flies expressing: (A) DmCRY (n = 80; τavg,DD≈24.7, poweravg,DD≈125.3, widthavg,DD≈4.5), (B) AeCRY1 (n = 93; τavg,DD≈24.8, poweravg,DD≈150.6, widthavg,DD≈5.0), (C) AgCRY1 (n = 91; τavg,DD≈25.1, poweravg,DD≈137.8, widthavg,DD≈5.1), (D) cry-null (n = 88; τavg,DD≈23.8, poweravg,DD≈90.5, widthavg,DD≈3.9). (E) Quantification of fly rhythmicity (red) to arrhythmicity (white) in DD. Pairwise t-tests were used to determine significance: *p ≤ 0.1, **p ≤ 0.05, ***p ≤ 0.01.
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FIGURE 4
AgCRY1, AeCRY1 expressing flies and control groups maintain high rhythmicity in constant dark conditions after entrainment in moderately high 400 lux LD white light. (A–D) Actogram plots containing 5 days of 12:12 h LD entrainment in 400 lux white light conditions followed by 5 days of constant dark (DD) conditions for flies expressing: (A) DmCRY (n = 66; τavg,DD≈24.7, poweravg,DD≈153.2, widthavg,DD≈4.9), (B) AeCRY1 (n = 30; τavg,DD≈24.6, poweravg,DD≈160.3, widthavg,DD≈5.0), (C) AgCRY1 (n = 44; τavg,DD≈25.4, poweravg,DD≈137.0, widthavg,DD≈4.9), (D) cry-null (n = 88; τavg,DD≈23.6, poweravg,DD≈84.5, widthavg,DD≈3.3). (E) Quantification of fly rhythmicity (red) to arrhythmicity (white) in DD. Pairwise t-tests were used to determine significance: *p ≤ 0.1, **p ≤ 0.05, ***p ≤ 0.01.


Upon photoactivation, DmCRY resets the circadian molecular clock by binding with the clock protein TIMELESS (TIM) and setting it for degradation (Emery et al., 1998; Stanewsky et al., 1998; Koh et al., 2006). The circadian clock cycles in anti-phase fashion comparing diurnal Aedes mosquitoes (PER levels in the s-LNv peak at ZT23) vs. nocturnal Anopheles mosquitoes (PER levels in the s-LNv peak at ZT11, Baik et al., 2020). To determine if diurnal AeCRY1 or nocturnal AgCRY1 is sufficient to set the circadian clock to its peak timing of TIM protein expression, transgenic flies were entrained for at least 3 days of 12:12 h Light: Dark (LD) and immunocytochemistry experiments were used to measure TIM levels at time points ZT5, ZT11, ZT17, and ZT23. Fluorescent TIM signals were quantified in the ventral lateral neuronal subgroup (LNvs) and showed peak signal at ZT23 and the lowest signals at ZT5 and ZT11 for control DmCRY, AeCRY1, and AgCRY1 expressing flies (Figures 1A–C). Negative control cry-null flies show a similar TIM expression pattern in the LNvs (Figure 1D). Fluorescent measurements of TIM signal during ZT17 are significantly different and are more than twofold greater in flies expressing AeCRY1 than AgCRY1, suggesting diurnal AeCRY1 is less light sensitive than nocturnal AgCRY1. However, TIM signal at ZT5, ZT11, and ZT23 does not differ between AeCRY1 and AgCRY1 flies (summary of TIM measurements, Figure 1E). Transgenic expression of mosquito CRY1 in flies also includes N-terminal fusion of eGFP for protein expression verification. DmCRY expression measured by eGFP signal shows low expression during ZT5 and ZT11 with peak expression during ZT23 (Figure 2A). AeCRY1 expression is markedly higher than DmCRY, but exhibits a similar cycling pattern with ZT5 and ZT11 showing the lowest protein levels, and ZT17 and ZT23 showing the highest protein levels (Figure 2B). AgCRY1 protein expression is consistently high during all time points (Figure 2C), but the levels are within an order of magnitude compared with DmCRY and AeCRY1 protein expression levels (summary of CRY-GFP measurements, Figure 2D). In summary, AeCRY1 and AgCRY1 expression in flies does not disrupt the circadian clock nor alter the timing of the TIM expression peak. Between genotype differences in absolute protein levels may be due to codon usage or differences in protein stability of different CRY proteins.



Anopheles gambiae and Aedes aegypti mediate blue-light-evoked increases in electrophysiological action potential firing frequency

Drosophila ventral lateral neurons are circadian/arousal neurons that drive CRY-dependent acute electrophysiological light responses (Holmes et al., 2007; Sheeba et al., 2008b; Fogle et al., 2011, 2015; Giachello et al., 2016; Baik et al., 2017, 2019a; Hong et al., 2018; Au et al., 2022). We expressed AeCRY1, AgCRY1, and control DmCRY in cry-null genetic background flies with the UAS/GAL4 expression system, then measured the light on/light off ratio of action potential firing frequency in response to 200 μW/cm2 450 nm blue-light from whole-cell patch-clamp recordings of l-LNvs in transgenic flies. For these experiments, we used the crypGAL4-24 driver line that drives expression in all CRY neurons (Zhao et al., 2003).

Positive control DmCRY expression driven by the crypGAL4-24 line mediates robust and significant increases in action potential firing frequency (FF) in the l-LNvs in response to 200 μW/cm2 blue-light (450 nm) relative to cry-null negative controls (Figure 5A, blue column vs. gray column) and mediates significant sustained increases in firing frequency in response to blue-light (Figure 5A). AeCRY1 driven by the crypGAL4-24 line also shows significant increases in FF in the l-LNvs in response to 200 μW/cm2 blue-light relative to cry-null negative controls (Figure 5A, orange column vs. gray column). However, after adjusting for false discovery rate (FDR), there is no significance difference observed between these two groups. This is unlike AgCRY1 driven by the crypGAL4-24 line, which shows robust and significant increases in FF in the l-LNvs in response to 200 μW/cm2 blue-light relative to cry-null negative controls (Figure 5, purple column vs. gray column) even after adjusting for FDR, suggesting a greater blue light response for AgCRY1 compared to AeCRY1. Further, the AgCRY1 blue-light FF response does not significantly differ from the DmCRY blue-light FF response (purple column vs. blue column, Figure 5A). Comparing the 200 μW/cm2 blue-light-evoked FF ratio during stimulus and subsequent 10 s bins post-stimulus up to 40 s, AgCRY1 FF is significantly greater than AeCRY1 FF 30 s post-stimulus (Figure 5E), but again, does not show significance after FDR adjustment. The positive control DmCRY FF is significantly greater than the cry-null negative control FF during stimulus and at the 10 and 30 s bins (Figure 5B).
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FIGURE 5
AeCRY1 and AgCRY1 mediate electrophysiological responses to blue-light. Light-evoked (A) FF ratio comparison of blue-light (450 nm, 200 μW/cm2) excited l-LNvs expressing: DmCRY (blue, n = 27) and negative control cry-null (gray, n = 22), AeCRY1 (orange, n = 12), and AgCRY1 (purple, n = 16). Light-evoked (B–E) post-stimulus FF comparison of blue-light (450 nm, 200 μW/cm2) excited l-LNvs expressing: DmCRY (blue, n = 27) and negative control cry-null (gray, n = 22), AeCRY1 (orange, n = 12), and AgCRY1 (purple, n = 16). Traces represent the average last 60 s of each recording for (B) DmCRY vs. cry-null, (C) AeCRY1 vs. cry-null, (D) AgCRY1 vs. cry-null, and (E) AeCRY1 vs. AgCRY1. Black + indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and DmCRY/cry24. Black ▲ indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and AeCRY1/cry24. Black • indicates two-sample t-test p ≤ 0.05 between AeCRY1/cry24 and cry-null. Red [image: image] indicates FDR adjusted p ≤ 0.1 between DmCRY/cry24 and cry-null. Red [image: image] indicates p ≤ 0.1 between AeCRY1/cry24 and DmCRY/cry24. Red [image: image] indicates FDR adjusted p ≤ 0.1 between AgCRY1/cry24 and cry-null. Data are represented as mean ± SEM. For black significance symbols: One symbol; p ≤ 0.05, two symbols; p ≤ 0.005, three symbols; p ≤ 0.001. For red significance symbols: One symbol; p ≤ 0.1, two symbols; p ≤ 0.05, three symbols; p ≤ 0.01.


Previous work shows that light activated CRY mediates changes in membrane potential through the voltage gated potassium channel beta subunit and modulation of potassium channels (Fogle et al., 2011, 2015; Giachello et al., 2016; Baik et al., 2017, 2018, 2019a; Hong et al., 2018; Tabuchi et al., 2021). To determine whether mosquito CRY expression alters LNv basal electrophysiological processes, we plotted basal l-LNv firing rates, basal resting membrane potential values and firing mode (tonic vs. burst firing) across the time of day of the recordings (Figure 6). The range of l-LNv firing rates and the average resting membrane potentials from the present set of whole-cell patch-clamp recordings for DmCRY expressing neurons are similar to previously reported values around –40 mV (the mean is −37 mV, Figures 6B,D,F). Basal firing rates and resting membrane potentials for DmCRY expressing flies are significantly lower than cry-null, AeCRY1 and AgCRY1 expressing flies (Figures 6E,F). The majority of the l-LNv recordings are from neurons during the day between ZT6-ZT12 and include a few recordings for the first few hours of night up until ZT16. None of the genotypes shows clear time of day differences in basal firing rate or membrane resting potential. However, these experiments were not designed to test time of day distributions as the present data cluster during midday. There are relatively few nighttime recordings and recordings from early morning and late night are not represented. Previous publications designed to test this question, including several of our own, show firing rates trending high at the beginning of day that tend to decrease at night (Cao and Nitabach, 2008; Sheeba et al., 2008b,2010; Flourakis et al., 2015; Smith et al., 2019). Consistent with most earlier publications, we observe predominantly tonic action potential firing in l-LNv recordings (Holmes et al., 2007; Cao and Nitabach, 2008; Sheeba et al., 2008b,2010; McCarthy et al., 2011; Seluzicki et al., 2014; Flourakis and Allada, 2015; Flourakis et al., 2015; Fogle et al., 2015; Buhl et al., 2016, 2019; Baik et al., 2017, 2019a; Li et al., 2018; Smith et al., 2019; Au et al., 2022). Burst firing as the predominant firing mode in l-LNv has been reported by another group (Muraro and Ceriani, 2015; Fernandez-Chiappe et al., 2021), however, they do not systematically address firing mode as a function of time of day.
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FIGURE 6
Basal firing rate and membrane potential are higher in all groups compared to the control DmCRY group and neither parameter exhibit time-of-day dependent effects. (A) Average basal firing rates and (B) average basal membrane potential before blue light stimulus plotted against the relative time-of-day of the recording for DmCRY (blue, n = 27), AeCRY1 (orange, n = 12), AgCRY1 (purple, n = 16), and cry-null (gray, n = 21). (C) Average basal firing rates and (D) average basal membrane potential before violet light stimulus plotted against the relative time-of-day of the recording for DmCRY (n = 8), AeCRY1 (n = 10), AgCRY1 (n = 10), and cry-null (n = 9). (A,C) Recordings that exhibit burst firing are denoted by a black square and cross for each respective genotype’s color. (E,F) Box-and-whisker plot summary of the average (E) basal firing rate and (F) basal membrane potential for DmCRY [(n = 35) total, n (ZT0–12) = 30; n (ZT12–16) = 5], AeCRY1 [(n = 22) total, n (ZT0–12) = 20; n (ZT12–16) = 2], AgCRY1 [(n = 26) total, n (ZT0–12) = 14; n (ZT12–16) = 12], and cry-null [(n = 30) total, n (ZT0–12) = 22; n (ZT12–16) = 8]. Median values are denoted by a solid black line within each box of the plot. Black * indicates FDR adjusted two-sample t-test p ≤ 0.01 vs. DmCRY/cry24. Data are represented as a range of means in a sample set ± maximum and minimum values within the set. One significance symbol; p ≤ 0.1, two significance symbols; p ≤ 0.05, three significance symbols; p ≤ 0.01.


Light-evoked averaged potentials are more kinetically reliable than light onset and CRY mediated action potential firing (Fogle et al., 2011; Baik et al., 2019a; Au et al., 2022). The blue-light-evoked response of DmCRY relative to the cry-null negative control shows strong depolarization then a slowly tapering sustained response over the 10 s following light stimulus offset (Figure 7A) with a qualitatively similar response recorded from neurons expressing AeCRY1 relative to the cry-null negative control (Figure 7B). In contrast, the blue-light-evoked response of neurons expressing AgCRY1 relative to the cry-null negative control show sustained significant depolarization during lights on, followed by a very long sustained depolarization response that lasts tens of seconds (Figure 7C). The blue-light response of AgCRY1 relative to AeCRY1 exhibits a significantly longer and more sustained membrane depolarization event lasting for tens of seconds evoked by a 5 s pulse of 200 μW/cm2 blue-light relative to the shorter-lasting AeCRY1 evoked blue-light potential (Figure 7D). The significantly higher AgCRY1 blue-light-evoked depolarization for most of the duration of the evoked potential occurs after approximately 15 s post-stimulus relative to AeCRY1 (Figure 7D). These results, particularly the similar duration of the evoked potential blue-light response between AeCRY1 and DmCRY, suggest no direct relationship between CRY expression levels (Figure 3) and the magnitude of the physiological light response (Figures 2, 5, 6), confirming earlier findings concerning this (Baik et al., 2017, 2019a,b; Au et al., 2022). The AgCRY1 blue-light-evoked potential is significantly greater than that for the cry-null negative control for almost the entire duration up to 40 s from the stimulus onset (Figure 7C), while the much weaker AeCRY1 evoked potential is only significantly higher than the cry-null negative control for the first few seconds following stimulus onset (Figure 7B), but after FDR adjustment, it does not show significant differences. AgCRY1 confers a more sustained light response than DmCRY (Figures 7A,C). Representative voltage traces showing light-evoked depolarization and increased action potential firing frequency in patch-clamp recordings of l-LNvs during the 5 s of blue-light stimuli and 60 s post-light stimulus for positive control DmCRY/cry24, AeCRY1/cry24, AgCRY1/cry24, and negative control cry-null flies are shown in Figure 8, where the blue bar indicates 5 s of 200 μW/cm2 450 nm blue-light stimulus.
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FIGURE 7
AgCRY1 mediate significantly greater and sustained membrane depolarization in responses to blue-light compared to AeCRY1. Light-evoked (A–D) membrane potential comparison of blue-light (450 nm, 200 μW/cm2) excited l-LNvs expressing: DmCRY (blue, n = 27) and negative control cry-null (gray, n = 22), AeCRY1 (orange, n = 12), and AgCRY1 (purple, n = 16). Blue bar on membrane potential plots indicates the timing of the 5 s of blue-light stimuli and black scale-bar indicates 5 s. Traces represent the average last 60 s of each recording for (A) DmCRY vs. cry-null, (B) AeCRY1 vs. cry-null, (C) AgCRY1 vs. cry-null, and (D) AeCRY1 vs. AgCRY1. Black • indicates two-sample t-test p ≤ 0.05 between AeCRY1/cry24 and cry-null. Black ▲ indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and AeCRY1/cry24. Black x indicates two-sample t-test p ≤ 0.05 between DmCRY/cry24 and AeCRY1/cry24. Black ◼ indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and cry-null. Black ▲ indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and AeCRY1/cry24. Red [image: image] indicates FDR adjusted p ≤ 0.1 between DmCRY/cry24 and cry-null. Red [image: image] indicates p ≤ 0.1 between AeCRY1/cry24 and DmCRY/cry24. Red [image: image] indicates FDR adjusted p ≤ 0.1 between AgCRY1/cry24 and cry-null. Red [image: image] indicates FDR adjusted p ≤ 0.1 between AgCRY1/cry24 and AeCRY1/cry24. Data are represented as mean ± SEM. For black significance symbols: One symbol; p ≤ 0.05, two symbols; p ≤ 0.005, three symbols; p ≤ 0.001. For colored significance symbols: One symbol; p ≤ 0.1, two symbols; p ≤ 0.05, three symbols; p ≤ 0.01.
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FIGURE 8
Representative voltage traces of l-LNvs electrophysiological responses to blue-light stimuli for all genotypes. Representative voltage traces of the last 60 s of a patch-clamp recording of l-LNvs subjected to 5 s of blue-light stimuli for (A) DmCRY/cry24, (B) AeCRY1/cry24, (C) AgCRY1/cry24, and (D) cry-null flies. Blue bar indicates 5 s of 200 μW/cm2 blue-light stimulus.


As expected, there are no significant differences in light-evoked FF between all four CRY genotypes in response to 200 μW/cm2 violet-light (405 nm) (Figure 9A), as there is a trough of the CRY action spectra around 405 nm and Rh7 and other opsin photoreceptors are activated in this range of the color spectra (Ni et al., 2017; Sakai et al., 2017; Baik et al., 2019b). The depolarization magnitude and duration of DmCRY, AeCRY1, AgCRY1, and negative control cry-null responses to violet-light are similar and indistinguishable from cry-null and are at a lower magnitude of FF ratio and depolarization magnitude and duration relative to intensity matched blue-light stimuli (compare Figure 9 vs. Figure 5). The violet-light-evoked increases in l-LNv firing frequency (Figures 9B–E) and light-evoked depolarization (Figure 10) during and after the violet-light stimulus are weak and do not differ systematically between the different CRY genotypes. These results are consistent with earlier findings that CRY is not activated by violet-light and is consistent with earlier findings that Rh7 is the primary non-image forming visual violet-light photoreceptor in LNvs (Ni et al., 2017; Sakai et al., 2017; Baik et al., 2019b). Representative voltage traces showing light-evoked depolarization and increased action potential firing frequency in patch-clamp recordings of l-LNvs during the 5 s of violet-light stimuli and 60 s post-light stimulus for positive control DmCRY/cry24, AeCRY1/cry24, AgCRY1/cry24, and negative control cry-null flies are shown in Figure 11, where the violet bar indicates 5 s of 200 μW/cm2 405 nm violet-light stimulus.
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FIGURE 9
AeCRY1 and AgCRY1 FF ratios shows weak responses to violet-light. Light-evoked (A) FF ratio comparison of violet-light (405 nm, 200 μW/cm2) excited l-LNvs expressing: DmCRY (blue, n = 8) and negative control cry-null (gray, n = 9), AeCRY1 (orange, n = 10), and AgCRY1 (purple, n = 10). Light-evoked (B–E) post-stimulus FF comparison of violet-light (405 nm, 200 μW/cm2) excited l-LNvs expressing: DmCRY (blue, n = 8) and negative control cry-null (gray, n = 9), AeCRY1 (orange, n = 10), and AgCRY1 (purple, n = 10). Traces represent the average last 60 s of each recording for (B) DmCRY vs. cry-null, (C) AeCRY1 vs. cry-null, (D) AgCRY1 vs. cry-null, and (E) AeCRY1 vs. AgCRY1. Black * indicates two-sample t-test p ≤ 0.05 between DmCRY/cry24 and cry-null. Black + indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and DmCRY/cry24. Data are represented as mean ± SEM. For black significance symbols: One symbol; p ≤ 0.05, two symbols; p ≤ 0.005, three symbols; p ≤ 0.001.
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FIGURE 10
AeCRY1 and AgCRY1 RMP mediate weak membrane-evoked responses to violet-light. Light-evoked (A–D) membrane potential comparison of violet-light (405 nm, 200 μW/cm2) excited l-LNvs expressing: DmCRY (blue, n = 8) and negative control cry-null (gray, n = 9), AeCRY1 (orange, n = 10), and AgCRY1 (purple, n = 10). Violet bar on membrane potential plots indicates the timing of the 5 s of violet-light stimuli and black scale-bar indicates 5 s. Traces represent the average last 60 s of each recording for (A) DmCRY vs. cry-null, (B) AeCRY1 vs. cry-null, (C) AgCRY1 vs. cry-null, and (D) AeCRY1 vs. AgCRY1. Red [image: image] indicates FDR adjusted p ≤ 0.1 between DmCRY/cry24 and cry-null. Red [image: image] indicates FDR adjusted p ≤ 0.1 between AgCRY1/cry24 and cry-null. Data are represented as mean ± SEM. For red significance symbols: One symbol; p ≤ 0.1, two symbols; p ≤ 0.05, three symbols; p ≤ 0.01.
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FIGURE 11
Representative voltage traces of l-LNvs electrophysiological response to violet light stimuli for all genotypes. Representative voltage traces of the last 60 s of a patch-clamp recording of l-LNvs subjected to 5 s of violet-light stimuli for (A) DmCRY/cry24, (B) AeCRY1/cry24, (C) AgCRY1/cry24, and (D) cry-null flies. Violet bar indicates 5 s of 200 μW/cm2 violet-light stimulus.




Diurnal/nocturnal mosquito CRY1s confer species-specific and intensity-dependent behavioral attraction/avoidance responses to blue and violet-light

Diurnal mosquitoes are behaviorally attracted to short-wavelength light (UV, blue), while nocturnal mosquitoes behaviorally avoid short wavelength light (Baik et al., 2020). CRY1 is a strong photoreceptor candidate to drive these species-specific attraction/avoidance behavioral light responses. In our recent study Au et al. (2022) testing transgenic Drosophila that express diurnal AeCRY1 or nocturnal AgCRY1 in a cry-null genetic background, we find that AeCRY1 expressing flies show strong photo-attraction behavioral responses to a wide intensity range (1–400 μW/cm2) of UV (365 nm) light. In contrast, nocturnal AgCRY1 expressing flies show discernable photo-attraction behavioral responses to UV light at very low intensities (1 μW/cm2) but show significant photo-avoidance behavioral responses to higher UV light intensities (at 10 and 400 μW/cm2 of UV light). Here, we examine the role for CRY1s for conferring day- vs. night-active mosquito species-specific light choice behaviors to other wavelengths by performing blue (450 nm) and violet (405 nm) light choice behavioral assays with flies expressing DmCRY, AgCRY1, AeCRY1 under the crypGAL4-24 promoter at low (10 μW/cm2) and high (400 μW/cm2) light intensities using an environmental light choice preference test. At low intensity (10 μW/cm2) 450 nm blue-light, cry-null flies show significantly greater attraction to blue-light relative to all CRY expressing fly groups (Figures 12A–C). Flies expressing DmCRY, AgCRY1, or AeCRY1 show weak or no behavioral attraction to low intensity blue-light (Figures 12A–D). The average% activity of flies in the blue lit environment over the first 30 min shows no significant differences between flies expressing DmCRY, AeCRY1, or AgCRY1 (Figure 12E).
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FIGURE 12
All transgenic groups exhibit little or no behavioral attraction to low-intensity blue-light. (A–D) Blue attraction/avoidance behavior is measured by % activity in a dark shaded environment vs. a low-intensity (10 μW/cm2) blue-light-exposed environments (450 nm) during the light phase of a standard 12:12 h LD cycle. Preference is calculated by percentage of activity in each environment over total activity for each time bin for (A) DmCRY (blue, n = 53) vs. cry-null (red, n = 53), (B) diurnal AeCRY1 (orange, n = 46) vs. cry-null, (C) nocturnal AgCRY1 (purple, n = 47) vs. cry-null, and (D) AeCRY1 vs. AgCRY1. All plots are shown from ZT0 to 30 min in 1-min bins. (E) Quantified mean % activity of flies in blue environment across the first 30 min for low-intensity blue-light environments. Black * indicates two-sample t-test p ≤ 0.05 between DmCRY/cry24 and cry-null. Black • indicates two-sample t-test p ≤ 0.05 between AeCRY1/cry24 and cry-null. Black ■ indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and cry-null. Black ▲ indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and AeCRY1/cry24. Data are represented as mean ± SEM. One significance symbol; p ≤ 0.05, two significance symbols; p ≤ 0.005, three significance symbols; p ≤ 0.001.


In contrast, at higher intensity 400 μW/cm2 450 nm blue-light, the genotypes behavioral light responses diverge: DmCRY expressing flies exhibit relatively neutral responses to the blue lit environment, showing moderate photo-attraction for 15 min of blue-light exposure, then moderate photo-avoidance to 400 μW/cm2 450 nm blue-light for the next 15 min (Figure 13A). AeCRY1 expressing flies show significantly greater behavioral attraction to high intensity blue-light relative to cry-null and AgCRY1 expressing flies at many time points (Figures 13B,D). AgCRY1 expressing flies exhibit the greatest significant light avoidance to the high-intensity blue-light exposed environment relative to other genotypes (Figures 13A–E). This is confirmed by average% activity plots for each CRY expressing genotype showing that AeCRY1 expressing flies have significantly greater activity in higher intensity blue-light than either AgCRY1 or DmCRY, and that AgCRY1 have significantly the least amount of activity in high intensity blue-light relative to AeCRY1 or DmCRY (Figure 13E).
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FIGURE 13
AgCRY1 flies behaviorally avoid high intensity blue-light. (A–D) Blue attraction/avoidance behavior is measured by % activity in a dark shaded environment vs. a high-intensity (400 μW/cm2) blue-light-exposed environments (450 nm) during the light phase of a standard 12:12 h LD cycle. Preference is calculated by percentage of activity in each environment over total activity for each time bin for (A) DmCRY (blue, n = 52) vs. cry-null (red, n = 51), (B) diurnal AeCRY1 (orange, n = 39) vs. cry-null, (C) nocturnal AgCRY1 (purple, n = 46) vs. cry-null, and (D) AeCRY1 vs. AgCRY1. All plots are shown from ZT0 to 30 min in 1-min bins. (E) Quantified mean % activity of flies in blue environment across the first 30 min for high-intensity blue-light environments. Black * indicates two-sample t-test p ≤ 0.05 between DmCRY/cry24 and cry-null. Black ◼ indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and cry-null. Black • indicates two-sample t-test p ≤ 0.05 between AeCRY1/cry24 and cry-null. Black ▲ indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and AeCRY1/cry24. Black + indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and DmCRY/cry24. Black x indicates two-sample t-test p ≤ 0.05 between AeCRY1/cry24 and DmCRY/cry24. Data are represented as mean ± SEM. One significance symbol; p ≤ 0.05, two significance symbols; p ≤ 0.005, three significance symbols; p ≤ 0.001.


At low intensity 405 nm violet-light (10 μW/cm2), DmCRY and AgCRY1 expressing flies both show behavioral photo-attraction to the low intensity violet lit environment (Figures 14A,C,D), while cry-null and AeCRY1 expressing flies show less behavioral photo-attraction to the violet lit environment (Figures 14B,D). The average% activity plots for each CRY expressing genotype shows AeCRY1 expressing flies show significantly the least behavioral activity in low intensity violet-light while DmCRY expressing flies show significantly the most behavioral activity in low intensity violet-light (Figure 14E). Control cry-null and DmCRY expressing flies both behaviorally avoid high intensity violet-light (400 μW/cm2, Figure 15A), except during the first 10 min of violet-light exposure for DmCRY expressing flies. The behavioral responses to high intensity violet-light are divergent between AgCRY1 and AeCRY1 expressing flies: AgCRY1 expressing flies behaviorally avoid high intensity violet-light while AeCRY1 expressing flies are behaviorally attracted to high intensity violet-light, consistent with the previously reported general attraction of Ae. aegypti mosquitoes to all visible light wavelengths (Figures 15A–E, see also Baik et al., 2020). The average% activity plots for each CRY expressing genotype shows that AeCRY1 expressing flies show significantly the greatest behavioral activity in high intensity violet-light while AgCRY1 expressing flies show significantly the least behavioral activity in high intensity violet-light (Figure 15E). Taken together for responses to varying intensities of violet-light, these complex behavioral effects may be due either to direct effects through mosquito CRY proteins or possibly due to unknown CRY interactions with the major violet-light sensor Rh7 that co-expresses in the LNv subgroups to mediate multi-photoreceptor inputs for light attraction/avoidance behavioral responses (Ni et al., 2017; Baik et al., 2018, 2019b), or image forming photoreception in the eyes Altogether, these results indicate the blue and violet-light intensity-dependent light attraction/avoidance behaviors significantly diverge between AeCRY1 and AgCRY1 expressing flies and that these behavioral results are consistent with the distinct diurnal and nocturnal mosquito attraction/avoidance responses to short-wavelength light. Taken together, the data provides further support to our conclusions that CRY photoreceptors mediate species-specific physiological and behavioral light responses (Baik et al., 2020; Au et al., 2022).
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FIGURE 14
All transgenic groups exhibit weak-moderate behavioral attraction to low-intensity violet-light. (A–D) Violet attraction/avoidance behavior is measured by % activity in a dark shaded environment vs. a moderately low-intensity (10 μW/cm2) violet-light-exposed environments (405 nm) during the light phase of a standard 12:12 h LD cycle. Preference is calculated by percentage of activity in each environment over total activity for each time bin for (A) DmCRY (blue, n = 43) vs. cry-null (red, n = 42), (B) diurnal AeCRY1 (orange, n = 35) vs. cry-null, (C) nocturnal AgCRY1 (purple, n = 36) vs. cry-null, and (D) AeCRY1 vs. AgCRY1. All plots are shown from ZT0 to 30 min in 1-min bins. (E) Quantified mean % activity of flies in violet environment across the first 30 min for moderately low-intensity violet-light environments. Black * indicates two-sample t-test p ≤ 0.05 between DmCRY/cry24 and cry-null. Black ◼ indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and cry-null. Black + indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and DmCRY/cry24. Black x indicates two-sample t-test p ≤ 0.05 between AeCRY1/cry24 and DmCRY/cry24. Black ▲ indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and AeCRY1/cry24. Data are represented as mean ± SEM. One significance symbol; p ≤ 0.05, two significance symbols; p ≤ 0.005, three significance symbols; p ≤ 0.001.
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FIGURE 15
AeCRY1 flies exhibit behavioral attraction to high intensity violet-light. (A–D) Violet attraction/avoidance behavior is measured by % activity in a dark shaded environment vs. a high-intensity (400 μW/cm2) violet-light-exposed environments (405 nm) during the light phase of a standard 12:12 h LD cycle. Preference is calculated by percentage of activity in each environment over total activity for each time bin for (A) DmCRY (blue, n = 35) vs. cry-null (red, n = 40), (B) diurnal AeCRY1 (orange, n = 34) vs. cry-null, (C) nocturnal AgCRY1 (purple, n = 40) vs. cry-null, and (D) AeCRY1 vs. AgCRY1. All plots are shown from ZT0 to 30 min in 1-min bins. (E) Quantified mean % activity of flies in violet environment across the first 30 min for high-intensity violet-light environments. Black ▲ indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and AeCRY1/cry24. Black * indicates two-sample t-test p ≤ 0.05 between DmCRY/cry24 and cry-null. Black ◼ indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and cry-null. Black • indicates two-sample t-test p ≤ 0.05 between AeCRY1/cry24 and cry-null. Black + indicates two-sample t-test p ≤ 0.05 between AgCRY1/cry24 and DmCRY/cry24. Black x indicates two-sample t-test p ≤ 0.05 between AeCRY1/cry24 and DmCRY/cry24. Data are represented as mean ± SEM. One significance symbol; p ≤ 0.05, two significance symbols; p ≤ 0.005, three significance symbols; p ≤ 0.001.





Discussion

This work was motivated by our recent findings that diurnal Ae. aegypti mosquitoes and nocturnal An. coluzzii (gambiae sub-family) mosquitoes exhibit very different attraction/avoidance behavioral responses to different light spectra that vary by time of day; and that these light driven behaviors are modulated by CRY in mosquitoes (Baik et al., 2020). We considered multiple hypotheses that might account for the distinct physiological light responses of diurnal and nocturnal mosquitoes and tested the simplest and most tractable hypothesis: informed by earlier work showing that Drosophila CRY codes for light avoidance responses to high intensity short wavelength light (Baik et al., 2017, 2018, 2019b), we tested the hypothesis that there are species-specific differences in the CRY light responses between Ae. aegypti and An. gambiae -family mosquitoes, predicting that nocturnal An. gambiae CRY1 exhibits stronger electrophysiological and behavioral responses to blue-light than Ae. aegypti CRY1. For the present work, the comparison between blue and violet-light responses is logically dictated by the relative spectral absorbance profiles of two non-imaging forming photoreceptors, CRY and Rh7 (Ni et al., 2017, p. 7; Sakai et al., 2017). Rh7 exhibits a broad absorption spectrum that peaks in the violet range while the base state of CRY shows a trough in the violet range of the spectra.

We recently published a related study comparing the effects of expressing the light sensitive CRYs from Ae. aegypti (AeCRY1), An. gambiae (AgCRY1), and Drosophila melanogaster (DmCRY, a positive control in a cry-null Drosophila melanogaster genetic background) in Au et al. (2022). While DmCRY is included as a positive control for the physiological assays, we acknowledge that DmCRY is a native protein in flies while mosquito CRYs are heterologously expressed. AeCRY1 is much less light sensitive than either AgCRY1 or DmCRY as shown by numerous physiological assays including partial behavioral rhythmicity seen in AeCRY1 expressing flies following constant light exposure (Au et al., 2022) and herein. Remarkably, expression of nocturnal AgCRY1 confers low survival to constant white light exposure as does expression of AeCRY1 to a much lesser extent, which may contribute to enforcing species-specific time-of-day behavioral activity. In that study, we show that AgCRY1 mediates significantly stronger electrophysiological cell autonomous responses to 365 nm ultraviolet (UV) light relative to AeCRY1 (Au et al., 2022). Further, AgCRY1 expression mediates electrophysiological and behavioral sensitivity to 635 nm red-light while AeCRY1 does not, consistent with species-specific mosquito red-light responses (Baik et al., 2020; Au et al., 2022). AgCRY1 and DmCRY mediate intensity-dependent avoidance behavior to UV light at different light intensity thresholds, while AeCRY1 does not, thus mimicking mosquito and fly behaviors (Au et al., 2022). These findings along with the present findings showing physiological responses to blue and violet-light collectively highlight CRY as a key non-image forming visual photoreceptor that mediates physiological and behavioral light-responses in a species-specific fashion.

Several mechanisms mediate inter-protein signaling following CRY light activation. For CRY mediated clock resetting in Drosophila, there is clear evidence that light activation leads to conformational changes in the CRY c-terminal tail that signal to downstream proteins (Busza et al., 2004; Dissel et al., 2004; Ozturk et al., 2011). However, CRY mediated light-evoked increases in action potential firing rate is still observed in flies that express a C-terminal truncated form of CRY (Fogle et al., 2011). This response remains relatively poorly resolved as it has not yet been examined using evoked potential analysis of membrane depolarization, a method that shows greater kinetic details of light evoked electrophysiological responses (Baik et al., 2019a; Au et al., 2022). The other CRY signaling mechanism involves inter-protein redox transfer for which the voltage-gated potassium beta subunit acts as a redox sensor and couple light activated CRY to changes in potassium channel activity (Fogle et al., 2015; Baik et al., 2017, 2018, 2019b; Hong et al., 2018). CRY phototransduction is mediated by light-evoked changes in the FAD redox state from an oxidized base state that absorbs UV (365 nm peak) and blue-light (450 nm) peak to its FAD•- anionic semiquinone semi-reduced state that also absorbs UV (Berndt et al., 2007; Bouly et al., 2007; Hoang et al., 2008; Öztürk et al., 2008; Lin et al., 2018). Photoactivation of the CRY FAD•- anionic semiquinone semi-reduced state yields the FADH• neutral radical state (Liu et al., 2010) which absorbs a broad peak between 580–640 nm (yellow to red) and a sharper peak at 325 nm (UV). We have yet to explore CRY physiological light responses to 325 nm UV light. Red-light photoactivation of the CRY FADH• neutral radical state is best characterized in plant CRYs, but more recent work shows that insect CRYs are also physiologically activated by red-light. This indicates that the CRY FADH• neutral radical state occurs in vivo (Öztürk et al., 2008; Baik et al., 2019a; Au et al., 2022). Most of the biophysical work done on the spectral absorbance properties of insect CRY proteins uses purified protein preparations. It appears that purified insect wild type CRYs do not absorb red-light when not in native cellular conditions (Berndt et al., 2007; Ozturk et al., 2011, 2014; Vaidya et al., 2013; Lin et al., 2018). It remains to be determined whether downstream signaling proteins like voltage-gated potassium subunits contribute further to species-specific differences in mosquito physiological light responses.

An alternative hypothesis for species-specific physiological light responses is based on comparative neuroanatomical analysis of diurnal Ae. aegypti mosquitoes and nocturnal An. coluzzii mosquitoes, differences in species-specific neural circuits, including PDF and PER expressing neurons may dictate attraction/avoidance behavioral light responses. Using antibodies against the well conserved PDF and PER proteins, which cross-react across a wide range of insect species, there are both similar and species-distinct features of PDF and PER expressing neural circuits of Ae. aegypti and An. coluzzii mosquitoes. PDF and PER proteins are co-expressed in the ventral lateral area in both Ae. aegypti and An. coluzzii mosquito female adult brains that can be identified as large- (l-LNvs) and small-ventral lateral neurons (s-LNvs) based on their morphological projections common to the very well characterized brains of Drosophila melanogaster and other insect species (Baik et al., 2020). These include the large PDF + neuronal arbors in the optic lobes that likely project from the l-LNvs and PDF + dorsal projections to the putative dorsal neurons (DNs) that likely project from the s-LNvs for both mosquito species (Renn et al., 1999; Baik et al., 2020). There are noteworthy differences between Ae. aegypti and An. coluzzii mosquito female adult brains for their PDF and PER neural circuits, notably that for An. coluzzii, PDF + putative s-LNv dorsal projections continue medially to the pars intercerebralis (PI) region, a major neuroendocrine center in insect brains (de Velasco et al., 2007). The PI region integrates feeding and circadian information in insulin-like peptide expressing PI neurons (Barber et al., 2016). In contrast, this distinct s-LNv to PI neural projection is absent in Ae. aegypti mosquito female adult brains (Baik et al., 2020). Another species-specific difference between Ae. aegypti and An. coluzzii mosquitoes is a midline crossing contralateral projection of PDF + putative l-LNvs that is detected in An. coluzzii mosquito female adult brains, but is not detected in Ae. aegypti adult female brains (Baik et al., 2020). There are entire neuronal groups that can be found in one mosquito species but not the other, notably ∼5 PER + /PDF- neurons that are detected in the medial-anterior region of Ae. aegypti female brains but are not seen in An. coluzzii mosquito female adult brains (Baik et al., 2020). Reciprocally, there are ∼7 PER + /PDF- neurons in the PI region in An. coluzzii that are not detected in Ae. aegypti (Baik et al., 2020). These similarities and differences in diurnal vs. nocturnal mosquito PDF and PER expressing neural circuits are intriguing and while we cannot yet determine at present how much they may contribute to attraction/avoidance behavioral light responses; the results herein indicate that CRY1s themselves are sufficient to confer similar species-specific light responses observed in behaving mosquitoes. It would be interesting to express diurnal Aedes mosquito CRY1 in a nocturnal Anopheles mosquito and see how this transgenic mosquito behaves in response to different light wavelengths using the light attraction/avoidance assay, along with the reciprocal experiment of expressing nocturnal Anopheles CRY1 in diurnal Aedes mosquitoes.

These findings have interesting implications for evolutionary aspects of behavior and speciation. Many insects express two forms of CRY: light sensitive CRY1s and light insensitive CRY2s which act as transcriptional repressors (Yuan et al., 2007). The evolutionary divergence between CRY1s and CRY2s appear to have occurred prior to the Cambrian radiation as multiple cry genes are found in sponges, an early metazoan that precedes the evolution of animal opsins (Rivera et al., 2010). Different mosquito species have evolved distinct circadian timing of behaviors according to their temporal/ecological niches, including diurnal (Ae. aegypti) and nocturnal (An. coluzzii). Numerous mosquito species-specific behaviors change with time-of-day, including flight activity, mating, oviposition, and biting (Bidlingmayer, 1994; Ditzen et al., 2008). Such behaviors enforce speciation (Wilson, 1975). Due to their large impact on health and ecology, more work on the basis of diurnality/nocturnality, behavioral timing and how species-specific niches are enforced in mosquitoes is merited.
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A new method for individually staining insect neurons with metal ions was described in the late 60s, closely followed by the introduction of the first bright fluorescent dye, Lucifer Yellow, for the same purpose. These milestones enabled an unprecedented level of detail regarding the neuronal basis of sensory processes such as hearing. Due to their conspicuous auditory behavior, orthopterans rapidly established themselves as a popular model for studies on hearing (first identified auditory neuron: 1974; first local auditory interneuron: 1977). Although crickets (Ensifera, Gryllidae) surpassed grasshoppers (Caelifera) as the main model taxon, surprisingly few neuronal elements have been described in crickets. More auditory neurons are described for bush crickets (Ensifera, Tettigoniidae), but due to their great biodiversity, the described auditory neurons in bush crickets are scattered over distantly related groups, hence being confounded by potential differences in the neuronal pathways themselves. Our review will outline all local auditory elements described in ensiferans so far. We will focus on one bush cricket species, Ancistrura nigrovittata (Phaneropterinae), which has the so-far highest diversity of identified auditory interneurons within Ensifera. We will present one novel and three previously described local prothoracic auditory neuron classes, comparing their morphology and aspects of sensory processing. Finally, we will hypothesize about their functions and evolutionary connections between ensiferan insects.

KEYWORDS
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Introduction

Orthopterans (crickets, bush crickets/katydids, grasshoppers, and allies) exhibit an enormous variation of lifestyles. They can live in habitats as different as burrows and caves or the forest canopy, can be nocturnal or diurnal, flying or flightless. Yet, the majority uses acoustic signals for intraspecific communication and/or predator detection (e.g., Desutter-Grandcolas, 2003; Song et al., 2020). Their conspicuous behavior has intrigued researchers early on and some of the pioneering studies on insect hearing were done with orthopterans (Regen, 1913, 1914; Autrum, 1940; also see Gogala, 2014 for a summary of the early research history). After Roeder’s studies on hearing in moths (e.g., Roeder, 1966) demonstrated the potential for inferring behavior from neuronal activity, researchers started to study the neuronal basis of orthopteran hearing as well. Repeated recordings of the same physiological responses in different individuals brought about the need to identify these units morphologically. Staining cells with cobalt salts during extracellular recordings was the preferred technique (e.g., Rehbein et al., 1974). However, this method does not allow unambiguous matching of the recorded and the stained cell and was replaced by staining with Lucifer Yellow. Developed by Stewart (1978), Lucifer Yellow was the first commercially successful fluorescent dye. It was easy to apply by hyperpolarizing current and about 100 times more effective than its predecessor (Procion Yellow; Stretton and Kravitz, 1968), enabling very detailed morphological observations. The first publication showing auditory neurons stained with Lucifer Yellow came from Wohlers and Huber (1982) on six cricket interneurons, followed by studies on the neuronal basis of insect acoustic communication (for an outline, see Hoy et al., 1998; Hedwig, 2014), with a special focus on ensiferans (bush crickets: Bailey and Rentz, 1990; crickets: Huber et al., 1989). The increasing availability of confocal microscopes in the 1990s, coupled with a plethora of new fluorescent dyes, made multiple cell stains possible (e.g., Imaizumi and Pollack, 1999; Molina and Stumpner, 2005; Lefebvre et al., 2018). Thus, the “identified neuron concept” (Hoyle, 1983), characterizing cells so that they are recognizable by their anatomical and physiological characteristics in different individuals, became the dominant approach in insect neuroscience.

Ensiferan ears are located in the forelegs. Each foreleg tibia bears two tympanic membranes (an anterior and a posterior one) that are either open to the surrounding environment or covered with cuticular flaps. The tympana are mostly similar in size in bush crickets while one tympanum is often reduced in size and non-functional in many cricket species (Larsen et al., 1989; Mhatre et al., 2009). The tympana are coupled to the underlying branches of the acoustic trachea, which runs through the leg into the thorax, where it terminates at the (often greatly enlarged) acoustic spiracle in the mesothorax, thereby constituting another input for sound waves into the acoustic system (Hill and Boyan, 1976; Larsen and Michelsen, 1978). The auditory tracheae on the left and right are always connected in the thorax in crickets (Schmidt and Römer, 2016) and may be functionally coupled in bush crickets (Bailey, 1990). The sensory organ (called crista acustica in bush crickets) contains tonotopically organized scolopidia with sensory axons projecting exclusively into the prothoracic “auditory neuropile” (= anterior ring tract, Lakes and Schikorski, 1990). There, the sensory terminals connect to local, descending, ascending and T-fibers. Much of the final sound processing (e.g., song recognition, predator detection) likely happens in the brain (Huber and Thorson, 1985; Stumpner and Nowotny, 2014; Pollack and Hedwig, 2017).

Over decades, certain topics and phenomena (e.g., frequency and pattern coding, directionality, neuronal activity during behavior) established themselves as focal points for research on the ensiferan auditory system. One example, on the peripheral level, is the biophysical dynamics in the hearing organ and the tonotopy of sensory neurons (Oldfield, 1988; Michelsen et al., 1994; Imaizumi and Pollack, 1999; Schul and Patterson, 2003; Montealegre-Z et al., 2012; Vavakou et al., 2021). Another example and the biggest focus in terms of research interest is interneurons, especially the omega neuron 1 (in crickets Acheta: Atkins et al., 1984; Stumpner et al., 1995; Gryllus: Popov et al., 1978; Wohlers and Huber, 1982; Schildberger and Hörner, 1988; Hardt and Watson, 1994; Teleogryllus: Hennig, 1988; Faulkes and Pollack, 2001; in mole crickets Scapteriscus: Mason et al., 1998; in grigs Cyphoderris: Mason and Schildberger, 1993; in bush crickets Ancistrura: Molina and Stumpner, 2005; Stumpner and Molina, 2006; Mecopoda: Römer et al., 2002; Kostarakos and Römer, 2015; Mygalopsis: Römer and Bailey, 1986; Römer, 1987; Neoconocephalus: Triblehorn and Schul, 2009; Prešern et al., 2015; Tettigonia: Schul, 1997; Römer and Krusch, 2000). Together with the interneurons ascending to the brain, the song recognition network in the cricket brain has also attracted significant attention. Early work by Schildberger (1984) became the textbook example for a neuronal band-pass filter for temporal pattern extraction, but it was recently replaced by another concept and set of brain neurons as the most likely candidate for song recognition (Schöneich et al., 2015). Though technically demanding, even integrative aspects of the ensiferan nervous system have been investigated, such as initiating behavior by activation of single neurons (Nolen and Hoy, 1984) and corollary discharge dynamics during singing (Poulet and Hedwig, 2002, 2006).

While studies on ensiferan hearing became increasingly complex – from counting spikes to extracting information rates—there are still gaps in our knowledge regarding some basic points (e.g., transmitters of the described neurons, sources of inhibition). Although described first, the neurotransmitter of the omega neuron is still unclear. Moreover, very little is known as to how local circuits in thoracic ganglia shape the information relayed to the brain. Perhaps more fundamentally, properties of known neurons suggest that not all auditory units in these ganglia have been discovered yet (e.g., Stumpner, 1999; Faulkes and Pollack, 2001). Below, we will present a complete overview of the local prothoracic auditory neurons described in various ensiferan species and introduce two new elements in bush crickets.



Local prothoracic neurons in Ensifera—An overview

In Ensifera, sensory cells of the ear in the foreleg tibia project exclusively into the prothoracic ganglion (TG1) (Rehbein, 1973). Thus, auditory information is first processed in TG1 and the local circuitry has to be considered when studying the neuronal basis of auditory behavior. Consequently, TG1 houses the highest diversity of identified auditory neurons in the central nervous system of ensiferans (see Table 1). The first such interneuron was the omega neuron 1 (ON1, see Figure 1A), initially named “large segmental auditory neuron”. ON1 was first described in Gryllus bimaculatus by Andjan in 1976, and published in Popov et al. (1978). The discovery of the “homologous” neuron in Teleogryllus oceanicus happened simultaneously (Casaday and Hoy, 1977). A possible role of ON1 in directional hearing was suggested and finally demonstrated in 1985 (Selverston et al., 1985; Wiese and Eilts, 1985). The first report describing ON1 in a bush cricket (Figure 1B) came in 1983 (Tettigonia cantans, Zhantiev and Korsunovskaya, 1983) and its existence was demonstrated in further taxa in the following decade (grigs: Mason and Schildberger, 1993; mole crickets: Zhantiev and Korsunovskaya, 1990a, Figure 2B). ON1 described in different species have never been directly shown to be homologous, which would require its demonstration in a common ancestor or proof of a common developmental origin. Yet, their presence in a great number of orthopterans and the undeniable similarities in physiology and morphology make a compelling case for homology.


TABLE 1    Types of local neurons and names as published for different taxa.
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FIGURE 1
Local auditory neurons in crickets (A) and bushrickets (B). All types also in the bush cricket A. nigrovittata except for SN1 described in Isophya rossica, which has not been described in any other Ensiferan. All ganglia of similar size but not exactly drawn to scale for better comparability. a, anterior; ax, axon. LN1, LN2 redrawn with permission after Stiedl et al. (1997), SN1 redrawn after Zhantiev and Korsunovskaya (1990b).
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FIGURE 2
Examples of omega (1) neurons in Ensifera. Soma-ipsilateral branches have a fine dendritic structure, soma-contralateral branches have a more beaded appearance typical for axonic arborizations. (A) Field crickets. T. oceanicus modified with permission after Atkins and Pollack (1986). (B) Mole crickets. In Scapteriscus there are two ON1-like morphologies, one is interpreted as more ON1-like (“high-frequency-tuned omega neuron”). Gryllotalpa modified after Zhantiev and Korsunovskaya (1990a); Scapteriscus modified with permission after Mason et al. (1998). (C) Bush crickets. Neurons not drawn to scale for better comparability. a, anterior; ax, axon.


Another interneuron roughly similar to, but consistently different from ON1 in Gryllus campestris was named ON2 (Wohlers and Huber, 1982; Figure 1A). Yet, the physiological responses of ON2 reported in different studies proved to be controversial (see below for a detailed discussion). Based on a double staining, Mason and Schildberger (1993) proposed the presence of ON2 in the grig Cyphoderris monstrosa, but this finding leaves room for interpretation. Unlike ON1, ON2 was never described for any bush cricket species.

Gras et al. (1990) presented DUM neurons (dorsal unpaired median soma; Hoyle et al., 1974) in G. bimaculatus that responded to sound, but these neurons had high response thresholds and multimodal input. Morphologically, they all project into peripheral nerves or other segments. In contrast, a distinctly auditory population of DUM neurons occurs in the bush cricket Ancistrura nigrovittata (Lefebvre et al., 2018; Figure 1B). These were proposed to play a role in frequency processing through frequency-specific inhibition. Although frequency-specific inhibition is present in crickets as well, a similar neuron population has not been reported in any cricket species.

Two local neurons, named segmental neuron 1 and 2 (SN; Figure 1B) were described in bush crickets (SN2: A. nigrovittata: Stumpner, 1995; SN1: Isophya rossica, Zhantiev and Korsunovskaya, 1990b; both without very detailed characterization). SN1 has not been reported in any other ensiferan species, but a neuron described by Stiedl et al. (1997) in Acheta domesticus is broadly similar to SN2 (LN1, Figure 1A). Another neuron identified by Stiedl et al. (1997) has also never been reported in any other study in orthopterans (LN2. Figure 1A). This was also the last report of a new local auditory neuron in crickets to date.

The data on local auditory neurons come from different species, spread over several “subfamilies”. Although research on hearing in ensiferans has a history spanning multiple decades, no single species became established as the preferred model. Unfortunately, there are no genetic tools available for any ensiferan species as for Caenorhabditis elegans, Drosophila melanogaster, or Tribolium castaneum. Consequently, insect hearing research shifted in focus from orthopterans to D. melanogaster (e.g., Caldwell and Eberl, 2002; Albert and Göpfert, 2015; Clemens et al., 2015). However, similar toolkits as for Drosophila are in development for G. bimaculatus (Kulkarni and Extavour, 2019). Furthermore, the proliferation of tools such as CRISPR-Cas (Pickar-Oliver and Gersbach, 2019), which can be applied to non-model insects, enables novel approaches to existing questions. These methodological developments may bring new momentum into orthopteran auditory research, furthering our understanding as to how these “simple” insects perceive the sensory world around them and what evolutionary mechanisms underlie this process.

In the following, we will review existing data on all three identified local auditory neurons (i.e., any neuron without branches projecting into other ganglia or into the periphery) in Ensifera, focusing on species differences and potential functions. Additionally, we will present a new local neuron. We hope to convince the reader that even after half a century of research, we are far from understanding the full scope of neuronal processes, even outside the brain and how these drive acoustic perception and communication.



Omega neurons

Omega neurons, which occur as mirror images on both sides of TG1, are named after their outward similarity to the Greek capital letter Ω. Though this is informative about the morphology, the initial name used by (Popov et al., 1978), large segmental auditory neuron, is a better indicator as to why ON1 is the most intensively studied ensiferan neuron: it has unusually large main branches on both sides of the prothoracic ganglion and a thick crossing segment close to the tissue surface, which makes recordings technically simple. Recordings in soma-ipsilateral branches show strong graded potentials with action potentials, recordings on the soma-contralateral side show mainly action potentials (Wohlers and Huber, 1978), but may show IPSPs as well (Schul, 1997). Early studies found morphologically very similar neurons in different cricket species (Acheta: Atkins et al., 1984; Gryllus: Popov et al., 1978; Teleogryllus: Casaday and Hoy, 1977; see Figure 2A). In bush crickets, all studied species had a similar neuron as well, albeit with ca. 90° rotated arborizations (Zhantiev and Korsunovskaya, 1983; Boyan, 1984; Römer, 1985; compare Figures 2A, C). However, different bush cricket subfamilies vary slightly in the morphology of their ON1. Whereas Tettigoniinae (e.g., Tettigonia, Pholidoptera, Metrioptera) have a more rectangular dendritic tree and a crossing segment lying more anteriorly than the branching area, Phaneropterinae (e.g., Ancistrura, Barbitistes, Leptophyes) and Mecopodinae (Mecopoda) have a triangular arborization and the crossing segment appears to be “within” the dendrites (while actually being more ventral, Figure 2C). A neuron similar to ON1 was later also found in further ensiferan taxa, such as mole crickets (Gryllotalpa: Zhantiev and Korsunovskaya, 1990a; Scapteriscus: Mason et al., 1998) and grigs (Cyphoderris: Mason and Schildberger, 1993). The close similarities between omega neurons in various ensiferan groups are surprising, especially considering their significant evolutionary separation (mole crickets vs. true crickets 180–230 mya, bush crickets vs. true crickets 270–300 mya, Song et al., 2015, 2020).

Flying female crickets show two highly directional behaviors: positive phonotaxis toward a singing male and negative phonotaxis away from high-frequency bat echolocation calls (e.g., Pollack et al., 1984; Wyttenbach et al., 1996). The potential role of ON1 in sharpening directional decisions in behavior was alluded to in early studies. This was directly demonstrated for positive phonotaxis by suppressing its activity, though the effects were not fully congruent: besides the high interindividual variability, the effect was also dependent on the stimulus parameters (Acheta: Atkins et al., 1984; Gryllus: Schildberger and Hörner, 1988). Moreover, inactivating ON1 on both hemiganglia had no effect on positive phonotaxis, though the used measurement methods were not very sensitive in general (Atkins et al., 1984). The neuronal mechanisms underlying ON1’s influence on directional behavior have also been elucidated. Photoinactivation and cell killing experiments show that the mirror image ON1 have strong contralateral mutual inhibition (Selverston et al., 1985; Wiese and Eilts, 1985). In Teleogryllus, ascending neuron 2 (AN2, also called Interneuron-1) plays a central role in negative phonotaxis in flight, and is both necessary and sufficient for this behavior (Nolen and Hoy, 1984). Similar to ON1, AN2 is also directionally inhibited (Moiseff and Hoy, 1983; Faulkes and Pollack, 2000). Although Harrison et al. (1988) did not find any connection between ON1 and AN2, Faulkes and Pollack (2000) demonstrated the loss of directional inhibition in AN2 in the same species (T. oceanicus) upon inactivation of ON1. Selverston et al. (1985) further demonstrated that AN2 is inhibited by the ON1 that receives excitation from the opposite ear. This inhibition can also affect positive phonotaxis (Schildberger and Hörner, 1988). Recordings of ON1 in bush crickets do not differ significantly from those in crickets and contralateral inhibition is also present as a prominent feature (Römer et al., 1988; Schul, 1997; Römer and Krusch, 2000). However, a combination of photoinactivation, pharmacological blocking, and mechanical ear destruction experiments indicate that there is contralateral inhibition in ON1 in addition to that of the mirror image in A. nigrovittata (Molina and Stumpner, 2005).

Electron microscopy studies in Gryllus have shown that ON1 receives monosynaptic input from auditory sensory cells (Watson and Hardt, 1996; Hirtz and Wiese, 1997). Data from Teleogryllus, however, strongly suggest that only input from high-frequency (HF) receptors is direct, whereas input from low-frequency (LF) receptors is polysynaptic (Faulkes and Pollack, 2001). This leads to a distinctly longer latency at LF, which may be relevant for temporal processing (see below). Furthermore, the distribution of synapses of ON1 is rather complex. Surprisingly, there are significant proportions of both input and output synapses on both sides of the ganglion, which are connected with neurons other than the auditory receptors and the mirror image ON1 (Watson and Hardt, 1996). Many of the inputs into ON1 are immunoreactive for γ-aminobutyric acid (GABA) (e.g., potentially from the observed vibratory inhibition, see Wiese, 1981). Yet, ON1 itself does not use GABA as neurotransmitter, as shown by several studies in both crickets and bush crickets (e.g., Watson and Hardt, 1996; Stumpner et al., 2020). While there is strong functional evidence for histamine as the neurotransmitter of cricket ON1 (Skiebe et al., 1990), immunohistochemical studies failed to confirm this finding (Hörner, 1999). Similar approaches have revealed a morphologically similar, serotonergic neuron instead, although not in all individuals, indicating that ON1 may possess considerable concentrations of serotonin under unclear circumstances (Hörner et al., 1995). Indeed, there is still no conclusive evidence on the neurotransmitter used by ON1.

The temporal dynamics of ON1 activity might play a crucial role in its function. Wiese and Eilts (1985) suggested that the mutual inhibition of mirror image ON1 is most effective at pulse rates corresponding to that of the species-specific calling song in G. bimaculatus. Similarly, Nabatiyan et al. (2003) showed a peak in spike rates at the same temporal pattern. Studies using amplitude modulated sound in different cricket species further support this tuning to the song pattern, suggesting an evolutionary adaptation of the temporal filter properties of ON1 to each species’ own calling song pattern (information coding: Farris et al., 2004; firing rate resonances and computational modeling: Tunstall and Pollack, 2005; Rau et al., 2015). ON1 has also been shown to inhibit the soma-ipsilateral AN1, which is the main relay for conspecific acoustic information to the brain (Ancistrura: Molina and Stumpner, 2005; Acheta: Stumpner et al., 1995; Gryllus: Horseman and Huber, 1994; Teleogryllus: Faulkes and Pollack, 2000). Reeve and Webb (2003) hypothesized the inhibition from ON1 might, from a circuit design standpoint, increase the dynamic range of AN1, as well as improve the encoding of the sound onset, therefore decreasing the overall noise in AN1. Nevertheless, it is still not fully clear whether the filter properties of ON1 affect the pattern recognition network in the cricket brain (Schöneich et al., 2015). Interestingly, ON1 with an ascending axon can occasionally occur in various bush cricket and cricket species, and could provide input to the brain alongside AN1 (Atkins and Pollack, 1986; Schul, 1997; Stiedl et al., 1997). However, these data come mostly from nymphs and young adults and are therefore interpreted as an incomplete reduction during development. The overwhelming majority of stained omega neurons in adults do not have an ascending axon and the terminal structures of the observed axons have never been reported.

AN1 and AN2, both receiving directional inhibition from ON1, are involved in opposite phonotactic behaviors in response to LF and HF sound respectively. Therefore, multiple studies looked into the frequency-specific processing of ON1. There are two peaks in the frequency tuning of cricket ON1 (with the exception of “high-frequency crickets” Eneopterinae, ter Hofstede et al., 2015): main peak at the calling song frequency and a secondary peak at HF (Popov et al., 1978; Wohlers and Huber, 1978; Atkins and Pollack, 1986; Stumpner et al., 1995; Figure 3A). On top of the fundamental differences in HF vs. LF receptor input into ON1 (Faulkes and Pollack, 2001), information transfer approaches show that high pulse rates are coded much better at HF—as can be found in bat calls—than in LF (Marsat and Pollack, 2004). Such differences may be correlated with the behavior of the animal: T. oceanicus is a more active flyer than G. bimaculatus and is therefore under stronger predation pressure from bats. A computational model suggested diverse causes that could underlie the frequency-specific responses of ON1, such as cell-intrinsic properties, spike triggered adaptation, interplay between excitation and inhibition, and network-based resonances (Rau et al., 2015). In stark contrast, ON1 in bush crickets does not have conspicuous frequency-dependent differences in input, and its frequency tuning corresponds to that of the whole hearing range except for very low frequencies (e.g., Römer, 1985; Römer et al., 1989; Stumpner, 2002; Figure 3B). This broad tuning is distinct from several other prothoracic interneurons, which are tuned to specific frequencies (e.g., Stumpner, 2002; Triblehorn and Schul, 2009).
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FIGURE 3
Frequency tuning of ON(1): (A) threshold curves of ON1 in crickets and mole crickets. Source of data: G. rubens: Farris et al., 2004, G. bimaculatus: Watson and Hardt, 1996; A. domesticus: Stumpner et al., 1995; T. oceanicus: Atkins and Pollack, 1986; G. gryllotalpa: Zhantiev and Korsunovskaya, 1990a; Scapteriscus spec.: Mason et al., 1998. (B) Threshold curves of the omega neuron in grigs and bush crickets. Source of data: A. nigrovittata and B. ocskayi: Stumpner, 2002; C. monstrosa: Mason and Schildberger, 1993; I. rossica: Korsunovskaya and Zhantiev, 1992; Pachysagella australis, Metaballus frontalis, and Tympanophora spec.: Römer et al., 1989; Tettigonia viridissima: Römer, 1985.


Its large and horizontally spread-out branches in crickets make ON1 well suited to study Ca2+ dynamics. Ca2+ measurements were first used to examine the “cocktail party effect” in A. domesticus, demonstrating that forward masking limits the response of ON1 to louder stimuli (Sobel and Tank, 1994). This selective attention phenomenon was reported earlier in T. oceanicus (Pollack, 1988). A very similar forward masking/gain control effect was also found in the bush cricket Tettigonia viridissima (Römer, 1993; Römer and Krusch, 2000). Both Sobel and Tank (1994) and Römer and Krusch (2000) suggested that Ca2+-dependent K+ channels inhibit ON1 following activation due to increased Ca2+ concentration, which can last for multiple seconds. Finally, a computational analysis corroborated this hypothesis, showing Ca2+-dependent spike frequency adaptation and post-synaptic potential depression are sufficient for forward masking (Ponnath and Farris, 2010).

ON1 was the central element in a brilliant experimental setup that enabled electrophysiological recordings in the field (Rheinlaender and Römer, 1986; Römer and Bailey, 1986). This so-called “biological microphone” was used, among others, to record neuronal responses to conspecific calls under natural conditions. Such a setup only works well with rather large neurons, which can be extracellularly recorded in sufficient quality over a longer time even when freely moving the whole setup. Changes in directional responses and neuronal noise depending on the acoustic environment, as well as their behavioral correlates, such as the spacing in the habitat, have been vividly demonstrated with this approach (Römer and Bailey, 1998; Kostarakos and Römer, 2010; Schmidt and Römer, 2011; also see Römer, 2021).

ON1 has also been used to analyze how acoustically active animals solve a common problem, that is strong adaptation of the peripheral nervous system to the animal’s own song. A corollary discharge mechanism leads to primary afferent depolarization and strongly inhibits ON1 activity during singing, thus preserving sensitivity to subsequent external stimuli (Poulet and Hedwig, 2002, 2006). Even when the forewings were removed and the singing was merely fictive, presynaptic inhibition of auditory afferents was in place. Later, the responsible corollary discharge interneuron was also identified and shown to be part of a simple neural network (Poulet and Hedwig, 2007).

Finally, neuronal regeneration following ear lesion was investigated in various cricket neurons, including ON1. When disconnected from auditory receptors, soma-ipsilateral dendrites cross the midline and make new connections on the soma-contralateral neuropile. This process is more extensive in nymphs than in adults, but functionally restores synaptic connections in both cases (Schildberger et al., 1986; Schmitz, 1989). Such plasticity seems to be restricted to first-order interneurons (Lakes, 1990; Lakes et al., 1990). Therefore, the changes can be seen as evidence that ON1 receives monosynaptic input from the auditory receptors. Interestingly, some plasticity can also occur after soma-contralateral lesions. Since post-lesion changes are only seen in branches with direct input from afferents, ON1 has direct input from both ears, supporting electron microscopy data showing synapses with profiles matching those of sensory neurons on both sides of TG1 (Watson and Hardt, 1996). Weak excitation from the “inhibited” side following acute lesions has been reported in other directional orthopteran interneurons as well (Lakes et al., 1990).

A post-lesion regenerated ON1 is morphologically strikingly similar to ON2, which has another crossing segment within the auditory neuropile. ON2 occurs in multiple cricket species (A. domesticus: Atkins et al., 1984; G. bimaculatus: Schmitz, 1989; G. campestris: Wohlers and Huber, 1982; Gryllus rubens: Farris et al., 2004; T. oceanicus: Lewis, 1992). As for ON1, occasional thin ascending axons occur in ON2, but no terminals were stained (A. domesticus: Stiedl et al., 1997; G. bimaculatus: Schmitz, 1989). One staining in the grig C. monstrosa includes two omega neurons within the same hemiganglion, where one cell has a thin neurite crossing the midline, indicating this is ON2 (Mason and Schildberger, 1993). However, ON2 does not occur in any bush cricket species, even though Tettigoniidae (bush crickets) and Prophalangopsidae (which grigs belong to) share around 100 million years of common evolution after splitting off from the gryllid line (Song et al., 2015, 2020). A parsimonious explanation then would be that bush crickets lost ON2 secondarily. However, since the common ancestor of grigs and bush crickets had hearing, this loss must have happened in an active, established auditory processing network.

While the physiology of ON1 is consistent across different taxa, that of ON2 varies considerably, even within the same genus (Figure 4). The auditory response was shown to have lower thresholds for LF than HF in G. campestris and G. rubens (Wohlers and Huber, 1982; Farris et al., 2004, respectively). Yet, in regeneration experiments in G. bimaculatus it had similar thresholds for both frequency ranges (Schmitz, 1989), while Watson and Hardt (1996) reported distinctly higher sensitivity to HF in the same species. The latter is congruent with data from other cricket species (A. domesticus: Stiedl et al., 1997; T. oceanicus: Lewis, 1992). However, all studies agree that ON2 receives excitatory input from both ears and has little directionality. With an elegant experimental approach using selective cold-inactivation of ears, Zhang and Hedwig (2019) could directly demonstrate bilateral excitatory input to ON2 in G. bimaculatus, consistent with earlier electron microscopy data (Watson and Hardt, 1996). Several studies reported that ON2 does not copy the temporal pattern of the conspecific song very well (e.g., Wohlers and Huber, 1982). Mason et al. (1998) identified two omega neurons in the mole cricket genus Scapteriscus. Although morphologically indistinguishable, these neurons differ in their frequency responses: one is tuned to LF, the other is additionally sensitive to HF. Therefore, the authors name them low and high-frequency-tuned omega neurons, and compare them to ON1 and ON2, respectively. No such differences were reported for any species in the only other extant mole cricket subfamily Gryllotalpinae.
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FIGURE 4
Frequency tuning of ON2 in female crickets and “high-frequency-tuned omega neuron” in a mole cricket. Source of data: G. rubens: Farris et al., 2004, G. bimaculatus: Watson and Hardt, 1996; A. domesticus: Stiedl et al., 1997; Scapteriscus spec.: Mason et al., 1998.


Since ON1 provides inhibitory input in the prothoracic auditory network, ON2 could play a similar role. However, electron microscopy data show clear differences in the synaptic vesicles between ON1 and ON2, suggesting different neurotransmitters (Watson and Hardt, 1996). Like ON1, ON2 is not GABAergic. Inhibition by HF sound has been shown in ascending neurons in G. campestris (Boyd et al., 1984) and A. domesticus (Stumpner et al., 1995), with ON2 as a possible source. In the latter species, the inhibition remained after eliminating all soma-contralateral input, pointing to an ipsilateral source.



Dorsal unpaired median neurons

Unpaired median neurons constitute a class defined by the medial position of their cell bodies, forming a cluster at the posterior end of thoracic and abdominal ganglia (e.g., Hoyle, 1978; Lange and Orchard, 1984; Janiszewski and Otto, 1988; see Figure 5A). Unpaired median neurons occur across the dorsoventral axis and the distinction between the dorsal and ventral cells is usually artificial (Bräunig and Pflüger, 2001). Therefore, we will not differentiate unpaired neurons on this basis and will use the term “DUM neuron” for all such cells.
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FIGURE 5
DUM neurons in A. nigrovittata. (A) Two DUM neurons in males, the left one is morphologically classified as “narrow” and high frequency tuned, the right one is classified as “loops” and mid frequency tuned. (B) Iso-intensity responses of 6 out of 11 DUM-neurons recorded in one female with the relative graded responses (sum of excitation and leading inhibition normalized to the maximum response in each curve). Each cell has a different frequency tuning. a, anterior.


Although all DUM neurons within the same ganglion originate from the same neuroblast (Goodman and Spitzer, 1979), they are heterogeneous both in terms of morphology (e.g., cell body size, projection area) and function (e.g., neurotransmitter, sensory modality, role in behavior). DUM neurons occur in a variety of taxa, but were only investigated in detail in cockroaches (Tanaka and Washio, 1988; Washio, 2002) and orthopterans, especially grasshoppers. Within orthopterans, there are two distinct DUM neuron populations. The first group consists of neurons that have large cell bodies, project into the peripheral nerves or to other segments, are octopaminergic, and are commonly associated with neuromodulatory or motor control functions (Hoyle, 1975, 1978; Gras et al., 1990; Thompson and Siegler, 1991). The second and more numerous group has neurons that have smaller cell bodies, project mostly within the ganglion and rarely into connectives, and are immunoreactive for antibodies against GABA (Thompson and Siegler, 1993; Stumpner et al., 2020). Though DUM neurons have been extensively investigated regarding their neuromodulatory function or electrical properties (e.g., Grolleau and Lapied, 2000; Bräunig and Pflüger, 2001), there is limited data on their role in sensory processing. Diverse and evolutionarily far groups within Orthoptera have DUM neurons responsive to sound and/or vibration (grasshoppers: Marquart, 1985; Stumpner and Ronacher, 1991; Thompson and Siegler, 1991; crickets: Gras et al., 1990; cave crickets: Stritih and Stumpner, 2009; bush crickets: Lefebvre et al., 2018). Yet, the only detailed studies on auditory DUM neurons have been in the prothoracic ganglion of A. nigrovittata (Lefebvre et al., 2018; Stumpner et al., 2019, 2020).

Auditory DUM neurons in A. nigrovittata constitute a heterogenous group with multiple morphological types, which correspond to their physiological response properties only to a limited extent (Lefebvre et al., 2018; also Figure 5A). Some types have extensive arborizations within the auditory neuropile and are sensitive to airborne sound, while other DUM types project also or exclusively to ganglion regions outside the auditory neuropile and can be sensitive to vibration. Auditory DUM neurons differ significantly in their frequency tuning (Figure 5B). Different cells have different best frequencies and this tuning is sharpened by the extensive frequency-dependent inhibition (Lefebvre et al., 2018). The population includes 15 or more cells, covers a wide frequency range, and is thought to constitute a filter bank. This proposed function extends to temporal processing as well (Stumpner et al., 2019). Their diverse filtering properties and inhibitory output make DUM neurons the main candidates for inhibitory effects—especially frequency dependent inhibition—in auditory interneurons within the prothoracic network. Therefore, they could represent a major part of the early sensory processing.



Segmental neurons

The term “segmental neuron” (SN) denotes some local interneurons that are branching mostly within one hemiganglion of the central nervous system. The first auditory SN were described in Locusta migratoria (SN1 and SN2, Römer and Marquart, 1984). Like DUM neurons, SN are only defined by their morphological features. They vary considerably in their morphology, such as projection areas, as well as physiological properties, and do not constitute a functional class.

In total, four auditory SN have been reported in three ensiferan species: two cells in A. domesticus (local neuron (LN) 1 and 2, Stiedl et al., 1997; Figure 1A), and one each in the bush crickets I. rossica (SN1, Zhantiev and Korsunovskaya, 1990b) and A. nigrovittata (SN2, Stumpner, 1995) (Figure 1B). SN2 also occurs in several Barbitistes species (A. Stumpner, unpublished data). In contrast to the SN described in the grasshopper L. migratoria, which spread over both sides of the ganglion, segmental neurons in ensiferans have the majority of their arborizations within a single hemiganglion. LN1 and LN2 in A. domesticus are both non-spiking and tuned to low frequencies around the carrier frequency of the species calling song (∼5 kHz) (Stiedl et al., 1997). LN1 is inhibited by high-frequency sound, whereas LN2 is inhibited by vibration, but activated by wind. SN1 in I. rossica responds to 12–16 kHz sounds very sensitively (<30 dB SPL) with tonic spike trains (Zhantiev and Korsunovskaya, 1990b; Korsunovskaya and Zhantiev, 1992). Intriguingly, the projection area of SN1 lies completely outside the auditory neuropile, since there is no overlap with the branches of ON1 from the same species (Zhantiev and Korsunovskaya, 1990b; Korsunovskaya and Zhantiev, 1992). This suggests an auditory input coming exclusively from other interneurons, which is unusual for local neurons. Information on SN2 up to now has only been cursorily reported (Stumpner, 1995; Stumpner and Nowotny, 2014).

Detailed morphological and physiological data on SN2 exist only in A. nigrovittata. SN2 is a local auditory interneuron with a lateral cell body and extensive arborization within the auditory neuropile, as well as a secondary, more posterior projection area (Figure 6A). This area is situated posterior to the ventral median tract (VMC) and lies in the approximate position of the supra median commissure (SMC, Wohlers and Huber, 1985; Lakes and Schikorski, 1990). SN2 can differ significantly in the details of their posterior branches (Figure 6B). Yet, they all have the auditory neuropile as their primary projection area. This projection completely covers the neuropile (Figure 6C).
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FIGURE 6
Morphology of SN2 in A. nigrovittata. (A) Wholemount and detailed view of SN2 in a female. The extent of the anterior ring tract (aRT) is indicated by the arrows; the secondary branching area marked with p lies posterior and more laterally to the aRT. (B) Four examples of the main branches in two females (upper) and two males (lower). The extensions of the dendritic trees are indicated by a dashed line. (C) Parasagittal section (16 μm) close to the midline showing the arborizations of SN2 in a female. The dashed line delimits the auditory neuropile, corresponding to aRT, the smaller dashed line on the ventral side indicates the anterior ventral association center (aVAC; e.g., Lakes and Schikorski, 1990).


Despite the notable variation, there are no distinct morphological subtypes of SN2. Yet, physiological data can be categorized in two groups. “Broad” SN2 have a broadband frequency tuning with the lowest thresholds around 20 kHz. “HF-tuned” SN2 share the > 35 kHz section of their tuning with the “broad” type, but are on average much less sensitive to low-frequency sound and show larger interindividual variation than “broad” SN2 (Figure 7A). Basic response patterns of SN2 can vary greatly. Though all SN2 share an underlying phasic-tonic motif, the ratio between the phasic and tonic portions changes significantly between cells (Figure 7B). Even the presence or absence of spikes can differ between recordings (all recordings were done in or close to the auditory neuropile). Nevertheless, SN2 can reliably represent the species-specific calling song, although the relative response strength to male and female calls varies (Figure 7C). “Broad” SN2 have similar intensity response curves for frequencies between 16 and 28 kHz and a wide dynamic range spanning the entirety of the tested stimulus space (30–90 dB SPL) (Figure 7D). In contrast, “HF-tuned” SN2 show higher activity for 28 kHz than 16 kHz (Figure 7E). The dynamic range of the “HF-tuned” SN2 could not be revealed, as– likely due to the high thresholds—the maximum stimulus intensity did not saturate the neuron. “Broad” SN2 are much more directional than the “HF-tuned” at 16 and 28 kHz, with maximum response difference between ipsi- and contralateral side reaching >40 dB (median: 16 kHz: 17.3 vs. 11.9 dB; 28 kHz: 23.0 vs. 12.1 dB, respectively; Figure 8A). Data present a complicated picture for SN2: there seem to be two physiological subtypes without consistent morphological delimitation. In one individual, two SN2 with adjacent cell bodies on the same hemiganglion and similar frequency tuning (both “broad”) were stained, suggesting the existence of more than one cell on each side. The broad variety has been recorded twice as often as the HF-tuned within the dataset (23 cells in total, 18 with complete physiology, compare Figure 7A). This could be interpreted as there being three SN2 on each side of the prothoracic ganglion: two broad and one HF-tuned SN2. So far, only two SN2 have been stained in the same hemiganglion.
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FIGURE 7
Physiology of SN2 in A. nigrovittata. (A) Frequency tuning (mean ± SD) of “broad” (black; 8 females, 4 males) and “HF-tuned” SN2 (orange; 3 f, 3 m). (B) Response patterns of two SN2 in males to a 500 ms white noise stimulus of 70 dB SPL. Upper trace from a “broad”, lower from an “HF-tuned” neuron. (C) Response of a “broad” SN2 to an artificial duet between a male (smaller pulses, 16 kHz) and a female (larger single pulse, 28 kHz) at 60 dB SPL. (D,E) Intensity response curves for soma-ipsilateral (ipsi) and soma-contralateral (contra) 100 ms stimuli at 16 and 28 kHz (mean ± SEM). (D) “Broad” neurons (6 f, 4 m). (E) “HF-tuned” neurons (16 kHz: 3f, 2m; 28 kHZ: 3f, 1 m).
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FIGURE 8
Comparison of SN2 and LDN to other neurons in A. nigrovittata. (A) Box plot (median in orange, lower and upper quartile; whiskers represent the minimum/maximum value within 1.5 times the interquartile range; outliers shown as circles) of the maximum difference in dB between the responses to ipsilateral and contralateral stimulation measured within the dynamic range of intensity scans as shown in Figures 7D,E. 16 and 28 represent the tested carrier frequencies in kHz; SN2 are divided as “broad” (br) and “HF-tuned” (HF). (B) Frequency thresholds of LDN and SN2 in comparison to the overall hearing threshold (minimal values from auditory receptor neurons; see Ostrowski and Stumpner, 2010) and that of the spikes of the ascending neurons tuned best to the male song (AN1, mean of 21–23 (30 kHz: 10) males and females) or tuned best to the female song (AN5-AG7, mean of 4–8 males; see Stumpner and Molina, 2006).




“Local descending neuron”

An auditory interneuron has been characterized in A. nigrovittata and coined “local descending neuron” (LDN). Though a contradictory name, we believe it represents the morphological properties of this cell type rather accurately. LDN is similar to a descending neuron in A. nigrovittata (“DN4,” Stumpner and Nowotny, 2014) and two descending neurons from Decticus albifrons (Sickmann, 1997). One LDN occurs on each side of the prothoracic ganglion, with the cell body in an anteromedian cluster of somata, adjacent to those of other descending neurons (Stumpner and Nowotny, 2014; A. Cillov, unpublished data; also Figure 9A). LDN has dense and extensive arbors in the auditory neuropile (Figures 9B–E). Unlike other DN, the primary neurite of LDN splits into fine branches upon entering the auditory neuropile without a crossing segment or axon running through the arborizations. In 12 out of 21 stains, a fine projection originates from the contralateral branches and terminates before reaching the connective. Only in one case the projection reached the connective, but it ended before reaching the mesothoracic ganglion. We interpret this projection as a rudimentary axon. This could be a case of deterioration in the course of development, though two subadult animals had similarly thin and prematurely terminating axons. LDN has some interindividual morphological variety in the projection of its lateral branches (Figure 9C). The branching pattern is always on both sides of the ganglion with no clear difference in the size or shape of the dendrites (Figure 9D). Like SN2, LDN projects to the entire auditory neuropile and the dense branches are mostly restricted to the neuropile (Figure 9E).
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FIGURE 9
Morphology of the local neuron LDN in A. nigrovittata. (A) Wholemount and detailed view of LDN in a male. (B) Color coded (warm = dorsal, cold = ventral) maximum projection of a confocal stack of LDN filled with neurobiotin and developed with streptavidin-Cy3 in a female. (C) Four examples of the main branches in two males (upper) and two females (lower). A dashed line indicates the ganglion midline. (D,E) Sections (10 μm) of LDN in a female (D) and a male (E). (D) Confocal image of a transversal section showing the similarity of branches in both hemiganglia. (E) Drawing of a parasagittal section showing the arborizations in the auditory neuropile. a, anterior; aRT, anterior ring tract; aVAC, anterior ventral associations center; ax, axon-like branch; v, ventral.


In the frequency domain, LDN is broadly tuned, though overall less sensitive than SN2 and has its peak around 20 kHz (Figure 10A). The responses of different LDN are much more consistent than those of SN2. LDN is non-spiking and responds to vibration little if at all, and with acoustic stimuli, it is a phasic-tonic neuron (Figure 10B). In most cases, a phasic fall of the cell potential occurs shortly after the onset of excitation, the extent of which varies between cells (Figure 10B). LDN faithfully copies the species’ duet between the male and female (Figure 10C).
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FIGURE 10
 Auditory responses of LDN in A. nigrovittata. (A) Frequency tuning (mean ± SD) of LDN from 9 to 10 females and 7 to 8 males. (B) Response patterns of two LDN in a female (upper) and a male (lower) to a 500 ms white noise stimulus of 70 dB SPL. (C) Response of an LDN in a female to an artificial duet between a male and a female at 60 dB SPL. (D,E) Intensity response curves for the indicated frequencies with 50 ms stimuli (mean ± SEM; 10 females and 8 males, except for 8 kHz (9f, 7 m) and 38 kHz (10 f, 7 m). Response curves up to 16 kHz (D) have a steeper rise and a narrower dynamic range than those in the ultrasound (E).


A non-linearity occurs in the intensity response curves of different frequencies. Frequencies <20 kHz (Figure 10D) have a steeper slope and a narrowed dynamic range compared to frequencies >20 kHz (Figure 10E). Unfortunately, it is not possible to directly calculate and compare dynamic ranges, as responses on both ends of the spectrum have not reached saturation within the tested intensity range. This could imply that different inputs into LDN are weighted differently depending on the frequency or that there is additional polysynaptic input at HF, which, however, is not indicated by the latencies. Such a finding would also suggest that a wider dynamic range is of particular importance to the unidentified postsynaptic targets.

Auditory interneurons in A. nigrovittata are clearly directional (e.g., ON1, AN1, TN1; Stumpner and Molina, 2006). LDN, however, has remarkably small response differences between stimuli from opposite directions. The maximum dB difference in response to left and right stimulation for LDN is ∼8 dB for 16 and 28 kHz, the frequencies of male and female song in A. nigrovittata. This is noticeably lower than for both SN2 subtypes (Figure 8A).

Leg cut experiments with “broad” SN2 have diverse results: only input from the ipsilateral ear, inhibition from the contralateral ear, or clear excitation from both ears. The dB difference in LDN is also lower than that in sensory neurons (13–17 dB; Lefebvre et al., 2018), and similar to that of DUM neurons, which are excited by both ears (Lefebvre et al., 2018).



Discussion

Local auditory interneurons in the prothoracic ganglion represent a major part of the first level of information processing in ensiferan insects and still harbor unexplored complexity. Data across the breadth of ensiferan taxa show that bush crickets have by far the highest diversity of local auditory neurons. This could be confounded by the focus on a subset of bush crickets, namely Phaneropterinae, as other bush cricket subfamilies (e.g., Tettigoniinae) do not seem to exhibit the same variety of local auditory cells.

ON(1) is the only local neuron found across all investigated ensiferan taxa and thus is a good starting point for comparisons between groups. ON(1) seems to be both morphologically and physiologically, conserved throughout Ensifera, as all records share certain hallmarks. ON(1) is always highly directional due to mutual contralateral inhibition. In addition, it is involved in sound localization by inhibiting the ascending neuron(s) that receive their main excitatory input from the soma-contralateral ear. Other proposed functions are gain control and coding sound onset more precisely, though none have been shown directly. Temporal tuning of ON(1) demonstrates evolutionary adaptation to each species’ own calling song (Farris et al., 2004; Tunstall and Pollack, 2005; Rau et al., 2015), though it is also involved in general sound source localization, including that of predators (Selverston et al., 1985; Schildberger and Hörner, 1988).

At least two other local neurons are likely to be inhibitory. ON2 could be involved in inhibition more pronounced at high frequencies. In crickets, this could help with the separation of conspecific (LF) vs. predator (HF) auditory channels. In contrast, GABAergic DUM neurons in (certain) bush crickets provide a much more granular filter bank for frequency-specific inhibition. This fine separation could help code the difference between the auditory channels of the male and female signals, which can be at different frequencies as part of duets, as in A. nigrovittata. Fine separation might also allow sexual selection by fitness or size correlated song parameters, although such effects are hard to demonstrate in Orthoptera (e.g., Shaw and Herlihy, 2000; Verburgt and Ferguson, 2010). A broad filter bank for frequency specific inhibition could facilitate rapid speciation through changes in the calling song frequency. Such cladogenesis events are known to have occurred in the bush cricket evolutionary line, though presumably due to geographical separation (e.g., Heller et al., 2011). Immunohistochemical data show that crickets also have a GABAergic DUM cluster at the same position as bush crickets, but these likely have a non-auditory, possibly vibratory function (Cillov, 2020).

Data on segmental neurons is exceedingly patchy. LN1/LN2 and SN1 are only known from single species (A. domesticus and I. rossica, respectively); SN2 from two closely related genera (Ancistrura and Barbitistes). SN1 is intriguing due to its morphology and is unlike any other known local auditory neuron in Ensifera. Both LN1 and LN2 are tuned to low frequencies and are sensitive enough to be involved in intraspecific communication. If LN exist in other cricket groups and are excitatory, they could be the source of the LF polysynaptic input to ON1 (Faulkes and Pollack, 2001), for which there are no other candidates among local auditory neurons. If they are inhibitory, they could be the LF counterparts to ON2 and provide LF inhibition to ON2 and AN2. Any inhibition in the frequency or temporal domain in bush crickets is likely to be fulfilled by DUM neurons, which cover a wide frequency range when taken as a whole.

Local descending neuron is known from a phaneropterid species (A. nigrovittata), though similar neurons of prothoracic origin with projections in posterior ganglia are known from several bush cricket species (Sickmann, 1997; Kostarakos and Römer, 2015). SN2 and LDN are both unlikely to contribute to song recognition, as neither provides any conspicuous filtering in the frequency or temporal domain. Only two SN2 members had signs of inhibition in high frequencies. As ON(1) already is a source of broadband inhibition, one might except SN2 and LDN to be excitatory, but there are no conclusive results from immunohistochemical experiments.

LDN and SN2—especially the “broad” subtype—could function as reference neurons. They would represent the whole auditory spectrum without any obvious filtering and represent the presence of sound. “Broad” SN2 have a frequency tuning like the most sensitive auditory receptor cells, just with few dB higher thresholds (Figure 8B). LDN is even less sensitive with more pronounced interindividual differences in the ultrasound. “Broad” SN2’s tuning encompasses those of the most specific intersegmental neurons for male and female song in A. nigrovittata (AN1 and AN5-AG7, respectively; Figure 8B and Molina and Stumpner, 2005). LDN and SN2 HF complement each other by being more responsive to lower and higher frequencies, respectively. Neurons with similar broad tuning as SN2 are found among ascending neurons in several Orthoptera, though their roles in the greater network are unknown (AN3 in bush crickets: Stumpner and Molina, 2006; AN6 in Caelifera: Römer and Marquart, 1984; Stumpner and Ronacher, 1991). A role of such neurons could be in multimodal integration between acoustics and wind or vibration. A problem with the reference neuron hypothesis is the rarity of such neurons. One example is in the primate auditory cortex (Brasselet et al., 2012), but in this framework, reference neurons are marked for their low and precise latencies, which is not indicated for SN2 and LDN.

With a soma diameter of 30 μm or more, LDN is reminiscent of neuromodulatory cells, such as octopaminergic DUM neurons, which have big cell bodies. Combined with its dense arborization throughout the auditory neuropile, LDN could be a candidate for modulating auditory processing. However, previous work did not find any hints for anterior cell bodies with biogenic amines like serotonin or octopamine in bush crickets (A. Stumpner, unpublished data) nor in crickets (Hörner et al., 1995). Octopamine, however, like histamine, influences the responses of ON1 in crickets (Skiebe et al., 1990; Lühr et al., 1994). The low interindividual variability of most prothoracic auditory neurons does not support a strong neuromodulatory influence.

To conclude, though the insect central nervous system is simpler than that of vertebrates, we are unable to even reveal the early “subcortical” networks in a taxon that has been continuously studied for over 50 years. Though in Ensifera, the data also suffer from fragmentation over several groups. Yet, even in G. bimaculatus, which is the most intensively studied species, neither the neurotransmitters of auditory neurons nor their connectivity to each other is known, except for a handful of cases. It is even likely there to be undiscovered auditory neurons relevant for behavior. We severely need data on components of the local auditory processing network other than ON. With the tools available right now, these are mostly limited to electrophysiological data. Yet, they may enable us to understand the exact neuronal mechanisms underlying auditory perception, as well as to elucidate the evolutionary pressures and processes shaping the nervous system and speciation in this group with sophisticated acoustic communication. Though one thing is certain: even the fragments we have hint at a system much more complex than we are aware of at the moment.



Materials and methods

Figures 1–5 present in parts so far unpublished data, Figures 6–10 new data. The methods are described in short, but are in detail in Lefebvre et al. (2018).

Animals: Ancistrura nigrovittata (Brunner von Wattenwyl, 1878) were caught in Northern Greece and reared in the laboratory for up to 9 generations. Barbitistes serricauda (Fabricius, 1798) were F1-generations originating from Lower Saxony, Germany. Barbitistes ocskayi (Brunner von Wattenwyl, 1878) were F1-generations from southwestern Slovenia. Gryllus bimaculatus (De Geer, 1773) came from a laboratory culture that existed for many years in the Zoological Institute of the University of Göttingen. Pholidoptera griseoaptera (De Geer, 1773) were caught in Göttingen, Germany.

Neuron morphologies were revealed by intracellular stainings with Lucifer Yellow CH, Alexa 555 Hydrazide or neurobiotin, which was coupled to streptavidin-Cy3. Neurons were either drawn from an epifluorescent microscope with a drawing tube or from confocal images (Leica SP8 AOBS, maximum projections of z-stacks and single images). All neuronal morphologies were transferred into standard ganglia for crickets or bush crickets for better comparability. For comparative figures unpublished stainings are shown whenever available. In the remaining cases, neurons were redrawn from publications (photos, drawings) for a homogeneous design. For histological analysis, ganglia were embedded in Agar 100 and sectioned (10–16 μm). Neuronal projections were drawn from microscope and confocal images.

Physiological data for DUM neurons, SN2, and LDN were recorded with a standard intracellular bridge-amplifier (NPI, Germany), stored on DAT-tape (SONY, Japan) or directly digitized using a commercial AD-converter and the software Spike2 (CED, UK). Data were analyzed with custom-written scripts in Spike 2. Graded potentials are given as area (positive or negative; mV * ms) between resting potential and actual membrane potential (spikes clipped) during the response to a stimulus and normalized to the maximum response. Stimuli were presented using a custom-made setup. Stimulus envelopes (1.5–2 ms rise and fall times) were filled with sine waves or white noise (ca. 2–50 kHz) and repeated 5 times (except for the long white noise stimuli from Figures 7A, 10A). Data points in the frequency threshold curves show individual means of several animals and standard deviation (SD), individual values were calculated once from frequency-intensity scans. In all other cases, the means and standard errors (SEM) are shown, each data point is the mean of the averaged measurements from different individuals.
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The pteropod mollusk, Clione limacina, is a useful model system for understanding the neural basis of behavior. Of particular interest are the unique swimming behavior and neural circuitry that underlies this swimming behavior. The swimming system of Clione has been studied by two primary groups—one in Russia and one in the United States of America—for more than four decades. The neural circuitry, the cellular properties, and ion channels that create and change the swimming locomotor rhythm of Clione—particularly mechanisms that contribute to swimming acceleration—are presented in this review.
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Introduction

Many animals, by virtue of neural circuits called central pattern generators (CPGs) in their central nervous system, can create and control rhythmic movements (Delcomyn, 1980; Guertin, 2013; Bucher et al., 2015). These movements may be visceral in nature, controlling for example, heartbeat and digestive movement (Selverston et al., 1976; Arbas and Calabrese, 1984), or somatic, controlling body movements related to locomotion (Getting, 1981; Grillner and Wallén, 1985; Pearson and Wolf, 1987; Brodfuehrer et al., 1995; Arshavsky et al., 1998; Jing and Gillette, 1999; Thompson and Watson, 2005; Guertin, 2009; Fetcho and McLean, 2010; Zhong et al., 2012; Stein, 2018). This review summarizes the circuit-level and cellular properties of CPG interneurons of the marine pteropod mollusk, Clione limacina, that create and control the rhythmic movement of the animal’s wing-like parapodia. An added emphasis is on the mechanisms contributing to an increase in Clione locomotor speed.

Clione, its major internal organs, and its central nervous system along with some peripheral nerves is shown in Figure 1. The Clione depicted in Figure 1A. is representative of the animal in its slow swimming mode in which the long axis of the body is oriented vertically in the water column with the head (containing the buccal cones, BC, and buccal mass, BM) pointing upward toward the water’s surface and tail (T) pointing directly downward toward the ocean bottom. Within the head are the prey capturing BC and feeding structures of the BM. There are three laterally placed BC on each side of Clione’s head that rapidly inflate to capture its prey, the shelled thecosome pteropod mollusk, Limacina helicina. The BM contains a feeding apparatus that includes chitinous hooks and radula, along with associated musculature. The hooks and radula grasp the Limacina and pull it from the shell to be swallowed. Other organs depicted in Figure 1 include organs of the reproductive system, the ovotestis (OT), organs of the digestive system, the esophagus (E) and digestive gland (DG), and the circulatory system, the heart (H; Wagner, 1885; Lalli and Gilmer, 1989). Because protraction of the prey capturing BC, and an increase in heartbeat occur with swimming acceleration, these structures are relevant to the discussion of the control of Clione swimming speed and are addressed in this review (Arshavsky et al., 1990; Norekian and Satterlie, 1995).


[image: image]

FIGURE 1
The anatomy of Clione and the organization of its central nervous system and related structures are illustrated. (A) The dorsal surface of Clione is depicted. Clione is typically engaged in slow, hovering swimming in which the long axis of the body is oriented perpendicularly to the ocean surface and ocean bottom with the head pointing upward and the tail pointing downward as depicted. The structures that are identified include retracted buccal cones (BC) and buccal mass (BM) found in the head and are important in prey capture and feeding. The buccal cones participate in prey capture and the buccal mass includes the radula and as set of chitinous hooks with associated musculature for extracting the prey, Limacina helicina, from its shell. Additionally, there are two laterally placed cephalic appendages, the anterior tentacles (AT) connected with the head of Clione. Between the anterior tentacles is slit-like mouth flanked by lips. Limacina is swallowed whole and passes down the esophagus (E) that is encircled by the central nervous system (CNS) composed of interconnected ganglia. Other organs identified include reproductive organs, the ovotestis (OT), digestive organs, the digestive gland (DG), and cardiovascular organs, the heart (H). Additionally, the major nerve innervating the wing-like parapodia (P), the wing nerve (WN) and its two primary branches (NWA and NWP) are identified. (B) The Clione CNS consists of paired ganglia that include the buccal ganglia (B), the cerebral ganglia (C), the pleural ganglia (Pl), the pedal ganglia (Pd), and intestinal ganglia (I). The buccal ganglia are connected to the cerebral ganglia via cerebro-buccal connectives (C-B; cut), the left and right cerebral ganglia are connected to each other by a commissure (CC) and connected to the ipsilateral pleural ganglia and ipsilateral pedal ganglia via the cerebro-pleural connective (C-Pl) and the cerebro-pedal connective (C-Pd), respectively. The pleural ganglia are connected to the ipsilateral pedal and intestinal ganglia via the pleuro-pedal and pleuro-intestinal connectives, respectively. The left and right pedal ganglia are connected to each other by the pedal commissure. The wing nerve is also connected to the pedal ganglia and carries afferent and efferent information related to the wing-like parapodia (P). Other structures identified include the sensory structures labeled OG, the olfactory organ, and ST, the statocysts (Wagner, 1885; Arshavsky et al., 1985a,b,c, 1990; Lalli and Gilmer, 1989; Hermans and Satterlie, 1992; Satterlie et al., 1995; Moroz et al., 2000; Zelenin and Panchin, 2000).


The central nervous system of Clione, shown in Figure 1B, like that of other gastropod mollusks, consists of pairs of connected ganglia that encircle the esophagus (E in Figure 1A) as a circumesophageal ring. From anterior to posterior, the ganglion of Clione includes paired buccal ganglia (B), cerebral ganglia (C), pleural ganglia (Pl), pedal ganglia (Pd), and intestinal ganglia (I). The right and left paired ganglia are connected by commissures, such as the right and left pedal ganglia that are connected via a pedal commissure (PC), or are fused together, such as the intestinal ganglia. There is no connecting commissure between the right and left pleural ganglia. Also shown in Figure 1B are the statocysts (St) that make up the vestibular or statomotor system of Clione, which contribute to the ability of Clione to orient its body within the water column and, during slow swimming, maintain the vertical body orientation as depicted in Figure 1B (Satterlie et al., 1985; Satterlie and Spencer, 1985; Panchin et al., 1995a). The wing nerve (WN) carries axons that innervate the parapodia and branches into two main branches, the anterior and posterior branches (NWA and NWP, respectively; Zelenin and Panchin, 2000).

Swimming locomotion in Clione is produced by the dorsal-ventral movement of its parapodia (P in Figure 1A; also referred to as wings). Parapodial movement is controlled by swimming musculature that is in turn controlled by motoneurons whose rhythmic activity is produced and controlled by a circuit of swim interneurons making up the animal’s swim CPG (Arshavsky et al., 1985a,b,c; Satterlie, 1985; Satterlie and Spencer, 1985). A simple schematic diagram of the Clione swim CPG is illustrated in Figure 2. This diagram is a classic example of the half-center model first proposed by Brown (1911) and shows that the Clione swim CPG consists of two groups of swim interneurons. One group of swim interneurons controls the dorsal (or upstroke) movement of the parapodia, and the other group of swim interneurons controls the ventral (or downstroke) movement of the parapodia. Dorsal and ventral swim interneurons reciprocally inhibit each other so that when one group is active it simultaneously causes an inhibitory postsynaptic potential (IPSP) in the other group, thus inhibiting the other group. This reciprocal inhibition creates the alternating dorsal-ventral movement of the parapodia, and the duration of the IPSP is a principal variable that controls Clione swimming frequency (Arshavsky et al., 1993a; Satterlie et al., 2000). Furthermore, each swim interneuron produces a single broad action potential that conveys information to control synergistic motoneurons whose activity then controls the corresponding parapodial muscle contractions. Thus, there is a one-to-one correspondence between the activity of the interneuron, its synergistic motoneurons, and the parapodial muscle contraction produced by motoneuron innervation (Arshavsky et al., 1985b; Satterlie and Spencer, 1985).


[image: image]

FIGURE 2
A schematic circuit representation of the Clione swim central pattern generator (swim CPG) network. The single broad action potential recorded from a dorsal swim interneuron, the burst of action potentials recorded from a synergistic dorsal small motoneuron, and the uncalibrated movement of the parapodia are displayed on the right next to the circuit diagram. Excitatory synaptic communication is shown by filled triangles and inhibitory synaptic communication is shown by closed circles. An important network feature of the Clione swim CPG is the reciprocal inhibitory synaptic communication between antagonistic groups of swim interneurons.


The interneurons that compose the Clione swim CPG, the motoneurons that the CPG controls, and the neurons that contribute to the variability of locomotor activity and other related behaviors such as feeding and heartbeat regulation are illustrated in Figures 3A–E.
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FIGURE 3
A map of the neuronal somas of the buccal ganglia (A), right cerebral ganglion (B), right pleural ganglion (C), right pedal ganglion (D), and intestinal ganglia (E). Cells that are outlined by a dashed line are located on the ventral surface, otherwise all other somas are located on the dorsal surface. There are three neurons in the buccal ganglia (A) that are all GABAergic (see also Figure 4D). The one buccal ganglia soma that is outlined by the dotted line and indicated by the white arrowhead is located on the ventral surface of the buccal ganglia. The neurons of the cerebral ganglia (B) include the large serotonergic metacerebral cell that participates in feeding behaviors. The cluster of neuronal somas that occur posteromedial (including the ventral cell that is outlined with a dotted line and indicated by the gray arrowhead) and anteromedial near the cerebral commissure (cut) are serotonergic cells that evoke locomotor speed acceleration when stimulated. GABAergic neurons that are shown in red are important elements of the control of feeding behavior. In the right pleural ganglia (C) there are six neuronal somas (all located on the dorsal surface) identified that participate in swimming, whole-body withdrawal, and reproduction. The neuronal soma labeled 12 is the type 12 interneuron that is recruited into the Clione swim CPG during swim acceleration. Neuronal somas 1–4 participate in the whole-body withdrawal response that promotes wing and buccal cone retraction and inhibit swimming. The large soma labeled Wh and indicated by the blue arrowhead is the asymmetric pleural white cell that is only located in the right pleural ganglia. Wh participates in reproduction and egg laying. The neuronal somas of the right pedal ganglia (D) include interneurons that compose the Clione swim CPG, motoneurons, neurons that control the strength of parapodial movement, and neurons related to the parapodial (wing) withdrawal reflex. Odd numbers designate neurons that control the dorsal flexion of the parapodia while even numbers designate neurons that control the ventral flexion of the parapodia during swimming. The neurons labeled 7 and 8 are swim interneurons that compose the Clione swim CPG. The neurons labeled 1, 2, 3, and 4 are small motoneurons whose activity controls the slow-twitch swim muscle fibers within restricted innervation fields of the ipsilateral parapodia. Neurons 1A and 2A are large motoneurons that are also referred to as general excitor motoneurons (GEMN or GE) that innervate the entire expanse of the parapodia and communicate to both slow-twitch and fast-twitch swim muscle fibers in the parapodia. Neuron 13 is dopaminergic and controls swim inhibition. Neurons designated S, Ri, and Rm are sensory, interneuron, and motoneurons, respectively, that control the wing retraction reflex. Neuronal somas identified in the intestinal ganglia (E) control the heartbeat (all on the dorsal surface of the ganglia). These neurons include the intestinal heart excitor cells (Int-HE), Z cell (Z), and intestinal heart inhibitory cells (Int-HI). Axons of these neurons exit the median nerve, N12 (Arshavsky et al., 1985a,b,c, 1989, 1990; Satterlie, 1985, 1995a; Satterlie and Spencer, 1985; Norekyan, 1989; Huang and Satterlie, 1990; Norekian and Satterlie, 1996a; Malyshev et al., 2008).


The buccal ganglia are shown in Figure 3A. The three neuronal somas (colored red) in the buccal ganglia shown in Figure 3A are GABAergic (see also Figure 4D) and control aspects of feeding behavior. The GABAergic neuron indicated by the white arrowhead and outlined with a dashed line is located on the ventral surface of the buccal ganglion. Within the cerebral ganglia shown in Figure 3B, are serotonergic neurons (orange) that are important mediators of swim acceleration. One of these serotonergic neurons is found on the ventral surface of the cerebral ganglion (gray arrowhead and outlined with a dashed line). Additionally, shown in red and located laterally and caudally near the cerebro-pedal connective are four GABAergic neurons (see also Figure 4D) that participate in feeding behavior (Norekian, 1999). Within the pleural ganglia (Figure 3C) are neurons that include swim interneuron 12 that is recruited into the CPG circuit during swim acceleration (Arshavsky et al., 1985d,1989; Pirtle and Satterlie, 2006). Additionally, the neurons controlling whole body withdrawal and inhibition of swimming are in the pleural ganglia and include Pl-W neurons labeled 1–4 (Norekyan, 1989; Norekian and Satterlie, 1996a). The large asymmetrical white cell (blue arrowhead in Figure 3C) found in the right pleural ganglia mediates egg laying (Norekian and Satterlie, 2001). The neurons of the pedal ganglia include the swim interneurons composing the Clione swim CPG and the swim motoneurons controlled by the CPG circuit. Swim interneurons and the synergistic swim motoneurons that control the dorsal flexion of the parapodia are designated by odd numbers while the swim interneurons and the synergistic swim motoneurons that control the ventral flexion of the parapodia are designated by even numbers. Swim interneurons include the dorsal swim interneurons, 7, and ventral swim interneurons, 8 (see also Figure 2). There are swim motoneurons with relatively small soma called small motoneurons labeled 1, 2, 3, and 4. These small motoneurons have restricted innervation fields and control only the slow-twitch swim muscle of the parapodia. Two neurons labeled 1A and 2A are large motoneurons (referred to as general excitor motoneurons; GEMN or GE) that have an expansive innervation field covering the entire parapodia and control the contraction of both slow-twitch and fast-twitch swim muscle fibers (Arshavsky et al., 1985b; Satterlie and Spencer, 1985; Satterlie, 1993). Located in the medial part of the pedal ganglia near the pedal commissure are a cluster of serotonergic neurons called Pd-SW neurons that control the contractile force of parapodial slow-twitch muscle fibers (Satterlie, 1995b; Plyler and Satterlie, 2020). A single asymmetric serotonergic neuron in the left pedal ganglia is the heart excitor neuron (HE) that controls the heartbeat (Figure 4A; Arshavsky et al., 1990; Satterlie et al., 1995; Malyshev et al., 2008). The remaining neurons labeled in the pedal ganglion are the neurons that control the wing withdrawal reflex when the parapodia (wings) receive tactile stimulation. These neurons include sensory neurons (S), wing-retraction interneurons (Ri), and wing-retraction motoneurons (Rm; Huang and Satterlie, 1990). Interneuron 13 is dopaminergic and mediates swim inhibition (Norekyan, 1989). The neuronal somas in the intestinal ganglia shown in Figure 3E control the heart rate and include heart excitors that increase the heart rate, Int-HE and Z cell, and heart inhibitors, Int-HI, that decrease heart rate (Arshavsky et al., 1990; Malyshev et al., 2008).
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FIGURE 4
Neuronal somas mapped according to neurotransmitter produced by the neuron. (A) Serotonin (5-HT) identified by immunohistochemistry (Satterlie et al., 1995), (B) nitric oxide (NO) identified by nicotinamide adenine dinucleotide phosphate diaphorase (NADPH-d) histochemistry (Moroz et al., 2000), (C) dopamine identified through pharmacological antagonist blocking its physiological effect (Norekyan, 1989), and (D) gamma-aminobutyric acid (GABA) identified by immunohistochemistry (Norekian, 1999; Norekian and Malyshev, 2006). Somas that are blue are located on the dorsal surface of the ganglion and somas in white are located on the ventral surface of the ganglion.


In addition to the anatomical locations of neurons that control the behaviors of Clione, Figure 4 shows the neurotransmitters characteristic of these neurons (Figures 4A–D). The neurotransmitters, serotonin and GABA, were localized by immunohistochemistry (Norekian, 1999). Nitric oxide (NO) was localized using nicotinamide adenine dinucleotide phosphate diaphorase (NADPH-d) histochemistry (Moroz et al., 2000). The single pedal, neuron 13 (Figure 4) was identified as dopaminergic through pharmacological methods (Norekyan, 1989).

The neurons contained within the ganglia as described above were characterized by two different research groups—one in the United States of America (Satterlie and Norekian) and one in Russia (Arshavsky). Hence, the names of the same neurons are often different. Table 1 summarizes the names and other aspects of neurons to aid the reader in identifying the various names of neurons characterized by both Satterlie and Arshavsky research groups.


TABLE 1    Summary of neurons in this review: their alternative names and description.
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Two cellular properties of Clione swim interneurons that contribute to locomotor pattern generation are the sag potential and postinhibitory rebound (Pirtle and Satterlie, 2007, 2021; Pirtle et al., 2010). The sag potential, which relates to the current called Ih mediated by hyperpolarization-cyclic nucleotide-gated ion channels (HCN channels) will be addressed later in this review. Postinhibitory rebound is a depolarization that occurs following inhibition of swim interneurons. Thus, postinhibitory rebound plays a crucial role in locomotor pattern generation by allowing inhibited swim interneurons to quickly rebound to reach the threshold and produce an action potential (Satterlie, 1985; Arshavsky et al., 1993a; Satterlie et al., 2000; Pirtle and Satterlie, 2004, 2007). Figure 5 shows how postinhibitory rebound produced in a ventral swim interneuron by applying a−1 nA current injection can quickly bring about swimming in Clione during a state of swimming cessation. Following the −1 nA current injection, the ventral swim interneuron produces an action potential that in turn inhibits the dorsal interneurons. A simultaneous recording of membrane potential from the dorsal swim interneuron shows that it also generates a postinhibitory rebound-induced action potential that inhibits the ventral swim interneuron. This alternating pattern of activity continues as a brief bout of fictive swimming that lasts approximately 4 s.
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FIGURE 5
During a time of swim cessation, a hyperpolarizing current of –1 nA injected into the ventral swim interneuron of Clione evokes a sag potential during the hyperpolarization followed by a rebound in action potential activity creating a short bout of swimming. Arrows with dashed lines show the inhibitory postsynaptic potentials (IPSPs) in the dorsal swim interneuron produced by the action potentials of the ventral swim interneuron.


Several molluscan species have contributed to our understanding of locomotor CPGs and their modulation. Among these are Tritonia diomedea (Getting, 1981), Pleurobranchaea californica (Jing and Gillette, 1999), Aplysia brasiliana (Gamkrelidze et al., 1995), Melibe leonina (Thompson and Watson, 2005), and C. limacina (Arshavsky et al., 1985a,b,c; Satterlie, 1985; Satterlie and Spencer, 1985). All these molluscan species are useful model systems for elucidating mechanisms of locomotor control because, compared to the more complex vertebrate animals, they all have simple neural circuits and large re-identifiable (i.e., neurons that can be identified in the same ganglion location between individual animals) neurons whose electrical properties can be studied in reduced semi-intact preparations. Additionally, mollusks show complex behaviors related to locomotion within an environmental context.

Advantages among the molluscan species used as a model for studying locomotor CPGs stem from their differences in ecological niche and related behaviors. Clione is unique among the related mollusks used in the study of locomotor CPGs for two major reasons. First, Clione occupies the midwater realm of the ocean where it keeps its position within the water column by virtually constantly swimming (Mackie and Mills, 1983; Arshavsky et al., 1985a; Mackie, 1985; Satterlie et al., 1985). Clione begins to sink if it ceases to swim, and it is hypothesized that Clione migrates up and down in the water column (Mackie, 1985) through the modulation of swimming behavior—Clione moves upward towards the surface of the water column by swimming and moves down the water column by inhibiting its swimming behavior (Arshavsky et al., 1992; Satterlie et al., 1985). Because Clione typically keeps its position within the water column by hovering locomotion, it is virtually in a constant state of motion. Thus, one advantage of Clione is that there is little need to activate the swim CPG interneurons to produce fictive swimming behavior by virtue of the animal being in a state of near-continuous swimming (Satterlie et al., 1985). Second, Clione can change its locomotor speed in response to feeding and predator avoidance (Arshavsky et al., 1985a). Thus, Clione is an invaluable model system for assessing the mechanisms that underlie locomotor speed change. Much of the research done on the Clione swim CPG has focused on mechanisms contributing to swim acceleration at both the circuit-level and cellular level within the swim CPG (Arshavsky et al., 1989; Kabotyanskii and Sakharov, 1991; Satterlie, 1991; Norekian and Satterlie, 1996a; Panchin et al., 1996; Satterlie and Norekian, 1996; Satterlie et al., 2000; Pirtle and Satterlie, 2021).

Clione is holoplanktonic and, as previously said, lives in the midwater where it keeps its position in the water column by engaging in active swimming (Lalli, 1967; Mackie and Mills, 1983; Mackie, 1985; Lalli and Gilmer, 1989). However, Clione can stop and restart locomotion depending on behavioral contexts. For example, Clione will accelerate swimming when hunting and when escaping potential predators (Arshavsky et al., 1985a,1992; Satterlie and Spencer, 1985). Similarly, tactile stimuli to the animal’s anterior region or parapodia elicit a behavioral response that consists of retraction of the head, the parapodia, and the tail leading to inhibition of swimming—a “whole-body withdrawal” response (Norekian and Satterlie, 1996a). Therefore, neural circuitry that controls Clione swimming behavior must be malleable to alter the locomotor speed.

Animals, including Clione, can accelerate locomotor speed by increasing the rate of locomotor appendage displacement, increasing the applied force of the locomotor appendage, or a combination of both increasing the rate of locomotor appendage displacement and increasing the applied force of the locomotor appendage (Satterlie, 1995a,b). Additionally, Clione can alter their locomotor speed through mechanical changes in their parapodia that include changing the stiffness of the parapodia and changing the angle of attack of the parapodia (Szymik and Satterlie, 2011, 2017). Stimulation of cerebral serotonergic neurons in Clione accelerates swimming locomotion at the circuit level through reconfiguration of the animal’s CPG and recruitment of more neurons.

Stimulation of serotonergic neurons found in the anterior and posterior portions of the cerebral ganglia (Cr-SA and Cr-SP neurons, respectively) and a serotonergic neuron on the ventral surface of the cerebral ganglia (Cr-SV) in Clione modulates swimming behavior by increasing locomotor speed through circuit level and cellular level mechanisms (Panchin et al., 1995b,1996; Satterlie, 1995b; Satterlie et al., 1995; Satterlie and Norekian, 1995, 1996). From a non-modulated state of slow swimming, serotonergic modulation can initiate swim acceleration in Clione by one of three general mechanisms: (1) by increasing parapodial contractility without a change in the frequency of parapodial movement (peripheral modulation only), (2) by increasing the frequency of parapodial movement without a change in parapodial contractility (central modulation only), or (3) by increasing both the parapodial contractility and by increasing the frequency of parapodial movement (both peripheral and central modulation; Satterlie and Norekian, 1996).

Central and peripheral serotonergic modulation of Clione locomotor activity involves changes at the circuit and cellular levels. At the circuit level, serotonin reconfigures the CPG circuit by recruiting several neurons that include 1A and 2A motoneurons, also called general excitor motoneurons (GEMN), in the pedal ganglia, pedal serotonergic neurons (Pd-SW) in the pedal ganglia, type 12 interneurons in the pleural ganglia, and type 8e interneurons of the pedal ganglion (Satterlie and Norekian, 1996; Arshavsky et al., 1998). These circuit-level changes that recruit neurons are shown in Figures 6–10.
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FIGURE 6
(A) Circuit mediating locomotor acceleration through the recruitment of neurons (blue connections). Three groups of cerebral serotonergic neurons, Cr-SA, Cr-SP, and Cr-SV, control recruitment of both interneurons and motoneurons in the swim system during swim acceleration. The Cr-SA and Cr-SP neurons (all on the dorsal surface of the cerebral ganglia) have overlapping functions—they recruit the type 12 interneuron into the Clione swim CPG, recruit large 1A and 2A (GEMNs), and recruit serotonergic neurons, Pd-SW neurons (that control force of contraction of slow-twitch swim muscle). The Cr-SA neurons are the only member of the Cr-SA/Cr-SP group to stimulate the asymmetric heart excitor (HE) neuron of the left pedal ganglia, which is indicated by the asterisk. The Cr-SV neuron is found on the ventral surface of the cerebral ganglia and weakly excite the HE and Pd-SW neurons as indicated by the thinner blue lines. The Cr-SV neuron also simultaneously inhibits the pleural withdrawal neurons, Pl-W, that participate in the competing whole-body withdrawal response. (B) Circuit mediating swim acceleration by NO. Nitrergic neurons are found in the cerebral (purple), pleural (gray), and pedal (blue) ganglia. However, it is not known which specific nitrergic neurons participate in swim acceleration. The responses of the elements of the swim system to NO were determined experimentally by bath application of NO-donors. The effect that NO has on the type 12 interneuron of the pleural ganglia has not been established (Norekian and Satterlie, 1996b,2001; Satterlie and Norekian, 1996; Moroz et al., 2000; Pirtle and Satterlie, 2021).
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FIGURE 7
(A) Circuit mediating the Clione whole-body withdrawal response and buccal cone eversion and withdrawal. Stimulus to the head of Clione elicits the passive defensive withdrawal behavior through the activation of Pl-W neurons. Pl-W neurons in the pleural ganglia promote a passive defensive withdrawal behavior by inhibiting the swim system and promoting the withdrawal of buccal cones through the activation of Cr-B neurons that control the longitudinal smooth muscle of the buccal cones consequently leading to buccal cone withdrawal. The Pl-W neurons not only inhibit the swim CPG interneurons and swim motoneurons, but also work in concert with pedal neurons mediating the wing retraction reflex (B) by stimulating the wing mechanosensory neurons in the pedal ganglia (labeled S in Figure 3D) that mediate the wing retraction reflex. Furthermore, Pl-W neurons stimulate intestinal heart inhibitory neurons (Int-HI; see Figure 8) to inhibit the heartbeat. Feeding behavior overrides the withdrawal reflex. When feeding, Cr-A neurons simultaneously promote buccal cone eversion (see also Figures 9A, B) and inhibit Pl-W neurons (Norekyan, 1989; Huang and Satterlie, 1990; Norekian and Satterlie, 1996a; Malyshev et al., 2008).
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FIGURE 8
Neural circuit mediating changes in heartbeat. Clione heart rate increases during swim acceleration and is controlled by serotonergic Cr-SA neurons and NO, both of which also mediate swim acceleration. The exact nitrergic neurons involved is unknown (hence, the question marks—?—for NO). Tail stimulation accelerates swimming locomotion and increases heart rate through the excitation of serotonergic heart excitor (HE) neurons and neurons of the intestinal ganglia, Int-HE and Z cell. Head stimulation produces the opposite response—a decrease in heart rate—through stimulation of heart inhibitory neurons in the intestinal ganglia, Int-HI. Polysynaptic communication is indicated (Arshavsky et al., 1990; Satterlie and Norekian, 1995; Malyshev et al., 2008).
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FIGURE 9
Feeding behavior is evoked when Clione encounters its prey, Limacina helicina. Feeding behavior involves the eversion of prey capture appendages—the buccal cones—and results in swim acceleration. (A) Cr-Pc (prey capture neurons) in the cerebral ganglia coordinate both feeding behavior and locomotor acceleration. First, Cr-Pc neurons activate Cr-A neurons through chemical synaptic communication and electrical coupling. The Cr-A neurons in turn activate circular smooth muscle in the buccal cones to facilitate buccal cone eversion during prey capture. Cr-Pc neurons also stimulate swim interneurons of the Clione swim CPG, stimulate motoneurons (including 1A and 2A motoneurons), Pd-SW neurons and the HE neuron. Thus, Cr-Pc neurons promote swim acceleration and increased heart rate, the later contributing to hydraulic inflation of the buccal cones during prey capture. In addition to promoting buccal cone eversion, Cr-A neurons simultaneously inhibit the competing buccal cone withdrawal by inhibiting Cr-B and Cr-L neurons that stimulate the buccal cone’s longitudinal smooth muscle fibers. (B) The cerebral GABAergic neurons, Cr-BM and Cr-Aint, mediate co-activation of motoneurons that control both buccal cone eversion and buccal cone withdrawal. Cr-BM excites the Bc-PIN interneuron of the buccal ganglia. The Bc-PIN in turn excites the Cr-Aint and simultaneously excites competing motoneurons, Cr-A motoneurons that control the buccal cone circular smooth muscle and promote buccal cone eversion and Cr-B motoneurons the control the buccal cone longitudinal smooth muscle and promote buccal cone withdrawal. Co-activation of Cr-A and Cr-B motoneurons occur during removal of the prey, L. helicina, from its shell (Arshavsky et al., 1993a,b; Norekian and Satterlie, 1993, 1995; Norekian, 1995; Norekian and Malyshev, 2005, 2006).
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FIGURE 10
Clione postural responses, which involve tail movements, change in response to swim acceleration and feeding behavior. The circuit that coordinate tail movements to swim acceleration are illustrated in A,B. As shown in A, the statocyst receives input from both gravity and CPC1 neurons. CPC1 neurons have differential affects on the statocyst receptor cells (SRCs) depending on SRCs innervated. The SRCs of the statocysts send excitatory signals to CPA1/CPA2 neurons, CPB2 neurons, and CPB3 neurons. The CPA1/CPB1 neurons stimulate interneurons of the Clione locomotor CPG and stimulate swim motoneurons (including the large 1A and 2A motoneurons). The CPB2 neurons stimulate only motoneurons (including the large 1A and 2A motoneurons). Thus, the SRCs promote swim acceleration. Furthermore, SRCs stimulate CPB3 neurons that control tail motoneurons (TMN) that in turn control the bending of the Clione tail (T in Figure 1A). Tail bending acts like a rudder to steer Clione in circular and spiraling movements that are characteristic of feeding behavior. Coordinated tail bending is also achieved through the activation of Cr-T neurons (B). Cr-T neurons stimulate Pd-SW neurons to enhance the force of parapodial contraction, stimulate motoneurons (including the large 1A and 2A motoneurons), and stimulate the tail musculature to bend the tail in a coordinated fashion (Norekian, 1995; Panchin et al., 1995a,b,c).




Circuit-level reconfiguration of the Clione swim system: Type 1A and 2A motoneurons (general excitor motoneurons), pedal serotonergic neurons, and type 12 interneurons

Stimulation of cerebral serotonergic neurons, Cr-SA and Cr-SP neurons (Figure 6A) reconfigures the Clione swim system by recruiting large motoneurons 1A and 2A (GEMN) motoneurons in the pedal ganglia (Arshavsky et al., 1985b; Satterlie, 1993; Norekian and Satterlie, 1996b,2001). These large motoneurons (80 μm diameter somas) innervate the entire parapodial muscular system—both slow-twitch fatigue resistant and fast-twitch fatigable muscle fibers—via the wing nerve. These large GEMNs contrast with the small motoneurons that innervate limited areas of the parapodial muscular system and only innervate the slow-twitch muscle fibers of the parapodia. Thus, when active, GEMNs increase the frequency and contractility of both the slow-twitch muscle and fast-twitch muscle fibers throughout the entire parapodia to increase the locomotor speed of Clione (Satterlie, 1993, 1995a).

Anterior and posterior portions of the cerebral ganglia excite the Pd-SW serotonergic neurons in the pedal ganglia and the asymmetric HE neuron in the left pedal ganglia. Additionally, Cr-V neurons weakly stimulate Pd-SW and HE neurons while inhibiting Pl-W neurons that will be described later (Figure 6A; Norekian and Satterlie, 1996b,2001). Both the right and the left pedal ganglia have in their antero-medial regions an agglomeration of serotonergic neurons called Pd-SW neurons (Satterlie, 1995b). Plyler and Satterlie (2020) describe each group of Pd-SW neurons as consisting of 5–9 somas that range from 20 to 80 μm with no difference in number of somas in the right and the left pedal ganglia. Furthermore, Plyler and Satterlie (2020) describe two types of Pd-SW neurons that show different innervation patterns and electrophysiological properties. These findings suggest that one group of Pd-SW neurons innervates the slow-twitch muscles fibers of the parapodia via the wing-nerve and plays a role in increasing locomotor speed by increasing the force of parapodial contractions during either slow swimming or fast swimming modes.

Stimulation of Cr-SA and Cr-SP evokes plateau potentials in type 12 interneurons that are in the pleural ganglia. A simultaneous recording of swim interneuron and type 12 interneuron during slow fictive swimming is shown in Figure 3. There is one type 12 interneuron soma in each of the two pleural ganglia whose axons exit each pleural ganglia via the pleural-pedal connective entering the ipsilateral pedal ganglia and traversing to the contralateral pedal ganglia via the pedal commissure. Type 12 interneurons are functionally incorporated into the Clione swim CPG when stimulated to activity by cerebral serotonergic neurons. Thus, the inclusion of type 12 interneurons into the CPG is one of the types of circuit-level reconfiguration that occurs to change the swimming locomotor speed in Clione (Figure 6A; Arshavsky et al., 1985d,1989; Satterlie and Norekian, 1995, 1996; Pirtle and Satterlie, 2006).

The morphology of the type 12 interneuron in relationship to the anatomy of the ganglia has permitted Pirtle and Satterlie (2006) to show the relative contribution of the type 12 interneuron to the acceleration of Clione swimming. In these experiments, the pleural-pedal connective was cut and the dissected preparation of Clione (consisting of the isolated ganglia and parapodia) was subjected to a 48-hour refrigerated (4–6°C) incubation period. Thus, these experiments effectively prevent the contribution of the type 12 interneurons from influencing the locomotor CPG and therefore swim acceleration through feedback inhibition. Pirtle and Satterlie (2006) show that the type 12 interneurons cannot, by themselves, produce the swim acceleration of Clione, but work simultaneously with cellular changes to swim interneurons and swim motoneurons that are produced by serotonin.

Experiments by Pirtle and Satterlie (2006) suggest that type 12 interneurons may contribute to locomotor speed in several ways. First, type 12 interneurons may help produce swimming stability by enhancing synaptic communication among the CPG interneurons. Several cellular changes occur to swim CPG interneurons. One of these cellular changes is a decrease in the duration of swim CPG interneurons, also referred to as spike narrowing (Satterlie et al., 2000). This spike narrowing is hypothesized to reduce the synaptic efficacy among the swim CPG swim interneurons. Thus, one of the possible roles of type 12 interneurons is to supply enhanced synaptic efficacy to counter the loss of such synaptic efficacy because of spike narrowing of the component swim interneurons of the Clione swim CPG.

Second, the feedback provided by type 12 interneurons may be a source of parapodial synchronization during fast swimming in Clione. As previously shown, the type 12 interneurons extend their axon through the pleural-pedal connective to the ipsilateral pedal ganglia. However, an extension of the type 12 interneuron axon also crosses to the opposite side via the pedal commissure to the contralateral pedal ganglia. Thus, a type 12 interneuron on one side will synaptically communicate with CPG swim interneurons found in both the right and left pedal ganglia. Therefore, the type 12 interneurons may influence the timing of swim interneuron activity by causing the right and left swim interneuron activity to better coincide in time. Furthermore, active plateau potentials of type 12 interneurons only reduce the cycle period of Clione CPG interneuron firing between the second to the third and between the third to the fourth cycle of the swim rhythm. Thus, the role of the type 12 interneurons may be to boost locomotor acceleration prior to the contribution of serotonergic alteration of endogenous cellular properties of the swim interneurons (Pirtle and Satterlie, 2006).

The effect of the nitrergic system on swimming locomotor regulation is shown in Figure 6B. NO has been shown (through bath application of NO donors) to activate many of the same neural elements of the swim system including swim interneurons, swim motoneurons, and Pd-SW neurons (Moroz et al., 2000; Pirtle and Satterlie, 2021). However, the effect of NO on type 12 neurons and their recruitment into the swim CPG has not been demonstrated—hence the ?s in Figure 6B. There are several locations for nitrergic neurons in the ganglia of Clione illustrated in Figure 4B. However, the exact nitrergic neurons that stimulate Pd-SW neurons remains unknown.

The serotonergic and nitrergic neurons accelerate Clione swimming locomotion. On the other hand, the Pl-W neurons (Norekian and Satterlie, 1996a), pedal swim inhibitory neuron 13 (Norekyan, 1989), and the wing retraction reflex (Huang and Satterlie, 1990), inhibit swimming locomotion (Figures 7A, B). Also shown in Figure 7A are the Cr-A neurons that promote buccal cone eversion during prey capture by inhibiting Pl-W neurons. The Pl-W neuron prevents the extrusion of the BC—appendages that engage in prey capture during fast swimming—and promote their withdrawal by stimulating Cr-B neurons (Figure 7A). Dopamine has been shown to inhibit swimming locomotion in Clione (Kabotyanski and Sakharov, 1988), but the only confirmed dopaminergic neuron mediating withdrawal and hence swim inhibition is cell 13 in the pedal ganglion (Figures 3D, 4C; Norekyan, 1989). Additionally, Huang and Satterlie (1990), describe a wing retraction reflex in which tactile stimuli to the parapodia evoke a parapodial (wing) retraction and inhibit swimming (Figures 3D, 7B).

Swim acceleration and whole-body withdrawal/wing retraction are competing behaviors—when one behavior is active the other behavior is suppressed. Thus, swim acceleration and whole-body withdrawal/wing retraction are said to be “mutually exclusive” (Norekian and Satterlie, 1996a). Additionally, Norekian and Satterlie (1996a) describe the Clione swim and passive defensive withdrawal behaviors in terms of a hierarchy in which one behavior takes precedence over the other. In their analysis, slow swimming represents the base behavior and whole-body withdrawal supersedes slow swimming. On the other hand, swim acceleration as occurs during hunting and feeding, supersedes the whole-body withdrawal behavior. Thus, the whole-body withdrawal circuit inhibits the swimming circuit during slow swimming. Contrastingly, hunting and feeding behavior excites the swim circuit while simultaneously inhibiting the whole-body withdrawal circuit. Figure 6A shows the serotonergic Cr-SV neurons inhibit the Pl-W neurons during swim acceleration (Norekian and Satterlie, 1996a,b; Satterlie and Norekian, 2001).



Reconfiguration of the swim CPG and recruitment of neurons during the swim acceleration also activates circuits regulating the heartbeat, feeding apparatus, and tail and statomotor system

The heartbeat of Clione increases when tactile stimuli are applied to the tail and is directly influenced by neurons of the pedal and intestinal ganglia (Arshavsky et al., 1990; Malyshev et al., 2008). When engaged in fast swimming, a circuit of neurons favors an increase in the heart rate (Figure 8). The Cr-SA serotonergic neurons contribute to an increase in heart rate by exciting the asymmetric heart excitor (HE) neuron found in the dorsal surface of the left pedal ganglion. HE in turn stimulates contraction of the ventricle (Satterlie and Norekian, 1995; Malyshev et al., 2008). The HE neuron also stimulates the Z cell found in the left intestinal ganglia, and the Z cell subsequently stimulates auricle contraction. Another finding by Malyshev et al. (2008) is that tail stimulation excites intestinal heart excitor neurons (Int-HE neurons) and these neurons stimulate the contraction of both the ventricle and the auricle. While NO stimulates the HE neuron (Moroz et al., 2000) it is unknown which nitrergic neurons participate in this response (Figures 4B, 6B).

Decreased heart rate is favored when the Pl-W neurons of the pleural ganglion’s whole-body withdrawal system excites Int-HI neurons. The Int-HI neurons subsequently inhibit both ventricular and auricle contraction (Malyshev et al., 2008). A somewhat contradictory finding by Malyshev et al. (2008) is that the Pl-W neurons weakly stimulate Int-HE cells and Z cells. Malyshev et al. (2008) Suggest that this action of Pl-W neurons is to help prime the heart (i.e., “fill the ventricle”) so that upon resumed swimming the heart is poised to efficiently “re-inflate” the flaccid Clione body.

Clione has an open circulatory system and a hydrostatic skeleton. The increased heart rate that occurs during tail stimulation or during feeding may contribute to swim acceleration and facilitate hydraulic inflation of the BC (Arshavsky et al., 1990). Szymik and Satterlie (2017) have shown that fluid in Clione’s hemocoel is distributed to the parapodia and head and that constriction of the neck of Clione occurs during buccal cone eversion. Additionally, the distribution of hemocoelic fluid to the wings may control wing stiffness to contribute to swimming speed (Szymik and Satterlie, 2011).

The coordination of locomotor acceleration and feeding is accomplished in part by a cerebral neuron referred to as a cerebral prey capture neuron (Cr-Pc; Norekian and Satterlie, 1995) illustrated in Figures 9A, B. Cr-Pc neurons excite the swim system, heart, and neurons that control buccal cone eversion. Thus, Cr-Pc neurons coordinate locomotor and feeding circuits when Clione is engaged in feeding on its prey, L. helicina. As already mentioned, coordination of locomotion and heartbeat are important aspects of feeding behavior. In addition to activating elements of Clione’s swim system and the HE neuron, Cr-Pc neurons are responsible for controlling the circular smooth muscle in the BC that promote buccal cone eversion while simultaneously inhibiting neurons Cr-B and Cr-L that control buccal cone withdrawal (Figure 9A; Norekian and Satterlie, 1995). The antagonistic neurons, Cr-A and Cr-B, that produce opposite effects on the BC are also coordinated during feeding such that both neurons are activated simultaneously during the late phase of feeding behavior. This coordination is achieved by the recruitment of the GABAergic Cr-Aint neurons as illustrated in Figure 9B (Norekian and Satterlie, 1993; Norekian and Malyshev, 2006).

In the circuit illustrated in Figure 9B, GABAergic Cr-BM neurons mediate the co-activation of both Cr-A and Cr-B neurons through a buccal ganglion interneuron, Bc-PIN. The GABAergic Cr-BM neurons excite Bc-PIN interneurons that then communicate with three neurons in the cerebral ganglion that control buccal cone eversion and withdrawal—the Cr-Aint, Cr-A and Cr-B neurons. The Bc-PIN interneurons are the linkage that co-activates both Cr-A and Cr-B neurons during feeding behavior. Functionally, the recruitment of Cr-BM neurons may allow differential movement of the BC during different phases of feeding behavior (Norekian and Malyshev, 2006; Norekian et al., 2019).

During slow swimming, Clione maintains a relatively stable vertical position in the water column. However, during feeding Clione may make circular and spiraling movements as it hunts and captures its prey. Therefore, reconfiguration of the Clione swim system also coordinates the swim system to tail movements that control the posture of Clione. Control of tail movements has been described by Norekian (1995) and Panchin et al. (1995a). The circuits controlling the tail movements of Clione are illustrated in Figures 10A, B.

A key component of postural control in Clione are the paired statocysts that reside on the dorsal surface of the pedal ganglia. The statocysts have been described by Tsirulis (1974) and consist of 9–11 receptor cells (statocyst receptor cells, SRCs) forming a spherical structure with a cavity in which resides a statolith. The SRCs respond to gravity and receive differential input from CPC1 neurons located in the cerebral ganglia. Some SRCs receive excitatory input from CPC1 neurons while others receive inhibitory input from CPC1 neurons (Figure 10A). Panchin et al., 1995a,b propose that the differential inputs to SRCs from CPC1 neurons modify the output of SRCs during behavioral responses. The SRCs excite several cerebral neurons that control swimming and movement of the tail—these include the CPA1/CPB1, CPB2, and CPB3 neurons.

CPA1/CPB1 neurons are likely serotonergic (Panchin et al., 1995b) and correspond to Cr-SA and Cr-SP neurons respectively as described by Satterlie and Norekian (1995). The CPA1/CPB1 neurons excite both swim interneurons composing the swim CPG and swim motoneurons. Thus, SRCs can alter the locomotor speed of Clione through this part of the statocyst circuit. CPB2 neurons are excited by the SRCs and in turn excite swim motoneurons. The CPB3 neurons are excited by the SRCs and control tail movement through the excitation of tail motoneurons in the pedal ganglion (Figure 10A; Panchin et al., 1995a).

In addition to the neurons described above by Panchin et al. (1995a), there are neurons identified by Norekian (1995) that control Clione tail movements. These neurons are designated cerebral T neurons (Cr-T in Figure 10B). Cr-T neurons occur in pairs on the ventral side in each of the cerebral ganglia (both right and left cerebral ganglia). One member of the Cr-T pair, Cr-T1, has a soma of 80 μm and is positioned near the emergence of the cerebral commissure while the other member of the Cr-T pair, Cr-T2, has a soma of 60 μm and is positioned immediately anterior to Cr-T1. The axons of Cr-T1 and Cr-T2 neurons ultimately exit the ipsilateral pedal ganglion to innervate the ipsilateral dorsolateral tail muscles in the body wall.

Stimulation of Cr-T1 and Cr-T2 neurons produce tail bending in a coordinated fashion. When a single Cr-T1 neuron is stimulated it will produce ipsilateral bending of the tail such that the tail bends to the ipsilateral direction. However, when a left and right Cr-T1 neurons are stimulated together, the tail bends in a dorsal direction without deviating from the midline of the long body axis. There are no synaptic connections between Cr-T neurons and the neurons previously described that control buccal cone eversion (i.e., Cr-A neurons). Currently, there is also no evidence that the Cr-T neurons interact with SRCs or the other neurons described in Figure 10A. However, Cr-T neurons do monosynaptically excite swim motoneurons (both small motoneuron and large 1A/2A, general excitor motoneurons; Norekian, 1995).

Nitric oxide participates in locomotor and feeding circuits and excites the HE neuron to affect heart rate (Moroz et al., 2000). Additionally, NO may participate in the statomotor system (Panchin et al., 1995c; Moroz et al., 2000). However, the exact role that the specific nitrergic neurons play in modulation of locomotor behavior, feeding behavior, heartbeat regulation, and body orientation in Clione remains unclear—hence the question marks in Figure 6B that indicates that it is currently unknown what nitrergic neurons are involved. Nitrergic modulation at the circuit level may be a redundant system to that of serotonin because serotonergic neurons participate (e.g., Cr-SA and CPA1/CPB1 neurons). On the other hand, nitrergic modulation may work in separately or more subtly in combination with the serotonergic system in controlling locomotor speed, heartbeat, feeding, and body orientation at the circuit level. Further research of the circuit level role of NO is required to confirm these hypotheses.



Cellular mechanisms and ion channels modulating Clione locomotor speed

Neuromodulation involves the release of substances (i.e., neuromodulators) that change ongoing activity in neural circuits such that the output of the neural circuit is changed. Neuromodulation may affect synaptic communication among neurons forming a CPG, may affect the electrical characteristics of neurons forming a CPG, or may affect both synaptic communication and electrical characteristics of neurons forming a CPG. The change in neural circuit output commonly results when the neuromodulator binds to a receptor of one or more neurons in the circuit to start a signal transduction cascade in these target neurons that ultimately change their synaptic communication, electrical properties, or both synaptic communication and electrical properties. Neuromodulation may involve enhancement or depression of the neural circuit output to adjust behavior to suit changing environmental conditions (Kaczmarek and Levitan, 1987; Marder and Thirumalai, 2002; Dickinson, 2006; Harris-Warrick, 2011; Bucher and Marder, 2013; Nadim and Bucher, 2014; Golowasch, 2019). Moreover, the complexity and diversity of neuromodulatory effects may involve interconnected elements that are extrinsic to the CPG circuitry or that are an intrinsic part of the CPG circuitry (Katz, 1998).

In Clione, serotonin and NO are two neuromodulator substances that enhance swim CPG output and thus contribute to locomotor acceleration. Both serotonin and NO are extrinsic to the Clione swim CPG. Furthermore, both serotonin and NO modulate Clione swimming locomotion by eliciting changes in swim interneurons comprising the Clione swim CPG circuit (Satterlie and Norekian, 1995; Moroz et al., 2000; Satterlie et al., 2000). Nitric oxide’s ability to alter Clione swimming locomotion is mediated by soluble guanylyl cyclase (sGC), the production of cyclic guanosine monophosphate (cGMP) by sGC, and the activation of cGMP-dependent protein kinase activity (Pirtle and Satterlie, 2021). Less is known about the signal transduction mechanisms that mediate the similar acceleration of swimming locomotion by serotonin. However, Pirtle and Satterlie (2021) have shown that the ability of serotonin to increase Clione locomotor speed is not dependent on cGMP while the effect of NO on increasing locomotor speed is dependent on cGMP.

Both serotonin and NO-cGMP signaling cause the acceleration of Clione swimming through a common set of cellular mechanisms that involve modification of the electrical properties of swim interneurons. These cellular mechanisms include (1) spike-narrowing, (2) baseline depolarization, (3) an enhanced sag potential, and (4) enhanced postinhibitory rebound (Satterlie and Norekian, 1995, 2001; Satterlie et al., 2000; Pirtle and Satterlie, 2021). These cellular mechanisms are dependent on the involvement of ion channels and their corresponding ion conductance. Knowledge of ion channel operation within CPG circuits is essential for understanding how CPGs create rhythmic output and how this rhythmic output is modulated (Grillner, 1999; Brocard, 2019). The ion channels that are involved in the Clione swim CPG have been described with some difficulty.

The ionic currents characteristic of Clione swim CPG interneurons is challenging to study for several reasons. First, these swim interneurons must be found electrophysiologically by impaling them with microelectrodes. A second problem arises because the electrical coupling between other synergistic swim interneurons and between synergistic motoneurons creates space clamp issues when recording membrane currents of swim interneurons in single electrode voltage clamp experiments. To overcome the space clamp problem, an electrically identified swim interneuron must be physically isolated by using the recording electrode to pull the identified swim CPG interneuron out of the pedal ganglia. This isolation process is done by slowly moving the microelectrode impaling the swim CPG interneuron via a micromanipulator to gradually wrench the interneuron soma away from surrounding cells within the ganglia without rupturing its plasma membrane (Figure 11).


[image: image]

FIGURE 11
An image of the cell isolation method used in single electrode voltage clamp experiments. The soma of a large motoneuron, 1A, is isolated by the recording electrode E. The width of the 1A motoneuron is 30 μm and the width of the pedal ganglia, P, is 350 μm.


Ionic currents have been characterized in Clione swim interneurons using this method of physically isolating the swim interneuron in single-electrode voltage clamp experiments (Pirtle and Satterlie, 2004). Figure 12A shows the intracellular recording of a type 7 swim interneuron before isolation. One current of particular interest is the hyperpolarization-activated cyclic nucleotide-gated cation current, Ih, mediated by HCN ion channels). Ih is evoked in single electrode voltage clamp experiments with hyperpolarizing voltage steps that are applied from a holding potential of −40 mV. Ih is characterized by a slowly developing inward current that is mediated by an increase in both Na+ and K+ conductance (Pape, 1996; Lüthi and McCormick, 1998). In intracellular—or current clamp—recordings, the Ih current manifests as a slow depolarizing drift in the membrane potential during the application of hyperpolarizing current injection. This slow depolarizing drift in membrane potential is called a sag potential. Much of the information about Ih in Clione swim interneurons is inferred from changes in the sag potential produced by applying hyperpolarizing current to these cells during the intracellular recording of membrane potential in these cells (Figures 12B, C; Pirtle et al., 2010; Pirtle and Satterlie, 2021).
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FIGURE 12
(A) Intracellular recording of a dorsal swim interneuron (type 7 swim interneuron) before physically isolating the cell. (B) Postinhibitory rebound and sag potential evoked by injecting a –1 nA, 1 s duration current pulse into the isolated cell identified in A. (C) Single electrode voltage clamp of the isolated cell (A) showing the development of slow inward current evoked by hyperpolarizing voltage steps from a holding potential of –40 mV—the hyperpolarization-activated cyclic nucleotide-gated inward current, Ih.


Intracellular recording of the sag potential requires isolating cells, not because of space clamp issues as associated with single electrode voltage clamp, but because these cells receive synaptic input that interferes with the recording of individual cellular properties of swim interneurons. Synaptic blockade using the muscarinic acetylcholine receptor antagonists, atropine, the glutamate receptor antagonist, 6-cyano-7-nitroquinoxaline-2,3-dione disodium (CNQX), and the sodium ion channel blocker, tetrodotoxin is used to thus chemically isolate Clione swim interneurons for intracellular recordings (Pirtle and Satterlie, 2004). The sag potential of swim interneurons can change with the application of the neuromodulator serotonin and the second messenger, cGMP. The addition of serotonin or cGMP increases fictive swim frequency as recorded intracellular from Clione swim CPG interneurons. Furthermore, serotonin and cGMP enhance the sag potential of Clione swim CPG interneurons by making the trajectory of the sag potential reach a more depolarized level faster. Thus, the enhancement of the sag contributes to increased frequency of swim interneuron action potentials and therefore an increase of the locomotor speed of Clione (Pirtle et al., 2010; Pirtle and Satterlie, 2021).

Because both serotonin and NO contribute to the enhancement of the sag potential, both serotonergic and nitrergic modulatory inputs converge to affect the activity of a common ion channel—the HCN ion channel that produces Ih and corresponding sag potential—in the same swim interneurons comprising the Clione swim CPG. In this respect, the Clione swim CPG is like the noradrenergic and serotonergic modulation of Ih in thalamic relay neurons where both noradrenalin and serotonin enhance Ih (McCormick and Pape, 1990). Kintos et al. (2016) indicate that the “functional consequences” of the convergence are “less clear.” Kintos et al. (2016) use a model of the crab gastric mill to demonstrate that the convergence of two neuromodulators onto a single ion channel is not merely redundant but may produce “distinct effects.” It is possible that the serotonergic and nitrergic modulation of the Clione swim CPG are not just redundant systems that affect the locomotor speed in the same way—or additive way. Rather, it may be that serotonergic and nitrergic effects are subtly different in their effects.

It is known with certainty that NO produces swim acceleration in Clione through cGMP-mediated changes in the cellular properties of neurons forming the Clione swim locomotor CPG (Moroz et al., 2000; Pirtle and Satterlie, 2021). However, it is not known what signal transduction mechanism mediates the serotonergic modulation of Clione swimming speed. One possible candidate is that serotonin binds to a G-protein coupled receptor that starts a cAMP signal transduction cascade. This is a likely candidate because both cAMP (through binding of epinephrine to beta-1 adrenergic receptors and subsequent activation of adenylyl cyclase) and cGMP (through NO stimulation of sGC) modulate If—Ih associated with the vertebrate sinoatrial node pacemaker cells (Musialek et al., 1997; Accili et al., 2002; Biel et al., 2009; Hennis et al., 2022) by binding to the intracellular C-terminal cyclic nucleotide binding domain (CNBD) of the HCN channels to promote their opening (Biel et al., 2002; Hennis et al., 2022). While the binding of cAMP to the CNBD is greater than cGMP in mammalian HCN channels, the effect of both cAMP and cGMP is to increase heart rate (Accili et al., 2002; Craven and Zagotta, 2006). Additionally, the crayfish swimmeret motoneurons respond to both cAMP and cGMP in cooperative way to increase the frequency of rhythmic bursting in these motoneurons. In the crayfish swimmeret system, cAMP increases locomotor frequency while cGMP (mediated by NO) is facilitatory (Mita et al., 2014). Similar signal transduction mechanisms involving cAMP and cGMP may function in Clione swim interneurons to modulate swimming locomotor speed through an increase in CPG interneuron excitability.

There are several metabotropic 5-HT receptor subtypes in invertebrates, including mollusks (Tierney, 2001) and some of these molluscan 5-HT receptors are linked to cAMP production via activation of adenylyl cyclase (Cohen et al., 2003). However, preliminary experimental results indicate that cAMP inhibits swimming locomotion in Clione. When the membrane permeable cAMP analog, 8-bromo-cAMP is administered, a decrease in fictive locomotor activity is recorded from Clione swim interneurons (Pirtle, unpublished data). Thus, cAMP does not contribute to swimming acceleration in Clione, but rather inhibits swimming. These unpublished data are consistent with the findings that the HCN ion channel cloned from the closely related marine mollusk, Aplysia californica, is more sensitive to cGMP than to cAMP (Yang et al., 2015) and that in Clione, the CNBD of HCN channels may preferentially bind cGMP. Cyclic AMP also disrupts swimming locomotion in the escape swim CPG of Tritonia (Clemens et al., 2007). Clemens et al. (2007) hypothesize that fluctuating concentrations of cAMP and intracellular Ca2+ may be involved in controlling the timing of the swimming activity in Tritonia—especially the termination of swimming. Levels of cGMP and cAMP in Clione swim interneurons may work similarly. In Clione, cGMP works as an accelerator (Pirtle and Satterlie, 2021) and cAMP (unpublished data) works as a brake. The balance of cGMP and cAMP may be critical for determining the frequency of action potentials generated in Clione swim interneurons and thus influence locomotor speed.



Discussion

Modulation of swimming behavior in Clione involves both circuit-level and cellular changes. At the circuit level, recruitment of interneurons (i.e., type 12 interneurons) to reconfigure the swim CPG and recruitment of motoneurons (i.e., general excitor motoneurons—or 1A and 2A motoneurons and Pd-SW neurons) are essential components to Clione swim acceleration. Swimming in Clione involves a two-geared system and modulation of swimming speed can occur by a change of gears or a change within gears—the former requiring a change in the frequency output of the Clione swim CPG and the later requiring changes in muscle contractility (Satterlie et al., 1990; Satterlie, 1991, 1993; Plyler and Satterlie, 2020). Cellular changes that occur during swim acceleration addressed in this review focus on how the hyperpolarization-activated cyclic nucleotide channel current, Ih, contributes to swim acceleration in Clione.

Experiments by Pirtle and Satterlie (2006) suggest that the role of type 12 interneuron may involve more than providing feedback inhibition as originally suggested (Arshavsky et al., 1985d,1993a). The involvement of type 12 interneurons to synaptic efficacy and synchronization of the locomotor appendages, the parapodia, represent critical gaps in the current understanding of how an interneuron’s recruitment into a CPG contributes to reconfiguration locomotor output (Pirtle and Satterlie, 2006). Additionally, while it is known that serotonin recruits Clione type 12 interneurons it is not known how NO affects these cells. Additional, experiments to identify how NO may contribute to type 12 interneuron recruitment are necessary.

There are several unanswered questions regarding motoneuron recruitment in Clione—particularly the recruitment of Pd-SW cells. It is clear that one group of Pd-SW cells is responsible for increasing the strength of parapodial movement through the modulation of slow-twitch muscle fibers (Satterlie, 1995b; Plyler and Satterlie, 2020). However, the role of Pd-SW neurons in modulating Clione swimming speed within the slow swimming gear is unclear. Furthermore, the contribution of one group of Pd-SW cells that are hypothesized to control the body wall musculature during fast swimming remains unresolved primarily due to the lack of morphological data on the distribution of these neurons to the body wall. The Pd-SW neurons to the body wall may work in concert with serotonergic modulation of heartbeat to distribute hemolymph to the wings resulting in enhanced wing stiffness as a mechanism to increase locomotor speed (Arshavsky et al., 1990; Szymik and Satterlie, 2017; Plyler and Satterlie, 2020). Because NO also modulates both locomotor behavior and heartbeat in Clione (Moroz et al., 2000; Pirtle and Satterlie, 2021), the coordination and relative contribution of serotonergic and nitrergic systems in controlling this possible mechanism requires attention.

At the cellular level, the HCN ion channels contribute to modulation of swimming in Clione. HCN ion channels produce the Ih current and corresponding sag potential. Blocking Ih with ZD7288 slows but does not completely abolish swimming in Clione. However, blocking Ih with ZD7288 does prevent serotonin-induced swim acceleration in Clione (Pirtle et al., 2010). Therefore, Ih is a modulatory target for serotonin but is not essential for rhythm generation. Ih is also a target for NO-cGMP modulation of Clione swimming (Pirtle and Satterlie, 2021). Other possible roles for Ih may include modulation of synaptic communication. Ih has been shown by Yang et al. (2015) to be found in siphon motoneurons of Aplysia, and in this regard, Ih contributes to classical conditioning of the siphon withdrawal reflex through a NO signaling pathway and synaptic facilitation. Additionally, Ih has been shown to modulate synaptic transmission and synaptic strength through serotonin-induced cAMP production in the neuromuscular junction of crayfish (Beaumont and Zucker, 2000). Therefore, there may be a similar role of Ih in Clione. Ih in Clione swim interneurons may respond to a NO-cGMP signal to enhance transmitter release during fast swimming speed. This possible mechanism may work in concert with type 12 interneuron recruitment to help strengthen synaptic communication to oppose the decreased synaptic efficacy associated with swim interneuron spike narrowing during swim acceleration (Satterlie et al., 2000; Pirtle and Satterlie, 2007).

Finally, the effect of both serotonin and NO on swim acceleration are similar—both serotonergic and nitrergic modulatory systems accelerate Clione swimming through common mechanisms that involve Ih (Satterlie and Norekian, 1996; Satterlie et al., 2000; Pirtle et al., 2010; Pirtle and Satterlie, 2021). Currently, the signal transduction mechanism and second messengers that mediate the serotonergic response in Clione swim interneurons is unknown. Serotonin and NO may be redundant neuromodulators that work separately or together. Additionally, there may be cross communication between serotonergic and nitrergic neuromodulatory systems, however, there may also be subtle differences in the modulatory effects of serotonergic and nitrergic modulation in the Clione swim system. Identification of the second messengers that mediate serotonergic modulation of Clione will be essential to elucidate these possibilities.

The modulation of the Clione swim CPG shares many common features with that of other locomotor systems. Two modulatory paradigms that function in the Clione swim CPG are (1) motoneuron and interneuron recruitment and (2) modification of cellular properties and ion channels. Further research of the Clione swim system may reveal more fundamental similarities and differences with other invertebrate and vertebrate locomotor CPGs. An important part of the locomotor control mechanism in Clione that needs further clarification is the role of second messengers. Signal transduction involving second messengers is critical for determining how locomotor CPG circuits are modulated (Clemens and Katz, 2001; Clemens et al., 2007). A complete analysis of the role of cyclic nucleotides in changing locomotor speed in Clione promises to yield significant information regarding how locomotor CPGs are modulated.

The evolution of locomotor activity in Clione in relationship to other marine gastropod mollusks should be addressed. Several other molluscan species exhibit locomotor activity that has evolved repeatedly and involves the gastropod foot. In Clione, the parapodia are derived from the foot and it is the dorsal-ventral flexion of the parapodia that propel Clione in swimming locomotion. In other marine gastropods, the dorsal-ventral bending of the body wall (e.g., Tritonia and Pleurobranchaea) and lateral bending of the body wall (e.g., Melibe) produces swimming locomotor activity and, in both instances, is associated with muscles of the foot. The differences in locomotor abilities among the various marine gastropods likely reflects adaptive radiation as the different species occupy different ecological niches. For example, Clione is holoplanktonic and is typically in a state of continuous swimming to maintain its position in the water column. This contrast with, for example, the benthic Tritonia that crawls on the ocean bottom and only swims as a means of predatory avoidance (Katz et al., 2001; Willows, 2001). Despite the different modes of swimming among the different marine gastropods, the neural circuitry in each share a common ancestry. For example, the cerebral serotonergic neurons, the Clione Cr-SP group, are homologs of the Tritonia serotonergic dorsal swim interneurons (DSIs). One of the unique differences in evolution that has occurred is the different roles that these homologous neurons take in terms of swimming behavior. In Tritonia, the serotonergic DSIs are both part of the Tritonia CPG and modulate swimming behavior. The DSIs are therefore considered to participate in intrinsic neuromodulation of Tritonia swim behavior. In Clione, these homologs, the Cr-SP neurons, are extrinsic neuromodulators (Katz et al., 2001). These evolutionary differences, as previously stated, are principally because Tritonia and Clione locomotor behavior are specific for the ecological niche that these two species occupy.

Additionally, the closely related Clione antarctica of the southern hemisphere shows significant differences in its locomotor system when compared to the northern hemisphere congener, C. limacina (Rosenthal et al., 2009; Dymowska et al., 2012). Foremost of the differences between C. antarctica and C. limacina is the absence of fast swimming in C. antarctica and associated loss of the neural circuitry (1A and 2A motoneurons) and fast-twitch musculature that produces fast swimming. Rosenthal et al. (2009) suggest that the loss of fast swimming in C. antarctica is an evolutionary adaptive tradeoff in which the species lost locomotor acceleration in favor of increased aerobic metabolism in response to living in a much colder environment. The evolutionary differences of C. limacina and C. antarctica evoke important questions. For example, both C. limacina and C. antarctica are feeding specialist that prey on L. helicina (Dymowska et al., 2012). The neural circuitry underlying locomotion, feeding, and statomotor systems are linked in C. limacina. The connections, or lack thereof, between locomotor, feeding, and statomotor systems in C. antarctica remain unknown. Additionally, similarities and differences in the neuromodulatory serotonergic and nitrergic systems between C. limacina and C. antarctica need to elucidated.
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New tools for monitoring and manipulating neural activity have been developed with steadily improving functionality, specificity, and reliability, which are critical both for mapping neural circuits and treating neurological diseases. This review focuses on the use of an invertebrate animal, the marine mollusk Aplysia californica, in the development of novel neurotechniques. We review the basic physiological properties of Aplysia neurons and discuss the specific aspects that make it advantageous for developing novel neural interfaces: First, Aplysia nerves consist only of unmyelinated axons with various diameters, providing a particularly useful model of the unmyelinated C fibers in vertebrates that are known to carry important sensory information, including those that signal pain. Second, Aplysia’s neural tissues can last for a long period in an ex vivo experimental setup. This allows comprehensive tests such as the exploration of parameter space on the same nerve to avoid variability between animals and minimize animal use. Third, nerves in large Aplysia can be many centimeters in length, making it possible to easily discriminate axons with different diameters based on their conduction velocities. Aplysia nerves are a particularly good approximation of the unmyelinated C fibers, which are hard to stimulate, record, and differentiate from other nerve fibers in vertebrate animal models using epineural electrodes. Fourth, neurons in Aplysia are large, uniquely identifiable, and electrically compact. For decades, researchers have used Aplysia for the development of many novel neurotechnologies. Examples include high-frequency alternating current (HFAC), focused ultrasound (FUS), optical neural stimulation, recording, and inhibition, microelectrode arrays, diamond electrodes, carbon fiber microelectrodes, microscopic magnetic stimulation and magnetic resonance electrical impedance tomography (MREIT). We also review a specific example that illustrates the power of Aplysia for accelerating technology development: selective infrared neural inhibition of small-diameter unmyelinated axons, which may lead to a translationally useful treatment in the future. Generally, Aplysia is suitable for testing modalities whose mechanism involves basic biophysics that is likely to be similar across species. As a tractable experimental system, Aplysia californica can help the rapid development of novel neuromodulation technologies.

KEYWORDS
Aplysia, thermal inhibition, infrared neural modulation, small-diameter axon block, infrared neural inhibition, infrared neural stimulation, neuromodulation


Introduction

New tools for monitoring and manipulating neural activity will be critical for understanding the function of neural circuits and for treating nervous system diseases. In recent years, many new approaches have been developed whose functionality, specificity, and reliability have steadily improved. Here we review the use and utility of an invertebrate animal, the marine mollusk Aplysia californica, to develop novel neural interface technologies for recording and/or modulating neural activity. After briefly describing the advantages of Aplysia’s physiology for developing novel neural interfaces, we will focus on a specific example that illustrates the power of Aplysia for accelerating technology development: using heat to selectively inhibit small-diameter unmyelinated axons.

In the 1960s, Aplysia’s large, pigmented neurons attracted the attention of neuroscientists who wanted to better understand the biophysical properties of individual neurons. Early studies demonstrated that the neurons could be repeatedly and reliably identified by their location and anatomy, their electrophysiological properties, their synaptic inputs and followers, their biochemical properties, and their functional roles as sensory neurons, motor neurons, and interneurons (Frazier et al., 1967; Kandel, 1976). The neurons’ somata (cell bodies) are very large (about 30 to 500 μm in diameter). A major advantage of Aplysia’s neurons is that its soma is electrically compact just like vertebrate neurons (Shapiro et al., 1980; Connor et al., 1986), allowing the neurites to be electrically manipulated from a single control point. In contrast, arthropod neurons (e.g., crustacean and insect neurons) are often not electrically compact and their somata are not often excitable (Smarandache-Wellmann, 2016). Thus, in Aplysia, researchers can easily monitor the neuronal activity via the soma, which is the largest and most accessible part of the cell. Furthermore, because the Aplysia neuron’s soma is electrically excitable, activating or inhibiting neurons at these locations can turn the rest of the neuron on or off, making it possible to test the ability of novel neural interfaces to monitor and manipulate individual identified neurons in a neural circuit. The neurons are arranged in groups (referred to as ganglia) that generally contain ∼2,000 neurons. The entire nervous system contains approximately 20,000 neurons. Studies of neural circuitry and behavior in Aplysia have clarified the neural, biophysical, and molecular basis of learning and memory (Mayford et al., 2012; Tam et al., 2020), sleep (Keene and Duboue, 2018; Thiede et al., 2021), and complex behaviors such as mating (Painter et al., 1991) and feeding (Kandel, 1979; Susswein and Chiel, 2012). Many novel technologies can take advantage of the deep understanding of neural circuitry controlling behavior in Aplysia to study the effects of manipulating single neurons or small numbers of neurons on behavior in both reduced preparations and in intact, behaving animals.



Advantages and examples of using Aplysia for developing novel neural interfaces

In addition to the advantages that led researchers to initially use the Aplysia’s nervous system in their work, there are several other reasons to use Aplysia. Here, we highlight the rationale for using Aplysia for the development of novel interface technologies that focus on monitoring or manipulating axons.

First, Aplysia does not produce myelin. Nerves connecting the different ganglia to one another and to the animal’s body consist of populations of unmyelinated axons whose diameters range from less than 1 μm to over 10 μm. Thus, one can examine the effects of a variety of techniques for manipulating axonal activity in a pure population of unmyelinated axons that vary greatly in diameter. This makes the animal a particularly useful model of the unmyelinated C fibers in vertebrates that are known to carry important sensory information, including those that signal pain. For example, Aplysia nerves helped researchers explore the feasibility of selective neural inhibition using high-frequency alternating current (HFAC), which has been studied for decades for its capability to reversibly and repeatedly block neural conduction in frogs, rats, and cats (Kilgore and Bhadra, 2004; Bhadra and Kilgore, 2005; Bhadra et al., 2006). From computational simulations and experimental studies, it was hypothesized that the block threshold (i.e., minimum HFAC amplitude required) increases monotonically with frequency for all nerve fibers, and that small-diameter axons would have a higher block threshold than larger-diameter axons. These observations suggested that it would be impossible to selectively inhibit small-diameter axons with HFAC, as it would primarily block the large-diameter axon first. However, a more recent experiment on unmyelinated Aplysia axons (Joseph and Butera, 2009) showed that, once the HFAC frequency was higher than 12 kHz, the block threshold of these unmyelinated small-diameter axons would begin to decrease, instead of constantly increasing as previously believed. Therefore, findings from this Aplysia experiment provided a theoretical basis for selective inhibition of different axon types with different frequencies. In other words, with high enough HFAC frequency, the block threshold for small-diameter axons could be decreased to be lower than the threshold for large-diameter axons, which would permit selective inhibition of small-diameter axons. This hypothesis for selective inhibition was successfully verified in frogs and rats (Joseph and Butera, 2011; Patel and Butera, 2015). Additionally, researchers used Aplysia to demonstrate the possibility of combining HFAC with infrared neural inhibition (INI) to block the onset response during HFAC application (Lothet et al., 2014).

Second, neural tissue harvested from Aplysia can be kept viable with active neural signaling for many hours. The reason is that Aplysia lives in the intertidal zone. Thus, unlike many marine animals that live in the ocean, Aplysia are regularly found in tide pools that are exposed to significant changes in temperature, salinity (e.g., high salinity as pools dry out and low salinity during rain), and tidal surge. Since the animals do not maintain a fixed body temperature, and their soft bodies readily change volume in response to osmotic changes, their nervous systems, which are exposed to the animal’s open circulatory system, are very robust. Excised musculature and nervous systems from Aplysia can be maintained without anesthesia at room temperature. The excised tissue respires slowly, so it can be studied for many hours without significant changes in function. Although rarely mentioned in research articles, this advantage greatly extends the experimental time and increases the ability to collect longitudinal data from the same animal, and limits data noise due to inter-animal variance. These advantages are especially important for novel neuromodulation technologies, as researchers need to explore the parameter space to identify an effective configuration. As an example, it has been demonstrated that focused ultrasound (FUS) applied to the central nervous system can stimulate or inhibit neural activity in a wide range of vertebrate animal models, but the optimal paradigm for each type of effect is still yet to be determined due to the complexity of neural circuits in the brain (Baek et al., 2017; di Biase et al., 2019). In contrast, Aplysia ganglia consist of much smaller numbers of neurons and therefore provide a more tractable animal model for researchers to study. It has been reported that FUS can alter the excitation level of Aplysia neurons (Mori et al., 1987). In recent studies, an ex vivo FUS testing system used an isolated Aplysia ganglion and connected nerve, enabling the researchers to thoroughly explore the FUS parameter space on the same ganglion, and investigate the mechanisms of action (Jordan et al., 2022).

Third, in large Aplysia, the nerves between the ganglia may be many centimeters in length. The nerve length makes it possible to easily discriminate large-diameter axons from small-diameter axons based on the different conduction velocities. When stimulating a nerve, a compound action potential (CAP) can be evoked, which is the summation of action potentials conducted on all the different axons. Since axonal conduction velocity varies proportionally to the square root of axon diameter in unmyelinated axons, by the time the CAP reaches the other end of the long nerve, it naturally separates into different components. Researchers can explore the size selectivity of a given neuromodulation modality based on the response from different CAP components.

In addition, Aplysia neurons are large and can be repeatedly identified, which has been used to develop novel single-cell neural interfaces. Aplysia neurons have been used to develop multielectrode arrays (Regehr et al., 1989; Eggers et al., 1998), diamond electrodes (Halpern et al., 2006) and carbon fiber microelectrodes (Huan et al., 2021). In all of these studies, Aplysia was selected as the animal model because there are neural circuits that are thoroughly studied with standard electrophysiological methodologies that can be used as the gold standard for comparison. The surgical procedures are also simpler than in rats, mice, or other vertebrate animals, so that iterations of the novel neural interface design can be tested rapidly to quickly achieve the goal. Table 1 provides a comprehensive overview of the published literature that used Aplysia as a model system for the development of neuromodulation and related technologies.


TABLE 1    Summary of examples using Aplysia in the development of neurotechnologies.
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A detailed example: Exploring infrared neural inhibition for heat-based selective inhibition of small-diameter axons with Aplysia

A compelling example of how novel neural technologies can be effectively explored using Aplysia has been the recent exploration of modalities for selectively and reversibly inhibiting small-diameter axons using heat. The motivation for selective inhibition of small-diameter axons is the critical sensory role that small-diameter axons play in the mammalian nervous system. For example, nociceptive signals are carried by small-diameter unmyelinated C fibers (Besson and Chaouch, 1987), and the maintenance of homeostasis relies on controlling peripheral glands via small-diameter unmyelinated motor axons (Gabella, 1976). The dysfunction of small-diameter axons is related to neuropathic pain (Nickel et al., 2012), autonomic nervous system disorders (Phillips, 2005; Kishi, 2012), and other neural pathologies. Each of these small-fiber diseases adversely affects patients’ quality of life and work productivity, eventually putting a toll on the whole of society. Hence, the capability to selectively inhibit small-diameter axons without compromising the function of large-diameter axons is a critical unmet medical need.

Selectively inhibiting small-diameter axons in vertebrate nerves is challenging because both small- and large-diameter axons are co-located in peripheral nerve fascicles, as shown in Figure 1. Consequently, inhibitory modalities that do not have size selectivity will block neural conduction of both small- and large-diameter axons. As the large-diameter axons are commonly associated with motor functions, a universal neural block could cause impairment of motor function and other unwanted side effects. Conventional pharmaceuticals for pain management not only lack selectivity for small-diameter axons, owing to their systemic distribution, but also lead to severe side effects, including addiction and overdosing that has led to the current opioid epidemic in the United States (Chou et al., 2015; Morrone et al., 2017; Vadivelu et al., 2018). Electrode-based neural modulation has been explored for selective inhibition of small-diameter axons. However, as the transmembrane potential evoked by extracellular electrodes is proportional to axon diameter (Rattay, 1986; Tai et al., 2009), it is an intrinsic property of electrode-based neuromodulation to affect the large-diameter axons first. Additional efforts such as multi-electrode arrays (Rozman et al., 1993; Lertmanorat and Durand, 2004) or changing the frequency of high-frequency alternating current (Joseph and Butera, 2011; Patel and Butera, 2015) are required for electrode-based neuromodulation to achieve selectivity on small-diameter axons, which increases the system’s complexity and hinders development. Therefore, a novel neural inhibitory modality that can selectively inhibit small-diameter axons while maintaining the functionality of large-diameter axons is required.
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FIGURE 1
Schematic of the structure of a peripheral nerve (Guedan-Duran et al., 2020. The original work is published with permission under a Creative Commons Attribution 4.0 International License. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/).


In 2012, Duke et al. (2012) first reported the inhibitory effect of pulsed infrared light application in Aplysia nerves, which they discovered while exploring temporal factors affecting the threshold of hybrid electro-optical stimulation. The inhibitory effect was further explored in Aplysia, since the anatomy of a buccal nerve and its branches make it tractable for testing the spatial selectivity of infrared neural inhibition (INI), as shown in Figure 2 (Duke et al., 2013). They demonstrated that infrared (IR) laser light could transiently and reversibly induce inhibition in Aplysia axons with precise spatial selectivity. As illustrated in Figure 2, electrical stimulation was applied to the proximal buccal nerve trunk and recording was done at all three distal branches. When the infrared laser was applied concurrently with electrical stimulation to one region of the proximal nerve trunk, neural conduction to the corresponding branch was blocked. Once the INI protocol was explored on Aplysia axons (Figures 2A–D), the investigators were able to use a nearly identical stimulation protocol to block action potential propagation on the tibial branch of the rat sciatic nerve (Figures 2E–H). The measured threshold temperature elevation for the inhibitory effect on both overall nerve compound action potential and muscle contraction was ∼7.0°C on Aplysia buccal nerve and ∼5.2°C on the tibial branch of rat sciatic nerve. When the infrared laser was turned off, the temperature rapidly dropped, and the inhibitory effect ceased. According to the temporal response test by Lothet et al., the inhibitory effect of INI is caused by a baseline temperature elevation (Lothet et al., 2017) rather than a spatiotemporal temperature gradient, which is critical for infrared neural stimulation (Wells J. et al., 2005). The robustness of the Aplysia nerve preparation permitted Duke et al. to develop their sophisticated experimental design consisting of four electrodes and two optical fibers, which they used to establish their infrared inhibition protocol and demonstrate its capabilities. As the authors wrote in their paper (Duke et al., 2013), “hours of intermittent stimulation” was done and the response was stable without visibly identifiable damage or significant change in the physiological recordings. This provided an ideal testing platform for the researchers to explore novel neuromodulation modalities without preparation run-down.
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FIGURE 2
Nerve conduction block in buccal nerve 2 (BN2) of Aplysia (A–D) and in rat sciatic nerve (E–H). Panels (A–D): A train of low radiant exposure (0.50 ± 0.02 J/cm2), high frequency (200 Hz) infrared pulses (λ = 1,450 nm, pulse width = 0.2 ms) produced a rise in local tissue temperature and blocked responses projecting to BN2c. Panel (A): Experimental setup; panel (B): Overall view of the recorded responses; panel (C): Representative signals showing the response before, during (arrow indicates block of CAP), and after the presence of infrared neural inhibition effect; panel (D): Calculated area under the curve showed the spatial selective inhibitory effect. Panels (E–H): Similarly, applying infrared pulses (same temporal parameters, 75.7 ± 5.3 mJ/cm2) to the tibial branch of the rat sciatic nerve, approximately 1 cm distal to the site of electrical stimulation, reduced evoked EMG amplitude of the lateral gastrocnemius (LG) but not the medial gastrocnemius (MG). Panel (E): Experimental setup; panel (F): Overall view of the recorded responses; panel (G): Representative signals showing the response before, during, and after the infrared light application; panel (H): Calculated area under the curve showed the spatial selective inhibitory effect. [Reproduced with permission from Duke et al. (2013). The original work is published under a Creative Commons Attribution-Non-commercial-NoDerivs 3.0 Unported License. To view a copy of this license, visit http://creativecommons.org/licenses/by-nc-nd/3.0/].


In 2017, Lothet et al. presented a general theory for how the effects of any modality that primarily acted on the axonal surface to modulate neural conduction could scale with axon diameter and induce size selectivity (Lothet et al., 2017, see the supplemental material). When a neuromodulation modality (e.g., INI), primarily affects the ion channels in the axon membrane, it was shown that the minimum required exposure length is proportional to the square root of the axon diameter. The theory therefore suggested that small-diameter axons would be more susceptible to inhibition induced by baseline temperature elevation than large-diameter axons. Ganguly and colleagues modeled and then experimentally demonstrated that the thermal acceleration of voltage-gated potassium ion channels was the critical factor during INI (Ganguly et al., 2019a,b). The mechanism of infrared inhibition is distinct from that of infrared stimulation, which depends on the rapid generation of a spatial and temporal temperature gradient induced by infrared neural stimulation (INS) that can cause changes in the membrane capacitance and evoke action potentials (Shapiro et al., 1980; Wells J. D. et al., 2005; Duke et al., 2012; Plaksin et al., 2018).

To test the size selectivity of INI, Lothet et al. directly used individually identified neurons (B3 and B43) in Aplysia that had large and small diameter axons, respectively. As Figure 3 shows, the B3 and B43 neurons were electrically stimulated intracellularly while extracellular electrodes recorded propagation of their action potentials through a nerve both before and after an infrared laser application. When infrared light was delivered, only the small diameter axon was inhibited. The experiment was enabled by three unique features of Aplysia neurons. First, the average neuron soma size is larger than commonly studied mammalian neurons, making it easier to conduct intracellular stimulation. Second, there are a variety of neuron sizes accessible in the same ganglion, enabling the comparison between large and small-diameter axons. Third, those specific neurons with different sizes (B3 and B43) are identified and can be found across different individuals, making it possible to repeat the experiment with minimal variance. These features enabled the researchers to directly demonstrate the size-selectivity on small-diameter axons by infrared neural inhibition without ambiguity.
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FIGURE 3
Direct demonstration of size-selective neural inhibition with B3 and B43 neurons in the Aplysia buccal ganglion. (A) Schematic of the experiment, which is aligned to the traces in part b of the figure. (B) Recordings from the soma (top), proximal recording electrode (middle) and the distal recording electrode (bottom). Pink boxes indicate the time of application of laser light. Intracellular electrical stimulation was applied to a large-diameter neuron (B3) and to a small-diameter neuron (B43), both of which have axons that project through a common nerve. When infrared laser light was applied via an optical fiber that was positioned between two extracellular recording electrodes on the nerve, only the neural conduction on the small-diameter axon was blocked (indicated by arrow). [Reproduced with permission from Lothet et al. (2017). The original work is published under a Creative Commons Attribution 4.0 International License. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/].


Furthermore, after establishing size-selectivity during INI using single neuron stimulation, the size-selectivity of INI was verified at the whole nerve level using compound action potentials (CAPs). When stimulating the whole nerve, action potentials from all axons with different diameters can be evoked simultaneously and propagate along the axons throughout the length of the nerve. The summation of those action potentials recorded extracellularly forms the CAP. In unmyelinated axons, conduction velocity is proportional to the square root of the axon diameter (Jack et al., 1975). Therefore, as the CAP travels along the nerve, the latencies of different CAP components represent the response from different axon-size subpopulations. The long nerves of Aplysia combined with the relatively slow conduction velocity of unmyelinated axons permits researchers to easily differentiate the response from different axon-size subpopulations. Lothet et al. developed a size-selective infrared neural inhibition protocol for small-diameter axons in Aplysia that was successfully transferred to the vagus nerve in the musk shrew (Suncus murinus) (Figure 4). In contrast to Aplysia, individual nerve fibers had to be teased out of the vagus nerve to establish that they were unmyelinated C fibers (Lothet et al., 2017). It is also worth noting that owing to species difference, the baseline temperature elevation threshold for size-selective inhibition on small-diameter axons was reduced from ∼9°C to ∼3°C after transferring the INI protocol from Aplysia nerve to the vagus nerve of musk shrew (Lothet et al., 2017).
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FIGURE 4
Demonstration of selective inhibition on small-diameter axons in Aplysia (left) and musk shrew (right). Compound action potentials (CAPs) were evoked and recorded before, during, and after infrared neural inhibition (INI). Arrows indicate the selective inhibition effect on small-diameter axons that have a slower conduction velocity. The CAPs before and after INI remained similar, suggesting that the selective inhibition effect was reversible and the nerve’s health was not compromised acutely. Reproduced with permission from Lothet et al. (2017). The original work is published under a Creative Commons Attribution 4.0 International License. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/].


Ganguly et al. (2019a) used a NEURON simulation of a squid giant axon to demonstrate that a likely mechanism for thermal inhibition was the acceleration of the kinetics of the voltage-gated potassium ion channels, resulting in a rapid depolarization-activated hyperpolarization due to elevated temperature. They showed that this inhibitory effect would be greater in smaller-diameter axons (see Figures 5A,B).
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FIGURE 5
Computational modeling (A,B), and experimental validation in an Aplysia nerve (C,D) of the effect of blocking different ion channels on the heat-induced neural block. Panel (A): A schematic of a model axon with a central region where the temperature can be locally elevated (representing the thermal effect during IR application) and where the ion channel conductance can be set to zero (representing the local application of an ion channel blocker). Panel (B): The modeled action potential recordings under different conditions. Only when voltage-gated potassium channels are blocked (gK = 0) is the heat-induced block effect reversed, allowing the action potential to propagate through the heated area and be recorded at the distal end of the axon (right hand pink panels), suggesting that the heat-induced block requires voltage-gated potassium channels. Panel (C): An experimental schematic of an ex vivo electrophysiology test using an Aplysia nerve. IR light was applied to the central region of the nerve, which was also exposed to modified saline with different ion channel blockers. Panel (D): The recorded CAPs during different combinations of IR light application and ion channel blockers. In agreement with the modeling prediction, only when TEA was applied to block the voltage-gated potassium ion channels was the IR neural inhibition effect reversed, allowing the action potential to propagate through the heated area and be recorded at the distal end of the axon. Reproduced from Ganguly et al., 2019a,b with permission. The original works are licensed under the terms of the Creative Commons Attribution 3.0 License and Creative Commons Attribution 4.0 Unported License, respectively. See license detail at https://creativecommons.org/licenses/by/3.0/ and https://creativecommons.org/licenses/by/4.0/].


Ganguly et al. (2019b) then provided experimental evidence for the hypothesis using Aplysia nerves (see Figures 5C, D). As the Aplysia axon and squid giant axon are both unmyelinated axons with different diameters, the qualitative conclusions from the modeling work should apply directly to Aplysia axons. As Figure 5D shows, selectively blocking voltage-gated potassium ion channels (using TEA) eliminated the thermal inhibition, whereas blocking voltage-dependent sodium ion channels (using TTX) did not prevent thermal inhibition. Thus, experimental evidence from Aplysia confirmed the modeling work based on the squid giant axon and demonstrated that the infrared neural inhibition relies on the accelerated potassium-channel kinetics during baseline temperature elevation induced by the absorption of infrared light by the nerve. The success of the experiment relies on Aplysia’s unmyelinated axons of different diameters, providing an animal model in which the modeling conclusions from a Hodgkin-Huxley model and its variants can be directly tested in the laboratory.

These studies were extended by Ford et al. (2020, 2021) showing that one could reduce the IR dose required for thermal inhibition by illuminating a greater length of the nerve, and by Zhuo et al. (2021) showing that ion substitution could also reduce the dose of laser light needed for thermal inhibition. Both studies explored the parameter space to determine the change in IR threshold, which required a substantial number of repeated experiments on the same nerve to avoid variation between animals. The robustness of the Aplysia preparation enabled the two studies to be conducted in a reasonable amount of time and with a minimal number of animals. Most recently, Zhuo et al. (2022) have demonstrated that selective IR inhibition can be reproduced by resistive heating. The ex vivo Aplysia model provided a robust testing platform for the researchers to apply both heating modalities with different levels of power on the same nerve sequentially and compare the responses, which helped minimize the impact of variance between the animals and lowered the number of animals needed.



Differences between Aplysia and vertebrate neurons

Given all these advantages, Aplysia should be considered a useful model system for developing novel neuromodulation technologies. It is also important to consider the similarities and differences between Aplysia, other model animals, and humans. Two major differences are (1) Aplysia axons lack myelination and (2) Aplysia’s nervous system consists of several separated ganglia rather than a single complex brain connected to a peripheral nervous system. It is worth noting, however, that the peripheral ganglia in vertebrates and humans have some similarities to those in Aplysia. The unmyelinated Aplysia axon can serve as a good model of the small-diameter unmyelinated C fibers in vertebrates. The left and right pleural-abdominal connectives in Aplysia consist of 1,388 and 1,832 axons, respectively, with similar axon diameter distribution ranging from 0.1 to > 25 μm with the majority of axons less than 4 μm in diameter (Frazier et al., 1967; Bedini and Geppetti, 2000). The range of Aplysia axon diameters covers the entire diameter range of axons in vertebrates, while the majority of axon diameters are similar to the diameters of unmyelinated C fibers (Terzis et al., 1991), which range from 0.5 to 2 μm. Also, the lack of myelination limits the conduction velocity of Aplysia axons to about 0.1–0.7 m/s (Lothet et al., 2017), which is similar to the conduction velocities of unmyelinated C fibers in vertebrates (Terzis et al., 1991). Previous studies have demonstrated that infrared neural inhibition can be developed using Aplysia and then migrated to vertebrate animals (Duke et al., 2013; Lothet et al., 2017) to selectively inhibit the slow-conducting axons, which are primarily the unmyelinated C fibers. The threshold for inhibition of myelinated larger-diameter axons is higher due to the presence of myelin, which blocks the penetration of infrared light and limits the interaction between infrared light and voltage-gated ion channels to the nodes of Ranvier. Similarly, the myelination of axons contributes to the limited sensitivity of vertebrate nerves to infrared neural stimulation (Duke et al., 2012; Peterson and Tyler, 2013).

Aplysia has the basic complement of ion channels found in neurons throughout evolution (Franciolini and Petris, 1989; Moran et al., 2015). There is a common ancestral four-domain voltage-gated cation channel (FVCC) that evolved into all eukaryotic FVCC subfamilies (Pozdnyakov et al., 2018). Different voltage-gated channels (Nav1, Nav2, Cav1, Cav2, and Cav3) and leak channels (NALCN) all share a common 24 transmembrane pore segment (4 × 6 TM) template and the change of ion-selectivity only requires a single lysine residue change in the ion selectivity filter domain (Fux et al., 2018). Research on Aplysia’s potassium channel also showed that potassium channels originated much earlier, before the split of mollusks and arthropods (Zhao, 1993). Like other invertebrates, Aplysia possesses both Nav1 and Nav2 ion channel families, whereas vertebrates only possess the Nav1 family (Zakon, 2012). The Nav1 family has expanded significantly during vertebrate evolution and gained the capability to cluster at axon initial segments and the nodes of Ranvier of myelinated axons (Zakon, 2012; Fux et al., 2018). The similarity of ion channel proteins would allow neural manipulation of many Aplysia ion channels to be robustly translatable to vertebrates and even humans. Moreover, if there are differences, this could highlight the unique aspects of vertebrate and human biophysics, such as the unique diversity of the Nav1 family in vertebrates.

The similarity and differences between Aplysia and vertebrates also exist in other aspects of their molecular biology. A study of the Aplysia transcriptome showed that the evolutionary distance from humans to Aplysia is shorter than the distance from humans to Drosophila and C. elegans (Moroz et al., 2006). Another recent comparative transcriptome study showed that Aplysia possesses synaptic proteins very similar to those of Octopus, whereas several synaptic scaffold protein families in both mollusks are missing in vertebrate lineages (Orvis et al., 2022). The similarity in synaptic proteins and difference in neural network structure (separated ganglia vs. an elaborated central brain) between Aplysia and Octopus suggested that the difference in cognitive capacity is more related to the difference in neural network structure than to the lower-level differences of molecular biophysics (Orvis et al., 2022). Another recent study mapped the Aplysia proteome to humans and cross-referenced it with two databases of genes of interest in Alzheimer’s disease research. The results identified 898 potential orthologs of interest in Aplysia, 59 of which showed concordant differential expression across species (Kron and Fieber, 2022). Aplysia provides an experimentally tractable animal platform for researchers to explore neuromodulation techniques that rely on basic physiological mechanisms. The differences in neural network structure and cognitive capability between Aplysia and vertebrates present both a challenge and a potential negative control for exploring the mechanism of diseases and neuromodulation techniques.

Thus, while Aplysia is a useful animal model that lends itself well to initial validation of neuromodulatory devices and optimization of parameters, in the translation of the findings from Aplysia studies, it is likely that investigators will have to adjust and modify the details of the approach and parameters in order to optimize these for the specific applications, anatomy, physiology, and geometry of their system of interest.



Summary

Overall, these results demonstrate that Aplysia californica as a tractable experimental system has several unique advantages: Neurons that can be repeatedly identified and excited; neural tissues that can last for a long period of time in an ex vivo experimental setup; nerves consisting of pure unmyelinated axons with different diameters; and neural circuits that are well-studied and that permit different levels of experimental design (from single neuron tests to whole behavioral tests). Generally, Aplysia is suitable for testing modalities in which the basic biophysics of that modality is likely to be similar across species (e.g., responses to temperature or changes in ionic concentration), and during initial tests of novel modalities in which the exploration of parameter spaces and the determination of fundamental mechanisms are likely to be broadly applicable across species. As discussed in this review, previous studies have demonstrated that novel technologies that interface with and manipulate the nervous system can be developed using Aplysia and then migrated to vertebrate animals (e.g., Duke et al., 2013; Lothet et al., 2017). Overall, the use of invertebrate animal models, such as Aplysia californica, should be considered an important tool for the development of novel neural interfaces for neuromodulation.



Author contributions

JZ and HJC wrote the review and prepared the figures. JG revised the review and figures. EJ, HJC, and MJ critically revised the manuscript. All authors contributed to the article and approved the submitted version.



Funding

This research was supported by the National Institutes of Health (NIH) under Grant Nos. 3OT2 OD025307-01S4, R01 HL126747, and R01 NS121372. JZ was supported by the China Scholarship Council. The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health.



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Publisher’s note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



References

Arvanitaki, A., and Chalazonitis, N. (1961). “Excitatory and inhibitory processes initiated by light and infra-red radiations in single identifiable nerve cells (giant ganglion cells of Aplysia),” in Nervous inhibition: Proceedings / Edited by Ernst Florey. International symposium on nervous inhibition, ed. E. Florey (Oxford: Pergamon Press).

Azizi, F., Lu, H., Chiel, H. J., and Mastrangelo, C. H. (2010). Chemical neurostimulation using pulse code modulation (PCM) microfluidic chips. J. Neurosci. Methods 192, 193–198. doi: 10.1016/j.jneumeth.2010.07.011

Bacskai, B. J., Hochner, B., Mahaut-Smith, M., Adams, S. R., Kaang, B.-K., Kandel, E. R., et al. (1993). Spatially resolved dynamics of cAMP and protein kinase A subunits in Aplysia sensory neurons. Science 260, 222–226. doi: 10.1126/science.7682336

Baek, H., Pahk, K. J., and Kim, H. (2017). A review of low-intensity focused ultrasound for neuromodulation. Biomed. Eng. Lett. 7, 135–142. doi: 10.1007/s13534-016-0007-y

Bedini, C., and Geppetti, L. (2000). A morphological study on the amount and origin of axons in the pleuroabdominal connectives of Aplysia fasciata. Ital. J. Zool. 67, 9–18. doi: 10.1080/11250000009356288

Besson, J. M., and Chaouch, A. (1987). Peripheral and spinal mechanisms of nociception. Physiol. Rev. 67:186. doi: 10.1152/physrev.1987.67.1.67

Bhadra, N., and Kilgore, K. L. (2005). High-frequency electrical conduction block of mammalian peripheral motor nerve. Muscle Nerve 32, 782–790. doi: 10.1002/mus.20428

Bhadra, N., Bhadra, N., Kilgore, K., and Gustafson, K. J. (2006). High frequency electrical conduction block of the pudendal nerve. J. Neural Eng. 3, 180–187. doi: 10.1088/1741-2560/3/2/012

Chestek, C. A., Samsukha, P., Tabib-Azar, M., Harrison, R. R., Chiel, H. J., and Garverick, S. L. (2006). Microcontroller-based wireless recording unit for neurodynamic studies in saltwater. IEEE Sens. J. 6, 1105–1114. doi: 10.1109/JSEN.2006.881348

Chou, R., Turner, J. A., Devine, E. B., Hansen, R. N., Sullivan, S. D., Blazina, I., et al. (2015). The effectiveness and risks of long-term opioid therapy for chronic pain: A systematic review for a national institutes of health pathways to prevention workshop. Ann. Intern. Med. 162, 276–286. doi: 10.7326/M14-2559

Connor, J. A., Kretz, R., and Shapiro, E. (1986). Calcium levels measured in a presynaptic neurone of Aplysia under conditions that modulate transmitter release. J. Physiol. 375, 625–642. doi: 10.1113/jphysiol.1986.sp016137

di Biase, L., Falato, E., and Di Lazzaro, V. (2019). Transcranial focused ultrasound (tFUS) and transcranial unfocused ultrasound (tUS) neuromodulation: From theoretical principles to stimulation practices. Front. Neurol. 10:549. doi: 10.3389/fneur.2019.00549

Duke, A. R., Jenkins, M. W., Lu, H., McManus, J. M., Chiel, H. J., and Jansen, E. D. (2013). Transient and selective suppression of neural activity with infrared light. Sci. Rep. 3:2600. doi: 10.1038/srep02600

Duke, A. R., Lu, H., Jenkins, M. W., Chiel, H. J., and Jansen, E. D. (2012). Spatial and temporal variability in response to hybrid electro-optical stimulation. J. Neural Eng. 9, 036003. doi: 10.1088/1741-2560/9/3/036003

Eggers, M. D., Astolfi, D. K., Liu, S., Zeuli, H. E., Doeleman, S. S., McKay, R., et al. (1998). Electronically wired petri dish: A microfabricated interface to the biological neuronal network. J. Vac. Sci. Technol. B Microelectron. Process. Phenom. 8:1392. doi: 10.1116/1.585084

Ford, J. B., Ganguly, M., Poorman, M. E., Grissom, W. A., Jenkins, M. W., Chiel, H. J., et al. (2020). Identifying the role of block length in neural heat block to reduce temperatures during infrared neural inhibition. Lasers Surg. Med. 52, 259–275. doi: 10.1002/lsm.23139

Ford, J. B., Ganguly, M., Zhuo, J., McPheeters, M. T., Jenkins, M. W., Chiel, H. J., et al. (2021). Optimizing thermal block length during infrared neural inhibition to minimize temperature thresholds. J. Neural Eng. 18:056016. doi: 10.1088/1741-2552/abf00d

Fork, R. L. (1971). Laser stimulation of nerve cells in Aplysia. Science 171, 907–908. doi: 10.1126/science.171.3974.907

Franciolini, F., and Petris, A. (1989). Evolution of ionic channels of biological membranes. Mol. Biol. Evol. 6, 503–513. doi: 10.1093/oxfordjournals.molbev.a040562

Frazier, W. T., Kandel, E. R., Kupfermann, I., Waziri, R., and Coggeshall, R. E. (1967). Morphological and functional properties of identified neurons in the abdominal ganglion of Aplysia californica. J. Neurophysiol. 30, 1288–1351. doi: 10.1152/jn.1967.30.6.1288

Fux, J. E., Mehta, A., Moffat, J., and Spafford, J. D. (2018). Eukaryotic voltage-gated sodium channels: On their origins, asymmetries, losses, diversification and adaptations. Front. Physiol. 9:1406. doi: 10.3389/fphys.2018.01406

Gabella, G. (1976). Structure of the autonomic nervous system. Dordrecht: Springer Netherlands, doi: 10.1007/978-94-009-5745-9

Ganguly, M., Ford, J. B., Zhuo, J., McPheeters, M. T., Jenkins, M. W., Chiel, H. J., et al. (2019a). Voltage-gated potassium channels are critical for infrared inhibition of action potentials: An experimental study. Neurophotonics 6:040501. doi: 10.1117/1.NPh.6.4.040501

Ganguly, M., Jenkins, M. W., Jansen, E. D., and Chiel, H. J. (2019b). Thermal block of action potentials is primarily due to voltage-dependent potassium currents: A modeling study. J. Neural Eng. 16:036020. doi: 10.1088/1741-2552/ab131b

Graf, B. W., Ralston, T. S., Ko, H.-J., and Boppart, S. A. (2009). Detecting intrinsic scattering changes correlated to neuron action potentials using optical coherence imaging. Opt. Express 17, 13447–13457. doi: 10.1364/OE.17.013447

Guedan-Duran, A., Jemni-Damer, N., Orueta-Zenarruzabeitia, I., Guinea, G. V., Perez-Rigueiro, J., Gonzalez-Nieto, D., et al. (2020). Biomimetic approaches for separated regeneration of sensory and motor fibers in amputee people: Necessary conditions for functional integration of sensory-motor prostheses with the peripheral nerves. Front. Bioeng. Biotechnol. 8:584823. doi: 10.3389/fbioe.2020.584823

Hai, A., Dormann, A., Shappir, J., Yitzchaik, S., Bartic, C., Borghs, G., et al. (2009). Spine-shaped gold protrusions improve the adherence and electrical coupling of neurons with the surface of micro-electronic devices. J. R. Soc. Interface 6, 1153–1165. doi: 10.1098/rsif.2009.0087

Hai, A., Shappir, J., and Spira, M. E. (2010). In-cell recordings by extracellular microelectrodes. Nat. Methods 7, 200–202. doi: 10.1038/nmeth.1420

Halpern, J. M., Cullins, M. J., Chiel, H. J., and Martin, H. B. (2010). Chronic in vivo nerve electrical recordings of Aplysia californica using a boron-doped polycrystalline diamond electrode. Diam. Relat. Mater. 19, 178–181. doi: 10.1016/j.diamond.2009.08.006

Halpern, J. M., Xie, S., Sutton, G. P., Higashikubo, B. T., Chestek, C. A., Lu, H., et al. (2006). Diamond electrodes for neurodynamic studies in Aplysia californica. Diam. Relat. Mater. 15, 183–187. doi: 10.1016/j.diamond.2005.06.039

Huan, Y., Gill, J. P., Fritzinger, J. B., Patel, P. R., Richie, J. M., Valle, E. D., et al. (2021). Carbon fiber electrodes for intracellular recording and stimulation. J. Neural Eng. 18:066033. doi: 10.1088/1741-2552/ac3dd7

Jack, J. J. B., Noble, D., and Tsien, R. W. (1975). Electric current flow in excitable cells. Oxford: Clarendon Press.

Jordan, T., Newcomb, J. M., Hoppa, M. B., and Luke, G. P. (2022). Focused ultrasound stimulation of an ex-vivo Aplysia abdominal ganglion preparation. J. Neurosci. Methods 372, 109536. doi: 10.1016/j.jneumeth.2022.109536

Joseph, L., and Butera, R. J. (2009). Unmyelinated Aplysia nerves exhibit a nonmonotonic blocking response to high-frequency stimulation. IEEE Trans. Neural Syst. Rehabil. Eng. 17, 537–544. doi: 10.1109/TNSRE.2009.2029490

Joseph, L., and Butera, R. J. (2011). High-frequency stimulation selectively blocks different types of fibers in frog sciatic nerve. IEEE Trans. Neural Syst. Rehabil. Eng. 19, 550–557. doi: 10.1109/TNSRE.2011.2163082

Kandel, E. R. (1976). Cellular basis of behavior: An introduction to behavioral neurobiology. San Francisco: W.H. Freeman.

Kandel, E. R. (1979). Behavioral biology of aplysia: A contribution to the comparative study of opisthobranch molluscs. San Francisco: W.H. Freeman.

Keene, A. C., and Duboue, E. R. (2018). The origins and evolution of sleep. J. Exp. Biol. 221:jeb159533. doi: 10.1242/jeb.159533

Kilgore, K. L., and Bhadra, N. (2004). Nerve conduction block utilising high-frequency alternating current. Med. Biol. Eng. Comput. 42, 394–406. doi: 10.1007/BF02344716

Kishi, T. (2012). Heart failure as an autonomic nervous system dysfunction. J. Cardiol. 59, 117–122. doi: 10.1016/j.jjcc.2011.12.006

Kron, N. S., and Fieber, L. A. (2022). Aplysia neurons as a model of Alzheimer’s disease: Shared genes and differential expression. J. Mol. Neurosci. 72, 287–302. doi: 10.1007/s12031-021-01918-3

Lazebnik, M., Marks, D. L., Potgieter, K., Gillette, R., and Boppart, S. A. (2003). Functional optical coherence tomography for detecting neural activity through scattering changes. Opt. Lett. 28, 1218–1220. doi: 10.1364/OL.28.001218

Lertmanorat, Z., and Durand, D. M. (2004). A novel electrode array for diameter-dependent control of axonal excitability: A Simulation study. IEEE Trans. Biomed. Eng. 51, 1242–1250. doi: 10.1109/TBME.2004.827347

Lothet, E. H., Kilgore, K. L., Bhadra, N., Bhadra, N., Vrabec, T., Wang, Y. T., et al. (2014). Alternating current and infrared produce an onset-free reversible nerve block. Neurophotonics 1:011010. doi: 10.1117/1.NPh.1.1.011010

Lothet, E. H., Shaw, K. M., Lu, H., Zhuo, J., Wang, Y. T., Gu, S., et al. (2017). Selective inhibition of small-diameter axons using infrared light. Sci. Rep. 7:3275. doi: 10.1038/s41598-017-03374-9

Mayford, M., Siegelbaum, S. A., and Kandel, E. R. (2012). Synapses and Memory Storage. Cold Spring Harb. Perspect. Biol. 4:a005751. doi: 10.1101/cshperspect.a005751

Moran, Y., Barzilai, M. G., Liebeskind, B. J., and Zakon, H. H. (2015). Evolution of voltage-gated ion channels at the emergence of Metazoa. J. Exp. Biol. 218, 515–525. doi: 10.1242/jeb.110270

Mori, T., Sato, T., Shigematsu, Y., Yamada, M., and Nomura, H. (1987). Can’t ultrasound activate the nervous system. IEICE Trans 1976-1990 E70-E, 18 3–184. **.

Moroz, L. L., Edwards, J. R., Puthanveettil, S. V., Kohn, A. B., Ha, T., Heyland, A., et al. (2006). Neuronal transcriptome of Aplysia: Neuronal compartments and circuitry. Cell 127, 1453–1467. doi: 10.1016/j.cell.2006.09.052

Morrone, L., Scuteri, D., Rombola, L., Mizoguchi, H., and Bagetta, G. (2017). Opioids resistance in chronic pain management. Curr. Neuropharmacol. 15, 444–456. doi: 10.2174/1570159X14666161101092822

Morton, D. W., Chiel, H. J., Cohen, L. B., and Wu, J. (1991). Optical methods can be utilized to map the location and activity of putative motor neurons and interneurons during rhythmic patterns of activity in the buccal ganglion of Aplysia. Brain Res 564, 45–55. doi: 10.1016/0006-8993(91)91350-A

Nakashima, M., Yamada, S., Shiono, S., Maeda, M., and Satoh, F. (1992). 448-Detector optical recording system: Development and application to Aplysia gill-withdrawal reflex. IEEE Trans. Biomed. Eng. 39, 26–36. doi: 10.1109/10.108124

Nickel, F. T., Seifert, F., Lanz, S., and Maihöfner, C. (2012). Mechanisms of neuropathic pain. Eur. Neuropsychopharmacol. 22, 81–91. doi: 10.1016/j.euroneuro.2011.05.005

Novak, J. L., and Wheeler, B. C. (1986). Recording from the Aplysia abdominal ganglion with a planar microelectrode array. IEEE Trans. Biomed. Eng. 33, 196–202. doi: 10.1109/TBME.1986.325891

Orvis, J., Albertin, C. B., Shrestha, P., Chen, S., Zheng, M., Rodriguez, C. J., et al. (2022). The evolution of synaptic and cognitive capacity: Insights from the nervous system transcriptome of Aplysia. Proc. Natl. Acad. Sci. U.S.A. 119:e2122301119. doi: 10.1073/pnas.2122301119

Painter, S. D., Chong, M. G., Wong, M. A., Gray, A., Cormier, J. G., and Nagle, G. T. (1991). Relative contributions of the egg layer and egg cordon to pheromonal attraction and the induction of mating and egg-laying behavior in Aplysia. Biol. Bull. 181, 81–94. doi: 10.2307/1542491

Parsons, T. D., Kleinfeld, D., Raccuia-Behling, F., and Salzberg, B. M. (1989). Optical recording of the electrical activity of synaptically interacting Aplysia neurons in culture using potentiometric probes. Biophys. J. 56, 213–221. doi: 10.1016/S0006-3495(89)82666-9

Patel, Y. A., and Butera, R. J. (2015). Differential fiber-specific block of nerve conduction in mammalian peripheral nerves using kilohertz electrical stimulation. J. Neurophysiol. 113, 3923–3929. doi: 10.1152/jn.00529.2014

Peterson, E. J., and Tyler, D. J. (2013). Motor neuron activation in peripheral nerves using infrared neural stimulation. J. Neural Eng. 11:016001. doi: 10.1088/1741-2560/11/1/016001

Phillips, J. K. (2005). Pathogenesis of hypertension in renal failure: Role of the sympathetic nervous system and renal afferents. Clin. Exp. Pharmacol. Physiol. 32, 415–418. doi: 10.1111/j.1440-1681.2005.04204.x

Plaksin, M., Shapira, E., Kimmel, E., and Shoham, S. (2018). Thermal transients excite neurons through universal intramembrane mechanoelectrical effects. Phys. Rev. X 8:011043.

Pozdnyakov, I., Matantseva, O., and Skarlato, S. (2018). Diversity and evolution of four-domain voltage-gated cation channels of eukaryotes and their ancestral functional determinants. Sci. Rep. 8:3539. doi: 10.1038/s41598-018-21897-7

Rattay, F. (1986). Analysis of models for external stimulation of axons. IEEE Trans. Biomed. Eng. 33, 974–977. doi: 10.1109/TBME.1986.325670

Regehr, W. G., Pine, J., Cohan, C. S., Mischke, M. D., and Tank, D. W. (1989). Sealing cultured invertebrate neurons to embedded dish electrodes facilitates long-term stimulation and recording. J. Neurosci. Methods 30, 91–106. doi: 10.1016/0165-0270(89)90055-1

Rozman, J., Sovinec, B., Trlep, M., and Zorko, B. (1993). Multielectrode spiral cuff for ordered and reversed activation of nerve fibres. J. Biomed. Eng. 15, 113–120. doi: 10.1016/0141-5425(93)90039-2

Sadleir, R. J., Fu, F., and Chauhan, M. (2019). Functional magnetic resonance electrical impedance tomography (fMREIT) sensitivity analysis using an active bidomain finite-element model of neural tissue. Magn. Reson. Med. 81, 602–614. doi: 10.1002/mrm.27351

Shapiro, E., Castellucci, V. F., and Kandel, E. R. (1980). Presynaptic membrane potential affects transmitter release in an identified neuron in Aplysia by modulating the Ca2+ and K+ currents. Proc. Natl. Acad. Sci. 77, 629–633. doi: 10.1073/pnas.77.1.629

Skach, J., Conway, C., Barrett, L., and Ye, H. (2020). Axonal blockage with microscopic magnetic stimulation. Sci. Rep. 10:18030. doi: 10.1038/s41598-020-74891-3

Smarandache-Wellmann, C. R. (2016). Arthropod neurons and nervous system. Curr. Biol. 26, R960–R965. doi: 10.1016/j.cub.2016.07.063

Sperry, Z. J., Na, K., Parizi, S. S., Chiel, H. J., Seymour, J., Yoon, E., et al. (2018). Flexible microelectrode array for interfacing with the surface of neural ganglia. J. Neural Eng. 15:036027. doi: 10.1088/1741-2552/aab55f

Susswein, A. J., and Chiel, H. J. (2012). Nitric oxide as a regulator of behavior: New ideas from Aplysia feeding. Prog. Neurobiol. 97, 304–317. doi: 10.1016/j.pneurobio.2012.03.004

Tai, C., Roppolo, J. R., and de Groat, W. C. (2009). Analysis of nerve conduction block induced by direct current. J. Comput. Neurosci. 27, 201–210. doi: 10.1007/s10827-009-0137-7

Tam, S., Hurwitz, I., Chiel, H. J., and Susswein, A. J. (2020). Multiple local synaptic modifications at specific sensorimotor connections after learning are associated with behavioral adaptations that are components of a global response change. J. Neurosci. 40, 4363–4371. doi: 10.1523/JNEUROSCI.2647-19.2020

Terzis, J. K., Smith, K. L., and Orgel, M. G. (1991). The peripheral nerve: Structure. Function, reconstruction. Plast. Reconstr. Surg. 87, 1138–1139.

Thiede, K. I., Born, J., and Vorster, A. P. A. (2021). Sleep and conditioning of the siphon withdrawal reflex in Aplysia. J. Exp. Biol. 224:jeb242431. doi: 10.1242/jeb.242431

Vadivelu, N., Kai, A. M., Kodumudi, V., Sramcik, J., and Kaye, A. D. (2018). The Opioid Crisis: A Comprehensive Overview. Curr. Pain Headache Rep. 22:16. doi: 10.1007/s11916-018-0670-z

Wells, J. D., Kao, C., Jansen, E. D., Konrad, P. E., and Mahadevan-Jansen, A. (2005). Application of infrared light for in vivo neural stimulation. J. Biomed. Opt. 10:064003.

Wells, J., Kao, C., Mariappan, K., Albea, J., Jansen, E. D., Konrad, P., et al. (2005). Optical stimulation of neural tissue in vivo. Opt. Lett. 30, 504–506. doi: 10.1364/ol.30.000504

Woolum, J. C., and Strumwasser, F. (1978). Membrane-potential-sensitive dyes for optical monitoring of activity in Aplysia neurons. J. Neurobiol. 9, 185–193. doi: 10.1002/neu.480090302

Zakon, H. H. (2012). Adaptive evolution of voltage-gated sodium channels: The first 800 million years. Proc. Natl. Acad. Sci. U.S.A. 109, 10619–10625. doi: 10.1073/pnas.1201884109

Zhao, B. (1993). Molecular and functional studies of potassium ion channels in the nervous system of Aplysia. Available Online at: https://www.proquest.com/docview/304051250/abstract/DFDC0BCFB5784544PQ/1 (accessed November 11, 2022).

Zhuo, J., Ou, Z., Zhang, Y., Jackson, E. M., Shankar, S. S., McPheeters, M. T., et al. (2021). Isotonic ion replacement can lower the threshold for selective infrared neural inhibition. Neurophotonics 8:015005. doi: 10.1117/1.NPh.8.1.015005

Zhuo, J., Weidrick, C. E., Liu, Y., Moffitt, M. A., Jansen, E. D., Chiel, H. J., et al. (2022). “Selective IR inhibition can be reproduced by resistance heating,” in Procedings of the optogenetics and optical manipulation 2022 (SPIE), (Bellingham, WC), C1194706. doi: 10.1117/12.2610130













	 
	

	TYPE Original Research
PUBLISHED 09 March 2023
DOI 10.3389/fnins.2023.1113843





The role of feedback and modulation in determining temperature resiliency in the lobster cardiac nervous system

Daniel J. Powell1,2, Elizabeth Owens2, Marie M. Bergsund2, Maren Cooper2, Peter Newstein2, Emily Berner2, Rania Janmohamed2 and Patsy S. Dickinson1,2*

1Department of Biology, Bowdoin College, Brunswick, ME, United States

2Program in Neuroscience, Bowdoin College, Brunswick, ME, United States

[image: image]

OPEN ACCESS

EDITED BY
James Newcomb, New England College, United States

REVIEWED BY
Dawn M. Blitz, Miami University, United States
Carola Staedele, Illinois State University, United States

*CORRESPONDENCE
Patsy S. Dickinson, pdickins@bowdoin.edu

SPECIALTY SECTION
This article was submitted to Neural Technology, a section of the journal Frontiers in Neuroscience

RECEIVED 01 December 2022
ACCEPTED 23 February 2023
PUBLISHED 09 March 2023

CITATION
Powell DJ, Owens E, Bergsund MM, Cooper M, Newstein P, Berner E, Janmohamed R and Dickinson PS (2023) The role of feedback and modulation in determining temperature resiliency in the lobster cardiac nervous system.
Front. Neurosci. 17:1113843.
doi: 10.3389/fnins.2023.1113843

COPYRIGHT
© 2023 Powell, Owens, Bergsund, Cooper, Newstein, Berner, Janmohamed and Dickinson. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.

Changes in ambient temperature affect all biological processes. However, these effects are process specific and often vary non-linearly. It is thus a non-trivial problem for neuronal circuits to maintain coordinated, functional output across a range of temperatures. The cardiac nervous systems in two species of decapod crustaceans, Homarus americanus and Cancer borealis, can maintain function across a wide but physiologically relevant temperature range. However, the processes that underlie temperature resilience in neuronal circuits and muscle systems are not fully understood. Here, we demonstrate that the non-isolated cardiac nervous system (i.e., the whole heart: neurons, effector organs, intrinsic feedback systems) in the American lobster, H. americanus, is more sensitive to warm temperatures than the isolated cardiac ganglion (CG) that controls the heartbeat. This was surprising as modulatory processes known to stabilize the output from the CG are absent when the ganglion is isolated. One source of inhibitory feedback in the intact cardiac neuromuscular system is nitric oxide (NO), which is released in response to heart contractions. We hypothesized that the greater temperature tolerance observed in the isolated CG is due to the absence of NO feedback. Here, we demonstrate that applying an NO donor to the isolated CG reduces its temperature tolerance. Similarly, we show that the NO synthase inhibitor L-nitroarginine (LNA) increases the temperature tolerance of the non-isolated nervous system. This is sufficient to explain differences in temperature tolerance between the isolated CG and the whole heart. However, in an intact lobster, the heart and CG are modulated by an array of endogenous peptides and hormones, many of which are positive regulators of the heartbeat. Many studies have demonstrated that excitatory modulators increase temperature resilience. However, this neuromuscular system is regulated by both excitatory and inhibitory peptide modulators. Perfusing SGRNFLRFamide, a FLRFamide-like peptide, through the heart increases the non-isolated nervous system’s tolerance to high temperatures. In contrast, perfusing myosuppressin, a peptide that negatively regulates the heartbeat frequency, decreases the temperature tolerance. Our data suggest that, in this nervous system, positive regulators of neural output increase temperature tolerance of the neuromuscular system, while modulators that decrease neural output decrease temperature tolerance.
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myosuppressin, FMRFamide-like neuropeptide, nitric oxide, cardiac ganglion, crash temperature, L-arginine, temperature dependencies


1. Introduction

The nervous systems of all animals are subject to changes in temperature. Some mammalian and avian central nervous systems are under homeostatic regulation and are maintained within a few degrees Celsius. However, there exist examples of both mammals and birds that can withstand drastic variations in their internal body temperature, such as those that hibernate, enter torpor, or enter periods of dormancy (Ruf and Geiser, 2015; Junkins et al., 2022). While it is common for many physiological functions to arrest during periods of stasis, both the cardiac and nervous systems maintain function, albeit at a reduced capacity (Junkins et al., 2022). Many poikilotherms, animals that do not regulate their internal temperature, can maintain cardiac and neural function across a wide range of temperatures, which allows them to inhabit environments that experience daily and seasonal temperature changes (Fry, 1958; Hazel and Prosser, 1974; Macdonald, 1981; Prosser and Nelson, 1981; Zhurov and Brezina, 2005; Manning and Pelletier, 2009; Beverly et al., 2011; Robertson and Money, 2012; Soofi et al., 2014; Kushinsky et al., 2019).

Neural compensation in response to temperature change is not trivial as temperature affects all aspects of cellular function. Temperature resilience of pacemaker circuits is particularly important, as they are necessary for maintaining given behavioral states (Carpenter, 1967; Montgomery and Macdonald, 1990; Xu and Robertson, 1994; Busza et al., 2007; Reig et al., 2010; Tang et al., 2010; Robertson and Money, 2012; Rinberg et al., 2013; Kushinsky et al., 2019; Versteven et al., 2020; Powell et al., 2021; Ratliff et al., 2021). The relationship between a single biological process’s output and temperature often follows an exponential relationship (Mundim et al., 2020). For instance, changes in ion channel conductance can range from 2–20 fold in response to a 10°C temperature change (Zečević et al., 1985; Klöckner et al., 1990; Moran et al., 2004; Cao and Oertel, 2005; Fohlmeister et al., 2010; Kang et al., 2011; Robertson and Money, 2012; Tang et al., 2012; Yang and Zheng, 2014). Because each ion channel type can be differently affected by changes in temperature, predicting how temperature change will affect even a single neuron is not simple (Caplan et al., 2014; O’Leary and Marder, 2016; Alonso and Marder, 2020). These predictions are even more difficult to understand when extrapolating to neural circuits, as synaptic (Tang et al., 2010; Rinberg et al., 2013; Soofi et al., 2014; Städele et al., 2015; O’Leary and Marder, 2016; Alonso and Marder, 2020; Powell et al., 2021; Ratliff et al., 2021; Städele and Stein, 2022) and muscle physiology (Harri and Florey, 1977; Foldes et al., 1978; Rutkove, 2001; Racinais and Oksa, 2010; Thuma et al., 2013; Kushinsky et al., 2019; this paper) are also affected. Some processes of temperature compensation in the neural circuits of poikilotherms have been revealed (Harri and Florey, 1977; Foldes et al., 1978; Rutkove, 2001; Racinais and Oksa, 2010; Kushinsky et al., 2019). For example, within the stomatogastric ganglion (STG) of the Jonah crab, there are two coupled pattern generating circuits. While each circuit has different processes that enable temperature compensation, they are both able to maintain function across a similar range of temperature (∼7–30°C) (Tang et al., 2010; Tang et al., 2012; Rinberg et al., 2013; Soofi et al., 2014; Städele et al., 2015; Haddad and Marder, 2018; Powell et al., 2021; Ratliff et al., 2021; Städele and Stein, 2022). For instance, one such compensatory process includes similar increases in maximal conductance and gating rates for Na+ and K+ mediated ion channel currents that contribute to bursting (Ih, IA, and synaptic currents). Because these processes have opposing impacts on neuron membrane potential, they offset one another as temperature is increased (Tang et al., 2010). It has been shown that exogenous application of neuromodulators that are normally present in the intact animal can extend the functional temperature range of these circuits (Städele et al., 2015; Haddad and Marder, 2018; Städele and Stein, 2022; this paper). Many of these modulatory peptides operate an inward-current that is both modulator dependent and voltage gated (IMI; Golowasch and Marder, 1992; Swensen and Marder, 2000). Activation of IMI has been shown to allow neurons to maintain activity as temperature is increased by offsetting the temperature dependent increase in leak currents (Städele et al., 2015).

While the cardiac nervous system in decapod crustaceans has been shown to maintain function across an ecologically relevant temperature range (Camacho et al., 2006; Worden et al., 2006; Hamilton et al., 2007; Kushinsky et al., 2019), the processes that contribute to temperature resiliency in this nervous system are not fully known. Given that the neural circuit governing the heartbeat (the cardiac ganglion, nine neurons) has substantially fewer neurons than the STG (∼30 neurons), and that the circuit is configured differently, it is unclear that the same principles will confer temperature compensation in this nervous system. To address this, we used the cardiac nervous system found in the American lobster (H. americanus). The lobster heartbeat is driven by a nine-neuron pacemaker circuit called the cardiac ganglion (CG). The four Small Cells (SCs) are pacemaker neurons that rhythmically, synchronously excite five Large Cells (LCs; motor neurons) that drive the cardiac muscle contractions (Figure 1). All nine neurons are electrically coupled with recurrent excitatory, chemical synaptic connections between the SCs and LCs. Consequently, the output of this circuit is a monophasic burst of action potentials that results in the synchronous muscle contractions that constitute the heartbeat (Cooke, 2002). Given that the heartbeat is responsible for circulating nutrients to all tissues in these animals as well as delivering the modulators that confer temperature robustness to the STG, we would expect that the CG is capable of maintaining stable output across a physiological range of temperatures.


[image: image]

FIGURE 1
Diagram of the cardiac neuromuscular system. (A) A schematic of a semi-intact preparation that allowed for simultaneous recordings of the force produced from each heartbeat (upper trace) and the neuron activity of the ganglion (lower trace). The cartoon of the heart (left) shows the relative location of the cardiac ganglion, location of the small cells (SCs, small blue circles) and the locations of the large cells (LCs, red ovals). Synaptic and axonal processes are depicted as black lines connecting the neurons. Large unfilled ovals show the relative location of the ventral ostia. Note that when comparing the timing of neuron action potential bursts and the heartbeat, each burst of action potentials precedes and corresponds to a contraction of the heart (dashed lines). (B) Schematic of a preparation in which the neurons have been removed from heart (replaced by the red “X”), leaving only a section of nerve intact (black tortuous line connected to the cartoon electrode) that can be stimulated. The traces to the right of the schematic show that the axons left in the motor nerve can be stimulated (red, lower trace) in order to generate fictive cardiac muscle contractions (black, upper trace). (C) Wiring diagram of the neurons in the CG, which contains five large cells (LCs) (red) and four small cells (SCs) (blue). While all neurons are electrically coupled, this cartoon only depicts coupling between neuron types (resistor symbol). Both large and small cells excite one another via chemical synapses (black lines terminating in black triangles). Arrows in panels (A,B) show approximate locations of perfusion inflows (blue) and outflows (orange), as well as the location of the thermistors used to measure temperature.


The neurons of the CG and the cardiac muscles are known to be regulated by a variety of processes, including two intrinsic feedback systems. Each heart contraction activates stretch receptors that positively feed back onto the CG neurons and result in an increase in heartbeat frequency (Dickinson et al., 2016). Nitric oxide (NO) synthase, located in the cardiac muscles, releases NO, which is a negative regulator of the heartbeat (Mahadevan et al., 2004). Application of NO donors mimics this negative feedback pathway, resulting in a decrease in beat frequency and stroke volume in the intact heart (Mahadevan et al., 2004). However, the effects of NO on the muscle contractile force appear to be indirect, as NO does not alter muscle contraction parameters (Mahadevan et al., 2004). Instead, NO decreases the frequency of the synchronous LC and SC bursts by increasing the interburst interval of the action potential bursts. However, it does not affect the burst duration of the CG motor neurons (Mahadevan et al., 2004).

The heart is also modulated by a plethora of neuropeptides and hormones, including a variety of FLRFamide-like peptides, that are volume released into circulation by the pericardial organs (Ma et al., 2008; Chen et al., 2010). To our knowledge, these modulatory peptides act on the cardiac nervous system in a feedforward manner. While some of these modulators act directly on the pacemaker and motor neurons, some of these peptides modulate the neuromuscular junctions and/or regulate the muscles directly (Stevens et al., 2009; Dickinson et al., 2016). Here we investigate how both feedback and feedforward processes contribute to temperature resiliency in the cardiac neuromuscular system. Many studies have focused on how modulatory input increases the temperature tolerance of nervous systems (Städele et al., 2015; Haddad and Marder, 2018; DeMaegd and Stein, 2021; Städele and Stein, 2022). There are also a few that indicate either directly (Srithiphaphirom et al., 2019) or indirectly (Alonso and Marder, 2020) that decreasing neural excitability decreases temperature tolerance. Here we demonstrate that in the cardiac neuromuscular system, at least one feedforward modulator that increases excitability (SGRNFLRFamide; SGRN) increased the operational temperature range of the system, and that two negative regulators of excitability (NO and myosuppressin) decreased the temperature tolerance of this neuromuscular system.

While the goal of this study was to examine processes that affect the temperature tolerance of the cardiac ganglion and intact heart, responses to high temperatures have not been previously characterized in either of these structures. Therefore, some of the data detailed here describe the physiological responses we observed when this neuromuscular organ was subjected to a wide range of temperatures.



2. Materials and methods


2.1. Animals

Male and female American lobsters, Homarus americanus, were purchased from seafood retailers in Brunswick, ME. Lobsters were fed weekly with chopped squid or shrimp, and were housed in recirculating natural seawater tanks between 10°C and 12°C. To minimize the effects of the temperature at which lobsters had been caught, particularly summer vs. winter lobsters, most lobsters were acclimated at 10–12°C for a minimum of two weeks. In a subset of experiments described below (Section “2.9. Neuropeptide applications”), animals were used after shorter acclimation periods due to availability. Because these studies involved only crustaceans, the Bowdoin College Institutional Care and Use Committee (IACUC) did not require ethics approval for this study.



2.2. Whole heart preparations

Lobster hearts were dissected, and the activity of the cardiac neuromuscular system was recorded using techniques described previously (Stevens et al., 2009; Dickinson et al., 2018). Lobsters were anaesthetized on ice for 30–60 min before dissection. The heart was removed, still attached to the overlaying section of the dorsal thoracic carapace. It was then pinned ventral-side-up in a Sylgard 170-coated dish (Dow Corning, Midland, MI, USA) filled with cold lobster physiological saline (composition in mM: 479.12 NaCl, 12.74 KCl, 13.67 CaCl2, 20.00 MgSO4, 3.91 Na2SO4, 11.45 Trizma base, and 4.82 maleic acid; pH 7.45 at 25°C). The heart remained attached to the carapace to maintain the natural stretch present in the intact animal.

The heart was cannulated with a short (<1 cm) piece of tubing through the posterior artery (arrow in Figure 1A) and continuously perfused with cold (8–10°C) physiological saline at a flow rate of 2.5 ml/min. Saline thus entered through the artery and exited through the ostia toward the anterior end of the heart. A second perfusion line, also at a flow rate of 2.5 ml/min, superfused cold saline across the top of the heart to maintain the temperature on the exterior of the heart. A temperature probe (TA-29, Warner Instruments, Hamden, CT, USA) was fitted alongside the bottom of the external perfusion tubing, which was identical to the perfusion tubing cannulating the heart, and lay directly on the exterior ventral wall of the heart. The temperature was continuously monitored and controlled using an in-line temperature control system (CL-100 bipolar temperature controller and SC-20 solution heater/cooler; Warner Instruments). Both perfusion tubes came from the same heater/cooler, and so the temperature of the saline at the point measured by the external temperature probe was identical to that of the saline entering the heart. Hearts were maintained at a baseline temperature of 8–10°C until temperature ramps were applied.

To record heart contractions, the anterior arteries were tied with 6/0 Suture Silk to a Grass FT03 force-displacement transducer (Astro-Med, West Warwick, RI, USA) at an angle of approximately 30–45° from the horizontal plane. The anterior arteries were stretched to produce a baseline tonus of 2 g, which mimics the stretch in the intact animal. The contraction output was amplified using an ETH-250 Bridge amplifier (CB Sciences, Dover, NH, USA) with a high pass filter (4 Hz), and further amplified using a Brownlee 410 amplifier (Brownlee Precision, San Jose, CA, USA).



2.3. Semi-intact heart preparations

For semi-intact heart recordings, preparations were identical to whole heart preparations, with one exception: a small hole was cut into the ventral heart wall slightly posterior to the ostia. This exposed the cardiac ganglion without decreasing contraction force. A small portion of one of the anterolateral nerves was sucked into a suction electrode to record the extracellular electrical output of the ganglion while still connected to the heart muscle (Figure 1A). The electrode signal was recorded and amplified with a Model 1700 A-M Systems Differential AC Amplifier (Sequim, WA, USA) and a Model 410 Brownlee Precision Instrumentation Amplifier (Brownlee Precision, San Jose, CA, USA).

Both whole hearts and semi-intact hearts were allowed to equilibrate for one hour at control temperature (∼8–10°C) before testing.



2.4. Isolated cardiac ganglion

For isolated CG experiments, the cardiac ganglion was isolated from hearts that had previously been recorded as either whole heart or semi-intact preparations, or from hearts freshly dissected from lobsters. The heart was separated from the dorsal carapace and pinned to a Sylgard 170-lined dish filled with cold physiological saline. The ventral wall of the heart was opened, and the cardiac ganglion was dissected from the dorsal heart wall. For CGs that were dissected from hearts previously used in semi-intact recordings, the ganglion was removed immediately after the completion of the semi-intact recordings, with the heart and CG maintained in cold saline throughout the remainder of the dissection. The ganglion was pinned to a Sylgard 184-lined dish and superfused with cold (8–10°C) physiological saline at a rate of approximately 5 ml/min throughout the experiment.

To provide maximal temperature control and accuracy of temperature measurements at the ganglion, we used two perfusion inflows, one directed at the SC area and one at the LC region. Inflows were placed close to the ganglion (within 1 cm), and the thermistor (TA-29) used to measure temperature was placed within ∼1 mm of the ganglion, near one of the saline inflows. Outflows were placed on the far side of the ganglion, some distance (2–3 cm) away, so that the flow was directed across the ganglion. Because the CG is a distributed ganglion, not all regions of the ganglion were equally close to the inflow, so some variation in temperature among different regions of the ganglion was inevitable.

Neural activity was recorded using either stainless steel pin electrodes or a suction electrode. For the former method, a petroleum jelly well was made around one of the anterolateral nerves of the ganglion. One pin electrode was put into the well to record the electrical activity of the motor neuron axons in the anterolateral nerve; the other was placed nearby in the bath. For suction electrode recordings, a glass suction electrode was attached to one of the anterolateral nerves with a watertight seal. Signals from the pin electrode or the suction electrode were amplified using the same instrumentation as for the semi-intact preparation.



2.5. Stimulated heart preparation

To examine the effects of temperature on the neuromuscular junction and the cardiac muscle itself, we used a stimulated heart preparation (Stevens et al., 2009) in hearts that had previously been tested in the semi-intact configuration. After the semi-intact temperature ramp was completed, the opening in the ventral wall of the heart was extended from the dorsal abdominal artery to the ostia, leaving the anterior half of the heart intact. The ganglion was removed, leaving one anterolateral nerve long enough to be visible and accessible for stimulation. The severed nerve ending was stimulated using a suction electrode (Figure 1B). Stimuli, 0.5 ms in duration, were delivered in bursts having a frequency of 60 Hz and a burst duration of 300 ms. These bursts were repeated with a period of 1.3 s in trains of 15 bursts each. After each train of bursts, the nerve was left unstimulated for 60 s, after which another train of 15 bursts was delivered. Previous studies have found that this pattern of stimulation helps to prevent the degradation of muscle activity that occurs with continual stimulation (Stevens et al., 2009). Electrical impulses were generated using a CED Micro 1401 data acquisition board (Cambridge Electronic Design, Cambridge, UK) and controlled by a custom Spike2 (CED) sequencer file. Current was delivered using a Model 1700 A-M Systems Differential AC Amplifier (Sequim, WA, USA). Both saline perfusion tubes were set to flow into the intact portion of the heart, over the muscle and nerve ending being stimulated. Muscle contractions and injected current were recorded using the same instrumentation and software as for the semi-intact heart preparation. Sequencer files can be made available upon request.



2.6. Physiological recordings

All recordings (muscle force, electrical activity, stimulation) were made using CED 1401 data acquisition boards and Spike2 software (v 6,7, or 9; CED, Cambridge, UK). Data were recorded onto a Dell PC (Austin, TX, USA).



2.7. Temperature manipulations

Baseline functioning was recorded for 10 min at 8–10°C. The temperature of the perfused physiological saline was then increased by steps, controlled by the CL-100 temperature controller (set on fast cycle frequency) using a sequencer script in the Spike2 program. Steps were set to change instantaneously, and then remain steady for the remainder of the 1-min step time. Because the temperature of the SC-20 cannot change instantly, the change was more gradual, asymptoting at the new temperature in approximately 20 s. Temperature was increased in steps of 0.75°C, 1°C, or 1.25°C until the heart crashed. A crash was characterized as the muscles failing to beat or the ganglion failing to burst more than twice in 30 s. After the heart crashed, the temperature was decreased back to baseline at a rate of 1–2°C/min in most experiments; in some experiments, temperature was returned to baseline at 5°C/min. The heart was then allowed to stabilize at 8–10°C for at least 20 min to ensure its functioning returned to baseline. Preparations in which any crash temperatures were over 45°C were excluded. If the heart, nervous system, or muscle failed to produce physiological output when returned to baseline temperature, the crash was considered lethal, and the lobster was excluded.

For the stimulated preparation, the temperature was increased by 1.5°C (stepwise) after each set of 15 stimulation trains, until the temperature reached the crash temperature of the semi-intact preparation from which it was derived. It was maintained at the new temperature for the 60 s before the next train of stimulations was delivered, as well as during those 15 stimulus trains (i.e., another 15 s). Preliminary experiments showed that if the stimulated muscle was allowed to reach a temperature at which muscle contractions stopped entirely, activity could not be recovered upon return of temperature to baseline values. Therefore, the maximum temperature for each stimulated preparation was based on the crash temperature of that heart recorded in the semi-intact configuration.



2.8. Nitric oxide experimental manipulations

To determine whether nitric oxide (NO) released from the cardiac muscle (Mahadevan et al., 2004) was at least partly responsible for differences in the responses of the whole or semi-intact heart vs. the isolated CG, we conducted two types of experiments. In the first, we examined the effects of NO on the whole heart preparation or on the isolated CG. For whole heart experiments, we used the NO donor PAPA NONOate (Cayman Chemical Company, Ann Arbor, MI, USA) at a concentration of 10–5M (Cheng et al., 2011). This led to a clear decrease in contraction frequency and amplitude that lasted throughout the duration of the donor application. For experiments examining the effects of NO on the isolated CG, the nitric oxide donor SNAP (Cayman Chemical Company) was applied at a concentration of 10–5 M (Mahadevan et al., 2004) during temperature ramps. After control temperature ramps in saline, 10–5 M SNAP or PAPA NONOate was applied to isolated CG or whole heart preparations, respectively, through the perfusion system. After beginning the perfusion of NO donors, baseline functioning was recorded for 10 min at 8–10°C, then a temperature ramp was applied; the NO donor application was continued throughout the entirety of the temperature ramp.

In the second set of experiments, we blocked the production of NO in the whole heart using L-nitroarginine (LNA; Cayman Chemical Company), a competitive inhibitor of nitric oxide synthase (NOS). Using the whole heart preparation, the crash temperature of the heart was determined in control saline. The heart was then perfused with 3.30 × 10–4 M LNA at the baseline temperature for 20 min to block nitric oxide feedback before being subjected to a temperature ramp in LNA. To ensure that the NO precursor arginine did not alter the temperature resilience of the cardiac neuromuscular system, saline containing 1.1 × 10–4 M arginine was perfused through the heart. Crash temperature was not affected by arginine alone (data not shown).



2.9. Neuropeptide applications

To ask whether neuropeptides are able to stabilize the heart and increase its resiliency to temperature stress, as has been seen in other systems, we examined the effects of two native Homarus neuropeptides, SGRNFLRFamide (SGRN), and myosuppressin (pQDLDHVFLRFamide). Both peptides were custom synthesized by GenScript (Piscataway, NJ, USA). SGRN was dissolved in deionized water and stored as a 10–3 M stock solution at −20°C. Myosuppressin was initially dissolved in dimethyl sulfoxide (DMSO). The dissolved peptide was then diluted with deionized water to a solution containing 10–3 M myosuppressin and 10% DMSO. Previous experiments have shown that DMSO, when diluted to the concentrations used here, has no effect on the cardiac neuromuscular system (Stevens et al., 2009). This solution was stored as a stock solution at −20°C. Just before use, an aliquot was thawed and diluted to the working concentration in saline. After a temperature ramp in control saline was completed, peptide was perfused through the whole heart preparation for a 15 min acclimation period at baseline temperature before a temperature ramp was repeated in the presence of 10–8 M SGRN or 10–7 M myosuppressin. These experiments were conducted using the whole heart in summer lobsters that had been acclimated in our tanks for less than two weeks; the crash temperatures in control saline were noticeably higher than in other experiments.



2.10. Data analysis

Recordings of muscle contractions in whole heart, semi-intact heat, and stimulated preparations were analyzed for contraction amplitude and frequency. Recordings of ganglion bursting activity in semi-intact and isolated CG preparations were analyzed for burst frequency, burst duration, and duty cycle (defined as the burst duration over cycle period). Contraction parameters were determined using the built-in functions in Spike2. Bursting parameters were calculated using scripts for Spike2 written by Dr. Dirk Bucher (Rutgers University and New Jersey Institute of Technology).

To characterize the pattern of changes recorded as the temperature was increased toward crash temperature, we divided the entire temperature range into 1°C bins and averaged each parameter across all bursts within that temperature bin for each preparation. Values plotted at each temperature thus reflect the values for all cycles in a 1°C range around that value (e.g., the binned value at 12°C includes all cycles in which the temperature was 11.501°C through 12.500°C.) To enable us to pool data from multiple individual hearts or cardiac ganglia, each of which had different starting values for all parameters, we normalized all values for a given preparation to the value recorded at ∼8°C, before the start of the temperature ramp, in that preparation. Pooled data for bursting and contraction parameters are thus shown as normalized averages from multiple preparations. Crash temperatures were not normalized.

All data sets were tested for normality to determine the statistical tests to be used. For all student’s t-tests, we used a Shapiro–Wilk test to determine sample normality (particularly when sample sizes were small), and when appropriate, a Levene’s test to assess equal variance between groups. When normality could either not be assessed or when distributions failed a Shapiro–Wilk test, we used a Wilcoxon Sign-Rank test for paired data and a Friedman test with Dunn’s multiple comparisons for repeated measures data involving more than two sets of values. These tests were carried out in both MATLAB (Mathworks, Nantucket, MA, USA) and GraphPad Prism (Dotmatics, Boston, MA, USA).

When comparing the responses to LNA perfusion through the whole heart preparations (Figure 9A), we used a Wilcoxon Sign Rank test to determine if there was an increase in crash temperature for preparations whose contraction frequency was increased by LNA. We also used a Wilcoxon Sign Rank test to determine if there was a decrease in crash temperature for preparations whose contraction frequency was decreased by LNA. Because our sample size was small, we bootstrapped the data by pooling all values within each group (control vs. increased frequency and control vs. decreased frequency) and for each comparison, we randomly distributed the data (with replacement) into two groups and compared the newly generated groups with a Wilcoxon Sign Rank test. This process was repeated 10,000 times. All tests and bootstrapping were carried out in MATLAB (Mathworks, Nantucket, MA, USA).

When we compared the correlation between the change in crash temperature as a function of the change in heartbeat frequency between control and LNA conditions (Figure 10B), we used a Spearman rank correlation test. We used the same test to assess whether or not the contraction frequency in the control condition predicted the crash temperature of that preparation in LNA (Figure 10C), as well as to ask whether contraction frequency at baseline temperature predicted the crash temperature of that preparation in saline for a separate group of whole heart preparations (Figure 11). In both cases, analyses were carried out in MATLAB (Mathworks, Nantucket, MA, USA).




3. Results


3.1. The cardiac neuromuscular system maintains rhythmicity across a wide temperature range

We used two simultaneous approaches to examine how the cardiac neuromuscular system responds to changes in temperature in semi-intact preparations: (1) We recorded cardiac muscle contractions using a force transducer (Figure 1A, upper trace). In these recordings, each upward deflection corresponds to a single muscle contraction and each downward deflection corresponds to cardiac muscle relaxation. (2) We simultaneously monitored the bursts of action potentials produced by the CG neurons (Figure 1A, lower trace), using a suction electrode to record extracellularly from the CG nerve (Methods). These action potentials are generated by the five large cells (LCs; motor neurons). Rhythmicity in the LCs is coordinated largely by the four small cells (SCs; pacemaker neurons) and is maintained and stabilized by the recurrent synaptic connections between these two groups of neurons (Figure 1C), as well as by some intrinsic properties of the LCs. Because the heart is dissected from the animal in these experiments and because an incision is made in the heart muscle in order to record from the CG, these preparations are referred to as “semi-intact.”

Semi-intact preparations maintained rhythmic cardiac contractions as temperature was increased, until a critical temperature was reached. At this critical temperature, the muscles stopped contracting and the cardiac ganglion failed to generate rhythmic bursts of action potentials. So long as activity was recovered when temperature was decreased back into the permissible range, this loss of functional activity was called a “crash” (Tang et al., 2012; Rinberg et al., 2013). Figure 2 shows an example of this crash and recovery in a single preparation. Here we have plotted the instantaneous frequency and amplitude of each heart contraction as a function of time while temperature was being increased from ∼8°C to ∼25.5°C (the crash temperature for this preparation). While our results focus primarily on the effects of increasing temperature on this circuit-muscle effector system, it is important to note that the neuromuscular system did recover when temperature was decreased from the crash temperature, as is shown in Figure 2. In this example, the frequency and amplitude of the heart contractions initially increased as temperature was increased. This increase was followed by a decrease in both parameters as the temperature was increased to the crash point (∼25.5°C). Notably, the temperature dependencies of frequency and amplitude were not identical. In this preparation, for example, the decrease in amplitude started at ∼13°C, whereas frequency did not start to decrease until the temperature had reached ∼17°C. Decreasing temperature back to ∼8°C caused an approximately mirrored response for both frequency and amplitude. Although some differences can be observed, this may be due to a slower time course in increasing saline temperature compared to the faster decrease back to baseline temperature.
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FIGURE 2
Depiction of changes in heartbeat parameters as temperature is increased to its crash temperature and then decreased to baseline. Plot of two parameters that characterize the heartbeat as temperature is increased to crash in a semi-intact preparation. Instantaneous contraction frequency is plotted on the left y-axis (purple) and contraction amplitude (force) on the right y-axis (maroon) as a function of time to crash. Each data point represents a single heartbeat. Temperature steps are indicated above the plot (1.25°C increments) and the gray bar labeled “Crash” denotes the time and temperature at which the preparation crashed (fewer than two beats in 30 s). Note that contraction amplitude decreased as temperature was increased above ∼12°C and frequency initially increased with increased temperature. This is followed by a decrease in both parameters (amplitude decreases at temperatures greater than ∼14°C and frequency decreases at temperatures greater than ∼20°C). Also note that when temperature is stepped back to 8°C, we observe a mirrored response in both frequency and amplitude relative to the temperature ramp to crash.


We measured four parameters as we increased temperature to the crash point in a set of semi-intact preparations (Methods). We measured the frequency of the heartbeat/CG bursts and heartbeat force of 35 hearts (Figure 3) and the motor neuron burst duration and duty cycle of 35 hearts (Figure 4). Thirty of the hearts recorded are in both data sets, but due to the varying qualities of recordings, the last 5 hearts in each group are from separate sets of five hearts each. Because there is a one-to-one relationship between a burst of action potentials from the CG and the subsequent heart contraction, burst frequency and contraction frequency are synonymous (Figure 1A; see dashed line). They are thus depicted in a single plot. Although the baseline frequency and the details of the pattern of changes varied across individual preparations, as can be seen in the four example preparations shown in Figure 3A, the frequency initially increased with increasing temperature until approximately 18–19°C (mean peak frequency was recorded at 18.03 ± 2.88°C; N = 35), and then began to decrease until a critical temperature was reached and the preparations crashed. A similar pattern was observed across the population of hearts studied here. Figure 3B shows that as temperature was increased until each preparation crashed, median contraction frequency increased until ∼18°C, at which point median contraction frequency began to decrease. When temperature was increased beyond ∼26°C, the fraction of crashed preparations substantially increased (at 26°C, N = 13/35, at 28°C N = 26/35). Medians are not shown for temperatures at which five preparations or fewer remained in the testing set, i.e., for temperatures at or higher than that at which all but five of the preparations had crashed.
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FIGURE 3
Cardiac neuromuscular system responses to an increasing temperature ramp: contraction frequency and amplitude. Values show data averaged in 1°C bins, with the data plotted at the center of each bin. (A) A plot of heart contraction frequency in response to a temperature ramp from 8°C to crash temperature for four semi-intact preparations (each shown in a different color). Note that at ∼18°C (dashed line), contraction frequency began to decrease in each of these example preparations. (B) A plot of heart contraction frequency normalized to the contraction frequency at 8°C in response to a temperature ramp from 8°C to crash temperature for all semi-intact preparations. (N = 35 until the first preparation crashes at 19°C; N decreases from that temperature on). (C) Plot showing contraction amplitude (force, grams) as a function of temperature for the same four semi-intact preparations plotted in panel (A). Note that contraction amplitude decreased as temperature was increased above ∼12°C. (D) A plot of contraction amplitude as a function of temperature, with the contraction amplitude for each preparation at each temperature step normalized to the contraction amplitude at 8°C (N = 35 until the first preparation crashes at 19°C; N decreases from that temperature on). All data points in panels (A,C) show the mean ± SD for a given parameter at each temperature step. In panels (B,D), the solid back line connects median normalized contraction frequency and amplitude, respectively, at each temperature step. Medians are omitted when N ≤ 5.
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FIGURE 4
Responses of semi-intact cardiac neuromuscular system to an increasing temperature ramp: cardiac ganglion burst duration and duty cycle. Values show data averaged in 1°C bins, with the data plotted at the center of each bin. (A) A plot of cardiac ganglion burst duration within semi-intact hearts as a function of temperature for the same four semi-intact preparations in Figures 3A, C. CG burst duration decreases rapidly with temperature, and eventually stabilizes at a floor duration. (B) A plot of CG burst duration normalized to the duration at 8°C for all semi-intact preparations, showing the decrease in contraction duration across all temperatures (N = 35 until the first preparation crashes at 19°C; N decreases from that temperature on). (C) Plot of CG burst duty cycle as a function of temperature for the same four preparations plotted in panel (A). CG burst duty cycle decreases across the entire range of temperatures tested. (D) A plot of CG burst duty cycle as a function of temperature, with the duty cycle for each preparation at each temperature step normalized to the burst duty cycle at 8°C (N = 35 until the first preparation crashes at 19°C; N decreases from that temperature on). Duty cycle decreases with increasing temperature over the entire range of temperatures. All data points in panels (A,C) show mean ± SD for a given parameter at each temperature step. In panels (B,D), the solid back line connects median normalized burst duration and duty cycle, respectively at each temperature step. Medians are omitted when N ≤ 5.


The force (measured here as contraction amplitude) generated by the heartbeat was measured at each temperature (Figure 3C); the example preparations plotted here show that contraction amplitude varied greatly across preparations. As was the case with frequency, heartbeat force began to decrease when temperature was increased beyond a certain temperature. However, this decline in force generally began at a lower temperature (declining above ∼12°C in most preparations). Previous studies show that a functional relationship exists between CG burst frequency and heartbeat amplitude (Mahadevan et al., 2004; Worden et al., 2006; Wiwatpanit et al., 2012; Williams et al., 2013). Although both frequency and amplitude eventually decreased as temperature was increased, the decrease in contraction frequency occurred at temperatures higher than the decrease in contraction force, as noted above (Figures 3A, B). This was true regardless of initial contraction strength, suggesting that either changes other than contraction frequency [e.g., duty cycle, which is an important component of the neuromuscular transform in the lobster cardiac neuromuscular system (Williams et al., 2013)] or changes at the periphery also play a role in the response to changing temperature.

Unlike heartbeat force and frequency (Figure 3), the duration of CG bursts (Figures 4A, B) decreased with each increased temperature step until around 24°C, at which point burst duration appears to asymptote, with a minimum burst duration being maintained until the preparations crashed. Interestingly, the decrease in duty cycle between 8°C and 16°C was gradual (∼10%; Figure 4D) relative to the increase in contraction frequency (∼40%; Figure 3A), indicating that the initial increase in contraction frequency was due to a simultaneous decrease in burst duration (Figure 4A) and interburst interval (not shown). As temperature was increased beyond ∼16°C, we observed a clear decrease in duty cycle (Figures 4C, D) along with burst duration (Figures 4A, B). However, between 13°C and 18°C, contraction frequency increased with increased temperature (Figures 3A, B), meaning that the observed decrease in burst duration (Figure 4A) was occurring at a slower rate than the decrease in duty cycle (Figure 4C). Between 25°C and 30°C, the decrease in burst duration began to asymptote (Figure 4B) along with duty cycle (Figure 4D). This explains why contraction frequency decreased in this warmer temperature range (Figures 3A, B). This is certainly the case at temperatures greater than ∼25°C, where burst duration is brief but stable (Figures 4A, B), and duty cycle and frequency continue to decrease until the crash temperature is reached (Figures 4C, D and Figures 3A, B, respectively). At temperatures greater than 30°C, too few preparations were still active to decipher any kind of trend.



3.2. The isolated CG crashes at a higher temperature than the semi-intact neuromuscular system

To better understand the biological processes that enable the cardiac neuromuscular system to maintain output across this wide range of temperatures, we asked how the temperature resilience of the isolated nervous system, which lacks any feedback input, compared to that of the semi-intact heart. Similar to the semi-intact experiments, the temperature of isolated CGs was stepped from ∼8°C to each preparation’s critical temperature (Figure 5A). Across isolated CGs, we observed an increase in variability in burst frequency as temperature was increased. However, median burst frequency across preparations did not increase until temperature was increased above ∼17°C (Figure 5B). Interestingly, the isolated CGs maintained this trend of increasing cycle frequency with increased temperature until ∼22°C, before the cycle frequency began to decrease with increased temperature (N = 25). These isolated CGs were extracted from a subset of the same hearts as the semi-intact preparations (Figures 3, 4). Thus, it appears that the temperature dependencies of the processes governing cycle frequency in the intact neuromuscular system differ from those in the isolated CG (Figures 3A, B vs. Figures 5A, B). Although we measured the burst duration and duty cycle at each temperature step for each of the isolated CG preparations, when comparing these parameters, the isolated CGs did not substantially differ from the semi-intact preparations (data not shown).
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FIGURE 5
Frequency of bursts in an isolated cardiac ganglion increases, then decreases in response to an increasing temperature ramp. Values show data averaged in 1°C bins, with the data plotted at the center of each bin. (A) Plot of CG burst frequency as a function of temperature for four example preparations as temperature was increased from 8°C to crash temperature. Note that there no longer exists an inflection point in burst frequency at 18°C as was the case for contraction frequency. Although three of the preparations show clear increases followed by decreases in frequency, the change from increase to decrease occurred at different temperatures in each preparation. All data points show the mean ± SD for burst frequency at each temperature step. (B) Plot of normalized burst frequency as a function of temperature, with the burst frequency of each preparation at each temperature step normalized to the burst frequency at 8°C (N = 25 until the first preparation crashes at 20°C; N decreases from that temperature on, until N = 1 at 35°C). The solid back line connects median normalized burst frequency at each temperature step. Medians are omitted when N ≤ 5.


Because the overall patterns of changes in CG activity were similar, but the temperatures at which the pattern changed appeared to differ between isolated CGs and non-isolated CGs within semi-intact preparations, we compared the crash temperatures of the non-isolated CGs to those of the isolated ganglia (Figure 6). After assessing the crash temperature in the semi-intact preparation, the CG was subsequently dissected out of the heart (Methods). In all but one preparation, the isolated CG crashed at a higher temperature than semi-intact heart from which it had been removed (Figure 6A, semi-intact vs. isolated CG; Wilcoxon Sign Rank test: p < 0.001, N = 19).
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FIGURE 6
Isolated ganglia crash at a higher temperature than semi-intact preparations. (A) The crash temperatures of the isolated ganglia (ICG; 31.0°C; median) were higher than those of the semi-intact preparations (26.5°C; median); Wilcoxon Sign Rank test: p < 0.001; Shapiro–Wilks test for normality: Semi-intact heart, p = 0.45; ICG, p = 0.005; N = 19. (B) Crash temperature does not increase with repeated ramps, as seen in this comparison of four repeated temperature ramps in whole heart preparations. Although there were significant differences in crash temperature across hearts (Friedman repeated measures test: p = 0.008; N = 31), this reflected differences only between Ramps 1 and 4 (Dunn’s multiple comparison test, p = 0.047; N = 31) and Ramps 3 and 4 (Dunn’s multiple comparison test, p = 0.03; N = 31); Shapiro–Wilks test for normality: Ramp 1, p = 0.44; Ramp 2, p = 0.52; Ramp 3, p = 0.97; Ramp 4, p = 0.01; N = 31. In both of these cases, the median recorded for the later ramp, i.e., Ramp 4, was lower rather than higher than the median crash temperature of the earlier ramp. (Median for Ramp 1: 29.3°C; median for Ramp 3: 30.1°C; median for Ramp 4: 28.6°C). Bars in panel (B) indicate the median crash temperature. *Indicates p < 0.05; ***Indicates p < 0.001.


We initially postulated that the difference in crash temperatures in the two preparations might be due to some type of temperature adaptation, as we could not counter-balance the experimental order of each temperature ramp (i.e., we cannot re-insert a dissected nervous system back into the heart). To address this issue, we subjected 31 whole heart preparations to four sequential temperature ramps (Figure 6B). Although there were some differences in the crash temperatures with repeated ramps (Friedman test, p = 0.008, N = 31), these differences involved only the fourth ramp (Friedman/Dunn’s multiple comparisons test: Ramp 1 vs. 4: p = 0.047; Ramp 3 vs. 4: p = 0.030, N = 31). That is, there were no changes in crash temperature between ramps 1, 2, and 3. Moreover, the crash temperature for Ramp 4 was lower than that of previous ramps, rather than higher, as would be expected if the repeated heating were responsible for the difference in the crash temperatures of the ICG relative to the semi-intact heart.

There are a number of explanations that may address why the semi-intact cardiac neuromuscular system crashed at lower temperatures than the isolated CG: (1) At high temperatures (>30°C) the cardiac muscles may fail to contract even though the CG neurons are rhythmically producing action potential bursts. (2) The absence of NO feedback in the isolated CG may enable the ganglion to reach higher temperatures before crashing. For example, the nitric oxide (NO) production in the cardiac muscles that inhibits CG output (negative feedback pathway) may increase with increased temperature and inhibit CG action potentials prior to neuron crash point (i.e., the crash point observed in the isolated CG). (3) A non-intuitive change in the stretch feedback pathway may take place as a consequence of increased temperature. This last possibility is non-intuitive because stretch feedback most often produces excitatory drive (positive feedback) to the CG, such that muscle stretch promotes motor neuron activity. Therefore, the next several experiments detailed here address the hypotheses concerning the temperature tolerance of the cardiac muscles and NO feedback onto the CG neurons.



3.3. Semi-intact crashes are not due to muscle contraction failure

We first assessed whether the relatively cooler crash temperature observed in the semi-intact neuromuscular systems (Figure 6A) was in fact due to a failure of the cardiac muscle to contract at high temperatures (>20°C). For these experiments, we dissected out most of the CG from the heart (all neurons; Methods) while leaving a length of the anterior lateral nerve intact such that we could extracellularly stimulate the motor nerve via a suction electrode (Figure 1B; Methods). With this setup, we recorded the force generated by each cardiac muscle contraction in response to stimulation, which generated constant bursts of action potentials (frequency, duration, duty cycle). We stimulated the motor nerve at progressively increased temperatures in 1.5°C increments between baseline temperature (∼8–9°C) and the crash temperature of that heart when previously tested in the semi-intact configuration.

Although endogenously the CG spontaneously produces bursts of action potentials continuously, we delivered our stimuli in bouts of 15 bursts, followed by a pause of 1 min; continual stimulation results in nerve failure within a relatively short time (Stevens et al., 2009). Because of this, we can see the patterns of facilitation and defacilitation that occurred with repeated stimuli. Although the dynamics of successive contractions differed across temperature, the muscles produced contractions in response to stimulation across the entire temperature range in all preparations.

For these experiments, we first assessed the crash temperature in each preparation before extracting the nervous system from the heart (Methods). After removing the CG from a given heart, we measured muscular responses to nerve stimulation at baseline and in response to a temperature ramp that rose to the previous crash temperature for that preparation. All heart muscles were able to contract in response to stimulation at the same temperature that the intact preparation crashed (N = 9). Therefore, crashes are not due to a failure of muscle contraction.

Figure 7A shows two example muscle tension recordings from the same preparation, one at 12.5°C and one at 26°C, to the same stimulus. For the responses recorded at 12.5°C (Figure 7A, top trace), contraction force increased noticeably over the first 4–5 stimuli. The remaining 10–11 stimuli in the train resulted in contractions that were more forceful but stabilized by the end of the train of stimuli. In contrast, at 26°C (Figure 7A, bottom trace), the largest muscle contraction was in response to the third stimulus; contraction force then decreased over the remainder of the train of stimuli.
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FIGURE 7
Cardiac muscle contractions persist at high temperatures, although facilitation is altered by temperature. (A) Example recordings of evoked muscle contractions at 12.5°C (top trace) and 26°C (middle trace) in response to exogenous nerve stimulation (lower trace). Arrows indicate the contraction of maximum amplitude in each recording. The red line shows the envelope of the contractions at each temperature. Both recordings are from the same preparation. (B) Plot of the burst number at which evoked contractions reach maximum amplitude for a train of stimulated contractions at each temperature (1.5°C increments) between 8°C and 31°C. Note that the contraction at which maximum amplitude is reached within the train of stimuli decreases with increased temperature (R2 = 0.63, p < 0.001). (C) Contractions showed more defacilitation over the train of contractions at higher temperatures. Plot of the percentage of the maximum contraction amplitude that remained at the end of the train of stimuli [i.e., 100*(Amplitude last contraction/amplitude max contraction)]; N = 9.


Because this is the first study to examine the temperature dependence of facilitation and defacilitation in the cardiac nervous system of Homarus, and because these relationships are clearly different at low and high temperatures, we analyzed two aspects of the muscle facilitation/defacilitation relationship. First, to examine the temporal relationship of the facilitation vs. defacilitation of muscle contraction, we plotted the number of the stimulus (indexed to 1) that generated the maximum contraction amplitude for each temperature.

Each stimulus train generated fifteen stimuli (Figure 7A, stim. trace), so values on this plot are bounded between 1 and 15. As temperature was increased, the maximum contraction amplitude was reached earlier in the train of stimuli (Figure 7B); facilitation occurred over fewer stimuli, with contraction amplitude decreasing later in the train of repeated stimuli, as seen in the example in Figure 7A. Note that although the initial response amplitude in the example traces in Figure 7A was relatively small, this was not always the case. Second, to examine the extent to which facilitation vs. defacilitation dominated the stimulus bout, we compared the ratio of response magnitude (force) between the last stimulus response in each stimulation train and the maximal response (Figure 7C). For example, the responses recorded at 12.5°C show that the smallest force generated occurred early in the stimulus train (i.e., 1st stimulus here), and the next to final stimulus generated the maximum force. In contrast, at 26°C, the third stimulus response was the largest, while the final response was one of the smallest. This is reflected in the plot shown in Figure 7C, where the ratio of maximum contraction to final contraction decreased as temperature was increased. At the higher temperatures, defacilitation dominated, especially later in the train of stimuli, whereas there was little or no defacilitation at the lower temperatures.



3.4. Nitric oxide decreases crash temperature in the isolated CG

We next assessed how the presence of NO affected the crash temperature of both the intact cardiac neuromuscular system (whole heart preparation) and the isolated CG. NO is synthesized in the cardiac muscle and then diffuses across neuron membranes to affect activity (Mahadevan et al., 2004). The addition of NO (via an NO donor) to the isolated CG usually decreases burst frequency by increasing the interburst interval (Mahadevan et al., 2004; Goy, 2005). Consistent with these observations, when we perfused an NO donor (PAPA NONOate) through the whole heart, we recorded a small (∼10%) decrease in frequency (control saline: mean 0.502 ± 0.112 SD; PAPA NONOate: mean 0.455 ± 0.089 SD; paired t-test, p = 0.04, N = 10). However, we observed no change in crash temperature in the presence of PAPA NONOate (Figure 8A; paired t-test, p = 0.4, N = 10). In contrast, when we superfused an NO donor (SNAP) over the isolated ganglion, which, without the associated cardiac muscles, has no other source of NO, we observed a significant decrease in crash temperature (Figure 8B; paired t-test, p = 0.015, N = 8). NO application was sufficient to decrease the crash temperature in the isolated CG (Figure 8B), and it also decreased the CG crash temperatures into the same range observed for whole heart preparations (i.e., compare Figure 8B “SNAP” to Figure 8A “Control”; Independent Sample t-test: p = 0.065, N = 8, 10; Shapiro–Wilks test: p = 0.69, N = 8; p = 0.63, N = 10; Levene’s test: p = 0.9, N = 8, 10). However, the magnitude of the difference between the crash temperature in the whole heart preparation and isolated CG (Figure 6A) and the magnitude of the difference between the crash temperature in control (saline) and SNAP (Figure 8B) was not significantly different (Independent Sample t-test; p = 0.5, N = 8, 19; Shapiro–Wilks test: p = 0.29, N = 8; p = 0.38, N = 19; Levene’s test: p = 0.035, N = 8, 19).
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FIGURE 8
NO donors differently affect the crash temperature of whole heart and ICG preparations. (A) Plot of crash temperature for whole hearts perfused with normal saline compared to the same hearts perfused with saline and the NO donor PAPA NONOate (10– 5 M). PAPA NONOate did not alter crash temperature; paired t-test: p = 0.4, N = 10; Shapiro–Wilks test: saline: p = 0.69, N = 10; NONOate: p = 0.47, N = 10. (B) Comparison of crash temperature between isolated cardiac ganglia superfused with normal saline and ganglia superfused with saline and the NO donor SNAP (10– 5 M) within the same set of preparations. Preparations exposed to SNAP crashed at a lower temperature than controls; paired t-test, p = 0.032, N = 7; Shapiro–Wilks test: saline: p = 0.49, N = 7; SNAP: p = 0.53, N = 7. *Indicates p < 0.05, ns indicates not significant.
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FIGURE 9
Whole heart responses to a temperature ramp in LNA. Plot of (A) normalized contraction frequency and (B) normalized contraction amplitude measured in the whole heart as a function of temperature during LNA perfusion. Contraction frequency (A) increases until about 20°C, at which point it begins to decrease with increased temperature. Contraction amplitude (B) began to decrease at temperatures greater than 13°C. Red triangles represent the median response at each temperature step for panels (A,B).
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FIGURE 10
Contraction frequency in LNA correlates with crash temperature. (A) Comparison of crash temperatures between whole heart preparations perfused with saline vs. L-nitroarginine (LNA) for the same preparations. The unity line indicates the value at which crash temperature is identical in saline and LNA. Preparations in which LNA led to an increase in contraction frequency are shown as green triangles (Wilcoxon Sign-Rank test; p = 0.047, N = 7); those in which LNA did not change the contraction frequency are depicted as orange circles (Wilcoxon Sign-Rank test; p = 0.56, N = 6), and those in which LNA led to and a decrease in contraction frequency are shown as purple squares (Wilcoxon Sign-Rank test; p = 0.016, N = 9). Note that most of the preparations in which frequency decreased in LNA are above the line (increased crash temperature in LNA), while most of those in which frequency increased in LNA are below the line (decreased crash temperature in LNA). (B) Plot of whole heart crash temperature in LNA as a function of their percent change in contraction frequency. Spearman’s Rank Correlation test: ρ = 0.64, d = 3.74, p = 0.0013, N = 22. (C) The change in crash temperature (LNA crash temperature–saline crash temperature) did not change as a function of the initial contraction frequency, Spearman’s Rank Correlation test: ρ = –0.25, d = –1.14, p = 0.26, N = 22.
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FIGURE 11
Modulation of the cardiac neuromuscular system by SGRN increases crash temperature. (A) Comparison of crash temperatures between whole heart preparations perfused with saline (34°C, median) vs. 10– 8 M SGRN (38°C, median) in the same hearts. SGRN extended the temperature tolerance of these hearts (Wilcoxon test; p = 0.0005, N = 12). However, although SGRN generally excites cardiac activity, at this concentration, contraction frequency increased in only about half of the hearts, while it decreased in the other half, so that the average change in contraction frequency was not altered by SGRN [right y-axis; saline: 0.57 Hz, SGRN: 0.49 Hz (median frequencies); Wilcoxon test; p = 0.47, N = 12]. (B) Normalized whole heart contraction frequency as a function of temperature during SGRN perfusion. Note that contraction frequency increased until about 29°C, which is when preparations began to crash. (C) Normalized whole heart contraction amplitude as a function of temperature during SGRN perfusion. Contraction amplitude with increased temperature until ∼19°C, at which point, it decreased until crash. Red triangles represent the median response at each temperature step for panels (B,C). ***Indicates p < 0.001.


Although different NO donors were used in the whole heart and in the isolated CG, we do not believe that using different NO donors affected our results. For each molecule of PAPA NONOate, two molecules of NO are released (Hrabie et al., 1993; Keefer et al., 1996). Because SNAP only dissociates NO with a 1:1 ratio (Singh et al., 1996), our effective concentrations of NO were 2 × 10–5 M using PAPA NONOate and 1 × 10–5 M using SNAP. Because the PAPA NONOate application did not have an effect on the whole heart crash temperature, it is unlikely that SNAP would affect the crash temperature.



3.5. Blocking nitric oxide in the whole heart decreases crash temperature

Although the addition of NO to the isolated ganglion is sufficient to decrease the crash temperature of the isolated CG, we also wanted to test whether blocking NO synthesis in the cardiac muscles would increase the crash temperature of the whole heart preparation. To do this we perfused whole heart preparations with L-Nitroarginine (LNA) to block NO synthase activity.

As previously mentioned, NO typically decreases CG burst frequency and therefore heartbeat frequency. Blocking NOS should therefore result in an increase in heart rate. However, when LNA was perfused through the whole heart in a set of hearts that were not subjected to temperature ramps, we only observed such an increase in heart rate ∼50% of the time (increased heart rate: One-Sample Wilcoxon Sign-Rank test: p < 0.001, N = 18; decreased heart rate: One-Sample Wilcoxon Sign-Rank test: p < 0.001, N = 12; five preparations had a less than 5% deviation from control–too few to do statistics; data not shown). In a separate set of experiments, LNA was perfused through the whole heart while temperature was increased to crash point. Although LNA did change the baseline frequency in many of these preparations (see below), the patterns of change in both normalized contraction frequency (Figure 9A) and normalized contraction amplitude (Figure 9B) during temperature ramps were similar to the patterns recorded in response to temperature ramps during normal saline perfusion (Figures 3B, D). Specifically, contraction frequency initially increased as temperature was increased, then decreased until it reached crash point. Contraction amplitude was stable during the initial few temperature steps, then gradually decreased over the course of the temperature increase. As can be seen in Figure 9, there was some variability among preparations, but the median patterns were similar to those recorded in normal saline.

Similar to our previous findings, ∼30% of the hearts perfused with LNA showed an increase in heart rate, while the heart rate decreased or did not change in the remaining preparations. Interestingly, when LNA resulted in an increase in beat frequency, these hearts crashed at a higher temperature than they did during saline perfusion (Figures 10A, purple squares; Wilcoxon Sign-Rank test; p = 0.047, N = 7). Consistent with these results, we found that the opposite was true for the ∼40% of hearts from this experiment whose response to LNA was a decreased heart rate. These hearts crashed at a lower temperature compared to saline perfusion (Figure 10A, green triangles; Wilcoxon Sign-Rank test; p = 0.016, N = 9). Because these sample sizes are small, we bootstrapped each LNA response data set (increased frequency: p = 0.018; decreased frequency p = 0.045; Methods). The remaining 30% of hearts showed < 5% change in contraction frequency in response to LNA, and the crash temperature in LNA was not different from saline (Figure 10A, orange circles; Wilcoxon Sign-Rank test; p = 0.56, N = 6). Figure 10B plots the change in crash temperature as a function of change in heartbeat frequency in the presence of LNA compared to control saline (Spearman’s Rank Correlation test: ρ = 0.64, d = 3.74, p = 0.0013, N = 22). Thus, LNA was able to extend the temperature tolerance in hearts that increase in heartbeat frequency when NO synthase is blocked, but it limited the temperature tolerance in preparations in which blocking NO synthase decreased the heart rate.

Figure 10A indirectly suggests that the crash temperature in control (saline) may predict the cardiac response to LNA. The control (saline) crash temperatures of most hearts in which beat frequency decreased in LNA were equivalent to the control crash temperatures of hearts in which LNA elicited an increase in beat frequency (Figure 10A, green triangles vs. purple squares) (independent sample t-test, p = 0.061, N = 7, 9; Shapiro–Wilks test: decreased freq. in LNA: p = 0.2, N = 7, increased freq. in LNA: p = 0.5, N = 9; Levene’s test: p = 0.82, N = 7, 9). There was no correlation between saline (control) crash temperature and LNA crash temperature (Spearman’s Rank Correlation test: ρ = 0.53, d = 2.07, p = 0.062, N = 13). Furthermore, there is no correlation between the initial heartbeat frequency at ∼8°C and the change in crash temperature in response to LNA (Figure 10C; Spearman’s Rank Correlation test: ρ = −0.25, d = −1.14, p = 0.26, N = 22).

It is possible that the change in contraction frequency in response to LNA was due to the baseline contraction frequency (e.g., LNA decreased contraction frequency in preparations with a high initial frequency). However, there was no difference between the baseline contraction frequency in preparations in which LNA increased contraction frequency compared to preparations in which LNA decreased contraction frequency (Wilcoxon Mann–Whitney test: p = 0.41, N = 7, 9; data not shown).



3.6. Neuromodulation can bi-directionally affect functional temperature range of the nervous system

Our findings from Figure 10 indicate that there may exist a bi-directional effect on crash temperature such that modulation that increases heartbeat frequency also increases the crash temperature and modulation that decreases heartbeat frequency, decreases the crash temperature. To test this hypothesis, we applied two different feedforward neuromodulators to the whole heart preparation, one that is known to increase heartbeat frequency and one that decreases it.

To assess whether neuromodulators that increase heartbeat frequency could extend the temperature tolerance of the cardiac neuromuscular system, we perfused the FLRFamide-like neuropeptide SGRNFLRFamide (SGRN) through the whole heart while temperature was increased to crash. SGRN does in fact increase the temperature tolerance of the whole heart (Figure 11A; Wilcoxon Sign-Rank test; p = 0.0005, N = 12). However, the responses of lobster hearts to 10–8 M SGRN were highly variable (Figure 11A, purple triangles); in some hearts, 10–8 M SGRN increased contraction frequency, while in others, it decreased contraction frequency, as has been seen previously (Dickinson et al., 2015). Because of this, the mean frequency at baseline temperatures (8–10°C) did not change in these experiments (Figure 11A, purple triangles; Wilcoxon Sign-Rank test: p = 0.47, N = 12). This suggests that increased temperature resilience is not simply a function of change in contraction frequency but is instead a response to modulation that presumably increases neuron excitability. In this case, SGRN activates the modulator-activated, voltage-sensitive current IMI, which is an inward current whose conductance increases across the voltage range in which cardiac neurons oscillate (Swensen and Marder, 2000; Dickinson et al., 2015). The increased excitability in response to SGRN is reflected here in the changes observed in normalized contraction frequency (Figure 11B) and normalized contraction amplitude (Figure 11C) as a function of temperature. Whole hearts perfused with SGRN increased in contraction frequency as temperature was increased until ∼29°C, compared to an inflection point at about 18°C in saline (Figure 3B). Moreover, even though the median contraction frequency began to decrease at ∼30°C, the median contraction frequency did not drop below 100% until preparations were nearing their crash temperatures (≥32°C). SGRN also extended the temperature range over which the normalized whole heart contraction amplitude remained ≥100% (∼19°C, Figure 11B vs. ∼14°C, Figure 3D).

Similarly, in a separate set of experiments, we perfused the neuromodulator myosuppressin through the whole heart preparation. Figure 12A shows that the crash temperature was significantly decreased by the presence of myosuppressin compared to saline (control) (Wilcoxon Sign-Rank test: p = 0.027, N = 9). Myosuppressin is a modulator that leads to large decreases in heartbeat frequency, as seen here (Figure 12A, purple triangles; Wilcoxon Sign-Rank test: p = 0.004, N = 9), and thus generally decreases excitability. Interestingly, when the hearts were exposed to temperature ramps in the presence of myosuppressin, we did not observe a consistent decrease in median normalized contraction frequency until ∼25°C (Figure 12B), and even at that point, median contraction frequency never decreased below the initial frequency (Figure 12B, 100%). In fact, median frequency did not drop below 100% before the preparation crashed. Myosuppressin also typically increases the heartbeat contraction force (Stevens et al., 2009). This was also the case in our experiments when contraction amplitudes were compared at 11°C (mean ± SD 1.12 ± 0.46 g in saline vs. 1.6 ± 0.86 g in Myo; paired t-test: p = 0.034; Shapiro–Wilk test, p = 0.96 for saline and p = 0.21 for Myo; N = 9), but not at 9°C. In contrast to the patterns recorded in control saline and in other modulators, median normalized contraction amplitude increased with increased temperature until ∼16°C (Figure 12C). At that temperature, it began to decrease. However, the median contraction amplitude never dropped below 50% of the initial median amplitude before crashing in the presence of myosuppressin. While the mechanisms underlying these responses to myosuppressin are not understood, they lay the groundwork for future experiments.


[image: image]

FIGURE 12
Modulation of the cardiac neuromuscular system by myosuppressin decreases crash temperature. (A) Comparison of crash temperatures between preparations perfused with saline (29.4°C, median) vs. 10– 7 M myosuppressin (Myo; 22.1°C, median) in the same hearts. Myosuppressin decreased the temperature tolerance of these hearts (Wilcoxon Sign-Rank test: p = 0.027, N = 9). At the same time, contraction frequency (right y-axis) in all hearts decreased [saline: 0.32 Hz vs. myosuppressin: 0.08 Hz (median frequencies) Wilcoxon test; p = 0.004, N = 9]. (B) Normalized whole heart contraction frequency as a function of temperature during myosuppressin perfusion. Note that in myosuppressin, median contraction frequency initially increased, then decreased with increasing temperature, as is seen in other modulators, but the frequency never dropped below the initial frequency (100%) recorded at 8°C. (C) Normalized whole heart contraction amplitude as a function of temperature during myosuppressin perfusion. Contraction amplitude increased with increased temperature until ∼17°C, at which point it decreased, but always remained above 50% of the initial contraction amplitude. Red triangles represent the median response at each temperature step for panels (B,C). *Indicates p < 0.05; **Indicates p < 0.01.


Together, these experiments show that for at least two neuromodulators, when modulation increases neuron excitability, the crash temperature was increased, and when modulation decreased neuron excitability, we conversely observed a decreased crash temperature.



3.7. Initial contraction frequency is not a predictor of crash temperature

Previous studies have shown that the effects of a modulator may be state-dependent, with the magnitude of the effect dependent on the baseline frequency of the pattern (Nusbaum and Marder, 1989). Because of this, and because some of the data presented here suggest the possibility that the initial contraction frequency may predict or determine the crash temperature of that cardiac neuromuscular system, we examined the relationship between contraction frequency at baseline temperature (8–10°C) and the crash temperature of a group of whole hearts. There was no correlation between baseline frequency and crash temperature, as seen in Figure 13 (Spearman Rank Correlation test: ρ = 0.069, d = 0.54, p = 0.59; N = 63).
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FIGURE 13
Whole heart crash temperature is not a function of initial contraction frequency. Plot of 63 hearts showing the temperature at which each heart crashed as a function of the baseline contraction frequency of that heart. There is no correlation between the crash temperature in the absence of a modulator (control) compared to the baseline (8–10°C) contraction frequency of each heart (Spearman Rank Correlation test: ρ = 0.069, d = 0.54, p = 0.59; N = 63).





4. Discussion


4.1. Crash temperature changes with burst frequency

All neural circuits are subject to temperature fluctuation and must maintain function across that range. For some nervous systems, that range is homeostatically maintained within a few degrees and for others, that range maps onto temperature fluctuations in the environment, which can be quite large. The dynamics of changes to the whole heart function we observed in our study are similar to those seen previously in the same system (Camacho et al., 2006; Worden et al., 2006; Qadri et al., 2007). Worden et al. (2006) showed that stroke volume (contraction force) decreases with increased temperature and that the contraction frequency increased between 2°C to ∼16–18°C. Consequently, cardiac output did not change significantly between 2–20°C, though it began to decrease at 22°C. Here, we extended the upper range of temperatures tested to enable us to examine the resilience of hearts to increased temperature. As we predicted, based on earlier data from Worden et al. (2006), both contraction frequency and contraction force decreased at higher temperatures as we approached the crash temperature for each heart.

A number of studies have found that signaling molecules and feedback modulation play a role in maintaining circuit function even though the molecular kinetics of all cellular components are altered due to changes in temperature (Zhurov and Brezina, 2005; Hamilton et al., 2007; Biron et al., 2008; Tang et al., 2010; Thuma et al., 2013; Städele et al., 2015; Haddad and Marder, 2018; Takeishi et al., 2020; Städele and Stein, 2022). As such, we were particularly interested in examining the role of feedback in determining the crash temperature in this neuromuscular system. There are two feedback systems that are intrinsic to the lobster cardiac neuromuscular system. (1) Stretching of cardiac muscles during each contraction activates stretch-sensitive dendrites, resulting in a response that has generally been thought to be positive (i.e., increased stretch leads to increased contraction frequency). (2) The muscles contain NO synthase, which releases NO to negatively regulate the heartbeat (i.e., NO slows the frequency, which in turn results in a decrease in stroke volume; Mahadevan et al., 2004). These opposing feedback systems are thought to stabilize the heartbeat.

Because these feedback mechanisms appear to stabilize heart function, we anticipated that the whole heart would be more resilient to increases in temperature compared to the isolated CG, and thus the whole heart would exhibit a higher crash temperature than the isolated CG. However, as we show here, the crash temperature of the isolated CG is in fact significantly higher than that of the semi-intact heart. It is possible that creating the incision in the ventral side of the heart for the semi-intact heart (needed for extracellular recording of the CG, Methods) disrupts the stretch feedback pathway, resulting in minimal positive feedback. However, unpublished data suggest that opening the heart to record neuronal activity does not eliminate responses to stretch. Moreover, this experimental setup would not likely disrupt NO feedback.

Previous studies of temperature tolerance in the lobster heart postulated that the temperature dependence of heart rate arises largely from intrinsic properties of the CG neurons rather than from hormonal or cardio-regulatory neurons (Camacho et al., 2006; Worden et al., 2006). However, a more limited temperature range was used in those studies, and critical temperatures at which the neuromuscular system crashes were not evaluated. Nonetheless, our results are consistent with previous results (Worden et al., 2006), suggesting that there are temperature regulatory mechanisms intrinsic to the CG neurons, though it is likely that the temperature stability of the heart is also affected by cardioregulatory inputs in the intact animal (i.e., modulation). Because the lobster heart is neurogenic, the heartbeat frequency is determined directly by the cycle frequency of the CG. However, it is worth noting that the CG is in turn extensively modulated. Both hormones and cardioregulatory fibers regulate the heartbeat in the intact animal, along with the two aforementioned feedback systems. These feedback systems are left intact in the isolated heart, and hormones can be perfused to assess their impact on cardiac physiology. Thus, we removed all of the modulatory inputs by isolating the CG. Rather than decreasing the temperature tolerance of the CG as predicted, we observed that the isolated CG was more temperature resilient than the semi-intact heart and crashed at a higher temperature. Because these experiments were carried out in the same preparations, we could directly compare the responses from the same CG both in the heart and when isolated from it.



4.2. Role of NO in determining crash temperature

The differences in crash temperature of the whole heart vs. the isolated CG led us to ask what role feedback plays in controlling the temperature resilience of the CG. Because we observed lower crash temperatures in the semi-intact heart compared to the isolated nervous systems, it seemed plausible that the relevant difference between the two preparations was the removal of negative feedback processes present in the intact system. NO release presumably occurs continuously, as it is released in response to muscle activity, and the muscles are the only known localization of NO synthase (Mahadevan et al., 2004). Furthermore, because increasing temperature increases the reaction rates of biological processes, NO production likely increases as temperature increases in the semi-intact preparations. It should be noted that in the lobster cardiac nervous system, NO does not activate the cGMP pathway described in vertebrate muscular systems (Goy, 2005). Therefore, while our findings pertaining to the influence of NO on a nervous system’s temperature tolerance may not extrapolate to all NO pathways, it was interesting to find that at least two modulators that decrease neuron excitability also decreased the temperature tolerance of the nervous system.

We examined the role of NO in two ways: (1) applying NO to the isolated CGs and whole hearts using NO donors (PAPA NONOate and SNAP) and (2) blocking NO production in the whole heart using the nitric oxide synthase blocker L-nitroarginine (LNA). Because NO is released from the cardiac muscle in response to cardiac contractions, we would expect it to be present, at least at low levels, in most whole hearts. When we applied NO, using PAPA NONOate, to the whole heart we saw no change in crash temperatures compared to control (saline; Figure 8A). One possible explanation is a ceiling effect, in which concentrations of endogenously produced NO in most preparations were already sufficient such that additional NO did not affect the crash temperature. In contrast, NO was absent in the control saline applied to the isolated CGs (control condition); delivering exogenous NO, using SNAP, to these ganglia decreased the crash temperature in nearly all preparations. Although we applied different NO donors to the whole hearts than to the isolated ganglia, the major difference between these donors is the number of NO molecules released by each. Whereas PAPA NONOate releases two molecules of NO per donor molecule, SNAP donates only one molecule of NO. This means that NO concentrations would likely be higher in the whole hearts than in the isolated CGs.

In a second set of experiments, we blocked NO production in the whole hearts. Because adding NO suggested a ceiling effect of NO presence, we predicted that blocking NO would do two things: (1) increase contraction frequency by removing NO and (2) increase crash temperature if NO is sufficient to decrease crash temperature, as our SNAP data suggest. These were both observed in about half of the whole hearts in which we applied LNA. In those hearts in which LNA did indeed cause an increase in contraction frequency, as predicted based on Mahadevan et al. (2004), crash temperature also increased. Surprisingly, in about half of our hearts, LNA did not cause an increase, but actually resulted in a decreased contraction frequency. Although the mechanism that underlies such a decrease is not clear, it is striking that crash temperature in these preparations did not increase as expected, but instead decreased. These results suggest that positive regulators of excitability extend the temperature range of the heart, and that negative regulators of excitability limit the functional temperature range. This conclusion is corroborated by our experimental results in which exogenous modulators were perfused through the cardiac neuromuscular system.



4.3. Temperature robustness may be a function of neuron and circuit excitability

Ours is not the first study to assess whether neuromodulation alters the temperature resiliency of a nervous system (Zhurov and Brezina, 2005; Thuma et al., 2013; Städele et al., 2015; Haddad and Marder, 2018; Powell et al., 2021; Städele and Stein, 2022). Previous data show that activation of the modulator-activated, voltage-sensitive current (IMI) can extend the temperature range of two other CPGs, the gastric mill and pyloric pattern generators of the stomatogastric system in lobsters and crabs (Städele et al., 2015; Haddad and Marder, 2018; Städele and Stein, 2022). IMI voltage sensitivity is similar to that of the NMDA receptor, where membrane depolarization decreases the affinity for a Mg2+ ion to the channel pore (Golowasch and Marder, 1992). The IMI peak current has been observed between −50 and −10 mV depending on cell type and the modulator used to activate it (Golowasch and Marder, 1992; Swensen and Marder, 2000; DeLong et al., 2009; Rodriguez et al., 2013; Gray and Golowasch, 2016). Importantly, IMI currents increase at voltages more depolarized than resting potential, but well within the range of normal oscillations of these neurons, even in the absence of modulator. Because these currents have a negative conductance relationship between resting potential and approximately −10 mV, they can offset the increase in leak current associated with increased temperature (Städele et al., 2015). This may very well be of great importance in the CG, where all synaptic connections directly promote neuron activity (i.e., electrical synapses and excitatory chemical synapses). This is in slight contrast to the STG where intra-STG synapses are inhibitory, and neurons often rely on post-inhibitory rebound for rhythm maintenance. In the pyloric rhythm for instance, increases in leak currents are likely offset to some degree by increases in synaptic conductance (Tang et al., 2010), which may help mitigate some deleterious effects of temperature increase.

Our data indicate that the temperature resilience of a nervous system may have less to do with the specific regulatory pathway influencing it and instead may rely on a more general rule: modulators that upregulate neural excitability increase resiliency and those that decrease excitability, decrease resiliency. This conclusion is supported by our final set of experiments: applying the peptide modulator SGRN, which activates the inward current IMI, extended the temperature range tolerated by the whole heart, whereas myosuppressin, which decreases neuron excitability (Stevens et al., 2009), decreased the whole heart crash temperature. Although we did not directly assess changes in neuron excitability in response to SGRN, SGRN increases neuron/circuit output at lower concentrations (10–9 M; Dickinson et al., 2015) than those used here, which is indicative of increased excitability. While we did not exhaustively apply all regulatory peptides and hormones known to affect the cardiac neuromuscular system, many of the modulators that regulate the cardiac nervous system are thought to act on the same IMI conductance (including SGRN) (Swensen and Marder, 2000, 2001). To our knowledge, this is the first set of experiments to examine the relationship between modulators that decrease neuron excitability (NO and myosuppressin) and temperature.

At the present time, the cellular mechanisms that decrease temperature resilience are entirely unknown. There are, however, a few possibilities that seem plausible. Due to the relatively fast response in the heart and isolated ganglion to NO (minutes timescale; Mahadevan et al., 2004), it is likely acting to modify ion channel conductance via second messenger signaling (i.e., phosphorylation of channels). Given that NO slows the CG burst frequency but does not alter burst duration, this could include, but is not limited to, upregulating potassium conductances that limit the cycle frequency (e.g., A-type potassium or calcium activated potassium). Prolonged potassium permeability would limit the ability for driver potentials to drive bursting by either decreasing membrane resistance or hyperpolarizing the membrane or both. It could also be the case that there is a down regulation of conductances that tend to decrease time between bursting by leading to slow membrane depolarization [e.g., a persistent sodium current (INaP) or the non-selective cation current (ICAN)]. Although the chloride reversal potential in these neurons is unclear, evidence suggests that ECl may be in the voltage range of neuron activity. If this is the case, NO may be acting on a chloride conductance.



4.4. Crash temperature depends on ocean temperature

Even within the same experimental preparation (e.g., isolated CG), crash temperature varied between different experimental groups. For example, the mean crash temperature shown in Figure 6A for those isolated CGs was different than the mean crash temperature for the isolated CGs shown in Figure 8B. Previous work has documented that crash temperature fluctuates with seasonality and ocean temperatures (Marder and Rue, 2021). This is unsurprising as all animals used in these studies are wild caught and their physiology reflects aspects of environmental adaptations beyond our control. In this case, animals caught in colder seasons, when the sea water is colder, typically exhibit a lower crash temperature than animals caught during warmer seasons (Owens, 2014; Marder and Rue, 2021). This is supported by experiments in which animals were maintained for a long period of time at specific acclimation temperatures (Camacho et al., 2006; Tang et al., 2012; Kushinsky et al., 2019; Oellermann et al., 2020). Results of these experiments show that acclimation temperature correlates with crash temperature. This phenomenon indicates that there are likely trade-offs in cell physiology that are temperature dependent. For instance, if it is energetically more expensive to maintain neuronal function in warm water, these processes may arrest during long periods in cold water temperatures.

Data from this study and others (Camacho et al., 2006; Hamilton et al., 2007; Tang et al., 2010; Tang et al., 2012; Thuma et al., 2013; Städele et al., 2015; Kushinsky et al., 2019; Oellermann et al., 2020; Marder and Rue, 2021; Powell et al., 2021; Städele and Stein, 2022) indicate that there are processes endogenous to at least these poikilothermic animals that enable their nervous systems to maintain functional output across a range of temperatures, including those that these organisms are routinely exposed to. However, it would not be surprising to find that these findings generalize across nervous systems. Although this study highlights two such processes (NO and myosuppressin) that decrease temperature robustness of the neuromuscular organ, most of the modulatory processes in the lobster heart act as positive regulators of neural and muscular activity (i.e., other circulating peptides and hormones) (Cruz-Bermudez and Marder, 2007; Christie et al., 2010). Even though it is likely that NO production increases with temperature increase, for the same reasons, it is likely that the production of these modulatory peptides also increases. Furthermore, there may exist evolutionary tradeoffs between the proportion of modulators present in a nervous system that decrease neuron excitability and the temperature tolerance of that system.
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Rhythmic behaviors (e.g., walking, breathing, and chewing) are produced by central pattern generator (CPG) circuits. These circuits are highly dynamic due to a multitude of input they receive from hormones, sensory neurons, and modulatory projection neurons. Such inputs not only turn CPG circuits on and off, but they adjust their synaptic and cellular properties to select behaviorally relevant outputs that last from seconds to hours. Similar to the contributions of fully identified connectomes to establishing general principles of circuit function and flexibility, identified modulatory neurons have enabled key insights into neural circuit modulation. For instance, while bath-applying neuromodulators continues to be an important approach to studying neural circuit modulation, this approach does not always mimic the neural circuit response to neuronal release of the same modulator. There is additional complexity in the actions of neuronally-released modulators due to: (1) the prevalence of co-transmitters, (2) local- and long-distance feedback regulating the timing of (co-)release, and (3) differential regulation of co-transmitter release. Identifying the physiological stimuli (e.g., identified sensory neurons) that activate modulatory projection neurons has demonstrated multiple “modulatory codes” for selecting particular circuit outputs. In some cases, population coding occurs, and in others circuit output is determined by the firing pattern and rate of the modulatory projection neurons. The ability to perform electrophysiological recordings and manipulations of small populations of identified neurons at multiple levels of rhythmic motor systems remains an important approach for determining the cellular and synaptic mechanisms underlying the rapid adaptability of rhythmic neural circuits.

KEYWORDS
central pattern generator, neuropeptide, feedback, neuromodulation, neural circuit, modulatory projection neuron


1. Introduction

Rhythmic motor behaviors are generated by central nervous system (CNS) circuits called central pattern generators (CPGs) (Bucher et al., 2015). Although CPGs can produce rhythmic output without rhythmic input, modulatory input is often required to configure CPGs into an active state. Additionally, beyond simply turning on or off, CPGs are often “multifunctional,” in that they produce different outputs to adapt to changes in the internal and external environments (Briggman and Kristan, 2008; Benjamin, 2012; Daur et al., 2016; Marder et al., 2022). In some cases, the source of modulation is intrinsic to the CPG and a necessary component of motor output (Katz, 1998). However, many sources originate outside the CPG, including sensory inputs, hormones, and modulatory projection neurons (PNs), i.e., neurons which originate in higher order CNS regions and project to CPGs (Rosen et al., 1991; Briggman and Kristan, 2008; Nusbaum, 2008; Hsu and Bhandawat, 2016).

Small circuits, particularly those underlying rhythmic behaviors, with their identified neurons, have enabled many important insights into circuit function and plasticity (Calabrese et al., 2016; Cropper et al., 2018; Katz and Quinlan, 2019; Marder et al., 2022). Similar to the accessibility of identified circuit neurons, several invertebrate preparations also have relatively small populations of modulatory PNs which are accessible to electrophysiological approaches (Rosen et al., 1991; Heinrich, 2002; Mesce et al., 2008; Nusbaum, 2008). PN populations range from ∼20 pairs in crab and mollusk feeding systems to ∼200–500 pairs targeting the insect ventral nerve cord (Rosen et al., 1991; Coleman et al., 1992; Hsu and Bhandawat, 2016; Namiki et al., 2018). Comparable PN populations in vertebrates are typically larger, include heterogeneous types, and can be distributed across multiple nuclei (Garcia et al., 2011; Sharples et al., 2014; Ruder and Arber, 2019; Flaive et al., 2020). While technological advances are increasing the ability to control vertebrate neuron populations in vitro and in vivo, cellular-level experimental access to modulatory PNs and a fully described motor circuit connectome remains challenging in many vertebrate preparations (Kim et al., 2017; Leiras et al., 2022). Here, I will focus on lessons learned from several small, invertebrate motor systems, regarding the cellular mechanisms by which modulatory PNs alter CPG output, and how their activity is regulated. Much additional work on descending motor control, including fast activation of escape behaviors, and large-scale genetic approaches investigating insect descending neurons is beyond the scope of this article (Cande et al., 2018; Herberholz, 2022).



2. Modulatory projection neurons alter CPG output


2.1. Bath-application vs. neuronal-release

Early studies primarily using bath-applied neuromodulators, but also stimulation of identified modulatory PNs, demonstrated that there is considerable flexibility in the strength and pattern of neuronal activity, as well as in which CPG(s) the neurons are participating (Hooper and Marder, 1984; Kuhlman et al., 1985; Flamm and Harris-Warrick, 1986; Dickinson et al., 1990; Harris-Warrick and Marder, 1991; Ramirez and Pearson, 1991; Marder, 2012). Although bath-application continues to provide insights into circuit modulation, bath-applied modulator actions range from very similar to neuronally-released modulator, to only mimicking some effects, to having distinct, even opposite effects (Marder, 2012; Nusbaum et al., 2017). The small numbers and exceptional experimental access afforded by invertebrate modulatory neurons have revealed several explanations for distinctions between bath-applied and neuronally-released modulators. The crustacean stomatogastric nervous system (STNS), is particularly useful because the transmitters, intrinsic properties, and synaptic connections are identified for the ∼30 neurons comprising two feeding-related CPGs (pyloric, gastric mill) (Figure 1A; Marder and Bucher, 2007; Daur et al., 2016). Additionally, identified modulatory PNs are amenable to intra-somatic and intra-axonal recordings, and identification of their (co-)transmitter content allows for direct comparison of bath-applied vs. neuronally-released neuromodulators (Figure 1A; Nusbaum and Marder, 1989a; Coleman and Nusbaum, 1994; Stein, 2009; Kwiatkowski et al., 2013; Nusbaum et al., 2017).


[image: image]

FIGURE 1
Identified modulatory projection neurons reveal cooperative and divergent actions contributing to distinctions between bath-applied and neuronally-released modulator. (A) The crustacean stomatogastric nervous system (STNS) includes the pyloric (food filtering, ∼1 Hz) and gastric mill (food chewing, ∼0.1 Hz) CPGs within the stomatogastric ganglion (STG). Modulatory PNs originating in the oesophageal (OG), the paired commissural ganglia (CoGs), and the supraoesophageal ganglion (SOG) project to and modulate the CPGs. Intracellular recordings of modulatory PNs can be made at the soma in the SOG, CoG, or OG, and axon terminals near the entrance to the STG (electrode symbols). Most modulatory PNs contain small molecule and neuropeptide co-transmitters as listed in the upper table. a,bSome analogous modulatory neurons in different species (lobster, Homarus gammarus, H. americanus; crab, Cancer borealis) contain the same co-transmitters, and others contain different complements. All PNs listed occur as pairs, either as a single copy in each CoG (MCN1/5/7, CPN2), or in the same location (OG: MPN/GN; SOG: IVN/PS), however they are drawn as single neurons for clarity. (B) Ionotropic co-transmitter actions are necessary for full expression of metabotropic actions. In C. borealis, the modulatory PN MCN5 elicits a motor pattern that includes dual-network activity in the LPG neuron (shorter duration, faster pyloric-timed bursts alternating with slower gastric mill-timed bursts). Pyloric network activity is evident in LP and PD neuron activity, gastric mill network activity is represented by DG neuron activity. Neuron activity is schematized as extracellular recordings with each box representing a burst of action potentials. Bath application of the MCN5 neuropeptide Gly1-SIFamide mimics some but not all MCN5 actions. In particular, Gly1-SIFamide excites the pyloric LP neuron (+) whereas MCN5 inhibits LP (–). The increased LP activity during Gly1-SIFamide application inhibits the LPG neuron, preventing it from fully participating in the slower gastric mill network, note the extended duration LPG bursts alternating with DG that do not fully merge into a gastric mill-timed burst. MCN5 inhibits LP (gray) via its co-transmitter glutamate, which is essential for LPG to fully participate in the gastric mill network via Gly1-SIFamide effects (Blitz et al., 2019; Fahoum and Blitz, 2021). (C) Spatially divergent co-transmitter actions occur in modulatory PNs in the STNS. The MPN and PS neurons use their peptide transmitters (proctolin and crust-MS, respectively) on pyloric and gastric mill CPGs in the STG, but their small molecule transmitters (GABA and histamine, respectively) in the CoGs. It is not known whether there is differential trafficking or other explanations for these segregated co-transmitter actions (Nusbaum and Marder, 1989a; Blitz and Nusbaum, 1999; Kwiatkowski et al., 2013). Species used in the referenced studies are indicted in each panel. Neuron/transmitter identification in panel (A): (Nusbaum and Marder, 1989a; Coleman and Nusbaum, 1994; Norris et al., 1994, 1996; Blitz and Nusbaum, 1999; Blitz et al., 1999, 2019; Meyrand et al., 2000; Swensen et al., 2000; Thirumalai and Marder, 2002; Christie et al., 2004; Kwiatkowski et al., 2013; Fahoum and Blitz, 2021).




2.2. Co-transmission

Modulatory CPG inputs, including PNs, use metabotropic receptors and second messenger signaling to alter intrinsic and synaptic properties of circuit neurons to select different outputs (Katz and Calin-Jageman, 2009; Nadim and Bucher, 2014). However, they often also use rapid ionotropic transmission. Co-transmission is ubiquitous and a likely contributor to distinctions between modulatory neuron activation and bath-application. Co-transmitter complements include neuropeptide plus classical and/or amine small molecule transmitters, or multiple small molecule transmitters (Nusbaum et al., 2017; Nässel, 2018; Trudeau and El Mestikawy, 2018; Svensson et al., 2019; Eiden et al., 2022). One or more neuropeptides plus a small molecule transmitter is common in modulatory PNs targeting CPGs (Figure 1A; Schlegel et al., 2016; Nusbaum et al., 2017; Nässel, 2018).

Neuropeptide and small molecule co-neurotransmitter actions range from varying degrees of convergence, to complementary, to entirely divergent (Thirumalai and Marder, 2002; Nusbaum et al., 2017; Nässel, 2018; Florman and Alkema, 2022). In the crab STNS, a modulatory PN (MCN5) switches the CPG neuron LPG from pyloric-only network participation to dual-network (pyloric plus gastric mill) activity via its neuropeptide Gly1-SIFamide (Figure 1B; Fahoum and Blitz, 2021; Snyder and Blitz, 2022). However, bath applied Gly1-SIFamide excites the pyloric CPG neuron LP, which inhibits LPG and prevents it from fully expressing dual-network activity. This Gly1-SIFamide excitation of LP is opposite of MCN5 actions (Figure 1B; Fahoum and Blitz, 2021). MCN5-released Gly1-SIFamide can elicit the switch in LPG activity due to co-released glutamate inhibiting the LP neuron that would otherwise interfere with LPG switching into dual-network activity (Figure 1B). Thus, ionotropic classical transmitter actions are essential for metabotropic neuropeptide actions to be fully expressed. Conversely, in Aplysia feeding, ionotropic actions are enhanced by metabotropic receptor-mediated co-transmitter actions. The feeding motor pattern activated by the modulatory PN CBI-2 changes over time, due to CBI-2 modulation of its cholinergic synaptic transmission onto feeding motor neurons (Koh et al., 2003). The time-dependent effects on the motor pattern and enhanced fast cholinergic synaptic transmission are mimicked by either of the CBI-2 peptide co-transmitters (CP2, FCAP). However, the cooperative peptide effects are distinct, with CP2 and FCAP increasing quantal content versus size, respectively (Koh et al., 2003). Intracellular recordings from identified modulatory PNs such as MCN5 and CBI-2, with identified co-transmitters, revealed co-transmitter cooperativity necessary for motor pattern selection that would be missed in bath-application studies.

In some cases, neuropeptide and small molecule actions appear partially redundant. In the nematode Caenorhabditis elegans, serotonin or NLP-3 neuropeptide release from a modulatory PN is sufficient to activate egg-laying, however their combined actions elicit additional egg-laying. Further work is necessary to determine whether their actions converge onto the same targets (Brewer et al., 2019). Co-transmitters may converge onto the same cellular or even subcellular targets (Nadim and Bucher, 2014), however without cellular-level access to the full CPG circuit, similar network level actions may hide cellular divergence. In Aplysia feeding, three neuropeptides released from modulatory neuron CBI-12, each have the same circuit level effect, shortening the protraction phase of an ingestive motor pattern (Jing and Weiss, 2005; Zhang et al., 2018). However, the peptides act on different CPG neurons to mediate the same circuit effect (Zhang et al., 2018). Such redundancy may ensure a particular adjustment to circuit output even when some targets are unresponsive.



2.3. Spatial segregation of co-transmitter actions

Divergent co-transmitter actions may result from spatial segregation. In the crustacean STNS, modulatory PNs (MPN, PS) each use their peptide transmitter on CPG neurons within the stomatogastric ganglion (STG), but their small molecule transmitters act at distinct arbors, in different ganglia [commissural ganglia (CoGs)] (Figure 1C; Nusbaum and Marder, 1989b; Blitz and Nusbaum, 1999; Kwiatkowski et al., 2013). Spatially distinct actions could occur due to distinct trafficking of transmitter vesicles, differential receptor expression on postsynaptic targets, or differential sensitivity of transmitter release to neuronal activity (Kueh and Jellies, 2012; Nusbaum et al., 2017; Cropper et al., 2018; Cifuentes and Morales, 2021). Where determined, the low end of physiological firing frequencies is sufficient to release both peptide and small molecule transmitters (Cropper et al., 2018). On a finer scale, peptidases can constrain the actions of neuronally-released peptides, enabling distinct effects even when released into the same densely overlapping neuropil regions (Christie et al., 1997; Blitz et al., 1999; Nusbaum, 2002; Wood and Nusbaum, 2002; Nässel, 2009). Although neuromodulators are often considered to act via relatively non-specific “volume transmission,” it is becoming increasingly clear that there is also spatial constraint of neuromodulator actions (Disney and Higley, 2020; Liu et al., 2021; Nässel and Zandawala, 2022). Localization of reuptake and degradative machinery, and constrained release/receptor distributions beyond anatomically-defined synapses can limit the sphere of neuromodulator influence (Nusbaum, 2002; Disney and Higley, 2020; Liu et al., 2021; Eiden et al., 2022).



2.4. Local presynaptic feedback onto modulatory projection neurons

The ability to record from modulatory PN axon terminals revealed local presynaptic regulation of their transmission (Nusbaum, 1994). For example, rhythmic presynaptic inhibition from a circuit neuron onto modulatory PN terminals in the crab STNS and the subsequent waxing and waning of modulatory effects is essential to elicit a chewing pattern (Coleman et al., 1995). Further, the system is tuned such that this local feedback inhibition results in a more coordinated motor pattern when both PN copies are coactive compared to the same cumulative activity in a single PN copy (Colton et al., 2020). The presynaptic regulation occurs at terminals that are ∼1–2 cm distant from the soma (Figure 1A) and due to electrotonic decay, is not present in somatic recordings and does not alter PN activity initiating in the PN ganglion of origin (Nusbaum et al., 1992; Coleman and Nusbaum, 1994; Coleman et al., 1995). Local synaptic input includes chemical transmission between circuit neurons and PNs and between PNs, plus extensive electrical coupling between circuit neurons and PN terminals (Perrins and Weiss, 1998; Hurwitz et al., 2005; Stein et al., 2007; Marder et al., 2017; Blitz et al., 2019). Local feedback actions may generally alter transmission, or be more specific, including decreasing chemical but not electrical transmission (Coleman et al., 1995), or decreasing peptide but not small molecule transmitter release (DeLong et al., 2009). Rhythmic presynaptic regulation from CPG elements can also cause modulatory PN actions to occur via distinct mechanisms (e.g., electrical vs. chemical transmission) during different phases of motor output (Coleman et al., 1995; Hurwitz et al., 2005). Long-distance synaptic feedback also regulates PN transmission, however through changes in PN activity (see Section “3.3. Long-distance CPG feedback”). While much continues to be learned from bath-application studies, studies discussed above provide a note of caution, as even co-transmitter bath application may not mimic neuronal release due to the lack of spatial and temporal control that occurs with neuronally-released neuromodulators.




3. Regulation of modulatory projection neuron activity

Modulatory PNs serve as a link between sensory and/or higher-order inputs, and the motor circuits responsible for behavior. Thus, understanding how PN activity is controlled is important to understanding how sensory information and higher-order decisions are converted to appropriate behavioral responses.


3.1. State-dependence

In vitro and in vivo, single modality sensory input can be sufficient to initiate relevant behaviors via activation of identified modulatory PNs (Willard, 1981; Rosen et al., 1991; Horn et al., 1999; Jing and Weiss, 2005; Hedrich et al., 2011). However, PN activity is often regulated by multiple sources. In particular, inputs relaying behavioral state information can alter PN sensitivity to other inputs during ongoing behaviors, or result in different behavioral versions, on multiple time scales (Kristan and Shaw, 1997; Staudacher, 2001; Beenhakker et al., 2007; Barrière et al., 2008; White et al., 2017; Ache et al., 2019; Cook and Nusbaum, 2021). State-dependent PN activity may be a consequence of inputs specifically targeting PNs, such as courtship-promoting neurons converging with visual input onto the Drosophila P9 PN, to elicit courtship locomotor behavior (Bidaye et al., 2020). Behavioral state can also be conveyed to PNs through broadly-acting hormones (Willard, 1981; Mesce and Pierce-Shimomura, 2010; Flood et al., 2013). In the medicinal leech, circulating serotonin increases with hunger, coincident with a decreased threshold for swimming. Although serotonin does not activate swim-activating cell 204, it modulates its intrinsic properties, making it easier for other inputs to activate this neuron and elicit swimming (Angstadt and Friesen, 1993; Kristan et al., 2005). Even if the responsiveness of a modulatory PN does not change, the consequences of its activity may be state-dependent. The leech R3b1 PN elicits crawling or swimming, with the decision determined by the surrounding fluid level (Esch and Kristan, 2002). “Shallow water detector” sensory neurons appear to select motor output downstream from modulatory PNs, via actions on CPG neurons (Figure 2A). However, dopamine application biases the entire nervous system toward crawling and R3b1 only elicits crawling in this context (Figure 2A; Puhl et al., 2012), suggesting both PN- and CPG-level control of motor system state.
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FIGURE 2
Motor pattern selection by modulatory PNs is state-dependent, and can be encoded in the population of active PNs, or in PN activity. (A) The effects of PN R3b1 are determined by environmental and internal conditions. Left, in an in vitro or semi-intact leech preparation, the R3b1 neuron elicits either swimming or crawling in response to the same input. The swim and crawl CPGs consist of partially overlapping neurons (orange and blue boxes). Fluid depth around the animal determines which locomotor pattern is selected. The proposed mechanism is that “shallow water detector” neurons provide inhibitory input to the swim CPG and excitatory input to the crawl CPG (Esch et al., 2002). Right, in the presence of dopamine (yellow cloud), the entire nervous system is biased toward crawling, and R3b1 only elicits crawling (Puhl et al., 2012). (B) Distinct subpopulations of activated PNs select feeding patterns with different dynamics. When the modulatory PN CBI-2 alone is activated, repeated stimulation is necessary to elicit an ingestive feeding pattern which persists for ∼30 min. However, if CBI-2 and CBI-3 are co-activated, an ingestive feeding pattern is immediately selected, but it is a transient activation (Evans et al., 2021). (C) The same PN, aSP22, activates different CPGs and different behaviors based on a spike number code. In this “ramp-to-threshold” example, as an increasing number of action potentials crosses different thresholds, aSP22 progressively activates CPGs contributing to different aspects of courtship (McKellar et al., 2019). (D) In response to different stimuli, the modulatory PNs MCN1 and CPN2 elicit qualitatively different chewing patterns due to distinctions in their activity patterns and rates (Beenhakker and Nusbaum, 2004; Blitz et al., 2008; White and Nusbaum, 2011; Diehl et al., 2013). MCN1 and CPN2 activity is indicated as extracellular recordings, with each colored box representing a burst of action potentials (different firing rates are not represented in the schematics). The differences in their activity are due to different strengths of CPG feedback (CPG feedback terminal size (colored circles) is representative of relative CPG feedback strength) (Blitz, 2017). Additionally, proprioceptive sensory neurons regulate MCN1 and CPN2 activity in the “orange” state when CPG feedback is weak, but not in the “blue” state, when CPG feedback is stronger (Beenhakker et al., 2007; White et al., 2017). Species used in the referenced studies are indicated in the panels.




3.2. Long-lasting activity states

Inputs to modulatory PNs have rapid transient effects, via fast synaptic transmission, or trigger activity persisting beyond the stimulus duration, via slower metabotropic actions (Rosen et al., 1991; Beenhakker and Nusbaum, 2004; Kristan et al., 2005; Brodfuehrer et al., 2008; Benjamin, 2012). For long-lasting PN activation, a behavioral switch might require active termination of PN activity, such as a transient “stop” signal from a sensory pathway that triggers an incompatible behavior via other PNs (Esch and Kristan, 2002; Mesce and Pierce-Shimomura, 2010). Additionally, interactions between modulatory neurons, serving to either reinforce or suppress activity in other modulatory PNs, enables them to play important roles in maintaining or switching behavioral state. This includes inhibiting competing PNs to remove their drive of an alternative CPG, activating PNs which inhibit a competing CPG, or exciting complementary PNs (Blitz and Nusbaum, 1997, 1999; Crisp and Mesce, 2006; Wu et al., 2014; Pirger et al., 2021).

A persistent behavioral state can also occur without long-term PN activation, but instead due to the duration of PN modulatory actions. In Aplysia feeding, repeated CBI-2 stimulation progressively adapts CPG activity and improves behavioral output, due to second messenger accumulation in target CPG neurons (Cropper et al., 2017). As a result, the CPG is biased toward one output over another, which may stabilize the circuit when one behavior is more likely to be useful (Cropper et al., 2017). Different from this auto-regulation, in another mollusk, Lymnaea, the octopaminergic OC cells enhance CPG responses to other modulatory neurons for multiple motor pattern cycles (Benjamin, 2012). Thus, motor system state can be regulated directly at the PN level, or in circuit responsiveness to PNs, across multiple timescales.



3.3. Long-distance CPG feedback

Another source of regulation is synaptic feedback from CPG neurons to PNs, which results in PN firing being time-locked to circuit activity, including in vivo and in semi-intact preparations when PNs are activated by physiological stimuli (Gillette et al., 1978; Blitz and Nusbaum, 2008; Mesce et al., 2008; Hedrich et al., 2011; Blitz, 2017). A distinct case occurs in the stick insect Carausius morosus in which PN walking-timed activity is due to sensory feedback instead of CPG feedback (Stolz et al., 2019). Feedback to PNs contributes to inter-circuit coordination, duration of PN activity, and gating of other PN inputs (Wood et al., 2004; Antri et al., 2009; Kozlov et al., 2014). Additionally, feedback control of modulatory PN activity can be important for motor pattern selection (see Section “4.2. Activity code”).




4. Motor pattern selection


4.1. Population code

Although experimentally-induced activation of an individual PN can elicit a motor pattern, physiological stimuli often activate more than one PN type (Coleman and Nusbaum, 1994; Esch and Kristan, 2002; Beenhakker and Nusbaum, 2004; Benjamin, 2012; Follmann et al., 2018; Fahoum and Blitz, 2021). This raises the possibility that the “modulatory code” for selecting a motor output is one in which different stimuli activate distinct PN subsets, resulting in a combinatorial “population code.” Such a scenario occurs in several systems, and experimentally manipulating which PNs are active elicits switches between motor patterns (Kristan and Shaw, 1997; Combes et al., 1999; Kupfermann and Weiss, 2001; Hedrich et al., 2009; Guo et al., 2022). In Aplysia when the modulatory PN CBI-2 is active, repeated stimulations are necessary to elicit an ingestive pattern, which is persistent, but if CBI-2 and CBI-3 are both active, they immediately elicit an ingestive motor pattern without induction of a persistent state (Evans et al., 2021; Figure 2B). Thus, the population of modulatory neurons active can determine the pattern produced, and other aspects such as the dynamics of motor pattern selection.



4.2. Activity code

Quantitatively, modulatory PN firing rate can regulate motor output, although differences occur in network sensitivity (Kristan et al., 2005; Hedrich et al., 2011; Benjamin, 2012; Spencer and Blitz, 2016; Sakurai and Katz, 2019). Additionally, an “activity code,” i.e., PN pattern and/or rate can encode qualitatively distinct motor patterns and behaviors. In Drosophila courtship, the same descending PN (aSP22) uses cumulative spike count, to elicit different behaviors in a sequential fashion. In this “ramp-to-threshold” mechanism, different behavioral components of courtship are generated as the aSP22 spike count crosses a series of thresholds (Figure 2C; McKellar et al., 2019). In the crab STNS, mechanosensory neurons and neuroendocrine cells each trigger long-lasting activation of two modulatory PNs (MCN1, CPN2) (Beenhakker and Nusbaum, 2004; Blitz et al., 2008). However, differential, long-lasting, modulation of CPG feedback in these two states results in distinct MCN1/CPN2 activity patterns and rates which encode different chewing behaviors, and different sensitivity to sensory feedback (Figure 2D; Beenhakker et al., 2007; Blitz and Nusbaum, 2008, 2012; Diehl et al., 2013; Blitz, 2017; White et al., 2017). The ability to manipulate feedback synapses onto small populations of identified modulatory neurons was essential for these insights into how CPG feedback to PNs contributes to motor pattern selection. Collectively, these examples illustrate that the same PNs can use an activity code to select motor outputs, instead of a population code of different PN subsets, with both mechanisms possible even in the same system, albeit in distinct species (Beenhakker and Nusbaum, 2004; Blitz et al., 2008; Hedrich et al., 2009).




5. Conclusion

Cellular-level access to modulatory PNs at their somata and axon terminals, and their CPG neuron targets in several invertebrate preparations enabled insights into regulation of PN activity, strategies for selecting an appropriate motor pattern, and significant complexity in communication between modulatory PNs and their CPG targets. Invertebrate PNs and larger vertebrate populations similarly link sensory and higher-order processing with motor circuits, and many of the insights discussed have already, or likely will be found to extend to larger circuits (Dickinson, 2006; Sharples et al., 2014; Yang et al., 2020). Technological advances are enabling recording and manipulation of genetically identified populations in organisms with barriers to electrophysiological approaches (e.g., neuronal size, accessibility, population size). However invertebrate organisms remain important for determining how modulatory PNs regulate circuits at the cellular-level, via electrophysiological recordings and manipulations that remain difficult in larger systems. Given the rapidly developing techniques making investigation in larger systems more tractable, plus the application of genetic approaches to classic neurophysiologically-accessible model organisms (Kim et al., 2017; Northcutt et al., 2018, 2019; Devineni and Scaplen, 2022; Leiras et al., 2022), diverse models and approaches are expected to continue increasing our understanding of how motor circuits rapidly adapt to the everchanging conditions in and around us.
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Nitric oxide (NO) is one of the most ancient and versatile signal molecules across all domains of life. NO signaling might also play an essential role in the origin of animal organization. Yet, practically nothing is known about the distribution and functions of NO-dependent signaling pathways in representatives of early branching metazoans such as Ctenophora. Here, we explore the presence and organization of NO signaling components using Mnemiopsis and kin as essential reference species. We show that NO synthase (NOS) is present in at least eight ctenophore species, including Euplokamis and Coeloplana, representing the most basal ctenophore lineages. However, NOS could be secondarily lost in many other ctenophores, including Pleurobrachia and Beroe. In Mnemiopsis leidyi, NOS is present both in adult tissues and differentially expressed in later embryonic stages suggesting the involvement of NO in developmental mechanisms. Ctenophores also possess soluble guanylyl cyclases as potential NO receptors with weak but differential expression across tissues. Combined, these data indicate that the canonical NO-cGMP signaling pathways existed in the common ancestor of animals and could be involved in the control of morphogenesis, cilia activities, feeding and different behaviors.
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Introduction

A free radical gas, nitric oxide (NO), is an evolutionary old and versatile signal molecule with a widespread distribution across all domains of life (Feelisch and Martin, 1995; Moroz and Kohn, 2011; Shepherd et al., 2022). NO can be synthesized by numerous non-enzymatic pathways (Moroz and Kohn, 2011) and enzymatically as parts of the nitrogen cycle and by NO synthases (NOS). NOSs were identified both in prokaryotes and eukaryotes. All NOSs catalyze the oxidation of L-arginine by molecular oxygen with several co-factors required for electron transfer from NADPH via FMN in the reductase domain to heme-/biopterin binding sites of the N-terminal oxygenase domain (Stuehr and Haque, 2019). Prokaryotic NOSs are usually truncated, often without the reductase part, and might contain additional subdomains (e.g., globin-like). Animal NOSs always have Ca2+/calmodulin-binding domains that tightly control the electron transport and NO yield in response to environmental stimuli (Stuehr and Haque, 2019).

Eukaryotic type NOS was recently discovered in Salpingoeca infusionum, the representative of Choanoflagellata (Reyes-Rivera et al., 2022) – the sister group to Metazoa. In another choanoflagellate Choanoeca flexa, with prokaryotic-type NOS, NO application induced contractions of colonies, providing a shift from feeding to swimming behaviors. Such an effect can be mediated by soluble guanylate cyclase (sGC), as in animals (Reyes-Rivera et al., 2022). These data and the presence of NOS in other eukaryotes suggest that the common ancestor of all animals might possess NOS-sGC signaling pathways. However, little is known about the distribution and functions of NO-mediated (nitrergic) signaling in early branching metazoans (Colasanti et al., 2010).

There are five major animal clades: Bilateria, Cnidaria, Placozoa, Porifera (sponges), and Ctenophora (comb jellies). The last four groups represent the earliest branching animal lineages, separated from Bilaterians more than 550 million years ago. These non-bilaterians are remarkably different in their bodyplans and tissue organizations. As a result, they are crucial to reconstruct the evolution and overall architecture of animal signaling pathways, including NO-dependent transmission. Yet only several papers deal with NO biology in Cnidaria and Porifera; and one publication discusses NO synthesis in placozoans (Moroz et al., 2020).

Ca-dependent and heat-stress-induced NO synthesis was reported in two species of desmosponges, Axinella polypoides and Petrosia ficiformis (Giovine et al., 2001). NADPH diaphorase histochemistry [a marker for NOS (Bredt et al., 1991; Moroz, 2000a)] showed specific localization of NOS activity in a particular network of dendritic cells in the sponge parenchyma (Giovine et al., 2001), but with unknown functions.

NO, and NOS control metamorphosis and symbiotic relationships in the desmosponge Amphimedon (Ueda et al., 2016; Hewitt and Degnan, 2022). There is growing evidence that NO can modulate body contractions and coordinated behaviors in freshwater sponges Ephydatia muelleri (Elliott and Leys, 2010), Spongilla lacustris (Musser et al., 2021), and the marine sponge Tethya wilhelma (Ellwanger and Nickel, 2006).

Similarly to sponges, NO signaling was implemented in cnidarian-algal symbioses (Perez and Weis, 2006; Safavi-Hemami et al., 2010; Hawkins and Davy, 2013), coral bleaching (Bouchard and Yamasaki, 2008), and apoptosis (Hawkins et al., 2013). In the hydroid polyp Hydra, non-neuronal NO/NOS is associated with regeneration (Colasanti et al., 2009) and feeding (Colasanti et al., 1995). Specific nitrergic neurons have been identified in tentacles of the hydromedusa Aglantha digitale, where the NO/cGMP pathway modulates the rhythmic swimming associated with feeding (Moroz et al., 2004). Multiples isoforms of NOSs present in the majority of sequenced cnidarian genomes, with evidence of endogenous enzymatic NO synthesis in this lineage (Morrall et al., 2000; Moroz et al., 2004; Kass-Simon and Pierobon, 2007; Cristino et al., 2008; Anctil, 2009; Colasanti et al., 2010).

The overall logic of NO signaling in early animals is still elusive. Nevertheless, both in sponges and cnidarians, we might expect tightly coupled interplays of morphogenic and behavioral functions mediated by NO, inherently linked to the ancestral feeding modes and innate immunity (Moroz, 2000b,2001). Scattered comparative data point out that the volume transmission mediated by NO in nervous systems was a relatively later innovation in evolution, (Moroz et al., 2021). Unfortunately, no data are available about NOSs and NO signaling in ctenophores or comb-jellies with well-developed neuro-muscular organization across species (Norekian and Moroz, 2016, 2019a,b, 2020, 2021).

Ctenophora is one of the earliest branching lineages of metazoans with complex tissue and organ differentiations. All extant ctenophore species have well-developed neuronal and muscular systems, which might co-evolve independently (Moroz, 2015). The recently proposed most basal position of ctenophores (as the sister group to all other animals) is still highly debated (Whelan et al., 2015, 2017; Halanych et al., 2016; Telford et al., 2016; Laumer et al., 2019; Fernandez and Gabaldon, 2020; Kapli and Telford, 2020; Li et al., 2021; Redmond and McLysaght, 2021; Giacomelli et al., 2022). Nevertheless, the presence or absence of specific signaling pathways in the ctenophore lineage reshapes our general understanding of neuronal and animal evolution. NOS was not detected in the sequenced genome of Pleurobrachia bachei (Moroz et al., 2014), but we found a putative NOS in Mnemiopsis leidyi (Moroz and Kohn, 2016) by screening its sequenced genome (Moreland et al., 2020). Here, we further explore the presence and organization of NO signaling components using Mnemiopsis as essential reference species (Moreland et al., 2020).



Results and discussion


NOS phylogeny and derived NOS in ctenophores

Figure 1 shows the phyletic relationships among basal metazoan NOSs and several eukaryotic (e.g., Amoebozoa [Physarum], Fungi [Aspergillus and kin], and Ichthyosporea [Sphaeroforma arctica]) and prokaryotic outgroups. This tree confirms a highly derived nature of NOS in ctenophores, probably reflecting their accelerated evolution and a possible bottleneck in their paleontological history around the Permian extinction (Whelan et al., 2017). The tree also highlights several independent radiation events with duplication and triplication of NOSs in lineages leading to placozoans, cnidarians, and vertebrates [see also (Moroz et al., 2020)]. However, representative species from both Porifera and Ctenophora have only one NOS gene.


[image: image]

FIGURE 1
The phylogenetic tree of nitric oxide synthases (NOS) across different taxa, focusing on representative metazoan clades (ML analysis). Major taxons are highlighted: Ctenophora – aquamarine; Porifera – yellow; Placozoa – orange; Cnidaria – blue; Vertebrata/Bilateria – red; Choanoflagellata – bright green. The presence of PDZ domains is marked as purple stars near the species names. Bootstraps: red (90–100%) and orange (80–89%) dots.


In addition to the sequenced ctenophore genomes (Pleurobrachia bachei and Mnemiopsis leidyi), we analyzed transcriptomes from 37 ctenophore species (Whelan et al., 2017). NOSs were found only in eight ctenophores, including six representatives of Lobata: Mnemiopsis leidyi, undescribed species of Mnemiopsis sp., and their sister species Bolinopsis infundibulum [the family Bolinopsidae], the venus girdle, Cestum veneris [Cestidae], Ocyropsis crystallina [Ocyropsidae], Lobatolampea tetragona [Lobatolampeidae]. Most interesting, NOS was found in Euplokamis dunlapae [Euplokamididae] and the benthic ctenophore Coeloplana astericola [Platyctenida, Coeloplanidae] – representatives of the first and second earliest branching lineages within the phylum Ctenophora (Moroz et al., 2014). In contrast, Bolinopsis, Mnemiopsis, Cestum, Ocyropsis, Lobatolampea belong to separate branches within a highly derived (and possibly polyphyletic) clade of Lobata (Whelan et al., 2017).

NOS-type sequences were not identified in more than two dozen transcriptomes from adult tissues and different developmental stages from Pleurobrachia. Moreover, NOS was not found in the recently sequenced genome of a closely related species Hormiphora californica [Pleurobrachiidae] (Schultz et al., 2021). These data suggest that the majority of sequenced so far ctenophore lineages (including Cydippida and Beroida) lost NOS from their common ancestors. This apparently massive loss of NOS in many representatives of Ctenophora is quite unusual compared to other phyla. For example, NOS was lost in some nematodes such as C. elegans, but for most animal lineages, NOS genes are well-preserved, despite enormous ecological and morphological diversifications.



Domain organization of NOS in ctenophores

Figure 2 illustrates the domain organization of NOS across species. The Coeloplana, Bolinopsis, and Mnemiopsis NOSs revealed the canonical basal domain architecture of this class of enzymes (Figure 2). At the same time, sequences from other ctenophore species were represented mainly by the oxygenase domain and were incomplete genes, which the nature of transcriptome datasets can explain. Thus, we used M. leidyi NOS (ML074215a) as the reference sequence for these types of enzymes in ctenophores.
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FIGURE 2
Domain organization of NOSs across eukaryotic phyla. All NOS are presented on the same scale, including the sizes of all domains and proteins. NOS oxygenase domain (Pfam NO_Synthase PF02898); Flavodoxin_1 (Pfam PF00258); FAD_binding_1 domain (Pfam PF00667); NAD_binding_1 (Pfam PF00175). NOSs include representatives of 3 metazoan phyla and 3 non-metazoan lineages with their respective phylogenetic relationships and species names. The references for each particular gene and/or their sequences with relevant GeneBank accession numbers are summarized in the Supplementary Table 1.


At least three features distinguish ctenophore NOSs from many other species. First, both in Bolinopsis and its sister species Mnemiopsis, a critical for NOS function FAD domain is either highly derived or might need to be better recognized. Still, their NOSs perfectly preserved NAD-binding sites (Figure 2). With this architecture NOSs from Bolinopsis and Mnemiopsis are similar to eukaryotic NOSs from the choanoflagellate Salpingoeca infusionum, and some fungi such as Aspergillus (Ascomycota) and Dendrothele (Basidiomycota). Highly modified or derived FAD-binding domains in these species might affect complex or unusual electron transport mechanisms from NADPH to heme in NOS (Stuehr and Haque, 2019). Yet, such FAD-related ctenophore modifications are likely secondarily derived. The canonical FAD-binding region is well-conserved in the benthic ctenophore Coeloplana (Figure 2), which probably represents the ancestral condition for ctenophore NOSs.

Second, Mnemiopsis leidyi NOS lacks the PDZ domain, found in many NOSs from poriferans (desmosponges Halisarca, Spongilla, and Amphimedon, but not from the calcareous sponge Sycon ciliatum), Placozoa (Trichoplax), cnidarians (corals, sea anemones), and bilaterians/chordates (Figures 1, 2). PDZ domain is best studied in mammals and is responsible for anchoring neuronal NOSs in specific membrane compartments and protein complexes, facilitating more localized and spatial control of NO release and signaling in synapses (Brenman et al., 1996; Stricker et al., 1997; Jaffrey et al., 1998; Kim and Sheng, 2004; Feng and Zhang, 2009; Sheng et al., 2018; Murciano-Calles et al., 2020). Of note, PDZ NOSs were not found in non-metazoan eukaryotes and prokaryotes and can be viewed as animal innovation coupled with their morphological and signaling complexities.

Third, Mnemiopsis leidyi NOS is shorter or truncated than known cnidarian, poriferan, and placozoans NOSs. In this case, it is also superficially similar to non-metazoan NOSs. Yet ctenophore NOSs make a highly derived branch on the phylogenetic trees with different representations of species (Figures 1, 3), suggesting an accelerated evolution within this group. A similar situation is also observed for choanoflagellates. Most choanoflagellate species apparently lose their NOSs from their common ancestor. The eukaryotic type of NOS is only preserved in one species, Salpingoeca infusionum, which is clustered with fungal NOSs (Figure 3) and lack some evolutionarily conserved regions, such as FAD- and NAD-binding (Figure 2). Other four choanoflagellate species had prokaryotic-type NOS [see (Reyes-Rivera et al., 2022) and Figures 2, 3]; these NOS might be results of a horizontal gene transfer from cyanobacteria.
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FIGURE 3
Phylogenetic relationships of NOSs in ctenophores, sponges, non-metazoan eukaryotes, and prokaryotes. The references for each particular gene and/or their sequences with relevant GeneBank accession numbers are summarized in the Supplementary Table 1.


Mnemiopsis leidyi NOS (ML074215a) has a recognized Ca/Calmodulin-binding region coupling oxygenase and reductase domains as in all animal NOSs (Figure 4, see Supplementary material for alignment), suggesting calcium-calmodulin dependence. In mammals, transient activation of NOS by intracellular Ca2+ is controlled by the auto-inhibitory loop/inserts (Roman and Masters, 2006; Stuehr and Haque, 2019), without sequence similarities in neuronal and endothelial isoforms. In contrast, inducible Ca-independent NOS lacks this sequence motif (Figure 4A). Thus, activation of its expression is induced by bacterial liposaccharides as a component of the innate immune defense mechanisms. Interestingly, ctenophore NOSs also lack the autoinhibitory loops (Figure 4A), and their Ca-dependence, enzymology, and expression control must be experimentally characterized. Ca-dependences of NOS in sponges and cnidarians are also unknown. However, both poriferan and cnidarian NOSs show more remarkable overall sequence similarities with their bilaterian homologs.
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FIGURE 4
(A) The structure of auto-inhibitory loop and calmodulin-binding domains in NOSs. Amino acids (aa) are highlighted with different colors: red – polar negative charged aa; blue – polar positive charged aa; purple – cysteines; gray – hydrophobic aa; green – uncharged polar aa. (B) The predicted 3D structure of the NOS from Mnemiopsis leidyi with critical functional domains. Calmodulin (CaM) binding – brown, FMN – green, AIL – beige. The Supplementary Table 1 summarizes the references for each particular gene and/or their sequences with relevant GeneBank accession numbers.


Of note, we also found bacterial types of NOS in the Mnemiopsis microbiome (Mariita et al., 2021), suggesting both endogenous and exogenous sources of NO in ctenophores (e.g., from food or symbionts).



Soluble guanylyl cyclases as putative receptors of NO in ctenophores

As a free radical gas, NO can interact with most biological molecules, primarily targeting SH and tyrosine groups (Holguín-Peña et al., 2007). However, in animals including cnidarians, placozoans, and sponges, NO can specifically activate soluble guanylyl cyclases [sGC, members of the adenylate cyclase superfamily (Gancedo, 2013; Bassler et al., 2018)] by binding to its heme group, which leads to conformational changes and increase of cGMP synthesis (Krumenacker et al., 2004; Martin et al., 2005; Windsor and Thompson, 2008; Gunn et al., 2012; Montfort et al., 2017; Horst and Marletta, 2018; Horst et al., 2019; Kang et al., 2019). Three orthogroups of sGCs are present in humans.

The Mnemiopsis and Pleurobrachia genomes encode four and two sGCs, respectively (Figure 5 and Supplementary Figure 1). These enzymes have the canonical heme NO binding domain and associated cyclase domain. Moreover, we also identified sGCs in several other ctenophore species with and without detectable NOS (Supplementary Figure 1). For example, there are four sGCs in the lobate Ocyropsis with NOS as in Mnemiopsis. In contrast, we have a reduced representation of sGCs in Pleurobrachia and other Cydippida and Beroida. Thus, the absence of NOS from the genomes does not exclude a possibility of NO signaling due to its non-enzymatic productions by different mechanisms (Moroz and Kohn, 2011) or from exogenous sources (environment, food, microbiomes, etc.).
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FIGURE 5
Phylogenomic ML analyses of cyclases across representative metazoans with the focus on Mnemiopsis leidyi and kin. Major classes of cyclases are highlighted by purple (adenylate cyclases), blue (ANPRs), brown (containing NIT-like domain cyclases), and gray (soluble guanylate cyclases). Bootstrap values are shown as black dots (90–100%). Genes of M. leidyi placed in color frames: purple (for ACYs), blue (for ANPRs), orange (for one putative NIT-like containing domain gene), gray (for sGCYs). The references for each particular gene and/or their sequences with relevant GeneBank accession numbers are summarized in the Supplementary Table 1.


Recent research also indicates that sGCs can be co-present with NOS in choanoflagellates, controlling swimming behaviors of colonies (Reyes-Rivera et al., 2022) and implying pre-metazoan origins of these signaling pathways. From this apparently simple ancestral condition, sGCs show lineage-specific radiations for many phyla, including 3 sGCs in sponges and humans, seven sGCs in placozoans and cnidarians (Figure 5).

In addition, ctenophores encode two other classes of membrane-bound cyclase candidates, such as a derived atrial natriuretic peptide receptor [ANPR] type group, probably involved in peptide sensing, and an enigmatic group of cyclases with NIT domains (Figures 5, 6). Mnemiopsis has three orthologs of ANPR-like receptors with CYC/cGMP coupling.
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FIGURE 6
Organization of adenylate and guanylate cyclases in Mnemiopsis leidyi. Representative cyclases show notable structural differences: Adenylate cyclase anchor in the membrane with ten transmembrane regions and contain two intracellular catalytic CYCc domains; ANPR-like (atrial natriuretic peptide receptor-like) has the extracellular part (ANF-receptor) and two transmembrane domains, STYKc and CYCc domains are located in the intracellular space; soluble guanylate cyclase is located in the cytoplasm. All sequences were analyzed using SMART (Letunic and Bork, 2018; Letunic et al., 2021), NCBI Conserved Domain Search (Lu et al., 2020), and were built using AlphaFold2 (Jumper et al., 2021). The references for each particular gene and/or their sequences with relevant GeneBank accession numbers are summarized in the Supplementary Table 1.


Unique NIT (PF08376) domains (Oulavallickal et al., 2017), containing cyclases, were previously identified in Trichoplax (Moroz et al., 2020) as candidates for nitrite/nitrate sensors, similar to bacteria (Shu et al., 2003; Camargo et al., 2007). Mnemiopsis has one sequence (ML02033a) associated with the same cluster (Figure 5) but with a highly derived NIT-like region and unknown function.

Finally, Mnemiopsis has two adenylate cyclases (ML04963a, ML20918a) involved in the evolutionarily conserved cAMP signaling (Figures 5, 6). Surprisingly, the genome screening indicates that cnidarians and sponges possess more adenylate cyclases (5-14) than ctenophores (Figure 5).



Expression NOS and putative functions of NO in ctenophores

Two groups of datasets provide initial estimates of the distribution of NOS and sGC expressions in Mnemiopsis leidyi (Figures 7–9): single cells data (scRNA-seq) from adult animals and transcriptomes (RNA-seq) of different embryonic and developmental stages (Levin et al., 2016).
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FIGURE 7
(A) The UMAP clustering for 6,144 cells of Mnemiopsis leidyi (Sebé-Pedrós et al., 2018) with 24 clusters. (B) The PAGA analysis placed clusters with connections based on their differential expressed genes. We found comb associated cluster (#15) using innexin, and flagellar dynein marker accordingly (Sebé-Pedrós et al., 2018). Photocyte’s cluster (#21) can be recognized using such markers as photoprotein and potassium channel. The tentacle cluster #17 is placed separately; it contains both marker genes (secretory peptides, tropomyosin, potassium and sodium channels (Sebé-Pedrós et al., 2018)) and putative NOS expressing cells. (C) Dotplots highlights cluster-specific genes (Sebé-Pedrós et al., 2018; Burkhardt and Jékely, 2021).
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FIGURE 8
The molecular architecture and distribution of nitric oxide synthase (NOS) in Mnemiopsis leidyi. (A) The UMAP clustering for NOS shows a relatively diffuse distribution across several cell types with low expression levels. (B) PAGA analysis for NOS highlights its expression in cluster #17, which might belong to tentacles, according to the marker genes (Sebé-Pedrós et al., 2018). (C) RNA-seq profiling of NOS expression in development based on Levin et al. (2016), Moreland et al. (2020). NOS expression is detected after 7th hour of post-fertilization and is associated with the morphogenesis of major ctenophore organs.
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FIGURE 9
The diversity and expression of cyclase genes in Mnemiopsis leidyi based on scRNA-seq profiling (Sebé-Pedrós et al., 2018) (see text for details). (A) Dotplot analysis indicates that all cyclases are expressed in cluster #17 (tentacles) except one soluble guanylate cyclase (ML282525a). sGCY (ML37364a) has low expression levels in all cell clusters from an adult animal. However, the majority of sGCYs are expressed in developmental stages (B). RNA-seq profiling of expression in development is based on Levin et al. (2016), Moreland et al. (2020). Post-fertilization hours are indicated as color dots on the right.


According to the scRNA-seq datasets from 5,461 cells filtered as in Sebé-Pedrós et al. (2018), NOS was a relatively low-expressed gene, present in individual cells more or less randomly distributed in 15 clusters (out 41), including candidate clusters for some secretory cells (recognized with neuropeptide markers identified for this species). We did not detect NOS expression in combs and photocytes.

Next, considering the low abundance of NOS-containing cells and low level of expression, we performed a similar analysis without any filtration with attempts to capture rare cell types. This analysis with 6,144 cells detects a very low level of NOS expression in 15 out of 24 clusters (Figure 7), including a few cells with NOS in tentacle-associated cells/tissues, as also shown with partition-based graph abstraction (PAGA) analysis (Wolf et al., 2019).

Among all identified cyclases, adenylate cyclases and ANP-like receptors with guanylyl cyclases are the most abundantly expressed (Figure 9). Their expression is detected in most cell types, including tentacles and putative neurons. Nevertheless, sGCs are also very weakly expressed, similar to NOS. In summary, a small number of sequenced cells and an extremely low level of detected NOS/sGC expression prevent making definite conclusions about cell type specificity that might employ this signaling pathway. In future studies, this ambitious task would require multi-color in situ hybridization and immunohistochemistry experiments. A limited number of ctenophore cell-specific molecular markers also prevent more detailed annotation of these scRNA-seq data.

RNA-seq data from development contain significantly deeper sequencing than single-cell datasets. During development, NOS (ML074215a) expression became noticeable starting with the 7th hour of post-fertilization (pft), and further increased at the 10th and 11th hours, and later decreased. Here, NOS expression was associated with the specification of tissues and formation of ctenophore-specific organs such as combs, the aboral organ, and components of the digestive systems [e.g., (Simmons et al., 2012; Fischer et al., 2014; Reitzel et al., 2016)]. Expression of sGC was also weak in development and partially corresponded to the same or later stages of development compared to NOS expression (Supplementary Figure 2).

We used fixative-resistance NADPH-diaphorase (NADPH-d) histochemistry as a reporter of NOS activity (Bredt et al., 1991; Moroz, 2000a) across phyla, from cnidarians to vertebrates (Bredt et al., 1991; Kurenni et al., 1995; Moroz et al., 2000, 2004; Giovine et al., 2001; Bishop et al., 2008; Moroz and Kohn, 2011). Mnemiopsis has extremely fragile tissues, often disintegrated during conventional fixation, highly limiting in situ hybridization experiments, requiring multiple steps. However, we managed to perform simpler NADPH-d protocols using larger (2–5 cm) adult animals (n = 6). The NADPH-d reactivity (putative NOS activity) is broadly distributed across tissues in Mnemiopsis (Figure 10), including cells in the aboral organ, polar fields, base of combs, auricles, and meridional canals regions, as well as putative sensory papillae around the body surface, and in components of the digestive system.
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FIGURE 10
NADPH-diaphorase histochemistry in Mnemiopsis leidyi. (A) The distribution of putative NOS activity in Mnemiopsis. This schematics illustrate the regions with putative NOS, but not reflect quantitative estimates of tentative enzymatic activities. (B,C) Whole mount preparation with NADPH-d reactivity in the aboral organ (AO), the polar fields (pf), in comb plate areas (c), and papillae (pl). (D–G) Illustrated examples of NADPH-d reactivity across different structures, including the pharynx (px) and the meridional canal (mc) near the auricules (a feeding structure).


Furthermore, low expression levels do not imply the lack of functional role of NO-cGMP signaling because this pathway includes significant amplification cascades. Thus, we performed pilot pharmacological experiments to test the effects of NO on free-behaving animals (Figure 11).
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FIGURE 11
Nitric oxide suppresses swimming in Bolinopsis. (A) The photo of two B. influndibulum in an experimental Petri dish. (B,C) Velocity plots (color gradient at right) following the application of 2 μM of DEANO (NO donor). Illustrative tests on a single and two animals in the dish show a decrease of the speed of locomotion and travel distance following NO application. (D) Dynamic swimming shows oscillations in the velocity and gradual decay of locomotory speed in the presence of DEANO. (E) Velocity ranged from 0 to 3 in the control group, and these values gradually reduced to a nearly complete arrest of swimming in the experimental group of eight animals.


Specifically, we used Bolinopsis as a model for these initial tests. Applications of the NO donor DEA/NO 2–20 μM (n = 8 for each concentration) resulted in the suppression of locomotion within the first 10–20 min, including reduction of long-term oscillations of swimming patterns, and eventually the suppression of swimming usually within 60–90 min (n = 8). Higher concentrations of the NO donor (20–200 μM) were apparently toxic, leading to a rapid arrest of locomotion and dissociation of animals (n = 8). Of note, applying the same concentrations to Pleurobrachia and Beroe did not result in such immediate toxic effects.




Discussion: Conclusions and future directions

This manuscript outlines the first survey of NOS distribution and functions in ctenophores. The presence of NOS and intracellular NO receptors such as sGC in ctenophores are supported by molecular evidence. However, both comparative and, especially, functional aspects of NO-mediated signaling remain to be determined, and numerous components of NO/cGMP-mediated signaling can be a particular ctenophore lineage-specific. Conclusions are summarized below.

(1) NOS is present in ctenophores with the events of secondary gene loss across several species, primarily in cydippids, for yet unknown reasons.

(2) 2–4 sGCs are also present in ctenophores, with taxonomically broader distribution than NOSs, including their presence in species without NOS. These observations suggest the occurrence of other NO synthetic pathways [enzymatic and non-enzymatic (Moroz et al., 1998; Moroz and Kohn, 2011) and environmental sources of NO (e.g., from microbiota and symbiotic organisms)]. Of note, sGC can also sense CO and potentially other molecules (Feelisch and Martin, 1995; Moroz and Kohn, 2011; Stuehr and Haque, 2019; Shepherd et al., 2022).

(3) In Mnemiopsis, NOS and sGCs are expressed at later stages during embryogenesis, and this pathway might be associated with tissue and organ specification in ctenophore development.

(4) Although NO/sGC showed a relatively low expression level in adults, NO might be involved in both localized and systemic control of locomotion with cilia as one of the potential targets of this signaling (to be experimentally validated).

We would like to stress the importance of studying the non-neuronal and systemic functions of NO in ctenophores. NADPH-d did not reveal labeling of defined neuronal populations in mesoglea or subepithelial neural nets or particular comb areas where neurons were identified in previous studies (Moroz, 2015; Norekian and Moroz, 2016, 2019a,b, 2020, 2021). Although cells at the base of combs or ciliated plates in the auricles were NADPH-d positive, they are unlikely neurons. Similarly, the labelings in the aboral organ (with the gravity sensor) and two other putative sensory structures (polar fields as well as papillae) do not convincingly occur in neurons.

These observations are consistent with our pilot findings about relatively small instant effects of NO on behaviors in two lobate ctenophores. In addition to Bolinopsis, we performed similar pilot pharmacological tests on Mnemiopsis using the same NO donor (DEA NO, 21 animals). Lower concentrations of NO donors (<1 μM, n = 7) had no noticeable effects; higher concentrations (>10–70 μM) moderately suppressed the ciliated locomotion and modulate muscle contractions.

Clearly, more systematic studies have to be performed using different NOS donors, inhibitors, and drugs affecting cGMP signaling using cilia, muscles, and secretory cells as effectors, to name a few. However, those observed and relatively “weak” effects of NO within short intervals of pharmacological testing (∼30–60 min), together with the widespread distribution of putative NOS across multiple non-neuronal cells and tissues, suggest that NO-signaling in ctenophores might have been associated with more systemic functions. For example, assuming that NADPH-d reactivity in Mnemiopsis correlates with NOS activity [as in many other preparations (Bredt et al., 1991; Kurenni et al., 1995; Moroz et al., 2000, 2004; Giovine et al., 2001; Bishop et al., 2008; Moroz and Kohn, 2011)] with such broad distribution across cells and tissues, we anticipate potential roles of ctenophore NO-mediated signaling in development, differentiation, morphogenic processes, (neuro)plasticity, immunity, etc. – similar to a plethora of diverse NO functions described in bilaterians, including the vertebrate lineage.

In summary, the studies of NO signaling in ctenophores are in their infancy. Importantly to the field, we know little about NO synthesis, regulation, compartmentalization, and evolution within the group. As critical first steps and future directions, understanding the enzymology of NOS is needed due to its unusual structure. It would be essential to determine the Ca-dependence of ctenophore NOSs, control their expression, and characterize the pharmacology of NOS inhibition, providing tools for future research. Equally important would be the characterization of NOS expression both in development and in adults using in situ hybridization and immunohistochemistry, in addition to current observations with NADPH-d histochemistry. Finally, comparative physiological analyses of NO signaling in regulating reproduction, development, feeding, immunity, and complex behavioral integration are desirable.



Materials and methods

We performed database searches for nitric oxide synthases (NOS) and soluble guanylyl cyclases (sGC) both in animals and non-metazoan organisms. All used NOS and sGC sequences and their sources are presented in Supplementary Table 1.

Protein domains were detected using Pfam (Mistry et al., 2021), UniProt (UniProt Consortium, 2010), SMART (Letunic and Bork, 2018; Letunic et al., 2021), and NCBI Conserved Domain Search (Lu et al., 2020). The reconstruction of 3D structures was based on PDB models using Phyre2 (Kelley et al., 2015), SWISS-MODEL (Waterhouse et al., 2018), and AlphaFold2 (Jumper et al., 2021). Three-dimensional structures were analyzed in PyMol (The PyMol Molecular Graphic System, Version 1.8.6.0 Schrodinger, LLC)1,2.

NOS and sGC sequences were aligned with MAFFT v764 88, using the L-INS-i alignment algorithm with 1,000 iterations (Katoh et al., 2005). Phylogenomic ML analyses were performed by IQ-TREE ML ultrafast-bootstrap calculation (Trifinopoulos et al., 2016). The RAxML analyses of NOSs were made by a best-fit LG + F + I + G4 model, and for cyclases, we used a best-fit WAG + F + G4 model. Testing tree branches was done by SH-like aLRT with 1,000 replicates.

We screened publicly available transcriptomic (RNA-seq) datasets of 26 different development stages of Mnemiopsis (Levin et al., 2016) for NOS and sGC expression patterns. The original data were presented as TPM (log2(transcript per million (TPM)/100 + 1) and visualized using Pandas, matplotlib libraries in Python.

For analyses of cell-specific expression patters we used reference scRNA-seq data from adult Mnemiopsis (Sebé-Pedrós et al., 2018). Specifically, we visually inspected the distribution of genes, UMIs, and % mitochondrial genes across cells choosing a AnnData-file format with a final count matrix of 6,144 cells. We also fileted datasets and tested other criteria for removing cells, but we found that more stringent cutoffs yielded significantly different clustering results and eliminated low-expressed genes from the final visualization (including NOS and sGC-like genes). Standard guidelines for preprocessing, performing principal components analysis, normalization, and clustering were based on Satija et al. (2015).

We ranked differentially expressed genes in each cluster by Wilcoxon rank-sum (Mann–Whitney-U) test and t-test (Soneson and Robinson, 2018). As an alternative, we ranked genes using logistic regression (Ntranos et al., 2019). Initial annotation of clusters was based on previously suggested gene markers (Sebé-Pedrós et al., 2018). For visualization of gene expression and other variables, we used dotplots with a dendrogram implemented in Matplotlib, UMAP, and PAGA plottings.

Partition-based graph abstraction (PAGA) connectivity graphs were implemented in ScanPy, Python (Wolf et al., 2019) for mapping the expression for individual genes using Leiden algorithm as a base. Specifically, we employed PAGA to calculate connectivity between merged clusters, retaining all connections. For visualization purposes, we labeled strong edges thicker than others with the threshold 0.03. Finally, we placed the graph nodes on the median UMAP coordinates of the cells in the cluster to preserve the structure of the UMAP embedding and allow direct comparison between the PAGA graph and UMAP plots. To investigate expression changes along different paths in PAGA networks, we calculated diffusion maps and diffusion pseudotime as a proxy of the differentiation distance between all cells.

We used protocols described elsewhere in detail (Kurenni et al., 1995; Moroz, 2000a) for the visualization of NADPH-diaphorase histochemistry known as a marker for NOS activity (Bredt et al., 1991; Moroz, 2000a). Before staining, adult animals (2–5 cm) were fixed in 4% paraformaldehyde in seawater for 45–75 min at room temperature. The staining was also performed at room temperature, in the dark, for 2–5 h in the following solution: β-NADPH sodium salt (1 mM), and Nitro Blue Tetrazolium (0.5 mM) in 0.1 M Tris buffer (pH = 8.0). All reagents were from Sigma). Postfixation, embedding, and visualization were the same as described elsewhere (Moroz, 2000a; Giovine et al., 2001). Considering the highly fragile nature of ctenophore preparations, often dissociated during fixation, we processed different tissue segments separately, using care for all transfers of preparations. The data were obtained from NADPH-d labeling using six animals. The experiments were performed in the spring and summer of 2019–2021.

For behavioral assays, we used freshly collected Bolinopsis infundibulum. We used DEA NONOate (Diethylamine NONOate, Abcam, CAS Number 372965-00-9) as a nitric oxide donor. The time series for control behaviors and experimental tests were 30–60 min. We used Fiji/ImageJ and plugins (WRMTRCK, MTrack2) to track and calculate velocities, distances, and tracks. Post-analyses and visualization were done in Python environment (NumPy, Pandas, Matplotlib, SciPy).
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SUPPLEMENTARY FIGURE 1
Diversification of soluble guanylyl cyclases (sGC) Ctenophora. The catalytic domain (∼190aa) of the soluble guanylate, adenylate, and membrane-type receptor (MR) guanylyl cyclase proteins was used to reconstruct the maximum-likelihood (ML) based phylogenetic tree. Ctenophore soluble cyclases are clustered within three major clades —1/2, 3/4, and NIT-like. Both Mnemiopsis leidyi (Ml) and Ocyropsis crystallina (Oc) encode five copies of GC proteins, Pleurobrachia bachei (Pb) encodes three orthologs comprising one gene product under each cluster. Pleurobrachia soluble NIT-like cyclase gene encodes two copies of the catalytic domain shown as a and b. Mnemiopsis and Pleurobrachia genes are shown in bold font in dark and light blue color. Based on the ML tree membrane receptor type (ANP-like receptor), guanylyl cyclase can be classified under three groups. Both Pleurobrachia bachei (Pb) and Mnemiopsis leidyi (Ml) encode one gene under these three groups. Similarly, both Pb and Ml encode two genes of the adenylate cyclase family. However, both these species encode two copies of the catalytic domains labeled as a and b. Proteins under each group against all other ctenophore species were retrieved from the transcriptome datasets (Whelan et al., 2015, 2017). The catalytic domain used to build the tree is given in the Supplementary Table 1. Species names are shown in the figure as well as provided in the Supplementary material.

SUPPLEMENTARY FIGURE 2
Identifying cluster specific genes associated with NO-cGMP signaling in Mnemiopsis leidyi based on scRNA-seq data (Sebé-Pedrós et al., 2018) with filtration > 100 genes per cell. This filtration cutoff resulted produced 41 clusters (filtration n = 100, 5,461 cells). Without filtration, we produced 24 clusters with 6,144 cells (the main text and figures), and recognized digestive, epithelial, muscle, neuroid-type cells. However, here with the threshold N = 100, we lost cells with such low-expressed genes as NOS in tentacles and many cells expressing cyclase genes (see main text).

SUPPLEMENTARY FIGURE 3
RNA-seq expression profiling of NOS and different cyclases in Mnemiopsis development the calculated values are based on Levin et al. (2016), Moreland et al. (2020). Post-fertilization hours are indicated as color dots on the right.

SUPPLEMENTARY TABLE 1
Sequences of NOS and cyclases used for tree constructions and analyses.

SUPPLEMENTARY TABLE 2
Sequences of different cyclases identified in comparative ctenophore RNA-seq datasets.

SUPPLEMENTARY MATERIAL 1
Alignment of NOSs identified in ctenophores from RNA-seq datasets. All structural domains are marked.

SUPPLEMENTARY MATERIAL 2
Alignment of NOSs identified in ctenophores from RNA-seq datasets. All structural domains are marked.


Footnotes

1     https://www.schrodinger.com/products/pymol

2     https://pymol.org/2/
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Placozoans are the simplest known free-living animals without recognized neurons and muscles but a complex behavioral repertoire. However, mechanisms and cellular bases of behavioral coordination are unknown. Here, using Trichoplax adhaerens as a model, we described 0.02–0.002 Hz oscillations in locomotory and feeding patterns as evidence of complex multicellular integration; and showed their dependence on the endogenous secretion of signal molecules. Evolutionary conserved low-molecular-weight transmitters (glutamate, aspartate, glycine, GABA, and ATP) acted as coordinators of distinct locomotory and feeding patterns. Specifically, L-glutamate induced and partially mimicked endogenous feeding cycles, whereas glycine and GABA suppressed feeding. ATP-modified feeding is complex, first causing feeding-like cycles and then suppressing feeding. Trichoplax locomotion was modulated by glycine, GABA, and, surprisingly, by animals’ own mucus trails. Mucus triples locomotory speed compared to clean substrates. Glycine and GABA increased the frequency of turns. The effects of the amino acids are likely mediated by numerous receptors (R), including those from ionotropic GluRs, metabotropic GluRs, and GABA-BR families. Eighty-five of these receptors are encoded in the Trichoplax genome, more than in any other animal sequenced. Phylogenetic reconstructions illuminate massive lineage-specific expansions of amino acid receptors in Placozoa, Cnidaria, and Porifera and parallel evolution of nutritional sensing. Furthermore, we view the integration of feeding behaviors in nerveless animals by amino acids as ancestral exaptations that pave the way for co-options of glutamate, glycine, GABA, and ATP as classical neurotransmitters in eumetazoans.
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Introduction

The nervous systems’ origins are among the major evolutionary transitions in the history of life. During such transitions, the canonical, synaptically-wired nervous systems could be preceded by the so-called “volume transmission type integrative systems,” composed of heterogeneous populations of secretory cells releasing signal molecules (Moroz, 2009, 2021). Volume transmission might lack speed and spatial localization of synaptic transmission, but in the Proterozoic world, without macroscopic predators, it could be sufficient for coordinating behaviors in early animals. The overall hypothesis is that signaling molecules, initially acquired for volume transmission systems, later in evolution were co-opted as neurotransmitters and hormones (Moroz et al., 2021b). What are these signaling molecules, and how do they control behaviors in simplest animals?

Sponges (Porifera) and placozoans (Placozoa) are the two extant early-branching animal lineages, primarily lacking neurons, chemical, and electrical synapses but capable of complex and coordinated behaviors with about a dozen of cell types (Smith et al., 2014; Musser et al., 2021). Thus, both phyla are critical in deciphering mechanisms of neural evolution (Smith et al., 2015; Senatore et al., 2017; Moroz, 2018; Varoqueaux et al., 2018; Moroz and Romanova, 2021, 2022). Sponges are sedentary filtrators, while placozoans are highly motile, feed on macroscopic objects (bacterial and algal biofilms), and display various motor complexes, including exploratory and social behaviors (Okshtein, 1987; Seravin, 1989; Smith et al., 2015; Senatore et al., 2017; Armon et al., 2018; Fortunato and Aktipis, 2019; Smith et al., 2019; Romanova et al., 2020a).

Therefore, we used Trichoplax adhaerens as the primary reference species to analyze the cellular bases of placozoan behaviors and focused on identifying individual intercellular signal molecules. The 3-layer cellular organization in Placozoa features functional asymmetry, underlying observed behavioral outcomes. The lower epithelium acts as the densely ciliated locomotory surface with a vertical orientation of digestive/secretory cells supporting feeding. In contrast, the upper contractive layer is more flattened and performs a defensive function against predators. The middle layer consists of more horizontally oriented so-called fiber cells with supposed integrative functions (Grell and Ruthmann, 1991; Smith et al., 2014; Romanova et al., 2021). Fiber cells and, perhaps, other smaller cells in the area form a meshwork of neural-like cell processes containing structures resembling secretory sites or exosomes (Hoshino et al., 2013; Smith et al., 2014; Romanova et al., 2021, 2022) Furthermore, microcavities between ventral and middle cell layers might contribute to the adsorption and sensing of metabolites (Moroz et al., 2021b).

Spaces between ventral epithelium and fiber cells might also contribute to the formation of a compartmentalized dynamic chemical microenvironment with a mixture of signal molecules, which can be both products of enzymatic digestion and specifically secreted molecules. Within this intercellular space, internally and locally secreted signal molecules could access different cellular targets supporting the integration of behaviors (Moroz et al., 2021b).

Thus, in the absence of canonical neurons and muscles, such simpler cellular architecture could facilitate volume transmission to be sufficient to coordinate local contractions, rapid ciliary beating, and even complex behaviors without synapses. However, the nature of signal molecules in Placozoa remains uncertain. In addition to several small peptides (Nikitin, 2015; Varoqueaux et al., 2018) low molecular weight transmitters such as nitric oxide (NO; Moroz et al., 2020a) and glycine (Romanova et al., 2020a) were implicated in coordinating behaviors.

Here, we test whether various amino acids (also acting as digestion products and more localized cell-specific release molecules) can control and integrate placozoan locomotion and feeding behaviors. Due to limited ethological observations, we first described Trichoplax behaviors with and without food substrates. Next, we characterized the action of glutamate and aspartate enantiomers, GABA, and glycine as one of the most abundant metabolites in Trichoplax (Moroz et al., 2020b). Finally, we tested the effects of ATP – the evolutionary ancient and critical component of synaptic/exocytosis vesicles, and purinergic transmission in general. The data indicate that Trichoplax can sense amino acids and suggest that different amino acids integrate behaviors in nerveless placozoans.



Materials and methods


Long-term culturing of placozoans

We used clonal cultures of Trichoplax adhaerens (Grell’s strain Н1, from the Red Sea). We maintained individuals in closed Petri dishes with artificial seawater (ASW, 35 ppm, pH 3–5 days), which was changed (70% of the total volume) every 3–5 days. At the same time, a suspension of the green alga Tetraselmis marina (WoRMS Aphia, ID 376158) was added to the culture dishes. We maintain placozoans at the constant temperature of 24 0С and natural light in environmental chambers (Romanova et al., 2022).



Behavioral experiments

We have routinely observed the relatively stereotyped feeding cycles with the green algae Tetraselmis or cyanobacteria Oscillatoria as food (Figure 1C).
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FIGURE 1
 General overview of Trichoplax behavior. (A) Trichoplax adhaerens (photo) is a simple, irregularly shaped flat animal with three cell layers. Muscles, neurons, gastric cavities, or any organs are absent. Scale bar = 0.1 mm. (B) Example of Trichoplax movement and tracking. Superimposed images of an animal every 60 s are shown. Black dots mark the positions of animal centroid every 10 s. (C) The sequence of ten images shows the feeding cycle of Trichoplax on the cyanobacterial biofilm. Images were captured every minute. The animal ceases movement and expands at the beginning of each feeding cycle. The body edge is attached to a substrate, enzymes are secreted, and digested food is absorbed. Digestion is enhanced by churning movements of the central part of the animal. After a digested food is absorbed, the animal detaches its edges, contracts, and resumes movement. Each cycle takes approx. 10–20 min. (D) The plot of the body area and crawling speed (mm/min) for representative animal feeding cycles on cyanobacterial biofilm. Body area increases at the beginning of each feeding cycle and decreases at the end of each cycle. Locomotion is suppressed during each feeding cycle.


However, on cyanobacteria Oscillatoria, animals can unexpectedly stop feeding and begin to glide around for several hours (Supplementary Figure S2). We could not reproduce these long gliding episodes or elucidate their factors. Therefore, only Tetraselmis biofilm has been used in pharmacological tests on feeding behavior (below). Nevertheless, we occasionally employed cyanobacterial biofilm for illustrative purposes of stereotyped patterns (Supplementary Videos S2, S9, S10) because of its uniform color and absence of carbonate sediments.

We have recorded 861 h of time-lapse video, usually recording 8–12 animals at once (over 8,000 animal hours). This dataset included 280 hours (h) of normal behavior (118 h on clean glass and 162 h on algal biofilms), 32 h of experiments with altered salt composition, 96 h with glutamate and aspartate, 278 h with GABA, 75 h with glycine, and 100 h with ATP.

Animal behavior was observed in small (52 mm) glass Petri dishes. Canon PowerShot SX100 camera in macro mode and Gphoto2 software was used for making time-lapse photo series of entire Petri dish with 10 or 30 s intervals. To increase contrast, the experimental Petri dish was installed on a wet black background and illuminated by a thin (3 mm) layer of light from all sides using a custom-made illumination device.

Experimental animals were transferred from a cultural dish in the late exponential phase to a small clean Petri dish for 1 h. They transferred to a glass Petri dish for behavior ecording. 8–12 animals were filmed simultaneously in each experiment.

Experimental glass Petri dishes with algal biofilms were prepared for some experiments. Growing an algal biofilm from small inoculate invariably introduces numerous bright calcareous inclusions which interfere with time-lapse recording and video processing. For cyanobacteria, we placed 5–6 pieces of Oscillatoria biofilm (size ~ 1 mm) from cultural to experimental dish with clean ASW, waited 2–3 days for cyanobacterial filaments to spread across the dish, and gently removed residual pieces of transferred thick biofilm. After another 24 h, cyanobacteria spread to clean patches left after removing dense biofilm remnants, and fresh, uniformly thin biofilm was ready for experiments. For green algae biofilm, we scraped some Tetraselmis cells from a cultural dish with a pipette, transferred 200–300 μL of the cell suspension to a microcentrifuge tube, and waited for 1 min. After that, we gently moved most of the suspension (discarding the bottom 50 μL with calcareous sediment) to the experimental dish and waited for 1–2 h for algal cells to attach to the glass. All amino acids and ATP were from Sigma-Aldrich. Stock solutions were prepared for each experimental day.

Ca-free and high-Mg artificial seawater (ASW) recipes were based on the ASW recipe from Cold Springs Harbor Protocols (Seawater, 2012). Ca-free artificial seawater was prepared as follows: NaCl: 436 mM; NaHCO3: 2 mM; KCl: 9 mM; MgCl2x6H2O: 23 mM; MgSO4x7H2O: 25.5 mM; dissolved in distilled water. For behavior experiments with low Ca2+, animals were initially recorded in ~1 ml drops of normal ASW (10 mM CaCl2) and then 6X volume of Ca-free seawater was added to the final concentration of CaCl2 1.5 mM.

For behavior experiments with 200 mM MgCl2 animals were initially recorded in normal ASW (48 mM MgCl2) and then an equal volume of high-Mg seawater was added to a final concentration of MgCl2 200 mM. We have tested the effects of ASW with 200 mM MgCl2 and appropriately decreased Na+ (standard ASW contains 48 mM MgCl2).



Analysis of behavior recordings

Time-lapse sequences of Trichoplax behavior were imported to the Fiji ImageJ program (Schindelin et al., 2012). Animal positions and paths were determined using the WrMtrck plugin (Nussbaum-Krammer et al., 2015). Illustrative videos were created from the same time-lapse photo series using Avidemux video editor1.

Track data was analyzed in OpenOffice Calc (graphs, Welch t-test, straightness and turn angle calculation). There are several measures of animal path tortuosity described in the literature: Intensity of Habitat use (IU), Fractal D, MSD (Mean Squared Distance), Straightness (ST), and Sinuosity (SI; Benhamou, 2004; Almeida et al., 2010). In our data, path shape changes in different conditions were best captured by the simplest of these measures, the straightness index, which is just displacement (linear distance between start and finish) divided by path length. It takes values from 0 (closed loop) to 1 (straight path). We used 5-min and 60-min straightness in this work.

Feeding cycles were counted manually. Power spectral density was calculated using the Signal package from SciPy library (Virtanen et al., 2020) using a custom Python script.



Search and annotation of iGluR genes, alignment, and phylogenetic trees

We used the data from the sequenced genomes of animals deposited in GenBank and elsewhere (listed in Supplementary Table S2). The search for possible homologs was performed using sequence similarity methods (BLAST/DELTA BLAST) algorithm using all human iGluRs, mGluRs, GABA-Brs, and vGluTs from SwissProt database as initial queries. Protein sequences were aligned in MAFFT Online (Katoh et al., 2005, 2019).2 Phylogenetic trees were inferred using either the Maximum Likelihood algorithm implemented in IQTREE 1.6.12 (Nguyen et al., 2015) with automatic choice of evolutionary models or the Bayesian algorithm in MrBayes 3.2.6 (Ronquist et al., 2012). Maximum Likelihood tree robustness was tested with 2000 ultrafast bootstrap replicates (Hoang et al., 2018). Trees were visualized and annotated in iTol WEB (Letunic and Bork, 2021).




Results


Native behavior of Trichoplax adhaerens


Search and feeding cycles as dominant behavioral patterns

Trichoplax behavior is substantially affected by substrate composition and food abundance, with relatively stereotyped feeding episodes. Without food, Trichoplax glides on ventral cilia without defined anterior end and constantly changing shape (Figures 1A,B; Supplementary Video S1). Its path is apparently chaotic and reminiscent of Brownian motion (Figure 1B). On suitable algal (Tetraselmis) or cyanobacteria (Oscillatoria) substrates, animals could move as little as 0.05 mm before the next feeding cycle, which is often initiated upon contact with microalgae (Smith et al., 2015; Senatore et al., 2017; Smith et al., 2019; Smith and Mayorova, 2019).

Each cycle takes approximately 10–20 min and begins with a locomotory pause, also associated with expanding the body surface area (Figures 1C,D; Supplementary Video S2). Trichoplax adhere to the substrate, secrete digestive enzymes on the surface below, and perform “churning” or swirl-like movements of the central area with body edges tightly attached. Trichoplax absorbs the contents of lysed algal cells during this period. After the 5–15 min absorption phase, animals detach their peripheral edges, decrease body surface area, and resume locomotion.

Long-term experiments show that feeding cycles on Tetraselmis biofilm are robust, stereotyped, and reproducible for 24–30 h. Therefore, Tetraselmis biofilm has been used in pharmacological tests on feeding and exploratory behavior (see below).



Low-frequency oscillations of Trichoplax behaviors

All tested animals showed spontaneous long-term oscillations of locomotory patterns under control conditions, even without algae or any other substrate. This is surprising because previous studies described Trichoplax locomotion as Brownian, which does not imply regular endogenous oscillations (see Discussion). We quantified this long-term rhythmicity, with a period of about 8 min, by power spectral density analysis using displacement parameters (Figures 2A,D). With 10-s interval displacement, the spectrum was nearly uniform (similar to white noise), while 1-min and especially 5-min displacement intervals showed an excess of low frequencies below 0.004 Hz (periods above 250 s).
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FIGURE 2
 Oscillations and long-term dynamics during normal locomotion. (A) The plot of displacements (how far out of starting place an animal is located) of a single animal for 10 s, 1 min, and 5 min periods, plus track length and track straightness (displacement/length ratio) for 5 min periods observed for 60 min on conditioned Petri dish. While 10-s displacements are chaotic, oscillations emerge in 1 min and are clearly observed in 5 min displacements. Larger scale oscillations of 5 min displacement with a period of about 6–8 min coincide with fluctuations of path straightness. The path length is more stable over time and does not show regular oscillations. Arrows denote chaotic “marking time” periods every 6–8 min when track straightness is reduced. (B) Scheme showing displacement (how far out of an animal’s starting position), path length, and straightness. (C) Track of the Trichoplax with dots marking an animal’s positions every 10 s, recorded for 40 min—it is the same specimen as in A. Six periods of decreased locomotory speed (dense dots) are highlighted with red circles and correspond to straightness minima marked by arrows in A. Note that periods of decreased speed coincide with sharp turns of the track. See also Supplementary Videos S3. Animal size is about 0.5 mm. (D) Plot of power spectral density (PSD) of 10 s, 1 min, and 5 min displacements on conditioned Petri dish (average of 10 animals). PSD of 10-s displacements is nearly uniform (characteristic of white noise), while PSD of 1 min and especially 5 min displacements show pronounced low-frequency fluctuations (below 0.004 Hz, or periods above 250 s). (E) The speed of locomotion of the Trichoplax is gradually accelerated over 12 h. Animal locomotion and tracks were recorded at 60-min intervals. Asterisks denote significant differences in the locomotion speed from initial observations during the 1st hour (Welch t-test, ***p < 0.001) N animals = 20. (F) Factors affecting the long-term acceleration of Trichoplax adhaerens on glass dish: animal starvation, water, and glass freshness. Data are presented as median ± SD. N = 33, 36, 37, 34, 32, 35, 33, 35. Locomotion is slow on a fresh glass dish and accelerated on the conditioned (“old”) glass where placozoans (same or another specimen) crawled for 24 h before. The speed of locomotion was recorded for 120 min. Asterisks denote a significant difference in speed from the control condition (new dish, new water, well-fed animals; Welch t-test, ***p < 0.001).


Displacement can be expressed as the product of two values: path length and straightness (Figure 2B). Figure 2A shows that long-term oscillations in displacement were mirrored by the path straightness, whereas path length values were more constant (Figure 2A). Thus, fluctuations in displacement are associated with changes in turn patterns but not speed. In other words, Trichoplax locomotion is reminiscent of the “Viennese waltz,” where “dancers” switch between straight motion and turn in one place (Supplementary Video S3).

Long-term recordings (24 h) also showed that locomotion speed increased over time. Locomotion was relatively slow during the first 2 h of their placement into experimental dishes (below 0.2 mm/min), gradually accelerating in the first 12 h. After that, the animal speed reached a plateau at about 0.4 mm/min (Figure 2E; Supplementary Video S4). The trajectory shapes did not change. We have hypothesized that the observed gradual increase in locomotion could be either mediated by animals’ internal state (e.g., starvation level) or by changing environment (chemical composition of water and glass surface).

To choose between these possibilities, we have measured the locomotion of animals that were first starved for 24 h and then transferred to a new clean dish vs. animals moved a to a conditioned dish where other Trichoplax specimens were crawling for 24 h before tests. We also tried combinations of fresh seawater on the conditioned dish, and conditioned seawater in a clean dish. To achieve this, we transferred seawater from the conditioned dish to the clean dish or gently poured fresh artificial seawater (ASW) into the emptied conditioned dish before placing the animals.

Combined, these experiments have shown that Trichoplax locomotion is significantly faster (about three times) on the conditioned surfaces compared to clean dishes, regardless of water freshness and animal starvation state (Figure 2F). These results suggest that the observed acceleration of locomotion over time is mediated by changing substrate by animals. For example, it is well-known that Trichoplax can release mucus during locomotion (Mayorova et al., 2019) and accumulation of the mucus can increase the speed on the conditioned dishes.



Ca-dependent secretion of signal molecules can contribute to observed behavioral dynamics in placozoans

Low-frequency oscillations of feeding and locomotory patterns might be a result of complex intercellular chemical interactions (e.g., volume-type transmission) among different cell types in placozoans. In experiments on neural systems, polysynaptic inputs can be eliminated (or significantly suppressed) by high [Mg2+] concentrations, where these ions, attracted to negatively charged phosphate residues of membrane phospholipids, caused functional membrane hyperpolarization and increased thresholds for generation of action potentials, depolarization-induced secretion and eventually chemical transmission in central and peripheral synapses (Del Castillo and Engbaek, 1954; Hutter and Kostial, 1954; Arossa et al., 2022). This phenomenon and seawater with high MgCl2 concentration are widely used for anesthesia and relaxation of marine invertebrates (Arossa et al., 2022). Decreased concentrations of [Ca2+] also suppress calcium-dependent exocytosis, including exocytosis of transmitters in all types of neurons and other secretory cells. Thus, if the integration of locomotory functions in Trichoplax is dependent on action potentials or calcium-dependent exocytosis, we can expect its disruption at high [Mg2+] or low [Ca2+] concentrations.

After adding ASW with 200 mM [Mg2+] directional locomotion of Trichoplax gradually disappears. After 20 min in high [Mg2+], animals only rotate and wobble in one place (Figures 3A,B; Supplementary Video S5). Low-frequency oscillations in displacement and straightness were decreased 5–10 times compared to the control, but the 5-min path is unchanged. In other words, cilia beating continued unchanged on the level of individual cells, but coordination between cells, required for coherent locomotory patterns, was wholly disrupted (Figure 3B). The decrease of [Ca2+] concentration from normal 10 mM in the seawater to 1.5 mM had similar but faster effects (Figures 3A,B; Supplementary Video S6). Directional locomotion also stopped after 1 min in 1.5 mM [Ca2+]; Trichoplax continued to turn and wobble in one place like in 200 mM [Mg2+] (Figure 3B; Supplementary Video S6).
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FIGURE 3
 High Mg2+ or low Ca2+ disrupts coherent locomotion and oscillations. (A) Representative plot of displacement, track length, and track straightness (displacement/length ratio) for 5 min periods for a single animal observed for 120 min on a clean Petri dish in normal seawater and after the addition of 200 mM MgCl2 (corrected for osmolarity). Oscillations of straightness and displacement present in control conditions (compare Figure 2A) and gradually disappear after 20 min in 200 mM MgCl2. However, the 5-min path is unchanged. Therefore, animals continue ciliated locomotion but lose the ability to maintain one direction. Representative plot of displacement, track length, and track straightness for 5 min periods for single animal observed for 60 min in low-Ca seawater. Displacement and straightness are close to zero immediately after a drop in Ca2+ concentration, but track length is similar to control. Coherent directed movement is quickly lost, compared to 20 min transition period in 200 mM MgCl2. (B) Tracks of Trichoplax in normal seawater (45 mM Mg2+, 10 mM Ca2+ as control), after adding 200 mM MgCl2, and in low-Ca seawater (1 mM Ca2+), respectively. Tracks were recorded for 60 min.


In summary, these experiments confirm the hypothesis that Ca-dependent secretion of signal molecules can contribute to observed low-frequency oscillations of behavior in placozoans.




Pharmacology of amino acids’ signaling


L-/D-glutamate and L-/D-aspartate initiate feeding-like cycles even on a clean substrate

Enantiomers of glutamate (Glu) and aspartate (Asp) are among the most abundant metabolites in basal metazoans. However, their functional roles in these animals are elusive at this moment (Moroz et al., 2020b). In placozoans tested on a clean glass dish, both enantiomers of glutamate and aspartate induced reactions resembling feeding cycles on algal biofilms (Figures 4B,C; Supplementary Video S7). However, Glu- and Asp-induced cycles are shorter than natural feeding cycles (8–12 and 10–20 min/cycle, respectively), lack a churning phase, and their contraction phase is prolonged and incomplete. In a series of 3–4 Glu- or Asp-induced feeding-like cycles, the animal surface area increases from the first cycle to the next (Figure 4C).
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FIGURE 4
 Glutamate, aspartate, and ATP induce reactions similar to feeding cycles on algal biofilm. (A) Bubble plot comparison of various ATP, L- and D-glutamate concentrations and L- and D-aspartate in inducing feeding-like cycles. Pharmacological activity decreases in the following order: L-Glu > D-Asp > L-Asp > D-Glu. Unlike other tested amino acids, the D-Glu response is not dose-dependent (the difference between adjacent concentrations is insignificant). Feeding cycles for 3 mM L-Glu are not shown because this concentration elicits prolonged (30–90 min) arrest of locomotion and nearly permanent body expansion instead of regular 5–10 min feeding cycles (see Supplementary Video S8). Scale: feeding cycles per hour, the color bar was normalized: black—max counts, light grey—min counts. (B) Diagram of feeding-like activity of Trichoplax adhaerens on the clean glass dish. In control, only a few occasional cycles are observed. After adding 1 mM L-glutamate, Trichoplax exhibit repeated feeding cycles similar but not identical to those observed on natural food substrates. (C) The plot of body area for representative animals feeding on cyanobacteria (light blue line) and clean glass upon addition of 0.3 mM L-Glu (dark blue line). Feeding-like cycles induced by L-Glu are shorter than natural feeding cycles (7–10 min vs. 10–20 min), lack a ‘digestion phase’ with churning movements (plateau on the area plot), and have a more extended body contraction phase. In glutamate-induced feeding-like cycles, body contraction is often incomplete, and body area increases over consecutive cycles.


The same type reduced feeding-like cycles without the churning phase are observed occasionally in clean glass dishes without any substances. 1–2 h after the addition of Glu or Asp., these cycles disappear, and animals continue normal locomotion.

Enantiomers of Glu and Asp had different behavioral effectiveness, increasing in order D-Glu → L-Asp → D-Asp → L-Glu. D-Glu is the least active of all; it induces 1.5–2 feeding-like cycles/h on average (Figure 4A). The effect of D-Glu is not dose-dependent in the tested range of concentrations from 0.1 to 3 mM (Figure 4A), and other isomers have dose-dependent effects (Figure 4A). The maximum possible effect, namely, animals continuously exhibiting feeding-like cycles (~ 4.5/h), is observed for ≥ 0.3 mM L-Glu, ≥ 1 mM D-Asp., and 3 mM L-Asp (Figure 4A).

A distinct effect was observed in the presence of 3 mM L-glutamate. Trichoplax expands and retains the same expanded shape for 2–3 h. During this time, animals exhibit elements of feeding-like cycles (stops and resuming locomotion, attachment, and detachment of edges) but do not perform contractions (Supplementary Video S8). After 2–3 h, animals folded into lumps, stopped moving, and then dissociated into separate cells, and die. 3 mM of L- and D-Asp or D-Glu did not show such adverse effects even after 24 h of incubation. Of note, no L-/D-glutamate and L-/D-aspartate initiate effects were observed when animals were already feeding on algae (data not shown).



ATP positively and negatively modulates feeding at different time scales

ATP and L-glutamate are the two major metabolites in the cytoplasm of most cells (Moroz et al., 2021a). They are released in media upon cell damage, could be sensed by other cells, and used to trigger defensive/regenerative or feeding responses. This injury-related sensing of L-glutamate and ATP could be exaptations for early neural signaling (Moroz et al., 2021b). Therefore, we tested Trichoplax’s behavioral responses to ATP.

On the clean glass, the effect of ATP was very similar to glutamate but weaker. 3–5 min upon the addition of ATP, a series of 2–3 feeding-like cycles were observed (Figure 4A). These feeding-like cycles were shorter than naturally occurring feeding cycles on algal biofilms and lack the “churning” phase, the same as observed after L-glutamate addition. In contrast to Glu, these cycles ceased after about 1 h of incubation in ATP. After that, animals behaved similarly to controls (Figure 5B). Concentrations of 0.1 and 0.3 mM of ATP had the same magnitude of effects.

On the algal biofilm, the effects of ATP were more complex and prolonged. At first 1–2 h, feeding of Trichoplax was activated compared to control (unless they were not eating all the time before). But after 8–10 h of incubation with ATP, feeding was ceased almost entirely, while control animals continued to eat (Figure 5A). Similar long-term feeding suppression was observed for GABA (see below) but not for L-/D-glutamate, D-/L-aspartate.
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FIGURE 5
 ATP exhibits long-term suppression of feeding and does not affect locomotion. (A) Bar chart of feeding activity of Trichoplax on green algae biofilms in normal conditions and with 0.1 mM ATP. Adding ATP to the dish with green algae increases ‘feeding’ activity at first and decreases after 6 h. In the experimental dish, ATP was added at 2 h. Asterisks denote a significant difference in feeding activity from the control (Welch t-test, *p < 0.05, **p < 0.01, ***p < 0.001). N animals = 37 and 28 for ATP and control, respectively. (B) Tracks of animals incubated in 0.1 mM ATP for 3 h (right) and in control (left). No significant differences in track length, straightness, or displacement were found.




Glycine and GABA suppress feeding cycles.

Glycine suppressed placozoan feeding on algal biofilms. This effect was relatively fast, on the order of 10–20 min (Figure 6A; Supplementary Video S9). Effect was dose-dependent: 0.1 mM glycine reduced the frequency of feeding cycles by 26%, 0.3 mM—by 86% (Figure 6B). Higher concentrations were not tested because toxicity was observed upon prolonged (24 h) exposure to 0.3 mM glycine. However, the effect of 1–2-h exposure to 0.3 mM glycine was reversible as animals resumed feeding at an average rate 15–30 min after glycine washout (data not shown).
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FIGURE 6
 GABA and glycine modulate feeding cycles in Trichoplax adhaerens. (A) After adding 0.3 mM glycine, the number, and frequency of feeding cycles on green algae biofilm reduced approximately threefold compared to the control. (B) The effect of glycine on feeding activity is dose-dependent. 0.1 mM reduces the number of feeding cycles by 26%, 0.3 mM—by 86%. Asterisks denote a significant difference in feeding activity from the control (Welch t-test, *p < 0.05, ***p < 0.001). N animals = 65, 36, 29. (C) After 20 h in 1 mM GABA (C, right), the number and frequency of feeding cycles reduced approximately threefold compared to the control [after 20 h in pure artificial seawater (ASW)] (C, left). In control, Trichoplax exhibit feeding cycles every 10–15 min. (D) GABA decreased feeding activity on green algae and cyanobacterial biofilms in concentrations of 0.3 and 1 mM. Asterisks denote a significant difference in feeding activity from the control (Welch t-test, *p < 0.05, **p < 0.01, ***p < 0.001). N animals = 80, 64, 27, 26, 47, 40. (E) After adding 0.3 mM GABA, feeding activity decreased on the green algal mat (T. marina) after 1–2 h from the starting point and recovered after 11–12 h of incubation. N animals = 10.


Feeding was suppressed after prolonged incubation in GABA. Animals preincubated in 1 mM GABA for 20 h before relocation to algae showed 60% fewer feeding cycles per hour than average (Figures 6C,D). The dynamics were different if animals were incubated in GABA in a dish with algae. Feeding was normal in the first 2 h with GABA, suppressed between 3 and 6 h after GABA addition, and then recovering phase, reaching full recovery 14–16 h from GABA addition (Figure 6E; Supplementary Video S10). This difference in dynamics might result from form algae-meditated degradation of GABA.



Effects of amino acids on placozoan locomotion

GABA (0.3-1 mM) had a profound inhibitory effect on Trichoplax locomotion after long (6–24 h) incubation. Animal tracks became extremely convoluted in the presence of GABA compared to the control (Figure 7A; Supplementary Video S11). Furthermore, slow oscillations of locomotory parameters (5 min displacement and straightness) with a period of about 6–10 min, observed in control testes, disappeared in the presence of GABA. Occasional 2–5 min long bursts of directed gliding were observed, interleaved with long turns and wobbling in one place (Figures 7D,E; 2 episodes of directed gliding in 120 min). Average track straightnesses were decreased from 0.27 to 0.12 after 12 h in 1 mM GABA on the clean dish (Figure 7C), and to a lesser extent on the conditioned dish (Supplementary Figure S1B). Suppression of directed gliding was partially similar to 200 mM Mg2+.
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FIGURE 7
 GABA modulate locomotion in Trichoplax adhaerens. (A) Tracks of animals incubated for 6 h in 1 mM GABA (right) and ASW (left). After GABA incubation, tracks are shorter and more squiggly compared to the control. Tracks were recorded for 60 min. (B) in native conditions, animals show increasing path length through time (from starting point to the destination), the additional concentration of GABA (0.3 and 1 mM) changes, and decreasing path. Individuals placed in the same locations for a long time (9–10 h). Scale bar: blue—1-2 h, white—9–10 h. (C) During incubation with GABA, track straightness gradually decreases, while in control, it is unchanged. Asterisks denote a significant difference in track straightness from the control (Welch t-test, **p < 0.01, ***p < 0.001). N = 98, 50, 74, 29, 46, 69, 35, 44, 72. (D) Representative plot of displacement (green), track length (blue), and track straightness (red, displacement/length ratio) for 5 min periods for a single animal observed for 120 min on a conditioned Petri dish after 10 h in 1 mM GABA. Straightness and displacement are mostly low except for two periods at 25 and 100 min (arrows). (E) Track of the same Trichoplax as in Figure 6D with dots marking positions every 10 s, recorded for 120 min. Two periods of nearly straight movement are highlighted with red ellipses and correspond to straightness maxima marked by arrows in Figure 6D. Compare with a track of control animal in Figure 2C.


The second effect of GABA on locomotion was a decreased average speed of animals on conditioned glass. If animals were placed on a conditioned dish with GABA, their average speed decreased twofold over 12 h (Figure 7B). On a clean dish with GABA, speed was uniformly low during the 24 h of recording (Supplementary Figure S1A), while in control, they accelerated from ~ 0.15 to ~ 0.5 mm/min in 12–20 h (Figure 1F).

Locomotion on clean glass was also subtly affected by glycine. The speed of animals’ locomotion was unchanged (Figure 8C), but track shapes became more convoluted (Figure 8A; Supplementary Video S12). Quantitatively, the 5-min straightness index and 5-min path and displacement were not changed upon glycine addition; their long-term oscillations were not changed either. However, 60-min straightness was decreased significantly upon glycine addition. On the clean glass, 60 min straightness index (ST, see “Materials and methods”) was 0.32 ± 0.16 (median ± SD) in control. After adding 0.1 mM glycine, 60-min ST decreased to 0.22 ± 0.09 (Figure 8B). This difference was statistically significant at p < 0.01. 0.3 mM of glycine caused a slightly weaker effect (ST = 0.24 ± 0.12, significantly different from the control at p < 0.05).
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FIGURE 8
 Glycine modulate locomotion in Trichoplax adhaerens. (A) Tracks of animals incubated for 1 h in 0.3 mM glycine (right) and ASW (left). After adding glycine, incubation tracks are squigglier than the control, but their length is unchanged. Tracks were recorded for 60 min. (B) and (C) Glycine modulates turn patterns but does not affect locomotory speed. Diagrams of track straightness (B), path length divided by distance between start and end) and crawling speed (C), (mm/min) for the control, 0.1 and 0.3 mM glycine. Glycine decreases track straightness but does not affect locomotion speed. Asterisks denote a significant difference in track straightness from the control (Welch t-test, *p < 0.05, **p < 0.01). All three speed values are not different (Welch t-test, value of p > 0.05). N animals = 64, 24, and 25, respectively.





Molecular bases of amino acids’ sensing in placozoans


Receptors

How and why observed effects of amino acids and ATP are mediated? We have analyzed the presence of receptors and relevant vesicular transporters involved in glutamatergic, GABAergic, and purinergic signaling within the Trichoplax genome (Srivastava et al., 2008). We have found 85 amino acid receptor genes, which encode14 ionotropic glutamate (iGluRs), 34 metabotropic glutamate-like (mGLuRs), and 37 metabotropic GABA-like (GABA-BRs) receptors (Supplementary Table S1). This is the richest repertoire of amino acid receptors among all analyzed animals, from sponges to humans. Humans have 25 amino receptors in these families (15 iGluR, 8 mGluR, and 2 GABA_BR), sponges Amphimedon and Sycon—0, 8, 21, and 1, 28, 0, respectively. This is due to remarkable lineage-specific expansions of mGluRs, GABA-BRs, and Epsilon-type iGluRs in Placozoa. Ionotropic GABA-A and glycine receptor genes were not found in Trichoplax genome. Similar independent radiation events were found in the coral Stylophora and the hemichordate Saccoglossus (Figures 9–11; Supplementary Table S1). Ctenophores have an expansion of Epsilon iGluRs (lost in many bilaterian lineages) but very few metabotropic receptors. Homosclerid sponge Oscarella has an expansion of AKDF-type iGluRs but only single mGluR and GABA-BR. In contrast, in all analyzed species of demosponges and calcisponges (Amphimedon, Ephydatia, Ircinia, and Sycon), we noted a dramatic expansion of metabotropic receptors with a few cases of iGluRs (Figures 9–11; Supplementary Table S1).
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FIGURE 9
 Phylogeny of ionotropic glutamate receptors (iGluRs). Bayesian phylogenetic tree of iGluRs has well-supported clades corresponding to most metazoan iGluR families (NMDA, AMPA, kainate, Delta, Phi, Epsilon), plus a paraphyletic group of AKDF-type receptors. Trichoplax has 14 iGluRs (4 AKDF and 10 Epsilon), and Hoilungia – has 5 iGluRs (4 AKDF and 1 Epsilon). Placozoan AKDF receptors split into two independent clades. Black dots mark highly supported nodes (Bayesian posterior probability > 0.75). Full uncollapsed trees with numeric support values can be found in Supplementary Figure S3.
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FIGURE 10
 Phylogeny of GABA-B-like receptors: Trichoplax has 37 GABA-B-like receptors, more than any other analyzed species (Maximum likelihood phylogenetic tree). One placozoan receptor is orthologous to vertebrate GABA-BR1 and is the first candidate for sensing GABA. Placozoan GABA-B-like receptors form seven separate clades in the tree. Similarly, cnidarians and hemichordate Saccoglossus also have numerous GABA-B-like receptors (16 in Stylophora, 29 in Saccoglossus), comprising several different clades. This tree structure suggests high diversity of GABA-B-like receptors in basal metazoans and their subsequent loss in many bilaterian lineages. Black dots mark highly supported nodes (bootstrap support > 0.75). Full uncollapsed trees with numeric support values can be found in Supplementary Figure S4.
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FIGURE 11
 Phylogeny of metabotropic glutamate receptors (mGluRs): Trichoplax has 34 receptors of this highly diverse superfamily. Maximum likelihood tree shows mGluRs and related receptors such as extracellular calcium-sensing (CaSR), taste, and vomeronasal receptors. Trichoplax mGluR-related receptors form 4 separate clades in the tree. Two Trichoplax receptors are sisters to a clade of Aplysia mGluR-like receptors; the other three clades are more closely related to calcium-sensing, taste, and vomeronasal receptors. Similarly, cnidarians and calcisponge Sycon have numerous mGluR-like receptors (30 in Stylophora, 29 in Sycon), forming several clades. This tree structure suggests that the divergence of mGluRs and CaSR-like receptors predates the radiation of basal metazoan phyla. Black dots mark highly supported nodes (bootstrap support > 0.75). Full uncollapsed trees with numeric support values can be found in Supplementary Figure S5.


Most analyzed Trichoplax receptors are not closely related to well-annotated mammalian receptor families. But Trichoplax does have one ortholog of GABA-BR1, two metabotropic glutamate-type receptors, and one encoding extracellular calcium-sensing receptors (Figures 10, 11; Supplementary Table S1).

All placozoan iGluRs belong either to Epsilon (10 members) or AKDF (4 members) families. On the phylogenetic tree (Figure 9; Supplementary Figure S3), one can see that placozoan AKDF receptors diverged in parallel with sponge and cnidarian clades and clustered with receptors from the calcareous sponge Sycon. This tree topology suggests the ancient radiation of AKDF receptors before major animal phyla diversification and reflects retaining this ancestral diversity in Placozoa.

Placozoan GABA-B receptors form seven independent clades across the phylogenetic tree and interleaved with multiple clades of cnidarian and hemichordate GABA-BRs (Figure 10; Supplementary Figure S4). This implies the rich ancestral diversity of GABA-B-like receptors that was lost in most Bilateria but preserved in hemichordates and basal metazoans.

Metabotropic glutamate-like receptors in Placozoa belong to four distinct clades (Figure 11). One is orthologous to molluscan mGluRs; three others are more related to extracellular calcium, taste, and vomeronasal receptors (Supplementary Figure S5).

Textbook glycine receptors are chloride-gated (inhibitory) members of the ionotropic pentameric Cys-loop receptor family. Cys-loop receptors are absent in the sequenced Trichoplax genome. However, glycine can act as a co-agonist of NMDA-type iGluRs (Ramos-Vicente et al., 2018) and was shown as the main ligand of two Epsilon-type excitatory iGluRs in Ctenophora and Branchiostoma (Alberstein et al., 2015; Ramos-Vicente et al., 2018). Therefore, some placozoan iGluRs can function as excitatory ionotropic glycine receptors.

ATP receptors are classified into ionotropic P2X and metabotropic P2Y (Abbracchio and Burnstock, 1994). P2X receptors were found in the Trichoplax genome (Srivastava et al., 2008) and localized immunohistochemically to fiber cells of the middle cell layer (Smith et al., 2014). Neither we nor Srivastava et al. (2008) were able to find any P2Y receptors in Trichoplax. Our phylogenetic analysis of P2X receptors (Figure 10) shows that all placozoans have two P2X genes most similar to their respective homologs from the sponge Oscarella. Cnidarians and sponges also have from 1 to 3 P2X receptors (Figure 12; Supplementary Table S1).
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FIGURE 12
 Bayesian phylogenetic tree of ionotropic purine (P2X) receptors. Trichoplax has 2 P2X receptors, and representatives of other invertebrate lineages have from 1 to 3 P2X receptors encoded in their genomes. Bayesian posterior probabilities of nodes (> 0.5) are shown.




Transporters

Transmitters, such as amino acids and ATP, can be accumulated in secretory vesicles by specialized subfamilies of vesicular transporters. Vesicular transporters for both glutamate and ATP belong to the SLC17 family of membrane transporters together with sialic acid transporter (SLC17A5, also known as sialin), phosphate and urate transporters (SLC17A1-A4).

Figure 13 shows the phylogenetic tree of the SLC17 family with well-supported clades of vesicular glutamate transporters (vGluTs), sialins, and vesicular ATP transporters (vNuTs), as well as examples of lineage-specific radiation events. Placozoan SLC17 transporters form three clades belonging to vGluT, sialins, and the uncharacterized subfamily of ctenophore and sponge transporters. Therefore, Trichoplax does have a vesicular glutamate transporter and might utilize components of canonical glutamatergic transmission. VNuT clade contains predicted proteins from Porifera, Cnidaria, Bilateria, and the unicellular eukaryote Capsaspora (Figure 13). However, vNuT homologs were not found in Trichoplax, suggesting the loss of this type of transporter in the placozoan lineage.

[image: Figure 13]

FIGURE 13
 Trichoplax has a gene encoded putative vesicular glutamate transporter but no vesicular ATP transporters. Bayesian tree of vesicular glutamate and related transporters (SLC17 family) is shown. The superfamily of SLC17 transporters includes transmembrane carriers for various anions (phosphate, nucleotides, glutamate, and sialic acid). There are three well-defined clades of vesicular glutamate (vGluTs), sialins, and vesicular nucleotide (vNuT) transporters, plus several independent branches with lineage-specific expansions. Placozoan (Trichoplax and Hoilungia) transporters fall within vGluT and sialin clades, plus one separate clade of unknown substrate specificity. Full uncollapsed trees with numeric support values can be found in Supplementary Figure S6.


In summary, we infer that vGluTs diverged in the common ancestor of (Placozoa+Cnidaria + Bilateria), while vNuTs have a deeper, pre-metazoan ancestry.





Discussion


Locomotion, feeding, and integrative systems in Placozoa

Here, we observed spontaneous oscillations in the locomotion of Trichoplax adhaerens. We also revealed the induction and modulation of endogenous locomotory and feeding cycles by transmitter candidates such as enantiomers of glutamate and aspartate, GABA, glycine, and ATP. The administration of each of these molecules resulted in induction or inhibition of well-coordinated behavioral responses suggesting that these are endogenous signal molecules. They might represent the cohort of signaling molecules, enabling behavioral integration in the common metazoan ancestor (Moroz et al., 2021b).

Integrative systems in biology express themselves in global electrical, chemical, and mechanical oscillations on the scale of the entire brain or organism (Hanson, 2021). These low-frequency electrical oscillations are often spontaneous (not caused by external stimuli), ubiquitously found in neural systems from Hydra to humans, and are also shown for higher plants, fungi, and bacterial biofilms (Hanson, 2021). Spontaneous mechanical and chemical oscillations are well-known as growth and development regulation factors from hydrozoans to mammals (Tsiairis and Aulehla, 2016; Holmes et al., 2018; Marfenin and Dementyev, 2019).

In simpler animals like Trichoplax, analyses of mechanisms and integrative functions of such behavioral oscillations are important because placozoans lack chemical or electric synapses, gap junctions, pannexin, and connexin genes.

For example, the feeding cycle in placozoans includes coordinated changes in cilia beating, substrate adhesion, and body shape changes. Under the volume transmission hypothesis (Moroz et al., 2021b), we can expect the integrative function of established but dynamic chemical gradients (e.g., amino acids) in placozoans. Predicted chemical oscillations can be coupled to electrical signals and play a role in information processing (Romanova et al., 2020b). Mechanical integration is also possible as ultrafast contraction waves propagating across the placozoan body were observed (Armon et al., 2018).

Glutamate and ATP are among the most ancient signaling molecules in all life domains. They are abundant in cytoplasm, released to the extracellular medium upon cell rupture, and used as injury signals in a wide range of organisms, including plants and bacteria (Moroz et al., 2021b). GABA is a metabolite of glutamate pathways and is broadly utilized as a signaling molecule even in unicellular eukaryotes (Delmonte Corrado et al., 2002; Bucci et al., 2005). Here, we show that both pathways are involved in controlling feeding and locomotory patterns without overlapping functions, although the sources and cellular targets of glutamate/GABA release and action are currently unknown. The predicted sources could be primary extracellular such as products of extracellular digestion following its diffusion or selected uptake. However, specific glutamatergic or GABAergic cells might also exist. Such cells can selectively accumulate these molecules and release them endogenously or following selective stimuli. The co-existence of both scenarios is to be determined in future studies.

The genome of Trichoplax adhaerens encodes numerous components of predicted peptidergic, glutamatergic, GABAergic, purinergic (ATP), and nitric oxide-mediated transmission components (Srivastava et al., 2008; Moroz and Kohn, 2015; Moroz et al., 2020a,b, 2021b) but their spatial cellular distribution is also unknown. It was shown that secreted peptides could regulate some parts of the feeding cycle, some homologous to vertebrate endomorphins (Senatore et al., 2017; Varoqueaux et al., 2018) and peptidergic cells might also use certain amino acids as co-transmitters with canonical or novel regulatory release mechanisms. Some peptide-secreting cells are flask-shaped, have primary sensory cilia, and express secretory (exocytosis/presynaptic-like) components such as SNAP-25 and synaptobrevin (Smith et al., 2014).

We conclude that Trichoplax utilizes peptides (Senatore et al., 2017; Varoqueaux et al., 2018) and amino acids (our data) as endogenous signaling molecules. In the nervous systems of vertebrates and many invertebrates peptides exert slower effects via metabotropic receptors, while amino acids usually have faster postsynaptic actions mediated by ionotropic receptors (Greengard, 2001; Jing and Weiss, 2001; Nusbaum et al., 2001). This distinction is less evident in cnidarians and other invertebrates with a diverse set of peptide-gated ion channels of the DEG/ENAC family, which mediate fast signaling (Lingueglia et al., 1995; Grunder and Assmann, 2015; Schmidt et al., 2018). Trichoplax behavioral reactions are relatively slow, on the order of minutes, and ionotropic and metabotropic receptor-mediated effects are within the physiological range.



Baseline description of Trichoplax behavior

There are several descriptions of Trichoplax behavior in the existing literature (Okshtein, 1987; Seravin, 1989; Ueda et al., 1999; Heyland et al., 2014; Smith et al., 2015; Senatore et al., 2017; Fortunato and Aktipis, 2019; Smith et al., 2019). However, all papers before the 1990s used manual drawings or short photo sequences based on observations of a few animals and lacked statistical analysis. More recent articles (Smith and Mayorova, 2019) focused on shorter and smaller scales—several mm, compared to the 52 mm dish in our work. Only one paper reported video recording and statistical analysis of placozoan locomotion on a timescale of hours and spatial scale of over 10 mm (Ueda et al., 1999), but it does not present any tracks. It is based on an unknown (presumably small) number of observed animals.

We have recorded and digitized tracks for over 2,500 animal hours of normal placozoan behavior, testing at least 50 animals for each type of behavior and using long record times of up to 24 h. This is the most comprehensive analysis of normal placozoan behaviors performed so far (see also a recent preprint by Zhong et al. (2022) about a very detailed analysis of Trichoplax thermotaxis). Also, we made an effort to standardize animal conditions before testing by using only animals from the late exponential phase of culture growth. This approach helped to mitigate the poor reproducibility of placozoan behavior.

These efforts allowed us to observe the long-term dynamics of endogenous placozoan locomotion patterns: gradual acceleration of locomotion and its long-term oscillations. Gradual acceleration was observed when video recording was longer than 2 h and must be considered in all prolonged experiments with Trichoplax. These datasets also provide unique opportunities to study integrative systems of placozoans underlying long-term modulation of behaviors in the simplest free-living animals.



Locomotory and feeding oscillations and the integrative systems of Placozoa

Trichoplax, an animal without neurons, synapses, and muscles, exhibits the complex feeding cycle—a coordinated and stereotyped sequence of patterns leading to changes in cilia beating, body shape, cell adhesion, and secretion (Smith et al., 2015). The feeding cycle is activated by external stimuli (food), but it might also occur spontaneously due to endogenous center pattern generator activity phenomenologically similar to bilaterians and cnidarians. We also report endogenous oscillations in Trichoplax’s locomotory rhythm for directional motion and rotations.

High [Mg2+] or low [Ca2+] have abolished endogenous locomotory and feeding oscillations, suggesting the requirement for intercellular chemical communications for these behaviors. A high magnesium concentration causes stable hyperpolarization of cell membranes and suppresses action potentials. Low [Ca2+] also decreases the evolutionarily conserved machinery of calcium-dependent exocytosis. These observations are consistent with the hypothesis of volume transmission as the ancestral integrative systems using electrochemical vesicular secretion (Moroz et al., 2021b).



Modulation of rhythmic patterns of the Trichoplax behavior by amino acid transmitters and ATP

L-glutamate is a versatile signal molecule in various organisms – from prokaryotes to bilaterians (Moroz et al., 2021a). D-aspartate is a co-agonist of NMDA-type glutamate receptors and was found in Trichoplax in sub-millimolar concentrations (Moroz et al., 2020b). D-glutamate also induced action potentials and muscle contraction in ctenophores (Moroz et al., 2014).

We have demonstrated that glutamate, aspartate, glycine, and GABA profoundly affect the locomotory and feeding patterns of the Trichoplax. L-glutamate (and, to less extent, aspartate isomers and D-glutamate) turn on the feeding-like behavior sequence even in the absence of food. Glycine and GABA have more subtle modulating effects. Glycine suppresses feeding on algae and increases curvature tracks on clean dishes. GABA suppresses feeding and locomotory rhythms and acts on orders for several hours.

Thus, GABA and glycine might act as antagonists of glutamate in regulating Trichoplax feeding behaviors. In mammalian CNS, glutamate is a predominant excitatory transmitter, while GABA and glycine—are primary inhibitory transmitters. The functional ‘antagonism’ of GABA and glutamate can be an ancient trait related to their metabolic relationships (Moroz et al., 2021a). GABA is synthesized from glutamate by glutamate decarboxylase. When the time-limited response to glutamate is desired, an antagonistic response to GABA is the simplest way to coordinate the overall outcome. The concerted action of these two transmitters forms a feed-forward loop (Alon, 2007).

L-Glutamate is a universal animal ‘food’ signal (Torii et al., 2013; Moroz et al., 2021a). It is not surprising that in Trichoplax, glutamate also invokes components of feeding-like behavior. It is interesting that a high concentration of L-glutamate (3 mM) caused irreversible body expansion in addition to other components of the feeding cycles (ciliary beating arrest, adhesion, and deadhesion). Enantiomers of aspartate do not show this effect in all tested concentrations. Such a situation may point to the dual role of L-glutamate in the placozoan feeding sequence: (1) initiation of feeding sequence, also caused by aspartate, and (2) regulation of body expansion and contraction, more associated with L-glutamate.



Comparison with the sponge integrative systems

Sponges (phylum Porifera) are sedentary filtrators. Their coordinated locomotory responses are limited to contractions of the osculum (water canal system opening), rhythmic contractions of the entire canal system, and “sneezing”—biphasic expansion and contraction of the whole body to remove the unwanted particles from canals (Leys, 2015). Most sponges are challenging to maintain in the lab, and most experimental data come from freshwater Ephydatia muelleri and marine Tethya wilhelma. Tethya responds with “sneeze” to glutamate, GABA, glycine, acetylcholine, serotonin, dopamine, cyclic AMP, caffeine, and nicotine (Ellwanger and Nickel, 2006; Ellwanger et al., 2007). In Ephydatia, glutamate stimulates “sneeze,” while 0.1 mM GABA suppresses “sneeze” responses both to glutamate and mineral particles (Elliott and Leys, 2010). Mammalian mGluR antagonists AP3 and kynurenic acid inhibit ‘sneeze’ of Ephydatia in response to glutamate and mineral particles (Elliott and Leys, 2010), suggesting the involvement of mGluRs in the coordination of this reaction.

The role of action potentials and other electric processes in sponge coordination is unclear. An early study by Prosser (1967) has shown that contractions in marine sponges are regular in high extracellular potassium (100 mM) and even increase in amplitude in seawater with a complete exchange of sodium to potassium (450 mM). These high [K+] concentrations cause stable membrane depolarization and complete blockade of action potentials. Therefore, desmosponges seem to coordinate body contraction without classical Na-dependent action potentials or have action potentials based on another set of ions.

In summary, we emphasize that glutamate causes coordinated behaviors in both sponges and placozoans. Effects of GABA are likely antagonistic to glutamate in Trichoplax and Ephydatia but synergistic in Tethya. Our data on the effects of high [Mg2+] and low [Ca2+] are compatible with the role of calcium-dependent exocytosis of signal molecules in integrating Trichoplax behaviors. However, the role of the Ca-dependent secretion of signal molecules in the coordination of sponge behavior is unknown.



Summary and perspectives

Our experiments provide initial information on the roles of glutamate, GABA, glycine, and ATP in integrating placozoan behaviors. This situation might represent the ancestral models of chemical integration, via volume transmission, in early metazoans without canonical neurons and synapses.

However, future experiments must be conducted by deciphering cellular bases of multiple behaviors to demonstrate the specific roles of these amino acids (and other signal molecules) in Placozoa conclusively. The first priority is the unbiased identification of endogenous sources of glutamate, GABA, glycine, and ATP: the identification of specific cells and release mechanisms. In other words, we need to know the localization, quantitative secretion of these molecules, and the distribution of such hypothetical chemoconnectomes in the simplest free-living metazoans (Moroz et al., 2021b). The strategy can employ conventional approaches (e.g., single-cell RNA-seq, in situ hybridization to putative glutamate vesicular transporter mRNAs, immunocytochemistry, etc.). However, the predicted dynamic nature of numerous chemical gradients requires innovative components for real-time physiological measurements of intercellular communications in placozoans, complemented with microchemical quantitative assays.
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SUPPLEMENTAL VIDEO S1 | Normal locomotion of Trichoplax adhaerens on the clean glass. 10X magnification, 300X time-lapse. Seven animals are crawling freely. Tracks of four animals are shown in pink, blue, green, and yellow.

SUPPLEMENTARY VIDEO S2 | Normal feeding of Trichoplax on cyanobacterial biofilm. 200X magnification, 300X time-lapse. One can see 6 feeding cycles in 42 minutes in real time.

SUPPLEMENTARY VIDEO S3 | Normal locomotion of Trichoplax adhaerens, same specimen whose locomotion was plotted in Figures 2C,D. 10X magnification, 300X time-lapse. The animal track is shown in pink.

SUPPLEMENTARY VIDEO S4 | Acceleration of normal locomotion over time. 10X magnification, 300X time-lapse. Animals glide on clean glass (first half of video) and after 12 hours.

SUPPLEMENTARY VIDEO S5 | Effect of 200 mM MgCl2 on locomotion. 10X magnification, 600X time-lapse. In control, animals crawl around. After adding MgCl2, animals gradually (~10 min) cease directed movements and stay in one place but continue to change shape.

SUPPLEMENTARY VIDEO S6 | Effects of low Ca2+ concentration (<1.5 mM) on locomotion. 10X magnification, 600X time-lapse. In control, animals crawl around in small drops of seawater. After adding Ca-free seawater, animals immediately (<1min) cease directed movements and stay in one place but continue to change shape.

SUPPLEMENTARY VIDEO S7 | Feeding-like cycles of Trichoplax induced by 0.1 mM L-glutamate in the absence of food. 80X magnification, 300X time-lapse. In control, the animal moves around on the glass, and a single feeding-like cycle is observed. After the addition of glutamate, a succession of four feeding-like cycles is induced.

SUPPLEMENTARY VIDEO S8 | Effect of 3 mM L-glutamate: animal permanently expanded. One can see that upon the addition of 3mM L-Glu animal expands like at the beginning of the feeding cycle but never contracts back. 80X magnification, 300X time-lapse.

SUPPLEMENTARY VIDEO S9 | Feeding suppression by 0.3 mM glycine. In the first half of the video, animals feed on cyanobacterial biofilm. After the addition of glycine, most of them stopped feeding and began to move around. 10X magnification, 600X time-lapse.

SUPPLEMENTAL VIDEO S10 | Feeding suppression by 0.3 mM GABA. In control, animals feed on cyanobacterial biofilm. After 6 hours in 0.3 mM GABA, they quickly move around but barely stop to eat. 10X magnification, 600X time-lapse.

SUPPLEMENTARY VIDEO S11 | Effects of 0.3 mM of GABA on locomotion. 10X magnification, 600X time-lapse. In control, animals crawl around. After 6 hours in 0.3 mM GABA, animals wobbled most of the time in one place and rarely changed position.

SUPPLEMENTARY VIDEO S12 | Effects of 0.3 mM of glycine on locomotion. 10X magnification, 600X time-lapse. Tracks of four example animals are shown in pink (control) and blue (after glycine addition). After the addition of 0.3 mM glycine, animal tracks become more convoluted.

SUPPLEMENTARY TABLE S1 | Sequences and accession numbers of proteins used for phylogenetic trees.

SUPPLEMENTARY TABLE S2 | Source databases for protein sequences that were used in this paper.

SUPPLEMENTARY FIGURE 1 | Effects of GABA on the locomotion of Trichoplax on a conditioned dish. (A) Animal locomotion on a clean dish is increased over time in control but slightly decreases during incubation with 0.3 or 1 mM GABA. Asterisks denote a significant difference in speed from the control (Welch t-test, *** - p < 0.001). N animals = 98, 50, 74, 29, 46, 69, 35, 44, and 72, respectively. (B). Track straightness on a clean dish does not change over time in control but decreases during incubation with GABA (tracks become more convoluted). N animals are the same as in A.

SUPPLEMENTARY FIGURE 2 | Comparison of feeding dynamics on green algae Tetraselmis and cyanobacteria Oscillatoria. After 12 hours, feeding on cyanobacteria is less active than on green algae, and the standard deviation of feeding activity is higher on cyanobacteria. N animals = 40 for green algae and 48 for cyanobacteria.

SUPPLEMENTARY FIGURE 3 | Bayesian phylogenetic tree of ionotropic glutamate receptors. Numbers denote bayesian posterior probability near nodes. Analysis was run for 1.42 million generations, and convergence was checked with Tracer. Sequences were aligned using E-INS-i algorithm implemented in MAFFT online. Alignment consisted of 4071 positions, 1464 of them parsimony-informative.

SUPPLEMENTARY FIGURE 4 | Maximum Likelihood phylogenetic tree of metabotropic glutamate and related receptors. Numbers denote ultrafast bootstrap support near nodes. Sequences were aligned using E-INS-i algorithm implemented in MAFFT online. Alignment consisted of 4071 positions, 1464 of them parsimony-informative.

SUPPLEMENTARY FIGURE 5 | Maximum Likelihood phylogenetic tree of metabotropic GABA receptors. Numbers denote ultrafast bootstrap support near nodes. Sequences were aligned using E-INS-i algorithm implemented in MAFFT online. Alignment consisted of 5312 positions, 1376 of them parsimony-informative.

SUPPLEMENTARY FIGURE 6 | Bayesian phylogenetic tree of vesicular glutamate and related transporters (SLC17 family). Numbers denote bayesian posterior probability near nodes. Analysis was run for 10 million generations, and convergence was checked with Tracer. Sequences were aligned using E-INS-i algorithm implemented in MAFFT online. Alignment consisted of 1036 positions, 603 of them parsimony-informative.
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Footnotes

1   http://avidemux.sourceforge.net/

2   https://mafft.cbrc.jp/alignment/server/



References

 Abbracchio, M. P., and Burnstock, G. (1994). Purinoceptors: are there families of P2X and P2Y purinoceptors? Pharmacol. Ther. 64, 445–475. doi: 10.1016/0163-7258(94)00048-4

 Alberstein, R., Grey, R., Zimmet, A., Simmons, D. K., and Mayer, M. L. (2015). Glycine activated ion channel subunits encoded by ctenophore glutamate receptor genes. Proc. Natl. Acad. Sci. U. S. A. 112, E6048–E6057. doi: 10.1073/pnas.1513771112 

 Almeida, P. J. A. L., Vieira, M. V., Kajin, M., Forero-Medina, G., and Rui Cerqueira, R. (2010). Indices of movement behaviour: conceptual background, effects of scale and location errors. Zoologia 27, 674–680. doi: 10.1590/S1984-46702010000500002

 Alon, U. (2007). Network motifs: theory and experimental approaches. Nat. Rev. Genet. 8, 450–461. doi: 10.1038/nrg2102

 Armon, S., Bull, M. S., Aranda-Diaz, A., and Prakash, M. (2018). Ultrafast epithelial contractions provide insights into contraction speed limits and tissue integrity. Proc. Natl. Acad. Sci. U. S. A. 115, E10333–E10341. doi: 10.1073/pnas.1802934115 

 Arossa, S., Klein, S. G., Parry, A. J., Aranda, M., and Duarte, C. M. (2022). Assessing magnesium chloride as a chemical for immobilization of a symbiotic jellyfish (Cassiopea sp.). Front. Mar. Sci. 9:632. doi: 10.3389/fmars.2022.870832

 Benhamou, S. (2004). How to reliably estimate the tortuosity of an animal's path: straightness, sinuosity, or fractal dimension? J. Theor. Biol. 229, 209–220. doi: 10.1016/j.jtbi.2004.03.016 

 Bucci, G., Ramoino, P., Diaspro, A., and Usai, C. (2005). A role for GABAA receptors in the modulation of paramecium swimming behavior. Neurosci. Lett. 386, 179–183. doi: 10.1016/j.neulet.2005.06.006 

 Del Castillo, J., and Engbaek, L. (1954). The nature of the neuromuscular block produced by magnesium. J. Physiol. 124, 370–384. doi: 10.1113/jphysiol.1954.sp005114 

 Delmonte Corrado, M. U., Ognibene, M., Trielli, F., Politi, H., Passalacqua, M., and Falugi, C. (2002). Detection of molecules related to the GABAergic system in a single-cell eukaryote, Paramecium primaurelia. Neurosci. Lett. 329, 65–68. doi: 10.1016/S0304-3940(02)00579-7 

 Elliott, G. R., and Leys, S. P. (2010). Evidence for glutamate, GABA and NO in coordinating behaviour in the sponge, Ephydatia muelleri (Demospongiae, Spongillidae). J. Exp. Biol. 213, 2310–2321. doi: 10.1242/jeb.039859 

 Ellwanger, K., Eich, A., and Nickel, M. (2007). GABA and glutamate specifically induce contractions in the sponge Tethya wilhelma. J. Comp. Physiol. A Neuroethol. Sens. Neural Behav. Physiol. 193, 1–11. doi: 10.1007/s00359-006-0165-y 

 Ellwanger, K., and Nickel, M. (2006). Neuroactive substances specifically modulate rhythmic body contractions in the nerveless metazoon Tethya wilhelma (Demospongiae, Porifera). Front. Zool. 3:7. doi: 10.1186/1742-9994-3-7 

 Fortunato, A., and Aktipis, A. (2019). Social feeding behavior of Trichoplax adhaerens. Front. Ecol. Evol. 7:19. doi: 10.3389/fevo.2019.00019 

 Greengard, P. (2001). The neurobiology of slow synaptic transmission. Science 2, 1024–1030. doi: 10.1126/science.294.5544.1024

 Grell, K. G., and Ruthmann, A. (1991). “Placozoa” in Microscopic anatomy of invertebrates. ed. F. W. Harrison (New York, NY: Wiley-Liss), 13–27.

 Grunder, S., and Assmann, M. (2015). Peptide-gated ion channels and the simple nervous system of Hydra. J Exp Biol. Feb 15, 551–561. doi: 10.1242/jeb.111666

 Hanson, A. (2021). Spontaneous electrical low-frequency oscillations: a possible role in hydra and all living systems. Philos. Trans. R. Soc. Lond. Ser. B Biol. Sci. 376:20190763. doi: 10.1098/rstb.2019.0763 

 Heyland, A., Croll, R., Goodall, S., Kranyak, J., and Wyeth, R. (2014). Trichoplax adhaerens, an enigmatic basal metazoan with potential. Methods Mol. Biol. 1128, 45–61. doi: 10.1007/978-1-62703-974-1_4

 Hoang, D. T., Chernomor, O., Von Haeseler, A., Minh, B. Q., and Vinh, L. S. (2018). UFBoot2: improving the ultrafast bootstrap approximation. Mol. Biol. Evol. 35, 518–522. doi: 10.1093/molbev/msx281 

 Holmes, D. F., Yeung, C. C., Garva, R., Zindy, E., Taylor, S. H., Lu, Y., et al. (2018). Synchronized mechanical oscillations at the cell-matrix interface in the formation of tensile tissue. Proc. Natl. Acad. Sci. U. S. A. 115, E9288–E9297. doi: 10.1073/pnas.1801759115 

 Hoshino, D., Kirkbride, K. C., Costello, K., Clark, E. S., Sinha, S., Grega-Larson, N., et al. (2013). Exosome secretion is enhanced by invadopodia and drives invasive behavior. Cell Rep. 5, 1159–1168. doi: 10.1016/j.celrep.2013.10.050 

 Hutter, O. F., and Kostial, K. (1954). Effect of magnesium and calcium ions on the release of acetylcholine. J. Physiol. 124, 234–241. doi: 10.1113/jphysiol.1954.sp005102 

 Jing, J., and Weiss, K. R. (2001). Neural mechanisms of motor program switching in Aplysia. J. Neurosci. 21, 7349–7362. doi: 10.1523/JNEUROSCI.21-18-07349.2001 

 Katoh, K., Kuma, K., Toh, H., and Miyata, T. (2005). MAFFT version 5: improvement in accuracy of multiple sequence alignment. Nucleic Acids Res. 33, 511–518. doi: 10.1093/nar/gki198 

 Katoh, K., Rozewicki, J., and Yamada, K. D. (2019). MAFFT online service: multiple sequence alignment, interactive sequence choice and visualization. Brief. Bioinform. 20, 1160–1166. doi: 10.1093/bib/bbx108 

 Letunic, I., and Bork, P. (2021). Interactive tree of life (iTOL) v5: an online tool for phylogenetic tree display and annotation. Nucleic Acids Res. 49, W293–W296. doi: 10.1093/nar/gkab301 

 Leys, S. P. (2015). Elements of a 'nervous system' in sponges. J. Exp. Biol. 218, 581–591. doi: 10.1242/jeb.110817

 Lingueglia, E., Champigny, G., Lazdunski, M., and Barbry, P. (1995). Cloning of the amiloride-sensitive FMRFamide peptide-gated sodium channel. Nature 14, 730–733.

 Marfenin, N. N., and Dementyev, V. S. (2019). Longitudinal stolon pulsations in the colonial hydroid Dynamena pumila (Linnaeus, 1758). Biol. Bull. Rev. 9, 42–51. doi: 10.1134/S2079086419010043

 Mayorova, T. D., Hammar, K., Winters, C. A., Reese, T. S., and Smith, C. L. (2019). The ventral epithelium of Trichoplax adhaerens deploys in distinct patterns cells that secrete digestive enzymes, mucus or diverse neuropeptides. Biol Open 8:bio045674. doi: 10.1242/bio.045674

 Moroz, L. L. (2009). On the independent origins of complex brains and neurons. Brain Behav. Evol. 74, 177–190. doi: 10.1159/000258665 

 Moroz, L. L. (2018). NeuroSystematics and periodic system of neurons: model vs reference species at single-cell resolution. ACS Chem. Neurosci. 15, 1884–1903. doi: 10.1021/acschemneuro.8b00100

 Moroz, L. L. (2021). Multiple origins of neurons from secretory cells. Front. Cell Dev. Biol. 9:669087. doi: 10.3389/fcell.2021.669087 

 Moroz, L. L., Kocot, K. M., Citarella, M. R., Dosung, S., Norekian, T. P., Povolotskaya, I. S., et al. (2014). The ctenophore genome and the evolutionary origins of neural systems. Nature 510, 109–114. doi: 10.1038/nature13400 

 Moroz, L. L., and Kohn, A. B. (2015). Unbiased view of synaptic and neuronal gene complement in ctenophores: are there Pan-neuronal and Pan-synaptic genes across Metazoa? Integr. Comp. Biol. 55, 1028–1049. doi: 10.1093/icb/icv104 

 Moroz, L. L., Nikitin, M. A., Policar, P. G., Kohn, A. B., and Romanova, D. Y. (2021a). Evolution of glutamatergic signaling and synapses. Neuropharmacology 199:108740. doi: 10.1016/j.neuropharm.2021.108740 

 Moroz, L. L., and Romanova, D. Y. (2021). Selective advantages of synapses in evolution. Front. Cell Dev. Biol. 9:726563. doi: 10.3389/fcell.2021.726563 

 Moroz, L. L., and Romanova, D. Y. (2022). Alternative neural systems: what is a neuron? (ctenophores, sponges and placozoans). Front. Cell Dev. Biol. 10:1071961. doi: 10.3389/fcell.2022.1071961 

 Moroz, L. L., Romanova, D. Y., and Kohn, A. B. (2021b). Neural versus alternative integrative systems: molecular insights into origins of neurotransmitters. Philos. Trans. R. Soc. Lond. Ser. B Biol. Sci. 376:20190762. doi: 10.1098/rstb.2019.0762 

 Moroz, L. L., Romanova, D. Y., Nikitin, M. A., Sohn, D., Kohn, A. B., Neveu, E., et al. (2020a). The diversification and lineage-specific expansion of nitric oxide signaling in Placozoa: insights in the evolution of gaseous transmission. Sci. Rep. 10:13020. doi: 10.1038/s41598-020-69851-w 

 Moroz, L. L., Sohn, D., Romanova, D. Y., and Kohn, A. B. (2020b). Microchemical identification of enantiomers in early-branching animals: lineage-specific diversification in the usage of D-glutamate and D-aspartate. Biochem. Biophys. Res. Commun. 527, 947–952. doi: 10.1016/j.bbrc.2020.04.135 

 Musser, J. M., Schippers, K. J., Nickel, M., Mizzon, G., Kohn, A. B., Pape, C., et al. (2021). Profiling cellular diversity in sponges informs animal cell type and nervous system evolution. Science 374, 717–723. doi: 10.1126/science.abj2949 

 Nguyen, L. T., Schmidt, H. A., Von Haeseler, A., and Minh, B. Q. (2015). IQ-TREE: a fast and effective stochastic algorithm for estimating maximum-likelihood phylogenies. Mol. Biol. Evol. 32, 268–274. doi: 10.1093/molbev/msu300 

 Nikitin, M. (2015). Bioinformatic prediction of Trichoplax adhaerens regulatory peptides. Gen. Comp. Endocrinol. 212, 145–155. doi: 10.1016/j.ygcen.2014.03.049 

 Nusbaum, M. P., Blitz, D. M., Swensen, A. M., Wood, D., and Marder, E. (2001). The roles of co-transmission in neural network modulation. Trends Neurosci. 24, 146–154. doi: 10.1016/S0166-2236(00)01723-9 

 Nussbaum-Krammer, C. I., Neto, M. F., Brielmann, R. M., Pedersen, J. S., and Morimoto, R. I. (2015). Investigating the spreading and toxicity of prion-like proteins using the metazoan model organism C. elegans. J. Vis. Exp. 52321:e52321. doi: 10.3791/52321

 Okshtein, I. L. (1987). On the biology of Trichoplax sp. (Placozoa). Zoological Zh. 66, 325–338.

 Prosser, L. C. (1967). Ionic analyses and effects of ions on contractions of sponge tissues. Z. Vgl. Physiol. 54, 109–120. doi: 10.1007/BF00298024

 Ramos-Vicente, D., Ji, J., Gratacos-Batlle, E., Gou, G., Reig-Viader, R., Luis, J., et al. (2018). Metazoan evolution of glutamate receptors reveals unreported phylogenetic groups and divergent lineage-specific events. eLife 7:e35774. doi: 10.7554/eLife.35774 

 Romanova, D. Y., Heyland, A., Sohn, D., Kohn, A. B., Fasshauer, D., Varoqueaux, F., et al. (2020a). Glycine as a signaling molecule and chemoattractant in Trichoplax (Placozoa): insights into the early evolution of neurotransmitters. Neuroreport 31, 490–497. doi: 10.1097/WNR.0000000000001436 

 Romanova, D. Y., Nikitin, M. A., Shchenkov, S. V., and Moroz, L. L. (2022). Expanding of life strategies in Placozoa: insights from long-term culturing of Trichoplax and Hoilungia. Front. Cell Dev. Biol. 10:823283. doi: 10.3389/fcell.2022.823283 

 Romanova, D. Y., Smirnov, I. V., Nikitin, M. A., Kohn, A. B., Borman, A. I., Malyshev, A. Y., et al. (2020b). Sodium action potentials in Placozoa: insights into behavioral integration and evolution of nerveless animals. Biochem. Biophys. Res. Commun. 532, 120–126. doi: 10.1016/j.bbrc.2020.08.020 

 Romanova, D. Y., Varoqueaux, F., Daraspe, J., Nikitin, M. A., Eitel, M., Fasshauer, D., et al. (2021). Hidden cell diversity in Placozoa: ultrastructural insights from Hoilungia hongkongensis. Cell Tissue Res. 385, 623–637. doi: 10.1007/s00441-021-03459-y 

 Ronquist, F., Teslenko, M., Van Der Mark, P., Ayres, D. L., Darling, A., Hohna, S., et al. (2012). MrBayes 3.2: efficient Bayesian phylogenetic inference and model choice across a large model space. Syst. Biol. 61, 539–542. doi: 10.1093/sysbio/sys029 

 Schindelin, J., Arganda-Carreras, I., Frise, E., Kaynig, V., Longair, M., Pietzsch, T., et al. (2012). Fiji: an open-source platform for biological-image analysis. Nat. Methods 9, 676–682. doi: 10.1038/nmeth.2019 

 Schmidt, A., Bauknecht, P., Williams, E. A., Augustinowski, K., Gründer, S., and Jékely, G. (2018). Dual signaling of Wamide myoinhibitory peptides through a peptide-gated channel and a GPCR in Platynereis. FASEB J. 32, 5338–5349. doi: 10.1096/fj.201800274R 

 Seawater, A. (2012). Artificial seawater. Cold Spring Harb. Protoc. doi: 10.1101/pdb.rec068270

 Senatore, A., Reese, T. S., and Smith, C. L. (2017). Neuropeptidergic integration of behavior in Trichoplax adhaerens, an animal without synapses. J. Exp. Biol. 220, 3381–3390. doi: 10.1242/jeb.162396 

 Seravin, L. N. (1989). Orientation of invertebrates in three-dimensional space: 4. Reaction of turning from the dorsal side to the ventral one. Zoological Zh. 68, 18–28.

 Smith, C. L., and Mayorova, T. D. (2019). Insights into the evolution of digestive systems from studies of Trichoplax adhaerens. Cell Tissue Res. 377, 353–367. doi: 10.1007/s00441-019-03057-z 

 Smith, C. L., Pivovarova, N., and Reese, T. S. (2015). Coordinated feeding behavior in Trichoplax, an animal without synapses. PLoS One 10:e0136098. doi: 10.1371/journal.pone.0136098 

 Smith, C. L., Reese, T. S., Govezensky, T., and Barrio, R. A. (2019). Coherent directed movement toward food modeled in Trichoplax, a ciliated animal lacking a nervous system. Proc. Natl. Acad. Sci. U. S. A. 116, 8901–8908. doi: 10.1073/pnas.1815655116 

 Smith, C. L., Varoqueaux, F., Kittelmann, M., Azzam, R. N., Cooper, B., Winters, C. A., et al. (2014). Novel cell types, neurosecretory cells, and body plan of the early-diverging metazoan Trichoplax adhaerens. Curr. Biol. 24, 1565–1572. doi: 10.1016/j.cub.2014.05.046 

 Srivastava, M., Begovic, E., Chapman, J., Putnam, N. H., Hellsten, U., Kawashima, T., et al. (2008). The Trichoplax genome and the nature of placozoans. Nature 454, 955–960. doi: 10.1038/nature07191

 Torii, K., Uneyama, H., and Nakamura, E. (2013). Physiological roles of dietary glutamate signaling via gut-brain axis due to efficient digestion and absorption. J. Gastroenterol. 48, 442–451. doi: 10.1007/s00535-013-0778-1 

 Tsiairis, C. D., and Aulehla, A. (2016). Self-organization of embryonic genetic oscillators into spatiotemporal wave patterns. Cells 164, 656–667. doi: 10.1016/j.cell.2016.01.028 

 Ueda, T., Koya, S., and Maruyama, Y. K. (1999). Dynamic patterns in the locomotion and feeding behaviors by the placozoan Trichoplax adhaerens. Biosystems 54, 65–70. doi: 10.1016/S0303-2647(99)00066-0 

 Varoqueaux, F., Williams, E. A., Grandemange, S., Truscello, L., Kamm, K., Schierwater, B., et al. (2018). High cell diversity and complex peptidergic signaling underlie Placozoan behavior. Curr. Biol. 28:e3492, 3495–3501.e2. doi: 10.1016/j.cub.2018.08.067

 Virtanen, P., Gommers, R., Oliphant, T. E., Haberland, M., Reddy, T., Cournapeau, D., et al. (2020). SciPy 1.0: fundamental algorithms for scientific computing in python. Nat. Methods 17, 261–272. doi: 10.1038/s41592-019-0686-2 

 Zhong, G., Kroo, L., and Prakash, M. (2022). Thermotaxis in an apolar, non-neuronal animal. bioRxiv [Epub ahead of preprint], pp. 2022–2008. doi: 10.1101/2022.08.19.504474












	 
	

	TYPE Original Research
PUBLISHED 19 May 2023
DOI 10.3389/fnins.2023.1160353





Drosophila photoreceptor systems converge in arousal neurons and confer light responsive robustness

David D. Au1, Jenny C. Liu1, Soo Jee Park1, Thanh H. Nguyen1, Mia Dimalanta1, Alexander J. Foden1 and Todd C. Holmes1,2*

1Department of Physiology and Biophysics, School of Medicine, University of California, Irvine, Irvine, CA, United States

2Center for Neural Circuit Mapping, School of Medicine, University of California, Irvine, Irvine, CA, United States

[image: image]

OPEN ACCESS

EDITED BY
Edgar Buhl, University of Bristol, United Kingdom

REVIEWED BY
Sergio I. Hidalgo, University of California, Davis, United States
Francois Rouyer, Institut des Neurosciences Paris-Saclay, France

*CORRESPONDENCE
Todd C. Holmes, tholmes@uci.edu

RECEIVED 07 February 2023
ACCEPTED 05 May 2023
PUBLISHED 19 May 2023

CITATION
Au DD, Liu JC, Park SJ, Nguyen TH, Dimalanta M, Foden AJ and Holmes TC (2023) Drosophila photoreceptor systems converge in arousal neurons and confer light responsive robustness.
Front. Neurosci. 17:1160353.
doi: 10.3389/fnins.2023.1160353

COPYRIGHT
© 2023 Au, Liu, Park, Nguyen, Dimalanta, Foden and Holmes. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.

Lateral ventral neurons (LNvs) in the fly circadian neural circuit mediate behaviors other than clock resetting, including light-activated acute arousal. Converging sensory inputs often confer functional redundancy. The LNvs have three distinct light input pathways: (1) cell autonomously expressed cryptochrome (CRY), (2) rhodopsin 7 (Rh7), and (3) synaptic inputs from the eyes and other external photoreceptors that express opsins and CRY. We explored the relative photoelectrical and behavioral input contributions of these three photoreceptor systems to determine their functional impact in flies. Patch-clamp electrophysiology measuring light evoked firing frequency (FF) was performed on large LNvs (l-LNvs) in response to UV (365 nm), violet (405 nm), blue (450 nm), or red (635 nm) LED light stimulation, testing controls versus mutants that lack photoreceptor inputs gl60j, cry-null, rh7-null, and double mutant gl60j-cry-null flies. For UV, violet, and blue short wavelength light inputs, all photoreceptor mutants show significantly attenuated action potential FF responses measured in the l-LNv. In contrast, red light FF responses are only significantly attenuated in double mutant gl60j-cry-null flies. We used a light-pulse arousal assay to compare behavioral responses to UV, violet, blue and red light of control and light input mutants, measuring the awakening arousal response of flies during subjective nighttime at two different intensities to capture potential threshold differences (10 and 400 μW/cm2). The light arousal behavioral results are similar to the electrophysiological results, showing significant attenuation of behavioral light responses for mutants compared to control. These results show that the different LNv convergent photoreceptor systems are integrated and together confer functional redundancy for light evoked behavioral arousal.
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1. Introduction

Light provides sensory cues to many animals for navigating their environment. In insects like Drosophila, short-wavelength light has robust effects on visual behaviors, such as circadian entrainment, phototaxis, sleep/wake, and arousal that are mediated in part by non-image forming mechanisms based on two deep-brain photopigments: cryptochrome (CRY) and rhodopsin 7 (Rh7) (Stanewsky et al., 1998; Emery et al., 2000; Sheeba et al., 2008a; Kumar et al., 2012; Fogle et al., 2015; Baik et al., 2017, 2018, 2019b; Kistenpfennig et al., 2017; Ni et al., 2017; Senthilan et al., 2019). CRY is a light-sensitive photopigment that was initially identified in flies based on its role in light entraining fly circadian rhythm. CRY binds to TIMELESS (TIM) and PERIOD (PER) clock protein heteromultimeric complexes. Light-activated conformational changes of CRY’s C-terminal tail initiates a degradation cascade of co-complexed clock protein TIM and PER, thus calibrating/resetting the transcription-translation loop circadian clock (Ceriani et al., 1999; Koh et al., 2006; Peschel et al., 2009). CRY photoactivation also depends on electron transfer between multiple tryptophan residues embedded within the structure that result in photoreduction of CRY’s chromophore, flavin adenine dinucleotide (FAD) (Hoang et al., 2008; Zoltowski et al., 2011; Czarna et al., 2013; Levy et al., 2013; Vaidya et al., 2013; Lin et al., 2018; Baik et al., 2019a). CRY photoactivation also evokes robust increases in neuronal electrical excitability via redox coupled interactions with voltage-gated potassium channel beta subunits (Kvβ) hyperkinetic (Hk) (Fogle et al., 2011, 2015; Baik et al., 2017). Rh7 is a spectrally broad bistable photopigment with an absorbance peak around violet (∼400 nm) light and functions via a Gq/PLC (Gq class of G-proteins that couple to phospholipase C) phototransduction pathway (Ni et al., 2017; Sakai et al., 2017). While measurable using spectroscopic biophysical methods, functional Rh7 bistability is not fully explored at present. Both CRY and Rh7 are highly expressed in many of the neurons of the circadian/arousal neural circuit (Emery et al., 2000; Klarsfeld, 2004; Benito et al., 2008; Sheeba et al., 2008a; Yoshii et al., 2008; Fogle et al., 2011; Ni et al., 2017), including the lateral ventral neurons (LNvs), which use light input to tune many physiological and behavioral processes of the fly as noted above (Parisky et al., 2008; Shang et al., 2008; Sheeba et al., 2008a,2010; Liu et al., 2014; Fogle et al., 2015; Muraro and Ceriani, 2015; Buhl et al., 2016; Potdar and Sheeba, 2018; Chaturvedi et al., 2022). Flies and other insects also navigate their environments using six external rhodopsin photoreceptors found in the compound eyes, the Hofbauer-Buchner (HB) eyelet, and the ocelli that contribute to image-forming and non-image forming visual processes. Together, six rhodopsin photopigments, rhodopsin 1-6 (Rh1-6), mediate a broad range of spectral sensitivity from UV to red (∼300–630 nm) light (Kirschfeld et al., 1978, 1977; Feiler et al., 1992; Salcedo et al., 1999; Sharkey et al., 2020). CRY and Rh7 are also expressed in these external photoreceptor structures, where they may play a role in modulating visual sensitivity gain control (Senthilan et al., 2019). Senthilan et al. (2019) find evidence for Rh7 mRNA expression in brain neurons that is approximately equivalent to Rh7 mRNA expression in eyes, and immunocytochemical staining of Rh7 in the eyes but not in brain neurons. In contrast, Ni et al. (2017) shows robust Rh7 immunocytochemical staining in brain neurons including the LNv. Thus, for this study we were particularly interested in seeing whether Rh7 mediates light responses in the l-LNv and the responses in the absence of CRY and eye photoreceptors. Previous work shows that circadian photoreception and light attraction/avoidance behaviors are coordinately regulated by all three cell-autonomous photoreceptive pathways (CRY, Rh7, external photoreceptors), which input to the LNvs, and provide functional redundancy for these important behaviors (Emery et al., 1998; Stanewsky et al., 1998; Helfrich-Förster et al., 2001, 2002; Malpel et al., 2002; Rieger et al., 2003; Klarsfeld, 2004; Veleri et al., 2007; Sheeba et al., 2008a; Kistenpfennig et al., 2012; Schlichting et al., 2014, 2015, 2016; Saint-Charles et al., 2016; Ni et al., 2017; Baik et al., 2018, 2019b; Lazopulo et al., 2019).

Most of the LNv light-activated arousal neurons express the circadian neuropeptide pigment-dispersing factor (PDF) and can be further categorized as small and large (s-LNvs and l-LNvs, respectively) that are each uniquely capable of transmitting light information that contribute to endogenous circadian timekeeping or wakefulness/arousal. Light-activated s-LNvs trigger the release of PDF to entrain dorsal neurons (DNs), lateral dorsal neurons (LNds), and other circadian pacemaker neurons, while l-LNvs receive inputs from CRY, Rh7, or the external photoreceptors to trigger PDF release in the accessory medulla (aME) to signal light information to s-LNvs, LNds, and other clock neurons (Helfrich-Förster et al., 2007; Cusumano et al., 2009; Yoshii et al., 2009, 2016; Guo et al., 2014; Eck et al., 2016; Schlichting et al., 2016). Additionally, l-LNvs exhibit both rapid and long-lasting excitatory electrophysiological events upon short-wavelength light exposure as marked by an increase in firing frequency (FF) and membrane depolarization lasting tens of seconds from stimulus onset (Sheeba et al., 2008b; Fogle et al., 2011, 2015; Baik et al., 2017, 2019a). This phenomenon is thought to be driven primarily by the CRY/Hk and Rh7 photoreceptor systems. However, l-LNvs also exhibit acute responses to red light (∼635 nm) that, albeit weaker, persist in a cry-null system (Baik et al., 2019a; Au et al., 2022). In terms of l-LNv photoexcitability, this suggests a possible input contribution from red-sensitive rhodopsin photopigments (Rh1 and Rh6) from the external photoreceptor structures or direct effects mediated by CRY and/or Rh7. While circadian photoentrainment is primarily modulated by CRY, flies are still able to entrain to light:dark (LD) cycles in a CRY-independent manner, also suggesting that light inputs to LNvs and the rest of the clock circuitry is mediated by external opsin-based photoreceptor structures and/or Rh7 (Ni et al., 2017, but see also Kistenpfennig et al., 2017). Further evidence suggests that different properties of light (intensity, exposure timing, spectral composition) recruit different photoreceptors for photoentrainment (Chatterjee et al., 2018) and light attraction/avoidance behaviors (Baik et al., 2019b). Anatomically, external photoreceptor structures project either directly into the aME or indirectly via lamina monopolar cells that project to the aME (Behnia and Desplan, 2015). It has been proposed that the aME acts as a central hub for parallel light input circuits from the external photoreceptor system to the clock circuit for photoentrainment (Li et al., 2018), but the extent of how all three photoreceptor systems functionally contribute to light evoked neuronal photoexcitation and behavioral arousal remain largely unknown.

Here, we comprehensively explore the functional contributions of the light input pathways from the three distinct external and internal photoreceptor systems that activate LNvs electrical excitability and the relative contributions of these three distinct photoreceptor systems to the fly’s arousal responses to UV, violet, blue, and red light stimuli. We employ the light-evoked whole-cell current clamp electrophysiology assay to measure l-LNvs responses to intensity matched UV, violet, blue, and red light, comparing control versus fly mutants that lack photoreceptor inputs gl60j, cry-null, rh7-null, and double mutant gl60j-cry-null flies. In a parallel set of studies, we use a light-pulse arousal assay to measure behavioral responses to intensity matched UV, violet, blue, and red light, measuring light-triggered wakefulness from sleep for controls and each fly mutant at two different levels of light intensity. We find that all photoreceptor systems functionally integrate in l-LNvs to enable light-evoked electrophysiological excitability. We find similarly that all light input channels contribute to arousal behavioral responses to light. Identifying a functional connection between each of the fly photoreceptor systems strengthens an emerging model that insect image-forming and non-image forming visual processes work together in a coordinate fashion to mediate complex light-evoked behaviors.



2. Materials and methods


2.1. Experimental animals

Our experimental flies were allowed ad libitum access to a standard food media consisting of yeast, cornmeal, and agar at 25 ± 1°C and 40–60% relative humidity in 12:12 h light:dark cycles during behavioral experiments. All flies used in the experiments are 3 to 4-day post-eclosion adult male flies. We obtained our rh7-null, gl60j, and gl60j-cry-null mutant flies through a prior collaboration with Craig Montell of UC Santa Barbara, and cry-null mutant flies from Amita Seghal of University of Pennsylvania. Once obtained, we crossed each photoreceptor mutant with a pdfGAL4-p12c driver line to drive expression of green fluorescent protein (GFP) in all PDF+ neurons in order to visualize l-LNvs for patch-clamp electrophysiology. The p12c line is a stable expression line that we previously developed in our lab to mark LNvs using GFP expression driven by pdfGAL4. Large lateral ventral neurons were identified by size, morphology, and anatomical positioning. Our wild-type control is the pdfGAL4-p12c driver line.



2.2. Light-evoked neuronal electrophysiology

We adapted our light-evoked potential electrophysiology assays established in Baik et al. (2019a) to measure adult male fly brain’s large lateral ventral neuronal responses to various light stimuli. Our ex vivo brain preparations retain residual photoreceptor tissue from the compound eyes so as to avoid damaging the preparation and the input circuitry of the neurons we record from. This brain preparation closely follows the procedure outlined in Gu and O’Dowd (2006). Flies are dissected in an external recording solution comprised of the following components: 122 mM NaCl, 3 mM KCl, 1.8 mM CaCl2, 0.8 mM MgCl2, 5 mM glucose, 10 mM HEPES, and calibrated to a pH of 7.2 ± 0.02 and osmolarity of 250–255 mOsm. The internal recording solution is comprised of the following components: 102 mM Kgluconate, 17 mM NaCl, 0.085 mM CaCl2, 1.7 mM MgCl2 (hexahydrate), 8.5 mM HEPES, 0.94 mM EGTA, and is calibrated to a pH of 7.2 ± 0.02 and osmolarity of 232–235 mOsm. Our custom multichannel LED source (Prizmatix/Stanford Photonics, Palo Alto, CA, USA) is fitted onto an Olympus BX51 WI microscope and was used as our primary light source for light-evoked potential recordings. The LED are tuned to the following wavelengths of color: UV (365 nm), violet (405 nm), blue (450 nm), and red (635 nm), and all exposures were set to an intensity of 200 μW/cm2 by use of a Newport 842-PE Power/Energy meter. Transistor-transistor-logic (TTL) triggered LEDs programmed by the data acquisition software, pClamp (molecular dynamics), enabled rapid on/off light stimuli with the following protocol: 50 s of dark for baseline recording, 5 s of colored-light stimulation, then 95 s of inter-pulse darkness for FF and membrane potential baseline recovery. We measure five continuously repeated sweeps per recording to allow for greater statistical confidence in our measurements, which are analyzed as follows: FF is determined by counting spikes per 10 s interval per 100 s sweep, then calculated as a FF ratio by the average number of spikes during lights on over the average number of spikes per 10 s interval pre-light stimulus. These ratios are averaged across the five repeated sweeps per recording for all samples of the same light-stimulus in the genotype set. This custom light-evoked potential protocol allows greater measurements for kinetically robust light-evoked effects in our samples.



2.3. Light-pulse arousal behavioral assay

Standard LD light pulse arousal assays were conducted from previously established and adapted protocols (Baik et al., 2017). The locomotor activity of individual flies was measured using the TriKinetics Locomotor Activity Monitoring System via infrared beam-crossing, recording total crosses in 1-min bins. Percentage activity and statistics were measured using Microsoft Excel. Custom LED fixtures were built using Waveform Lighting blue, violet, UV, and red LEDs with a narrow peak wavelength of 450, 405, 365, and 635 nm, respectively, and intensity-tuned to 10 μW/cm2 and 400 μW/cm2 for low and high intensity light exposures, respectively.



2.4. Quantification and statistical analysis

All reported values are represented as mean ± SEM. Values of n refer to the total number of experimental flies tested over all replicates of an experiment (minimum of three replicates). Firing frequency values are calculated as a ratio of spikes during the 5 s of lights on/average baseline firing rate binned in 10 s increments. Statistical tests were performed using Minitab, Matlab, and Microsoft Excel software. Statistical analysis began with performing an Anderson–Darling normality tests to determine normality of data. Variance was determined using F-tests for normally distributed data, then significance was determined using two-sample, one-tailed t-tests with alpha values of 0.5 before pairwise correction. Significance for non-normal data was determined by Mann-Whitney U-tests. Spike firing quantifications were performed using custom Matlab scripts and Clampfit software. Multi-comparison tests leading to Type I error/false positives were mitigated by p-value adjustment based on false discovery rate (FDR, Benjamini and Hochberg, 1995). A standard FDR threshold of 0.1 was then implemented in order to indicate significance as an expected proportion of false positives that is no greater than 10%.




3. Results


3.1. Light excitation of arousal neurons to short-wavelength light relies on input coincident of multiple photoreceptor systems

Physiological and anatomical evidence indicates the convergence of multiple photoreceptor channels on the LNvs (Emery et al., 1998; Stanewsky et al., 1998; Helfrich-Förster et al., 2001, 2002; Malpel et al., 2002; Klarsfeld, 2004; Sheeba et al., 2008a; Schlichting et al., 2014, 2016; Behnia and Desplan, 2015; Ni et al., 2017; Chatterjee et al., 2018; Li et al., 2018; Baik et al., 2019b). CRY light activation is based successive redox reduction of its FAD starting at a base oxidized state with two absorption peaks corresponding to ultraviolet (UV, 365 nm) and blue (450 nm) light (Berndt et al., 2007; Bouly et al., 2007; Hoang et al., 2008). Higher reduction states of CRY confer light-evoked excitation by red light (635 nm) due to spectral absorption peak shifts. Light evoked redox transfer reactions mediated by FAD in CRY are transduced to changes in membrane potential and neuronal excitability through voltage gated potassium channel beta subunit, hyperkinetic (Sheeba et al., 2008b; Fogle et al., 2011, 2015; Baik et al., 2017). Rh7 exhibits a very broad absorption that peaks at violet light (405 nm) (Kistenpfennig et al., 2017; Ni et al., 2017). In order to test the relative contributions of different photoreceptor systems on l-LNv photoexcitability to short-wavelength light, we performed whole-cell current-clamp electrophysiology using 200 μW/cm2 of UV (365 nm), violet (405 nm), and blue (450 nm) LED light. To test the contribution of each photoreceptor system to circadian/arousal neuronal photoexcitability to these short wavelengths, we measured the electrophysiological light responses of l-LNvs as a ratio of action potential FF during lights on/lights off, comparing control wild-type p12c with recordings of genetic knockouts cry-null, rh7-null, total external photoreceptor knockout gl60j, and a double-mutant gl60j-cry-null photoreceptor mutant flies using the whole-cell patch-clamp electrophysiology configuration. Recordings were performed on l-LNvs from each photoreceptor knockout group with 50 s of dark, 5 s exposures of 200 μW/cm2 LED light for each wavelength of light, and 95 s of dark inter-pulse intervals in order to measure post-stimulus decay back to baseline. Each recording trace was repeated 5 times and FF ratios are reported as an average of all traces of all recordings for each group of parameters.

A total of 200 μW/cm2 UV (365 nm) LED light evokes a robust 1.6-fold FF increase in recordings of p12c control l-LNvs (Figure 1A blue column). As expected, intensity matched UV light electrophysiological responses of l-LNvs are significantly attenuated in neurons recorded from cry-null fly brains (Figure 1A, blue column vs. green column) as 365 nm corresponds to one of the principal spectral absorption peaks for the base oxidized state of CRY. Intensity matched UV light electrophysiological responses of l-LNvs also are significantly attenuated to a similar degree in neurons recorded from gl60j and rh7-null fly brains (Figure 1A, blue column vs. red column and violet column, respectively). This indicates that opsin-based phototransduction in eyes/external photoreceptors and cell autonomously expressed Rh7 also contribute to the l-LNv electrophysiological responses to UV light. The UV photoresponse of the double mutant gl60j-cry-null is also significantly different from control p12c (Figure 1A, blue column vs. yellow column), in agreement with the attenuated UV light response trends measured from the single mutants gl60j and cry-null. Short term light exposure evokes long term subsequent increases in neuronal excitation in LNvs (Fogle et al., 2011, 2015; Baik et al., 2017, 2019a). In order to measure any lasting photoexcitatory effects post-stimulus, FF ratios for each knockout mutant are reported as 10 s intervals for 50 s post-stimulus: FF (10 s post-stimulus)/FF (baseline), FF (20 s post-stimulus)/FF (baseline), FF (30 s post-stimulus)/FF (baseline), FF (40 s post-stimulus)/FF (baseline), and FF (50 s post-stimulus)/FF (baseline). There are no significant increases in FF ratio post-stimulus when comparing p12c versus any of the knockout mutants (Figures 1B–E).
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FIGURE 1
All photoreceptor mutants show an attenuated UV light firing frequency (FF) compared to native expressed Drosophila CRY. (A) Firing frequency response of p12c (blue column, n = 13) versus gl60j (red column, n = 13), cry-null (green column, n = 19), gl60j-cry-null (yellow column, n = 9), and rh7-null (violet column, n = 10) with 5 s UV (365 nm, 200 μW/cm2) light stimulus. Post-stimulus FF response in 10 min bins for (B) p12c (blue trace) vs. gl60j (red trace), (C) p12c vs. cry-null (green trace), (D) p12c vs. gl60j-cry-null (yellow trace), and (E) p12c vs. rh7-null (violet trace). Data are plotted as average ± SEM. Pairwise comparison was analyzed using two-sample t-test with FDR adjustment. *p < 0.1 and **p < 0.05.


200 μW/cm2 of violet (405 nm) LED light evokes 1.8-fold increases in FF in control p12c l-LNvs (Figure 2A, blue column). In contrast, intensity matched l-LNv violet light responses in FF are significantly attenuated in l-LNv recordings of gl60j, rh7-null, and double mutant gl60j-cry-null neurons (Figure 2A, blue column vs. red column, violet column, and yellow column, respectively). Unsurprisingly, cry-null violet light responses in FF are not significantly different from control as there is an absorption trough at 405 nm for CRY, but cry-null violet light responses are significantly higher compared to the gl60j-cry-null response (Figure 2A, green column vs. yellow column, respectively). Comparing the gl60j versus the double mutant gl60j-cry-null recordings of violet evoked changes in FF, this result suggests the l-LNvs responsiveness to violet light depends entirely on external and cell autonomous opsin-based photoreceptors. In comparison to control p12c, the post-stimulus FF ratio for violet light for each genotype (Figures 2B–E) shows significant increases up to 10 s post-stimulus for gl60j and gl60j-cry-null responses (Figures 2B, D, respectively), and up to 20 s for rh7-null responses (Figure 2E), but no significant increases for cry-null responses (Figure 2C).
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FIGURE 2
All photoreceptor mutants except cry-null show an attenuated violet light firing frequency (FF) compared to native expressed Drosophila CRY. (A) Firing frequency response of p12c (blue column, n = 13) versus gl60j (red column, n = 15), cry-null (green column, n = 9), gl60j-cry-null (yellow column, n = 11), and rh7-null (violet column, n = 10) with 5 s violet (405 nm, 200 μW/cm2) light stimulus. Post-stimulus FF response in 10 min bins for (B) p12c (blue trace) vs. gl60j (red trace), (C) p12c vs. cry-null (green trace), (D) p12c vs. gl60j-cry-null (yellow trace), and (E) p12c vs. rh7-null (violet trace). Data are plotted as average ± SEM. Pairwise comparison was analyzed using two-sample t-test with FDR adjustment. *p < 0.1, **p < 0.05, ***p < 0.01.


Natively expressed CRY control p12c l-LNvs are robustly excited by blue light exposure, showing an almost a twofold increase in FF (Figure 3A, blue column), similar to results reported previously. Compared to p12c controls, the genetic absence of other photoreceptors/phototransducers including the gl60j mutation or rh7-null results in a significant attenuation of l-LNv responsiveness to blue light (Figure 3A, blue column vs. red column and violet column, respectively). Mutant cry-null show a significantly more attenuated response, as we have demonstrated previously (Figure 3A, blue column vs. green column). The double-mutant gl60j-cry-null exhibits the greatest attenuation of l-LNv responsiveness to blue light (Figure 3A, yellow column) suggesting a compounding effect from loss of photoreception from both systems. Blue light-responses are also long-lasting for the p12c control group compared to gl60j and cry-null, with p12c having a sustained FF ratio increase lasting up to 20 s post-stimulus (Figures 3B, C, respectively). In comparison to rh7-null and the double mutant gl60j-cry-null, the control blue light response persists for even longer, up to 30 s post-stimulus (Figures 3D, E, respectively).
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FIGURE 3
All photoreceptor mutants show an attenuated blue light firing frequency (FF) compared to native expressed Drosophila CRY. (A) Firing frequency response of p12c (blue column, n = 16) versus gl60j (red column, n = 16), cry-null (green column, n = 22), gl60j-cry-null (yellow column, n = 12), and rh7-null (violet column, n = 13) with 5 s blue (450 nm, 200 μW/cm2) light stimulus. Post-stimulus FF response in 10 min bins for (B) p12c (blue trace) vs. gl60j (red trace), (C) p12c vs. cry-null (green trace), (D) p12c vs. gl60j-cry-null (yellow trace), and (E) p12c vs. rh7-null (violet trace). Data are plotted as average ± SEM. Pairwise comparison was analyzed using two-sample t-test with FDR adjustment. *p < 0.1, **p < 0.05, ***p < 0.01.




3.2. External photoreceptors and cryptochrome dually contribute to mediate red light excitability in primary arousal neurons

Multiple lines of evidence show that CRY also mediates acute red light responsiveness as measured by l-LNv electrophysiology (Baik et al., 2019a; Au et al., 2022). These surprising results suggest that CRY can be sufficiently reduced to reach long-wavelength light absorption in vivo. The only other known candidates for red light sensing in flies occur via red sensitive opsin-based photoreceptors expressed in the compound eyes including rhodopsin 1 and rhodopsin 6. Anatomical and physiological evidence suggest circumstantially that external photoreceptor systems directly input light information to the circadian/arousal neural circuits. Internally expressed Rh7 does contribute violet (405 nm) light sensing to l-LNvs, yet Rh7’s contribution to l-LNv input to other wavelengths of light is largely unexplored. A total of 200 μW/cm2 red light exposure evokes small but measurable acute increases in action potential FF in control p12c l-LNvs. In contrast, attenuated responses are measured in double knockout gl60j-cry-null l-LNvs (Figure 4A, blue column vs. yellow column). Red light evoked increases in FF quickly return to baseline firing within 10 s post-stimulus, indicating that l-LNv electrophysiological responses to red light are acute rather than long-lasting (Figure 4D, blue trace vs. yellow trace). Post-red stimulus plots for gl60j, cry-null, and rh7-null mutant groups show no significant differences in comparison to the p12c control (Figures 4B, C, E). A summary table of all genotypes FF responses (FF lights on/FF baseline no light) to light stimuli can be found on Table 1.
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FIGURE 4
gl60j-cry-null photoreceptor mutants show an attenuated red light firing frequency (FF) compared to native expressed Drosophila CRY. (A) Firing frequency response of p12c (blue column, n = 16) versus gl60j (red column, n = 18), cry-null (green column, n = 15), gl60j-cry-null (yellow column, n = 11), and rh7-null (violet column, n = 10) with 5 s red (635 nm, 200 μW/cm2) light stimulus. Post-stimulus FF response in 10 min bins for (B) p12c (blue trace) vs. gl60j (red trace), (C) p12c vs. cry-null (green trace), (D) p12c vs. gl60j-cry-null (yellow trace), and (E) p12c vs. rh7-null (violet trace). Data are plotted as average ± SEM. Pairwise comparison was analyzed using two-sample t-test with FDR adjustment. **p < 0.05.



TABLE 1    Summary of firing frequency ratio for each genotype against each color of light stimulus.
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3.3. Light responses recorded from l-LNvs show no apparent time-of-day differences

Representative voltage traces with a 5 s baseline in dark, during the 5 s of 200 μW/cm2 red, blue, violet, or UV light stimulation, and 50 s post-stimuli show the increase in FF and duration of sustained excitation for p12c (Figure 5, blue traces), gl60j (Figure 6, red traces), cry-null (Figure 7, green traces), gl60j-cry-null (Figure 8, yellow traces), and rh7-null (Figure 9, violet traces). The colored bars indicate onset of 5 s of 200 μW/cm2 lights on and off during each recording. Most of the individual l-LNv recordings reveal predominately tonic action potential firing pattern, consistent with most other reports (Holmes et al., 2007; Cao and Nitabach, 2008; Sheeba et al., 2008b, 2010; McCarthy et al., 2011; Seluzicki et al., 2014; Flourakis and Allada, 2015; Flourakis et al., 2015; Fogle et al., 2015; Buhl et al., 2016, 2019; Baik et al., 2017, 2019a; Li et al., 2018; Smith et al., 2019; Au et al., 2022).
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FIGURE 5
Representative voltage traces of l-LNvs electrophysiological responses to UV, violet, blue, and red light stimulus for native expressed Drosophila CRY. Representative voltage traces of the last 60 s of a patch-clamp recording of l-LNvs subjected to 5 s of (A) UV, (B) violet, (C) blue, and (D) red light stimulus for natively expressed Drosophila CRY, p12c (blue traces). Colored bars indicate 5 s of 200 μW/cm2 light stimulus. Vertical scale bars represent 5 mV and horizontal scale bars represent 2 s.
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FIGURE 6
Representative voltage traces of l-LNvs electrophysiological responses to UV, violet, blue, and red light stimulus for gl60j. Representative voltage traces of the last 60 s of a patch-clamp recording of l-LNvs subjected to 5 s of (A) UV, (B) violet, (C) blue, and (D) red light stimulus for gl60j flies (red traces). Colored bars indicate 5 s of 200 μW/cm2 light stimulus. Vertical scale bars represent 5 mV and horizontal scale bars represent 2 s.
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FIGURE 7
Representative voltage traces of l-LNvs electrophysiological responses to UV, violet, blue, and red light stimulus for cry-null. Representative voltage traces of the last 60 s of a patch-clamp recording of l-LNvs subjected to 5 s of (A) UV, (B) violet, (C) blue, and (D) red light stimulus for cry-null flies (green traces). Colored bars indicate 5 s of 200 μW/cm2 light stimulus. Vertical scale bars represent 5 mV and horizontal scale bars represent 2 s.
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FIGURE 8
Representative voltage traces of l-LNvs electrophysiological responses to UV, violet, blue, and red light stimulus for gl60j-cry-null. Representative voltage traces of the last 60 s of a patch-clamp recording of l-LNvs subjected to 5 s of (A) UV, (B) violet, (C) blue, and (D) red light stimulus for gl60j-cry-null flies (yellow traces). Colored bars indicate 5 s of 200 μW/cm2 light stimulus. Vertical scale bars represent 5 mV and horizontal scale bars represent 2 s.
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FIGURE 9
Representative voltage traces of l-LNvs electrophysiological responses to UV, violet, blue, and red light stimulus for rh7-null. Representative voltage traces of the last 60 s of a patch-clamp recording of l-LNvs subjected to 5 s of (A) UV, (B) violet, (C) blue, and (D) red light stimulus for rh7-null flies (violet traces). Colored bars indicate 5 s of 200 μW/cm2 light stimulus. Vertical scale bars represent 5 mV and horizontal scale bars represent 2 s.


To determine if the absence of CRY or the internal and external rhodopsin photoreceptors alters the basal FF of l-LNvs, we plotted basal firing rates across the time of day of the recordings (Figure 10). Scatter plots for the p12c control and all photoreceptor mutants pre-exposed to UV, violet, blue, or red light (Figures 10A–D, respectively) show no discernable correlation to time-of-day of the recording and FF baseline. However, average FF baseline for each group plotted as a box and whisker plot shows significantly lower baseline FF for gl60j and rh7-null mutants compared to the control p12c (Figure 10E, approximate average of 4.2 Hz for p12c, blue box vs. 3.6 Hz for gl60j, red box and 2.4 Hz for rh7-null, violet box). The double knockout gl60j-cry-null had a significantly higher FF baseline than gl60j (Figure 10E, approximate average of 5.2 Hz for gl60j-cry-null, yellow box vs. red box) but recordings from this genotype tend to be more unstable as indicated by the wide range of measured FF. Similarly, cry-null baseline FF is significantly higher than rh7-null baseline FF (Figure 10E, approximate average of 3.9 Hz for cry-null, green box vs. violet box). To provide a clear of the data distribution, individually plotted points for each genotype can be found on Figure 10F. These results show that removal of any opsin-based photoreceptor system results in a decrease in l-LNv baseline FF in absence of light, thus opsin-based photoreceptors modulate baseline circadian/arousal neuronal firing.
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FIGURE 10
Basal firing rates are not equivalent across groups and there is no time-of-day dependent effect. Average basal firing rates of p12c (blue), gl60j (red), cry-null (green), gl60j-cry-null (yellow), and rh7-null (violet) before (A) UV, (B) violet, (C) blue, and (D) red light stimulus plotted against the relative time-of-day of each recording. (E) Box-and-whisker plot summary of the average basal firing rate for p12c [(n = 35) total, n (ZT0-12) = 30; n (ZT12-16) = 5], gl60j [(n = 22) total, n (ZT0-12) = 20; n (ZT12-16) = 2], cry-null [(n = 26) total, n (ZT0-12) = 14; n (ZT12-16) = 12], gl60j-cry-null [(n = 30) total, n (ZT0-12) = 22; n (ZT12-16) = 8], and rh7-null [(n = 30) total, n (ZT0-12) = 22; n (ZT12-16) = 8]. Median values are denoted by a solid black line within each box of the plot. (F) Individual data points for each genotype for all time points, showing the distribution of the data. Black *indicates FDR adjusted two-sample t-test p ≤ 0.01 vs. p12c. Data are represented as a range of means in a sample set ± maximum and minimum values within the set. One significance symbol, p ≤ 0.1; two significance symbols, p ≤ 0.05; three significance symbols, p ≤ 0.01.




3.4. Photoreceptor mutant fly light-evoked arousal responses during sleep are significantly attenuated but not abolished, similar to the l-LNvs photoexcitatory defects

Non-imaging forming vision in flies is primarily mediated by CRY and Rh7 photoreceptors expressed in the LNv subset of circadian/arousal neurons are responsible for acute light-mediated behaviors such as arousal as well as circadian entrainment. Fly light evoked arousal responses occur over a range of wavelengths from 365–635 nm and vary with intensity. Though primarily short-wavelength photodetectors, CRY and Rh7 may also exhibit sensitivities reaching longer wavelength orange-red colored light. External photoreceptors in the compound eyes, ocelli, and Hofbauer-Buchner eyelet of flies express a wide range of opsin-based photoreceptors that further equip the fly with image-forming visual photoreception spanning the UV and visible light spectrum. Visual neural circuits downstream of external photoreceptors appear to synapse in the accessory medulla in the fly brain in close proximity to LNv circadian/arousal neurons and appear to integrate with CRY and Rh7 non-image forming visual mechanisms to modulate circadian entrainment to light and phototaxis/photoavoidance (Klarsfeld, 2004; Veleri et al., 2007; Helfrich-Förster, 2020). Whether these external photoreceptors contribute excitatory light color-specific information to mediate behavioral arousal responses remains unclear. We measured the acute behavioral responses of p12c control flies and photoreceptor mutant flies (gl60j, cry-null, double mutant gl60j-cry-null, and rh7-null) to three 5-min pulses of low (10 μW/cm2) or high (400 μW/cm2) red (635 nm), blue (450 nm), violet (405 nm), or UV (365 nm) LED light during subjective nighttime at time points ZT18, ZT19, and ZT20 for three consecutive nights. Scatter plots show the average% of flies that awaken across the 3 days of experiment per each light-pulse with responses from the first, second, and third pulses spanning each cluster from left, middle, and right, respectively. Average fly arousal responses do not significantly differ between consecutive nights of experiment.

An average of nearly 85% of control p12c flies are aroused from sleep in response to low (10 μW/cm2) intensity UV light (Figure 11A, light blue points). All photoreceptor mutants except cry-null exhibit significantly lower arousal responses to low intensity UV light pulses relative to p12c controls (Figure 11A), suggesting that the light intensity threshold for CRY activation is higher than that for opsins. The double mutant gl60j-cry-null shows the greatest response attenuation of light evoked arousal to low intensity UV light pulses compared to all other genotypes (Figure 11A, light yellow points). Notably, gl60j-cry-nulls do not show significantly attenuated response in l-LNv photoexcitability to UV light at 20 fold higher light stimulus intensity (Figures 1A, D), suggesting possible additional UV sensing mechanisms for fly arousal. All photoreceptor mutants except cry-null exhibit a loss of arousal sensitivity compared to p12c in response to higher intensity UV light pulses (Figure 11B). However, both gl60j and gl60j-cry-null flies show significantly attenuated higher intensity UV light arousal responses (Figure 11B, dark red points and dark yellow points, respectively) and double mutant gl60j-cry-null flies show significantly attenuated higher intensity UV light arousal responses relative to gl60j alone, indicating that CRY does contribute to UV light evoked arousal. Mutant rh7-null flies show the greatest degree of attenuation of higher intensity UV light arousal responses (Figure 11B, dark violet points and dark yellow points, respectively) and show significantly attenuated arousal responses to higher intensity UV light relative to gl60j (Figure 11B, dark violet points versus red points), cry-null (Figure 11B, dark violet points versus green points), and gl60j-cry-null (Figure 11B, dark violet points versus yellow points), underscoring the importance of Rh7 for UV light evoked arousal for this light intensity. This result is consistent with reports that Rh7 is a bistable broad range photopigment and is activated in the UV range (Ni et al., 2017; Sakai et al., 2017).
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FIGURE 11
Low and high intensity UV light pulse arousal behavior is significantly attenuated in all photoreceptor mutants except cry-null compared to the control p12c. Three 5 min pulses of UV light were applied to flies during subjective nighttime (ZT18, ZT19, ZT20) for 3 days after 12:12 h LD entrainment to measure the arousal response of p12c (blue), gl60j (red), cry-null (green), gl60j-cry-null (yellow), and rh7-null (violet) flies for (A) low (10 μW/cm2) and (B) high (400 μW/cm2) light intensity. Scatter plots are grouped by average% of flies that awaken across the 3 days of light-pulse arousal experiment and separated as pulse 1 (left points for each group), pulse 2 (middle points for each group), and pulse 3 (right points for each group). Black bars indicate total average% flies that awaken across the 3 days and three pulses of light. Pairwise comparison was analyzed using two-sample t-test with FDR adjustment. *p < 0.1 and ***p < 0.01.


An average of approximately 85% of control p12c flies are aroused from sleep in response to low (10 μW/cm2) intensity violet light (Figure 12A, light blue points). Low intensity violet light pulses evoke significantly lower arousal responses for all photoreceptor mutants compared to p12c, with gl60j and gl60j-cry-null showing the greatest attenuation of violet light evoked arousal (Figure 12A). Not surprisingly, cry-null alone shows the least attenuation of violet light evoked arousal as no redox state of CRY exhibits high absorption in the violet range of the spectra. Loss of Rh7 results in significant attenuation of the low intensity violet light response, but significantly less so relative to either gl60j or gl60j-cry-null. For high intensity violet light pulses, all photoreceptor mutants except cry-null flies show significantly attenuated arousal responses (Figure 12B), suggesting that the lack of CRY activation by violet light may mediate spectral differentiation for short-wavelength light arousal responses. Arousal of rh7-null flies is most significantly attenuated in response to high intensity violet light pulses (Figure 12B, dark violet points).
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FIGURE 12
Violet light pulse arousal behavior is significantly attenuated in flies lacking Rh7 or external photoreceptors with low and high intensity light compared to the control p12c. Three 5 min pulses of violet light were applied to flies during subjective nighttime (ZT18, ZT19, ZT20) for 3 days after 12:12 h LD entrainment to measure the arousal response of p12c (blue), gl60j (red), cry-null (green), gl60j-cry-null (yellow), and rh7-null (violet) flies for (A) low (10 μW/cm2) and (B) high (400 μW/cm2) light intensity. Scatter plots are grouped by average% of flies that awaken across the 3 days of light-pulse arousal experiment and separated as pulse 1 (left points for each group), pulse 2 (middle points for each group), and pulse 3 (right points for each group). Black bars indicate total average% flies that awaken across the 3 days and three pulses of light. Pairwise comparison was analyzed using two-sample t-test with FDR adjustment. *p < 0.1 and ***p < 0.01.


On average, approximately 65% of p12c control flies are aroused in response to low intensity blue light while approximately 75% are aroused in response to high intensity blue light (Figures 13A, B). All photoreceptor mutants exhibit significantly attenuated arousal responses compared to p12c control flies for both low and high intensity blue light (Figures 13A, B). The trends for the degree of attenuation of blue light evoked arousal responses are very similar to those measured for l-LNv blue light evoked electrophysiological action potential firing (Figure 3). Both low and high intensity blue light evoked arousal responses show rh7-null flies have the most attenuated response (Figure 13A, light violet points; Figure 13B, dark violet points). Interestingly, compared to gl60j and gl60j-cry-null flies, cry-null flies exhibit significantly less arousal response attenuation to low intensity blue light pulses (Figure 13A, light green points) but significantly greater attenuation responses to high intensity blue light pulses (Figure 13B, dark green points) which may reflect higher threshold for CRY blue light activation relative to the blue light activation threshold for opsins.
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FIGURE 13
Low and high intensity blue light pulse arousal behavior is significantly attenuated in all photoreceptor mutants compared to the control p12c. Three 5 min pulses of blue light were applied to flies during subjective nighttime (ZT18, ZT19, ZT20) for 3 days after 12:12 h LD entrainment to measure the arousal response of p12c (blue), gl60j (red), cry-null (green), gl60j-cry-null (yellow), and rh7-null (violet) flies for (A) low (10 μW/cm2) and (B) high (400 μW/cm2) light intensity. Scatter plots are grouped by average% of flies that awaken across the 3 days of light-pulse arousal experiment and separated as pulse 1 (left points for each group), pulse 2 (middle points for each group), and pulse 3 (right points for each group). Black bars indicate total average% flies that awaken across the 3 days and three pulses of light. Pairwise comparison was analyzed using two-sample t-test with FDR adjustment. *p < 0.1, **p < 0.05, ***p < 0.01.


On average, approximately 70% of p12c control flies are aroused in response to low intensity red light while less than 40% are aroused in response to high intensity red light (Figures 14A, B). Significantly fewer gl60j, cry-null, and gl60j-cry-null flies are aroused in response to low intensity red light relative to control (Figure 14A, light blue points vs. light red points, light green points, and light yellow points, respectively). Compared to p12c control flies, rh7-null flies do not significantly differ for low intensity red light pulse arousal responsiveness (Figures 14A, light blue points vs. light violet points). As the low intensity red light responses compared between cry-null and gl60j-cry-null flies do not significantly differ, external opsin-based photoreceptors appear to be the primary mediators of low intensity red light pulse arousal. High intensity red light evoked arousal response measurements further supports this (Figure 14B), as only gl60j (dark red points) and gl60j-cry-null (dark yellow points) flies are significantly less responsive compared to p12c controls (dark blue points).
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FIGURE 14
Red light pulse arousal behavior is significantly attenuated in flies lacking external photoreceptors at low and high light intensity compared to the control p12c. Three 5 min pulses of red light were applied to flies during subjective nighttime (ZT18, ZT19, ZT20) for 3 days after 12:12 h LD entrainment to measure the arousal response of p12c (blue), gl60j (red), cry-null (green), gl60j-cry-null (yellow), and rh7-null (violet) flies for (A) low (10 μW/cm2) and (B) high (400 μW/cm2) light intensity. Scatter plots are grouped by average% of flies that awaken across the 3 days of light-pulse arousal experiment and separated as pulse 1 (left points for each group), pulse 2 (middle points for each group), and pulse 3 (right points for each group). Black bars indicate total average% flies that awaken across the 3 days and three pulses of light. Pairwise comparison was analyzed using two-sample t-test with FDR adjustment. **p < 0.05 and ***p < 0.01.


The overall trend indicates that intensity matched short wavelength light more effectively arouses flies from sleep than long wavelength light. Curiously, for red light, significantly fewer flies are aroused by the higher intensity condition (Figure 15), while for blue light, significantly more flies respond to the higher intensity condition, except cry-null flies, which are effectively aroused for both intensity conditions (Figure 15). Violet light pulses also showed a similar trend, with all photoreceptor groups except rh7-null flies having an increase in arousal responsiveness to high intensity compared to low intensity violet light, while rh7-null flies significantly respond less to the high intensity condition compared to the low light intensity condition (Figure 15). A summary table of behavioral arousal responses to light pulse stimuli for all genotypes can be found on Table 2. Taken altogether, these results provide strong evidence of a multifaceted photoreceptor convergence system that inputs mechanistically distinct different channels of photic information to arousal neurons that correspond to different spectral wavelengths and different intensity-dependent light activation thresholds. Removal of any one of these photoreceptor systems results in a significant loss of l-LNv photoexcitability or downstream behavioral arousal, with partial remaining functionality indicating robustness through redundancy.


[image: image]

FIGURE 15
Pairwise summary comparison of light-pulse arousal between low and high intensity light. Light intensity comparison of total average% arousal response across 3 days and 3 pulses of light for p12c (lighter blue column, left, 10 μW/cm2; darker blue column, right, 400 μW/cm2), gl60j (light red, left, 10 μW/cm2; dark red column, right, 400 μW/cm2), cry-null (light green, left, 10 μW/cm2; dark green column, right, 400 μW/cm2), gl60j-cry-null (light yellow, left, 10 μW/cm2; dark yellow column, right, 400 μW/cm2), and rh7-null (light violet, left, 10 μW/cm2; dark violet column, right, 400 μW/cm2) flies for (A) UV, (B) violet, (C) blue, and (D) red light stimulus. Pairwise comparison was analyzed using two-sample t-test. *p < 0.05, **p < 0.005, ***p < 0.001.



TABLE 2    Summary of average% flies that awaken from light pulse arousal for each genotype against each color of light stimulus.
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4. Discussion

Insects use a variety of sensory modalities to navigate their environments, including image forming and non-image forming vision. Remarkably, multiple critical light-driven behaviors are mediated through the clock gene expressing neural circuit in flies. In addition to regulating circadian behavior, this circuit also contributes to light activated behavioral arousal and phototaxis/photoavoidance light choice behavior. The circuit localization of these functions suggest that these light evoked behaviors may be modulated by time of day. The integration of multiple photosensory inputs for behavioral responses to light suggests the importance of functional redundancy as well as higher level processing of complex light spectral and intensity features. Circadian photoentrainment appears to mediated through a combination of external rhodopsin photoreceptors in the eyes and HB eyelets, as well as deep-brain photopigments CRY and possibly Rh7 (Emery et al., 1998, 2000; Stanewsky et al., 1998; Helfrich-Förster et al., 2001, 2002; Malpel et al., 2002; Rieger et al., 2003; Klarsfeld, 2004; Veleri et al., 2007; Sheeba et al., 2008a; Schlichting et al., 2014, 2015, 2016; Saint-Charles et al., 2016; Ni et al., 2017; Senthilan et al., 2019). These mechanistically distinct photoreceptors detect differences in light intensity, spectral composition, and exposure time. While the role of CRY for circadian entrainment is widely accepted, Rh7’s role is less clear (Kistenpfennig et al., 2017; Ni et al., 2017). Ni et al. (2017) show small but significant effects of Rh7 on circadian entrainment. Kistenpfennig et al. (2017) also show small but significant circadian effects in rh7-null mutants, their abstract states “However, in blue light (470 nm), Rh7 (0) mutants needed significantly longer to synchronize than wild-type controls, suggesting that Rh7 is a blue light-sensitive photopigment with a minor contribution to circadian clock synchronization. In combination with mutants that lacked additionally cryptochrome-based and/or eye-based light input to the circadian clock, the absence of Rh7 provoked slightly stronger effects.” The rich multiplicity of photosensory inputs suggests that these different input channels work together in a coordinated fashion, and likely extract sensory cues to determine precise time of day information. Such a system would allow further tuning of the circadian clock to respond to complex light cues that vary according to time of day, weather and season, particularly in the morning (Majercak et al., 1999; Chen et al., 2006; Bachleitner et al., 2007; Boothroyd et al., 2007; Picot et al., 2007; Stoleru et al., 2007; Vanin et al., 2012; Guo et al., 2014; Green et al., 2015; Breda et al., 2020). Other sensory modalities, such as temperature sensing also provide further cues. Similarly, light choice behavior, expressed as phototaxis versus photoavoidance, also relies on the combination of external rhodopsin photoreceptors in the eyes and HB eyelets and the deep-brain neuronal photopigments CRY and Rh7 (Heisenberg and Buchner, 1977; Miller et al., 1981; Gao et al., 2008; Yamaguchi et al., 2010; Schlichting et al., 2016; Baik et al., 2017, 2018). Recent work shows that light choice behavior varies by time of day and that the LNvs are a point of convergence for multiple light input channels that modulate light choice behavior (Baik et al., 2019b). The LNvs, particularly the l-LNv also serve as light activated arousal neurons that are embedded within the circadian neural circuit (Parisky et al., 2008; Shang et al., 2008; Sheeba et al., 2008b; Chung et al., 2009; Kilman et al., 2009). Yet how LNv circadian/arousal neurons functionally integrate different photic inputs to behavioral light arousal responses remained incompletely understood. Based on this set of earlier findings, we were motivated to measure the relative input contributions to l-LNv light evoked electrical excitation and behavioral arousal.

Short wavelength light evoked electrical excitation of the l-LNvs is mediated through all three photoreceptor systems. Our previous work has shown that upon blue and UV exposure of l-LNvs, CRY-mediated phototransduction increases in membrane electrical activity via the potassium channel subunit hyperkinetic (HK), an NADH [Nicotinamide Adenine Dinucleotide (NAD) + Hydrogen (H)] binding redox-sensor (Weng et al., 2006; Pan et al., 2008; Fogle et al., 2015). Using light-evoked electrophysiological assays that measure light evoked increases in action potential FF in positive control w;pdfGAL4-p12c; + flies, we record robust increases in FF following 5 s exposures of UV, blue, and violet light stimuli. By comparison, significantly attenuated short wavelength light responses relative to control are recorded most of the mutant photoreceptor knockout flies that lack either all external opsin-based photoreceptors (gl60j), or CRY (cry-null), Rh7 (rh7-null), and the double mutant gl60j-cry-null. Blue light stimulation evokes highly sustained FF increases for > 20 s before returning to baseline in controls. Blue light evoked sustained FF rates are significantly attenuated in each of mutant knockouts, showing that all three photosystems are critical for blue light sustained action potential firing rates. Violet light also evokes sustained action potential FF increases in controls, persisting for > 10 s, which are significantly attenuated in the mutant knockouts of photopigments that code for violet-sensitive rhodopsin-based phototransduction inputs (gl60j, rh7-null, and gl60j-cry-null). These results are consistent with previous findings that indicate CRY and Rh7 as the predominant blue and violet light internal photosensors, respectively, and show that external opsin driven photoreceptors also contribute additive/converging effects for blue and violet light sensing by the l-LNv. UV light exposure evokes significant, but less robust sustained increases in FF (< 10 s) in controls, which more rapidly return to baseline FF after the cessation of light. Short wavelength light evoked firing rate increases in l-LNvs are all significantly attenuated in cry-null, gl60j and rh7-null mutants and double knockout gl60j-cry-null relative to control except for violet light and cry-null mutants, showing a remarkable convergence of light inputs. The results are consistent with the earlier finding that Rh7 is expressed in the LNv as shown by Ni et al. (2017). UV, violet and blue light evoked increases in l-LNvs are all significantly attenuated in double mutant knockout gl60j-cry-null flies that lack all eye structures and do not express CRY. This provides support for the most parsimonious interpretation that Rh7 is expressed and is functional in the l-LNvs. There remains a formal possibility that Rh7 is expressed in brain neurons other than the l-LNv that would have to provide very strong synaptic inputs to the l-LNv that are sufficient to mediate light evoked firing of the l-LNv−however, this scenario also requires that such hypothetical strongly synaptically connected neurons are not detectable either by anti-Rh7 immunocytochemistry as reported by Senthilan et al. (2019). Another interesting, understudied question is whether yet unknown inhibitory interactions occur between the different light input channels converging on the l-LNvs as shown by behavioral studies in Fogle et al. (2015). The composite photosensitivity of light input channels may be modulated by the presence or absence of other photic inputs. In future work, we would like to explore the possibility that there may be yet unknown inhibitory interactions occurring between the different light input channels converging on the l-LNvs.

In contrast to short wavelength light, red light evokes relatively weak but still measurable excitation in the l-LNvs. Furthermore, the short wavelength sustained light evoked responses recorded in the l-LNv are not observed for red light responses. Surprisingly, red photoexcitation of the l-LNvs is dually regulated by CRY and external photoreceptors as shown by the significant attenuation of red light evoked action potential firing in neurons double knockout gl60j-cry-null flies compared with controls. Earlier work also shows that red light evokes minimal FF changes during the red light pulse that are not as sustained as light evoked action potential post-stimulus probability of firing increases evoked by short wavelength light (Baik et al., 2019a; Au et al., 2022). Further, l-LNv red light excitability has been found to attenuate with treatment with an FAD functional inhibitor, Diphenyleneiodonium (DPI), with cry-null mutants, or with a partial loss-of-function CRY point mutant that disrupts FAD photoreduction (Baik et al., 2019a). In our most recent study, we transgenically expressed CRY1 from a nocturnal mosquito species, Anopheles gambiae, in a cry-null Drosophila background and found those l-LNvs exhibit an even greater electrophysiological sensitivity to red light (Au et al., 2022). Although spectral absorption analysis of CRY’s FAD at oxidized and anionic semiquinone reduced states exhibit peak sensitivity primarily around blue and UV wavelengths, red wavelength sensitivity could occur if CRY expresses a biologically active neutral semiquinone FADH• state. Altogether, external rhodopsins and CRY dually contribute to the l-LNv red light excitability in the present study, with previous work also supporting red light-excitatory CRY as an input to l-LNvs based on higher reduced states of FAD cycles. Additional experiments are required to dissect the exact external photoreceptive elements that provide red light signaling to l-LNvs and how they might interact with CRY and Rh7. Rh1 and Rh6 are likely candidates as they exhibit partial red light sensitivity and are expressed in photoreceptor cells that either directly or indirectly input to l-LNvs (Salcedo et al., 1999; Muraro and Ceriani, 2015; Schlichting et al., 2016).

We show representative firing records for each genotype tested and for each of the four light spectra employed in this study (UV, violet, blue and red). Consistent with most earlier publications, for our recordings, we observe predominantly tonic action potential firing in l-LNv recordings (Holmes et al., 2007; Cao and Nitabach, 2008; Sheeba et al., 2008b,2010; McCarthy et al., 2011; Seluzicki et al., 2014; Flourakis and Allada, 2015; Flourakis et al., 2015; Fogle et al., 2015; Buhl et al., 2016, 2019; Baik et al., 2017, 2019a; Li et al., 2018; Smith et al., 2019; Au et al., 2022). Burst firing as the predominant firing mode in l-LNv has been reported by another group (Muraro and Ceriani, 2015; Fernandez-Chiappe et al., 2021). It remains unclear why different groups see different firing patterns in l-LNv recordings. The baseline firing rate of l-LNvs varies by time of day (Cao and Nitabach, 2008; Sheeba et al., 2008b). Based on anatomical location of the l-LNvs embedded within the circadian neural circuit, we considered the possibility that light evoked excitation of the l-LNvs is circadian regulated. However, our experiment is not formally set up to test this hypothesis. The data set does not cover all 24 h time points, the majority of recordings were performed during daytime on an approximately 12:12 LD cycle. Using this limited data set, we do not detect significant time-of-day basal firing rate differences. Our data at present does not indicate significant time-of-day effects for the l-LNv electrical light responses, but further testing is required. A previous study from another group testing this question more comprehensively shows differences in l-LNvs electrophysiological properties and their responses to light in daytime versus nighttime recordings (Buhl et al., 2016).

The l-LNvs contribute to different light regulated behaviors of the fly, including circadian behavior, light choice attraction/avoidance behavior and arousal behavior (Sheeba et al., 2008a; Yoshii et al., 2012; Fogle et al., 2015; Baik et al., 2017, 2018, Schlichting et al., 2016). CRY is the primary circadian photopigment in Drosophila melanogaster yet is not required to maintain light-dark entrainment, since the fly clock has been shown to directly entrain by inputs from rhodopsins in each of the external photoreceptor systems: compound eyes, HB eyelets, and ocelli (Rieger et al., 2003). Specifically, Rh1, Rh3, Rh4, and Rh6 mediate low-intensity light re-entrainment properties of the clock (Saint-Charles et al., 2016), while Rh5 mediates medium and high intensity light re-entrainment, though this may occur via a non-PLC phototransduction pathway (Szular et al., 2012; Ogueta et al., 2018). It is thought that Rh6 expressing photoreceptor cells in the eyes converge all inputs from the outer and inner receptor cells in order to mediate circadian entrainment (Schlichting et al., 2014; Ogueta et al., 2018; Alejevski et al., 2019), though the precise anatomical characterization to clock neurons from these photoreceptor cells remains elusive. However, even with the removal of CRY and NORPA, flies were observed to still respond and entrain to light, leading to the discovery of internally expressed rhodopsin 7, which was found to also contribute to small but significant changes in circadian light entrainment (Ni et al., 2017) and a “minor contribution to circadian clock synchronization” (Kistenpfennig et al., 2017).

Light choice attraction/avoidance behavior is mediated by multiple photic inputs from the eyes, CRY, and Rh7 (Zhao et al., 2003; Dolezelova et al., 2007; Yuan et al., 2007; Keene et al., 2011; Rakshit and Giebultowicz, 2013; Schlichting et al., 2016; Baik et al., 2017, 2018; Alonso San Alberto et al., 2022). Each of these photic input channels have distinct features based on light intensity, spectral composition, and light exposure time. Specifically, acute (minutes) high-intensity (400 μW/cm2) and low-intensity (10 μW/cm2) UV light attraction is primarily mediated by external rhodopsin photopigments while long-lasting (tens of seconds) high-intensity (400 μW/cm2) UV light avoidance is primarily mediated by internal CRY and Rh7 photopigments.

In our present study, we provide evidence of multiple photic input integration for light arousal behavior. UV light-pulses show a significant attenuation in the arousal response of all rhodopsin-based phototransduction mutants (gl60j, rh7-null, and gl60j-cry-null) relative to controls for both low and high intensity lighting conditions, but not in cry-null mutant flies. Thus, fly arousal to UV light pulses is apparently opsin-dependent and CRY-independent. Unsurprisingly, violet light-pulses indicate the violet light-sensitive rhodopsins in the eyes and Rh7 as functional violet photosensors for violet light evoked arousal behavior. CRY appears to have a minor contribution for low-intensity violet light evoked arousal responses. Similarly, blue light evoked arousal responses depend on CRY and all rhodopsin photopigments (external and Rh7) for both low and high intensity blue light evoked arousal responses. These results suggest that functional redundancy is achieved by neutral integration of all three channels of photic input for blue light evoked arousal responses, while Rh7 activation may provide gain modulation for UV light evoked arousal responses. The average% of flies that awaken from low-intensity red light pulses is significantly attenuated relative to control with both the single knockout mutants gl60j and cry-null, as well as the double knockout mutants gl60j-cry-null. This finding closely matches the electrophysiological results for l-LNv electrophysiological recordings made from double knockout gl60j-cry-null flies. Surprisingly, with high-intensity red light pulses, the overall average% of flies that awaken are lower for all groups, and only rh7-null flies show significantly attenuated red light evoked arousal responses. This was a surprising observation that we believe suggests two possibilities: (1) the arousal neural circuit may have a detection threshold for red light that our 400 μW/cm2 high-intensity red stimulus exceeds, and (2) Rh7 has the highest intensity detection threshold amongst the three photoreceptor systems, but still requires input from external rhodopsins and CRY to enable a proper red light pulse arousal response.

There is a strong relationship between circadian neuronal electrical activity and clock cycling (Nitabach et al., 2002, 2005; Nitabach, 2006). There are only a handful of publications that measure clock protein cycling at high temporal-spatial resolution (Shafer et al., 2002; Roberts et al., 2015; Nave et al., 2021), and only a subset of those show the effects of 12:12 h light:dark cycles on the clock (Shafer et al., 2002; Nave et al., 2021). For clock driven behaviors, cryptochrome (CRY) is the primary circadian photoreceptor and mediates clock disruption by constant light, while eye light input is redundant to CRY (Helfrich-Förster et al., 2001; Nave et al., 2021). PER and TIM oscillations are highly synchronous across all major circadian neuronal subgroups in unshifted light schedules for 11 days. PER entry into the nucleus precedes TIM by about 3 h late at night (Shafer et al., 2002; Nave et al., 2021). A total of 3 h light phase delays followed several days later by 3 h light phase advances significantly dampens PER oscillator synchrony and rhythmicity in most circadian neurons during and after exposure. LNv clock protein oscillations are the first to desynchronize and the last to resynchronize following such light shifts, while the dorsal neuron group-3 (DN3s) within the circadian circuit increase their within-group synchrony in response to phase delay/phase advance light shifts. In vivo, alternating light shifts transiently disrupt sleep stability, and learning and memory processes, temporally coinciding with circuit desynchrony. The role of light shifts and subsequent clock circuit desynchrony is yet to be explored for other light evoked behaviors including light choice behavior and light evoked arousal.

Insect photobehaviors are evoked by many parameters of light, including intensity, spectral composition, and exposure time. Circadian photoentrainment and light attraction/avoidance behaviors function through the integration of multiple photic inputs. We provide additional evidence of a functional integration between these multiple sensory systems that converge input in l-LNvs to mediate neuronal photoexcitation and behavioral light arousal. Understanding how such complex light-evoked behaviors may allow us to target specific photoreceptor systems for more effective behavioral manipulations, which would lead a promising direction toward novel insect vector-control strategies (Grant et al., 1970; Chandler et al., 1976; Doukas and Payne, 2007).
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Sodium potassium ATPases (Na/K pumps) mediate long-lasting, dynamic cellular memories that can last tens of seconds. The mechanisms controlling the dynamics of this type of cellular memory are not well understood and can be counterintuitive. Here, we use computational modeling to examine how Na/K pumps and the ion concentration dynamics they influence shape cellular excitability. In a Drosophila larval motor neuron model, we incorporate a Na/K pump, a dynamic intracellular Na+ concentration, and a dynamic Na+ reversal potential. We probe neuronal excitability with a variety of stimuli, including step currents, ramp currents, and zap currents, then monitor the sub- and suprathreshold voltage responses on a range of time scales. We find that the interactions of a Na+-dependent pump current with a dynamic Na+ concentration and reversal potential endow the neuron with rich response properties that are absent when the role of the pump is reduced to the maintenance of constant ion concentration gradients. In particular, these dynamic pump-Na+ interactions contribute to spike rate adaptation and result in long-lasting excitability changes after spiking and even after sub-threshold voltage fluctuations on multiple time scales. We further show that modulation of pump properties can profoundly alter a neuron’s spontaneous activity and response to stimuli by providing a mechanism for bursting oscillations. Our work has implications for experimental studies and computational modeling of the role of Na/K pumps in neuronal activity, information processing in neural circuits, and the neural control of animal behavior.
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Introduction

Sodium potassium ATPases (Na/K pumps) are ubiquitous components of neuronal membranes. They use ATP to pump Na+ out of neurons and K+ into neurons against their respective concentration gradients, and play a critical role in maintaining the resting membrane potential of neurons (reviewed in Kaplan, 2002). There is a growing realization that in addition to playing this housekeeping role, Na/K pumps also play surprisingly dynamic roles in regulating cellular excitability. In particular, Na/K pumps mediate long-lasting membrane afterhyperpolarizations (AHPs) in response to stimulus-induced high spiking activity. These AHPs can provide a neuronal memory of previous activity than can last tens of seconds (reviewed in Picton et al., 2017b). Pump mediated AHPs were first characterized in invertebrate neurons (Scuri et al., 2007; Pulver and Griffith, 2010) but have now been found in Xenopus (Zhang and Sillar, 2012) and mouse spinal neurons (Picton et al., 2017a).

In all species studied to date, the fundamental mechanisms of Na/K pump mediated AHPs appear remarkably conserved. High frequency bouts of spiking in neurons trigger long-lasting outward currents with little or no conductance changes for tens of seconds. These long-lasting hyperpolarizations are subject to neuromodulation (Picton et al., 2017a; Hachoumi et al., 2022) and interact with voltage gated ionic conductances to shape neuronal intrinsic properties (Pulver and Griffith, 2010; Picton et al., 2018). Despite this growing awareness of Na/K pumps as dynamic players in tuning cellular excitability within neural circuit components, our understanding of how specific Na/K pump properties shape intrinsic properties generally and the relationships between spiking and AHP properties remains relatively fragmented. This is in part due to a lack of pharmacological or genetic tools for precisely manipulating specific pump properties and difficulty of experimentally controlling and monitoring intra- and extracellular Na+ and K+ concentrations while also maintaining physiologically realistic conditions for the neurons under study.

Neuroscience researchers have increasingly turned to computational modeling of Na/K pumps to circumvent challenges associated with studying pumps in experimental preparations. In multiple model systems, Hodgkin-Huxley-type model neurons that incorporate both voltage-gated conductances and Na/K pump currents have been developed. This has revealed how Na/K pump currents contribute to rhythm and pattern generation in motor systems (Ellingson et al., 2021), intrinsic excitability in vertebrate neurons (Forrest et al., 2012), how pump currents mediate effects of neuromodulators (Forrest et al., 2012), and how pumps contribute to signal propagation through multi-compartment models (Scuri et al., 2007; Ellingson et al., 2021). Computational modeling in several neuronal cell types has also highlighted the importance of considering the dynamics of intracellular sodium concentration and its interactions with sodium-dependent pumps when examining neuronal dynamics, in particular on long time scales (Kueh et al., 2016; Zylbertal et al., 2017a,b; Sharples et al., 2021).

Multiple studies have anecdotally noted the presence of pump mediated effects on motor neuron excitability on multiple time scales, but exactly how specific pump parameters simultaneously shape intrinsic properties in motor neurons on both short (ms-s) and long (s-min) time scales remain relatively poorly understood. Paradoxically, Na/K pump activity is often described and modeled without the use of any explicit time constants. This raises the interesting question of how long-lasting cellular events such as AHPs can be generated by instantaneous cellular processes. Overall, understanding how pump functional properties and the cellular ion concentration dynamics they contribute to shape excitability has relevance for human health, given that multiple human disorders are thought to arise from anomalous Na/K pump activity (reviewed in Holm and Lykke-Hartmann, 2016, and in Isaksen and Lykke-Hartmann, 2016).

Creating computational models of pump activity that can be deployed within the context of a genetically tractable model organism has value added, because the resulting models can then be coupled with genetic manipulations of cellular and circuit activity (Pulver and Griffith, 2010). Here, we model Na/K pump activity in a Hodgkin-Huxley-type model based on a model of a motor neuron in Drosophila larvae, a system with an unsurpassed genetic toolkit. Our aim was to reveal conserved principles governing how modulation of specific Na/K pump functional properties shapes neuronal excitability on both short (ms-s) and longer (s-min) time scales. We deliberately chose to use a highly streamlined model with as few conductances as possible to maximize our ability to directly interpret effects of pump activity and generate a knowledgebase relevant across multiple species. We find that Na/K pumps have complex and often counterintuitive effects on intrinsic excitability, dynamics, and cellular memory. Systematic exploration of the effects of modulating pump functional properties highlights the necessity of considering Na/K pump and Na reversal potential dynamics when interpreting the effects of experimental manipulations of cellular excitability and neural circuit function. This work provides insight and guidance for analogous work in vertebrate model organisms while also contributing to the groundwork for computational modeling in a genetically tractable invertebrate species.



Methods and materials


Model neuron

We used a single compartment model neuron (Figure 1A) modified from Gunay et al. (2015) for all simulations. In this model, membrane potential V is governed by:

[image: image]

where C is the membrane capacitance (4.0 pF). The transient sodium current INaT, the persistent sodium current INaP, two potassium currents with fast (IKf) and slow (Peters et al., 2018) voltage-dependent gating dynamics, and sodium and potassium leak currents INaleak and IKleak are given by:
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where gNaT (100.0 nS), gNaP (0.80 nS), gNaleak (1.2 nS), gKf (15.1 nS), gKs (50.0 nS), and gKleak (3.75 nS) are the maximal conductances for the respective currents. [image: image] is the sodium reversal potential (defined below), EK (−80.0 mV) is the potassium reversal potential, and the dynamic activation and inactivation variables are given by:
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with voltage dependences and time constants
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FIGURE 1
 Model and pump properties, pump effects on spiking and after-hyperpolarization. (A) Schematic of model structure. (B) Dependence of Na/K pump current Ipump on intracellular sodium concentration [Na+] and pump parameters Ipumpmax, NaH, and NaS. Red solid line shows pump activation curve with default pump parameters as listed at top, red. Other curves show pump activation curve for minimum (dashed) and maximum (solid) values of Ipumpmax (black), NaH (purple), and NaS (blue) explored in Figure 7. Gray vertical line indicates resting sodium concentration of model with default pump parameters. (C) Voltage response of model ConCon with constant [Na+] and ENa to 5 s injection of 50 pA stimulus current. Insert above voltage trace shows instantaneous firing rate. (D) Expanded view of instantaneous firing rate IFR in DynDyn model, from panel (E). Adaptation slope (sadapt) is indicated in blue and calculated based on trajectory of IFR in final periods of spiking (red dots, see Methods). Red arrow indicates initial rapid spike rate adaptation. (E) Same as panel (C), but for model version DynDyn with dynamic [Na+] and ENa. Note constant IFR in ConCon, (C), and adapting IFR in DynDyn, (E). Shaded pink box in panel (E) corresponds to expanded view of AHP in panel (F). (F) Expanded view of DynDyn AHP, from panel (E). Definitions of AHP amplitude (AHPamp) and AHP half duration (T1/2) are illustrated in blue. Thin horizontal black lines in panels (C,E,F) indicate resting membrane potential.


In the equations above, all times are in units of ms, all voltages are in units of mV.

The Na/K pump model is modified from Kueh et al. (2016). The current Ipump is given by:
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where Ipumpmax is the maximal pump current when the pump is fully activated, NaH is the sodium concentration at which the pump current is half-activated, and NaS is a factor that determines the steepness and range of the sodium concentration dependence of pump activation. Eq. 2 specifies a simple sigmoidal dependence of pump activation and pump current magnitude on intracellular sodium concentration as illustrated in Figure 1B (Kueh et al., 2016). Unless otherwise specified, the default values for the three pump parameters used here are Ipumpmax = 75 pA, NaH = 40 mM, and NaS = 10 mM. Note that Eq. 2 does not contain an explicit time constant of pump activation, rather, pump current activation follows changes in [Na +] instantaneously.

Together with the pump current Ipump, the sodium currents INaT, INaP, and INaleak in this model alter the intracellular sodium concentration [Na+] via:
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from its default value of [Na+] = 40.08 mM. Here, Vol = 549 μm3 = 0.549 pL is the volume of a shell under the neuronal membrane. In this shell, the sodium concentration is considered under the influence of sodium currents entering and exiting the cell. The factor 3 multiplying the pump current accounts for the fact that each pump cycle extrudes three sodium ions and imports two potassium ions, corresponding to extrusion of three sodium ions for every net electrical charge change. Given the momentary intracellular sodium concentration [Na+] and a constant extracellular sodium concentration of 135 mM, the momentary sodium reversal potential ENa driving Na+ fluxes through the membrane conductances is calculated according to the Nernst equation assuming a temperature of 25°C.

To tease apart the roles of pump current, dynamic [Na+], and dynamic ENa in neuronal excitability and memory, we introduced two switches in the model: a concentration switch that allows toggling the intracellular sodium concentration [Na+] between being constant at 40.08 mM versus being dynamic according to Eq. 3, and a reversal potential switch that allows toggling the sodium reversal potential ENa between being constant at 31.2 mV (the Nernst potential corresponding to [Na+] = 40.08 mM) versus being dynamic according to the Nernst equation and the momentary value of [Na+]. These switches allow separating the direct effects of a time-varying intracellular sodium concentration from the indirect, electrical effects of the accompanying changes in sodium reversal potential ENa, which sets the driving force (V−ENa) for sodium flux through membrane channels. Where indicated in text and figures, model versions ConCon, DynCon, and DynDyn correspond to: version ConCon—[Na+] constant, ENa constant; version DynCon—[Na+] dynamic, ENa constant; and version DynDyn—[Na+] dynamic, ENa dynamic.



Measures of spiking activity and AHP features

We used several measures to quantify the spiking activity of model responses to step current injections of 5 s duration. Initial and final instantaneous firing rates IFRini and IFRfin during the 5 s injection were calculated by taking the inverse of the first and last interspike intervals, respectively. Additionally, the rate of change in spike frequency was quantified as the slope sadapt of the IFR profile at the end of the step current injection. Spike rate adaptation slope sadapt was determined by taking the last 19 IFR values, separating them into two groups of 9, and averaging those two groups, while leaving off the very last IFR value (which in some simulations was invalid because the last spike was truncated by the step current injection ending mid-spike). The difference between the two IFR group averages, divided by the time difference between the middle spikes in each group of 9, is the adaptation slope sadapt in units of Hz/s (see Figure 1D for illustration). The rationale for this descriptor of spike rate adaptation, sadapt, is explained in the Results section, below.

The after-hyperpolarization amplitude (AHPamp) was determined by taking the lowest voltage value after the end of the injection minus the pre-injection voltage. The after-hyperpolarization half duration (T1/2) was determined by finding the time after the end of the injection at which the AHP had decayed to 50% of the AHPamp value (see Figure 1F).



Zap currents

The zap current injection was adopted from Tohidi and Nadim (2009). The zap current is given by:
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where Izapmax is the maximum zap current amplitude, and fzap is the exponentially increasing and decreasing zap frequency. For the acceleration portion of the zap, given fzap is by:
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where f0 (0.1 Hz) is the minimum zap frequency, and t is time since the start of the acceleration portion of the zap injection. For the deceleration portion, the fzap used is the mirror image (in time) of the acceleration fzap function.

Lambda ([image: image]) is the exponential rising factor given by:
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where fmax (5.0 Hz) is the maximum zap frequency, and τzap1/2 (20 s) is half the total zap duration (acceleration and deceleration portions combined).



Model implementation and code availability

The model was implemented in Python (version 3.9). Differential equations were solved numerically using the fourth order Runge-Kutta algorithm ODEint available in the SciPy Python library, with absolute and relative tolerances set to 1.49012e-8 and 1e-10, respectively. Voltage trace analysis such as spike detection, calculations of instantaneous firing rate, sadapt, and measurement of AHPamp and T1/2, were implemented directly in the simulation code and executed at run-time. Simulation results were exported from the simulation code and imported into Origin 2022b (OriginLabs) for further analysis and plotting. All code is freely available on ModelDB at http://modeldb.yale.edu/267620.




Results


Na/K pump, dynamic sodium concentration and reversal potential added to basic model neuron

To examine the effects of Na/K pumps and intracellular sodium dynamics on the electrical activity and excitability of neurons, we incorporated a pump model and dynamic sodium concentration and reversal potential into a single-compartment, conductance-based neuron model. While the model neuron is loosely based on the electrical behavior of fly larval motoneurons and is a modified version of a previously published model, it does not include all the voltage-gated conductances known to be present in larval neurons (Lin et al., 2012; Gunay et al., 2015). Our intent was rather to study the effects of Na/K pumps and their parameters and dynamics using a basic pump model in a basic model neuron, so that we could assess the effects of modulating pump currents with as few confounds as possible and so that our findings may be applicable across a range of neuron types and neural systems that contain pumps. This approach complements studies on the other end of the scale of neuronal model complexity that examine the effects of pumps and sodium dynamics in multi-compartment models of specific neuron types with multiple membrane conductances and complex ion diffusion, buffering, and binding dynamics (Zylbertal et al., 2017a).

Briefly, our simplified model neuron contains two Na+ membrane currents, a transient sodium current INaT and a persistent sodium current INap, two K+ membrane currents with fast (IKf) and slow (Peters et al., 2018) voltage dependent gating dynamics, and a membrane leak current with a Na+ and a K+ component (Figure 1A). The equations governing the voltage-dependent dynamics of these currents and the model neuron’s membrane potential V are specified in the Methods section.

To this baseline model, we added a pump current Ipump whose activation depends on the intracellular sodium concentration [Na+] with the three parameters Ipumpmax (the maximal pump current when the pump is fully activated), NaH (the sodium concentration at which the pump current is half-activated), and NaS (a factor that determines the range and steepness of the sodium concentration dependence of pump activation; Figure 1B). We further replaced the previously static intracellular sodium concentration [Na+] by a dynamic concentration variable influenced by sodium influx through the sodium membrane currents INaT, INaP, and INaleak, and by sodium ion extrusion via the pump current. In contrast to more elaborate models of Na/K pumps and intracellular [Na+] dynamics (see for example, Zylbertal et al., 2017a), Eqs. 2, 3, which describe pump activation and [Na+] dynamics, do not include any explicit activation time constants, buffering, or chemical reaction rate constants.

Addition of the pump current with default values of the three pump parameters of Ipumpmax = 75 pA, NaH = 40 mM, and NaS = 10 mM, combined with making the intracellular sodium concentration [Na+] and the sodium reversal potential ENa dynamic, produced a silent (not spontaneously spiking or bursting) resting state of the model in which the pump is approximately half activated. This baseline activation can be thought of as the ‘housekeeping’ component of the pump’s activity, which balances the ongoing sodium influx in the resting state (primarily through the sodium component of the membrane leak conductance) to maintain a stable sodium concentration at rest. This particular resting state positions the [Na+]/ENa/pump dynamic system in the steepest part of the pump’s [Na+]-dependent activation curve with default pump parameters (bold red in Figure 1B), making it maximally sensitive to changes in [Na+] when the neuron is perturbed out of its resting state. However, our exploration of pump parameter space shows that our results are qualitatively similar and robust to pump parameter variations over wide ranges, and thus not idiosyncratic to this particular parameter combination and resting state.

Addition of the pump and of dynamic [Na+] and ENa substantially altered the model’s spiking activity in response to step current injections (details below) and produced long-lasting (on the order of tens of seconds) afterhyperpolarizations (AHPs, Figure 1E). These AHPs show qualitative similarities to AHPs observed in larval Drosophila motor neurons and many other neuron types (Picton et al., 2017b).



Effects of pump activity on spiking

We characterized how pump properties and dynamic [Na+] and ENa affect spiking activity by applying a variety of stimulus types to the model neuron, the simplest (and most frequently used in electrophysiology experiments) being the injection of step currents. To quantify spiking activity during step current injections, we focused on three descriptive measures: the initial instantaneous firing rate IFRini at the beginning of step current injection, the final instantaneous firing rate IFRfin at the end of a 5 s step current injection, and the slope of spike rate adaptation sadapt. How these measures are defined is described in the Methods section and in Figures 1D,F. In particular, we chose the slope sadapt at the end of the instantaneous firing rate trajectory as a descriptor of the degree of firing rate adaptation because the instantaneous firing rate trajectories we observed in all model versions tended to have approximately linear shape over most of the 5 s current injection (see IFR profiles in Figures 1–3) that would be poorly characterized by other functions, such as an exponential fit.

Figure 2 quantifies these measures of spiking activity in response to step current injections of 5 s duration and of various amplitudes by comparing three model versions: version ConCon—which has constant values of [Na+] and ENa; version DynCon—in which [Na+] is dynamic, but ENa is held constant; and version DynDyn—in which both [Na+] and ENa are dynamic.
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FIGURE 2
 Measures of spiking activity and AHP dynamics in three model versions. (A) Initial (stars) and final (circles) instantaneous firing rate as a function of injection current in model versions with constant [Na+] and ENa (ConCon, black), with dynamic [Na+] but constant ENa (DynCon, blue), or with dynamic [Na+] and ENa (DynDyn, red). Because initial IFR is almost identical in all three model versions, blue and black stars are occluded by red stars. Situations in which spiking stops before end of current injection in models DynCon and DynDyn are indicated by open circles. Red arrows indicate datapoints corresponding to traces in 2F. (B) Adaptation slope (sadapt) as a function of injection current. Color scheme same as in 2A, and throughout figure. (C) AHP amplitude as a function of injection current. (D) AHP half-duration T1/2 as a function of injection current. Model version ConCon omitted from panels (C,D) because of lack of AHP. (E) Same as panel (A), but plotted against sadapt. (F) Example voltage traces showing full and incomplete spiking in DynDyn model for 38 pA (Kay and Stopfer, 2006) and 30 pA (bottom) injection currents, corresponding datapoints indicated by red arrows in all other panels. Black horizontal lines show pre-injection resting potential of −60 mV. Instantaneous firing rate (IFR) is shown above voltage trace, with diagonal black lines indicating sadapt, which is −15.7 Hz/s for 38 pA injection (Kay and Stopfer, 2006) and −39.8 Hz/s for 30 pA injection (bottom). (G) Same as 2C, but plotted against sadapt. (H) Same as 2D, but plotted against sadapt.


Note that because in living neurons, [Na+] and ENa are directly linked through the Nernst equation, model version DynCon (in which [Na+] and ENa are uncoupled) is an artificial construct, primarily intended to distinguish the effects of dynamic sodium concentration from the effects of dynamic changes in reversal potential (as we proceed to do in Figure 3) in a way that would not be possible in electrophysiology experiments, but is possible in a computational model. However, model version DynCon could also be interpreted as a simple, single-compartment proxy for a spatially extended neuron in which local changes in [Na+] that influence Na/K pumps in one location in the cell are spatially uncoupled from changes in ENa that affect sodium influx through voltage-gated membrane channels in another location. Similarly, model version ConCon, in which neither [Na+] nor ENa are allowed to vary, could be taken as a model of a patch-clamped neuron in which the intracellular ion concentrations are completely dominated by the large reservoir of patch pipette solution, and thus unable to vary. While spatial control of the intracellular milieu is rarely this complete in patch clamp experiments, considering this extreme case (implemented in ConCon) can be informative for the interpretation of experiments with partial control of the intracellular ion concentrations.

[image: Figure 3]

FIGURE 3
 Effects of dynamic pump on spiking and AHP in model versions ConCon (left), DynCon (Peters et al., 2018), and DynDyn (Palmer et al., 2021). (A) Membrane potential V in response to 5 s, 50 pA current injection. Inserts above voltage traces show instantaneous firing rate IFR. (B) Membrane potential V at expanded vertical scale to show AHP. (C) Dynamics of intracellular sodium concentration [Na+] in the three model variants (D) Sodium reversal potential ENa, in all variants. (E) Pump current Ipump in variants. Dashed gray lines in panels (B,C,E) are inserted to facilitate comparison between DynCon and DynDyn.


Note that comparison to a fourth model version in which the pump is entirely removed by setting Ipumpmax = 0 would not be physiologically meaningful in our simple model. In the absence of additional cellular mechanisms (Zylbertal et al., 2017a) that could help maintain sodium concentration, sodium reversal potential, and resting membrane potential, removing the pump entirely would lead to an unphysiological state in our simple model.

In all three model versions, ConCon, DynCon, and DynDyn, injection current amplitude was varied over a wide range, 0–100 pA, for Figure 2. For clarity, results from injection current levels that were either subthreshold (no spiking, at the low end of the injection current range) or produced depolarization block during part or all of the 5 s injection duration (at the high end of the injection current range) were omitted from Figure 2.

Initial firing rates at the beginning of step current injections of various amplitudes were virtually identical in model versions ConCon (black), DynCon (blue), and DynDyn (Carballo-Pacheco et al., 2019), as Figure 2A indicates. This reflects that the resting values of [Na+] and ENa in versions ConCon and DynCon were chosen to match the resting values that establish themselves in simulations of DynDyn after any numerical initialization artifact has decayed away. The three model versions thus are identical in their resting state—and therefore also in their firing rate immediately after the onset of current injection—and any differences only emerge after perturbation out of the resting state, in this case via step current injection.

In response to strong step current injection, spiking in all three model versions exhibits initial rapid spike rate adaptation over a few tens of ms (corresponding to a few spikes), as evident in the instantaneous firing rate profiles displayed in Figure 3A, and indicated in Figure 1D (red arrow). After this initial rapid adaptation, model version ConCon shows no further spike rate adaptation, whereas version DynCon shows intermediate and version DynDyn shows strong spike rate adaptation on the timescale of seconds (Figures 2A,B, inserts in 3A). Both versions with dynamic [Na+], DynCon and DynDyn, also exhibit a gradually increasing spike amplitude (in contrast to the constant spike amplitude in version ConCon).

While spiking in version DynDyn is continuous for the entire 5 s current injection when the injection current is above 35 pA, injection currents below 35 pA in version DynDyn produce spiking that ceases prematurely before the 5 s stimulus current ends (see Figure 2F, bottom for an example), because Ipump gradually increases during initial spiking activity, and eventually overwhelms the depolarizing injection current and inward membrane currents and suppresses further spiking despite ongoing stimulation. Similar premature termination of spiking also occurs in model DynCon, albeit at lower injection currents (below 28 pA, see open blue circles in Figure 2B). Notably, when spiking prematurely terminates in both DynCon and DynDyn, it does so once a similar final firing rate IFRfin is reached, regardless of injection current—see open blue and red circles in Figure 2A, all are around 20 Hz. Interactions of pump currents with a dynamic intracellular sodium concentration and reversal potential thus appear to impose a limit on the maximal firing rate sustainable in a neuron, unless the injection current is so large that it dominates the membrane potential dynamics and forces the neuron to continue spiking despite high pump current activation. This effect of a dynamic pump/[Na+]/ENa system could be interpreted as neuroprotective, in that it could potentially prevent overexcitation, exceedingly rapid spiking, and the accompanying risk of excitotoxity. Such a potentially protective effect is entirely absent in model version ConCon, where spiking at very high rates continues as long as a depolarizing injection current is provided (Figure 2A).

Figure 2 shows that addition of the Na/K pump with dynamic [Na+] and ENa enriches neuronal spiking dynamics by adding slow spike rate adaptation and diversifying the nature of the spiking response to current steps. This addition transforms uniform spiking at a constant rate when the pump is merely a constant “housekeeper” of sodium concentration, to a variable duration spiking response with spike rate adaptation when dynamic pump effects on sodium concentration and reversal potential are considered.



Effects of pump on AHP features

Besides showing the effects of the pump and sodium concentration dynamics on spiking activity during step current stimulation, Figure 2 also illustrates dynamic pump effects on the AHP. We use two simple measures, the afterhyperpolarization amplitude (AHPamp) and half-duration (T1/2), as defined in the Methods section and illustrated in Figure 1F. While additional characterizations of the afterhyperpolarization, such as mathematical functions fitted to the AHP shape, could provide further information, AHPamp and T1/2 characterize basic features of AHP shape in condensed form.

Model version ConCon (black in Figure 2) exhibits no AHP, whereas versions DynCon and DynDyn have long-lasting AHPs with membrane potential troughs dipping to −3.2 mV and −4.0 mV below resting membrane potential, respectively, for the larger depolarizing current injections (Figure 2C). These AHPs last for several tens of seconds, despite the absence of an explicit long time constant in the equations governing pump activation and sodium concentration dynamics (Eqs. 2, 3 in Methods section). The AHP amplitude in model version DynDyn is larger than the AHP in version DynCon; this indicates that indirect electrical effects of pump-mediated sodium concentration changes via changes in sodium reversal potential ENa can play an important role in how ion pumps shape cellular activity and memory.

The AHP in model DynDyn has a larger amplitude than that in DynCon (Figure 2C), but is also somewhat shorter, with half durations T1/2 in the range of 6–7 s, compared to T1/2 values in the 7–8 s range for version DynCon (Figure 2D). The AHP in DynDyn is therefore more “pointy” (less shallow) than in DynCon.



Relationship of AHP features to preceding spiking activity

The range of step current amplitudes explored in Figure 2 influences both features of the spiking response and features of the subsequent AHP. Previous experimental investigation of spiking, pump current, and AHP dynamics in fly larval motoneurons indicates that Na/K pump mediated AHPs can serve as spiking activity integrators and thus may constitute a form of cellular memory (Pulver and Griffith, 2010). To determine what kind and amount of information about preceding spiking might be contained in features of the AHP, we examined the relationships between spiking features IFRfin and sadapt, and AHP features AHPamp and T1/2 (Figures 2E,G,H). In the following description and analysis of this comparison, we focus on the range of injection current amplitudes for which spiking continues for the entire duration of the 5 s step current injection (filled circles in Figures 2E,G,H), to avoid the complexities inherent in lower level injection current simulations for which spiking terminates prematurely at different times for different levels of current injection (open circles in the same figures).

Interestingly, in both model versions DynCon (blue) and DynDyn (Carballo-Pacheco et al., 2019), we found close to linear four-way relationships between IFRfin, sadapt, AHPamp, and T1/2, with more vigorous firing at stimulus offset and more pronounced spike rate adaptation corresponding to a deeper and longer-lasting AHP as the injection current was increased. In both models, features of the afterhyperpolarization therefore reflect information not only about the number of preceding spikes but also the dynamics of spiking. In contrast, the absence of an AHP in the ConCon model version means that just fractions of a second after vigorous spiking activity, any “memory” of it in the form of persistent ion concentration changes and membrane hyperpolarization is lost if [Na+] and ENa are not dynamic.



Mechanisms underlying effects of pump activity

To investigate the electrical and Na+ concentration-related mechanisms producing and shaping the pump’s effects on spiking activity and longer time scale AHP features, we examined the time courses of multiple underlying dynamic variables in the model in addition to the membrane potential V, and for the same three model versions introduced in Figure 2. Figure 3 shows the dynamics of sodium concentration, reversal, and pump current in response to 5 s, 50 pA rectangular current pulses.

Intracellular [Na+] levels, while held constant in ConCon (Figure 3C, left), increase during spiking activity in DynCon (Figure 3C, middle) and DynDyn (Figure 3C, right) due to increased Na+ influx through the voltage-gated sodium channels underlying INaT and INaP, which open during action potential firing. In both model versions, elevated [Na+] requires several tens of seconds to return back to baseline, far outlasting the spiking activity. The sodium concentration increase during stimulation is slightly smaller in DynDyn compared to DynCon. This is because the sodium driving force driving Na+ through the membrane conductances gNaT, gNaP, and gNaleak is smaller in DynDyn, because in that model version, the sodium reversal potential ENa is dynamic according to the Nernst equation, and is thus reduced during the [Na+] increase caused by spiking (Figure 3D).

Because the [Na+] increase is slightly smaller in DynDyn compared to DynCon, the pump is also slightly less activated, leading to a lower peak pump current at the end of spiking activity in DynDyn compared to DynCon (Figure 3E). Counter-intuitively, this smaller pump current nonetheless corresponds to a larger AHP amplitude in DynDyn compared to DynCon (−3.9 mV compared to −3.1 mV, Figure 3B). This is again explained by the reduced sodium driving force at the end of and immediately after current injection. The AHP is the result of a net hyperpolarizing current that in our simple neuron model arises from the balance of hyperpolarizing, outward currents IKf, IKs, IKleak, and Ipump, and depolarizing, inward currents INaT, INaP, and INaleak, with the three latter smaller in DynDyn compared to DynCon because of the reduced value of ENa. The inward/outward current balance is therefore shifted more in favor of a net outward current in DynDyn compared to DynCon, which explains the deeper AHP.

Considering the inward/outward balance is also instructive when thinking about ion fluxes, not just electrical currents. The sodium membrane currents INaT, INaP, and INaleak provide avenues for sodium to flow into the cell and increase [Na+], which is counter-balanced by the pump reducing [Na+]. In our model, for default pump parameters as well as a wide range of other pump parameters, this balance is strongly in favor of sodium influx and [Na+] increase during spiking, when the voltage-gated channels underlying INaT, INaP are open. In contrast, after spiking has ended and these channels close, the inward and outward sodium fluxes are nearly balanced, resulting in only a small net extrusion of sodium that takes tens of seconds to return the elevated intracellular sodium concentration to its baseline resting value (Figure 3C). This is the mechanism through which a [Na+]-dependent pump whose activation follows changes in [Na+] instantaneously, without an explicit time constant in Eq. 2, can nonetheless lead to a long-lasting memory trace in the form of elevated [Na+] and the accompanying AHP.

Although the differences in [Na+], ENa, AHP features, and Na/K pump dynamics between model versions DynCon and DynDyn appear modest in Figures 3B–E, the impact on spiking activity of holding the sodium reversal potential ENa constant (model DynCon) as opposed to allowing it to vary with varying sodium concentration [Na+] (model DynDyn) is substantial. This is illustrated by the much stronger spike rate adaptation in DynDyn compared to DynCon (see steeper slope of IFR profile in Figure 3A, right compared to middle, and Figures 2A,B). It is therefore important to consider ENa as a dynamic variable when modeling the role of Na/K pumps in neuronal activity, and when interpreting corresponding experimental data.



Na/K pump effects on neuronal excitability and functional range: test pulses

Figures 2 and 3 illustrate the effects of Na/K pumps and dynamic vs. constant [Na+] and ENa on neuronal spiking activity and AHP features in response to step current injections. To investigate further how pumps affect neuronal excitability on multiple timescales, we simulated responses to several additional stimulation protocols designed to assess the extent to which the long-lasting dynamics of the [Na+]/ENa/Ipump system shape fast spiking, and vice versa.

In a first set of experiments, we assessed for how long pump-mediated cellular memories persist. We delivered a short 200 ms, 22 pA test pulse to the model to probe its baseline excitability, then delivered a 50 pA, 5 s current stimulus to elicit spiking (Figure 4). Afterward, at different time points during the course of the resulting AHP, we delivered the same short test pulse a second time in separate simulations that were executed independently, but that are overlaid in time in Figure 4B in different colors. For each test pulse individually, we examined the voltage response and measured the number of spikes fired during the 200 ms test pulse (Figure 4D) and the time-to-first-spike (T1) after test pulse onset (Figure 4E) as basic indicators of excitability. Figure 4A shows traces from simulation runs in which the test pulse was delivered immediately after the AHP trough (1 s delay, red), immediately before and after the response transitioned from sub-threshold depolarization to spike firing (orange and green, 35 and 36 s delays, respectively), and immediately before and after the response reached the same number of spikes (eight) as the pre-stimulus test pulse response (blue and black, 51 and 52 s delays, with seven vs. eight spikes, respectively). Note that even when the number of spikes in response to the test current pulse and the time-to-first-spike have returned to pre-stimulus values, subtle differences remain between the voltage response at that time (52 s after the end of the main stimulus) and the pre-stimulus voltage response—compare for example the amplitudes of the last spikes in the two black traces in Figure 4A. It takes several more tens of seconds for the post-stimulus test pulse response to become indistinguishable from the pre-stimulus response. In addition, we confirmed that isolated test pulses given at the same extended time (e.g., 52 s) in the absence of the 5 s AHP generating stimulus elicited spiking responses that were identical to the initial response (data not shown). This indicates that pump activation and changes in [Na+] and ENa during the spiking activity caused by the main 5 s stimulus affect cellular excitability even more than a minute after the end of the stimulation, at a time when the AHP (Figure 4B) and the accompanying change in intracellular sodium concentration (Figure 4C) appear at first glance to have returned to baseline, and in an electrophysiology experiment might be smaller than typical levels of recording noise.
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FIGURE 4
 Long-lasting excitability changes following Na/K pump activation by spiking activity. (A) Voltage responses to 22 pA, 200 ms test pulses delivered to model version DynDyn—from left to right—before (black), and 1 s (Carballo-Pacheco et al., 2019), 35 s (orange), 36 s (green), 51 s (blue) and 52 s (black) after a 50 pA, 5 s stimulus to generate spiking and a long-lasting AHP. Arrows indicate timing of test pulses in panel (B). (B) Superimposed simulations of individual test pulse responses and response to spike-inducing stimulus. Color code as in panel (A). (C) Sodium concentration during simulation with test pulses delivered pre-stimulus and 52 s after stimulus, corresponding to black traces in panels (A,B). (D) Number of spikes elicited by test pulses delivered before and once a second after main stimulus, in separate trials. (E) Time-to-first-spike T1 from test pulse onset as a function of test pulse delay after main stimulus. Note that changes in excitability are present after AHP has finished and model has returned to original resting membrane potential.




Na/K pump effects on neuronal excitability and functional range: ramp currents

In a next set of experiments, we simulated ramps of injection current on different time scales, a stimulus protocol frequently used in electrophysiology to probe neuronal input–output relationships and dynamic properties. We simulated fast (2 s total duration) and slower (10 s total duration and 40 s total duration) bidirectional ramps of injection current from 0 to 70 pA, then back to 0 pA. The peak injected current of 70 pA was chosen as it is in the range of injection current for which model versions ConCon and DynDyn transition from spiking for the full duration of a 5 s step current injection, to depolarization block for part, or for all of the 5 s step current duration (Figure 2A).

Figure 5 shows the stimulus currents, voltage responses, and instantaneous firing rates as a function of momentary injection current for bidirectional ramps simulated in model versions ConCon (Figures 5A,D) and DynDyn (Figures 5B,E). The plots of instantaneous firing rate against momentary injection current in Figures 5D,E show clear firing hysteresis for slow and fast ramps in both model versions (i.e., with constant [Na+] and ENa in ConCon, and dynamic [Na+] and ENa in DynDyn). However, in ConCon spiking hysteresis only occurs in the form of spiking resuming at a lower injection current on the down ramp compared to the current at which spiking stopped on the up ramp, but not in terms of the instantaneous firing rate as a function of momentary injection current. In contrast, in the model version with dynamic [Na+] and ENa, IFR is consistently lower on the downward ramp compared to the upward ramp at the same momentary value of injection current, and this becomes more and more apparent with longer ramps. This is attributable to the activation of pump current as sodium accumulates intracellularly due to acceleration of spiking activity during the upward ramp; sodium levels then remain elevated and the pump current remains activated during the downward ramp, which sharply curtails spiking. Because the slower ramp stimuli allow more time for sodium to accumulate and the pump to be activated, the instantaneous firing rate at the same level of momentary injection current is consistently lower in the slowest ramp (blue in Figure 5E) than in the fastest ramp (Carballo-Pacheco et al., 2019).
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FIGURE 5
 Influence of dynamic [Na+]/ENa/pump system on neuronal response to ramp currents. (A) Voltage response of model version ConCon to ramp currents with ramp up and ramp down durations of 1 s (left), 5 s (Peters et al., 2018), and 20 s (Palmer et al., 2021), and 70 pA peak amplitude. Inserts above voltage traces show instantaneous firing rate IFR. (B) Same for model version DynDyn. (C) Injected ramp currents. (D) Instantaneous firing rate from panel (A) (ConCon) as a function of momentary injection current for 1 s ramps (Carballo-Pacheco et al., 2019), 5 s ramps (green), and 20 s ramps (blue). (E) Same for firing rates from panel (B) (DynDyn). Note similarities in response to fast ramps in panels (A,B) and increased divergence in IFR trajectory and hysteresis as duration of ramp increases.


Notably, the presence of a dynamic [Na+]/ENa/pump system in the DynDyn model version reduced or prevented the depolarization block experienced by the ConCon version for injection currents near the peak of the bidirectional ramp, while also increasing the amount of current required to sustain spiking on the downward ramp, regardless of ramp speed (compare Figures 5A,B,D,E). Thus, sodium concentration and reversal potential dynamics altered the dynamic range of the model neuron, and “rescued” it from depolarization block and spike amplitude attenuation, while making it less responsive to lower levels of injection current on the downward ramp.

Overall, Figure 5 shows that spiking dynamics in the DynDyn model are richer than in the ConCon model, with instantaneous firing rate reflecting not only the momentary level of injection current, but the previous history of injection current and spiking response experienced by the neuron. Notably, this richness is readily apparent with longer slower ramps, but less evident with shorter faster ramps. This finding could be taken into consideration when designing experimental stimulus protocols to probe slow dynamics in neuronal activity, in particular when the role of pumps is being investigated.



Na/K pump effects on neuronal excitability and functional range: zap currents

In a third set of experiments, we explored how pump currents and sodium and reversal dynamics shape responses to rhythmic current pulses of accelerating and decelerating frequency, termed ‘zap’ currents (Hutcheon and Yarom, 2000; Tseng and Nadim, 2010). This type of stimulus is highly relevant physiologically as larval motor neurons are typically recruited into rhythmic bursting through a range of frequencies (Pulver et al., 2015). We simulated sinusoidal, oscillating current injections that started with a 10 s cycle period (0.1 Hz frequency) and sped up to a cycle period of 200 ms (5 Hz frequency) over the course of 20 s with an exponential frequency profile (for details, see Methods section). Once cycle period reached 100 ms, the oscillations then returned to a 10 s cycle period over 20 s. Figure 6 shows the zap current (Figure 6D) and the corresponding voltage responses (Figures 6A–C) of model versions ConCon (left) and DynDyn (Palmer et al., 2021).
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FIGURE 6
 Dynamic [Na+]/ENa/Ipump system shapes neuronal response to oscillatory inputs of different frequencies. (A) Voltage response of model versions ConCon (left) and DynDyn (Palmer et al., 2021) to a ‘zap’ injection current (described in Results section) of 30.5 pA amplitude and frequencies sweeping from 0.1 to 5 Hz and back over a total duration of 40 s. Dots above voltage trace show instantaneous firing rate. (B) Same as panel (A) but for 22.0 pA zap current amplitude. (C) Voltage responses of ConCon (left) and DynDyn to 21.6 pA zap current. Horizontal gray lines included for ease of amplitude comparison, aligned to first voltage peak in each trace. Voltage and time scales in panel (B) (Palmer et al., 2021) apply to panels (A,B,C). (D) Injected zap current time course showing increasing and decreasing stimulus frequency. Same time course was used in panels (A,B,C), but scaled vertically by current amplitudes given at right of panels (A,B,C), respectively.


A zap current of 30.5 pA amplitude evoked a supra-threshold voltage response in both model versions ConCon and DynDyn, with spikes occurring for every injected current peak, even up to the highest zap frequency, although at the fastest zap frequencies injected into DynDyn (middle of the voltage trace and IFR plot in Figure 6A, right) the model fired only a single spike per current peak, resulting in an instantaneous firing rate that tracked the zap frequency around its 5 Hz maximum in the middle of the zap injection. Consistent with the spike frequency-reducing effects of dynamic [Na+] and ENa in Figures 2, 3, 5, spike frequencies in response to zap current injection were also lower in DynDyn compared to ConCon throughout the zap simulation (see IFR plots in Figure 6A).

The overall activity profile of model version ConCon in both voltage and IFR is largely symmetric, showing very similar responses to the same zap frequencies in the two halves of the zap injection, whereas DynDyn responses to the same zap frequency in the deceleration half of the zap differed from the acceleration half—note for example the reduced burst duration and lower peak of the IFR profile in DynDyn in response to the last zap current peak compared to the first zap current peak in Figure 6A, right. This indicates that with dynamic [Na+] and ENa the neuron’s activity depends on its previous spiking history, whereas with constant [Na+] and ENa it does not.

A zap current of 21.6 pA amplitude evoked a sub-threshold (non-spiking) voltage response in both model versions (Figure 6C), with relatively minor differences between the voltage responses. These differences primarily consisted of a slightly reduced voltage amplitude (first voltage peak of −51.5 mV in DynDyn compared to −49.9 mV in ConCon, see horizontal gray lines in Figure 6C) and a very small (<1 mV) AHP in DynDyn after the zap injection that is absent in ConCon.

Such subtle differences in sub-threshold voltage response would appear to have little effect on neuronal activity. However, the voltage responses to a zap current of 22.0 pA shown in Figure 6B reveal that even subthreshold voltage changes sculpted by a dynamic [Na+]/ENa/Ipump system can affect neuronal spiking response and endow a neuron with a long-lasting memory for not only supra-threshold, spiking activity, but also sub-threshold inputs and voltage fluctuations. This is evident in Figure 6B, right, where model version DynDyn responds to the first peak of the injected zap current with a brief burst of spikes, but fails to spike in response to the corresponding last current peak at the end of the zap injection, resulting in asymmetry of the spiking response to the symmetric zap current. The subthreshold voltage fluctuations that occur between the first and last current peaks, by slightly activating the Na/K pump and changing [Na+] and ENa, have therefore left a memory trace that is reflected in DynDyn’s failure to spike in response to the last current peak.

Overall, our zap exploration of the effects of dynamic reversal and pump currents has revealed that pump currents shape how neurons respond to current injections on both fast and slow time scales.



Systematic exploration of pump parameter space

Dynamic pump currents clearly generate a diversity of outputs in response to current stimuli. In Figures 1–6, we used a fixed set of pump parameters, Ipumpmax = 75 pA, NaH = 40 mM, NaS = 10 mM. How does modulating those parameters further shape spiking on short and long time scales in response to step current pulses? Our streamlined computational model enabled with relatively few cellular components allowed us to systematically vary all pump parameters and examine how each sculpts excitability. Figure 7 shows how key features of spiking and AHPs depend on Ipumpmax, NaH and NaR. For each column in the figure, one of the parameters (left column—Ipumpmax, middle—NaH, right—NaS) was varied over a physiologically meaningful range while the other two parameters were held at their default values. A step current of 50 pA amplitude and 5 s duration (same as in Figure 3) was simulated for each parameter combination, and spiking activity and AHP features were analyzed and plotted in Figure 7.
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FIGURE 7
 Dependence of spiking activity and AHP features on pump parameters. Each column shows variation of one pump parameter while keeping the other two at default value. Parameters varied were maximal pump current Ipumpmax (left column), sodium concentration NaH of pump half-activation (Peters et al., 2018), and slope factor NaS of pump sodium-dependence (Palmer et al., 2021). Blue dots show default value in each panel. (A) Initial (black) and final (Carballo-Pacheco et al., 2019) instantaneous firing rate in response to a step current injection of 50 pA amplitude and 5 s duration (same stimulus as in Figure 3). (B) Spike rate adaptation slope sadapt from same simulations. (C) AHP amplitude. (D) AHP half duration.


The ranges over which each parameter was varied were chosen as follows: Ipumpmax—lower bound set to 50 pA because Ipumpmax < 50 pA led to resting states with unphysiologically high [Na+] and low ENa; upper bound set to 200 pA because most effects of increasing Ipumpmax on spiking dynamics and AHP features appeared to saturate in that range. NaH—lower bound of 25 mM chosen because NaH < 25 mM led to depolarization block during part or all of the 5 s current injection; upper bound of NaH = 70 mM because NaH > 70 mM caused premature termination of spiking (as in Figure 2F, bottom) despite ongoing current injection. NaS varied all the way down to 0.5 mM, which corresponds to an extremely steep pump current dependence on [Na+] (see dashed blue curve in Figure 1B), and up to 20 mM, where most effects of increasing NaS on spiking dynamics and AHP features appeared to saturate. The pump activation curves corresponding to the lower and upper bounds of these explored ranges are illustrated in Figure 1B in black for Ipumpmax, purple for NaH, and blue for NaS.

Overall, the response of the model with dynamic [Na+] and ENa (DynDyn) to step 5 s, 50 pA current injection did not qualitatively change over the parameter ranges covered in Figure 7, and consisted of spiking with spike rate adaptation for the duration of the stimulus injection, followed by a long-lasting (tens of seconds) AHP of several mV amplitude. Our model version DynDyn with our chosen default pump parameter set (indicated by blue dots in Figure 7) is therefore representative of a wide range of pump parameters.

The results in Figure 7 can be considered from two perspectives: (1) Which pump parameters primarily control a given feature of spiking or AHP? (2) Which spiking and AHP features does a given pump parameter control?

Figure 7A indicates that the instantaneous firing rate at the beginning and end of the 5 s current injection is influenced to a limited extent by the maximal pump current Ipumpmax and the slope factor NaS over most of their explored range, whereas the sodium concentration NaH of pump half-activation influences the firing rate more strongly, with higher values of NaH leading to lower spike rates. This seemingly counter-intuitive effect is explained by higher NaH leading to lower pump activation in the resting state, which results in higher resting [Na+] and correspondingly lower ENa, and an overall hyperpolarization of the model compared to the DynDyn model with default pump parameters. This more hyperpolarized state results in lower firing rates, all compared to default pump parameters.

The slope of spike rate adaptation sadapt (Figure 7B) is also almost independent of all three pump parameters over a wide range, except for very large values of NaH (which produce steeply negative spike rate adaptation slopes), and very small values of NaS (which produce less spike rate adaptation). This latter effect occurs because the very steep dependence of pump activation on [Na+] for small values of NaS means that sodium influx due to a few spikes can rapidly activate the pump at the beginning of the 5 s injection, leaving little room for further pump activation and spike rate adaptation toward the end of the 5 s injection, where sadapt is measured.

The influence of all three pump parameters on AHP amplitude and half-duration T1/2 (Figures 7C,D) is monotonic and straightforward. AHPs are deeper (more negative values of AHPamp, Figure 7C) for larger Ipumpmax (because the pump is stronger), lower values of NaH (because the pump is activated at lower sodium concentrations), and lower values of NaS (because the pump activates over a narrower range of concentrations). In all three cases (three columns in Figure 7), larger AHP amplitudes (more negative values in Figure 7C) go along with shorter AHP half-durations (Figure 7D). This means that all three parameters can tune the AHP between a deep and pointy shape and a long and shallow shape, albeit the influence of NaH on T1/2 is relatively modest (Figure 7D, middle).

Taken together, our results illustrate that—at least in our simple neuron and pump model—pump parameters can vary widely while resulting in the same qualitative model behavior. Our results will therefore likely generalize to more complex pump and neuron models. Features of spiking and AHP, such as IFR, spike rate adaptation, and AHP amplitude, duration, and shape, are controlled by the interaction of all dynamic pump parameters, rather than one pump parameter controlling one activity or AHP feature independently. Our model therefore predicts that neuromodulation of pump currents or genetic alterations of pump proteins that affect the pump’s dependence on a dynamic intracellular sodium concentration can have complex and at times counter-intuitive effects that can be understood with the help of computational modeling.



Modulation of pump properties shapes diversity of neuronal activity patterns

While manually sampling and exploring pump parameter space, we encountered a variety of pump parameter combinations that produced diverse activity patterns beyond our default model’s silence in the absence of current injection, and spiking response to 5 s current injection (Figures 2–4) or ramp or zap current injections (Figure 5). While a comprehensive exploration of the entire three-dimensional parameter space spanned by Ipumpmax, NaH, and NaS is beyond the scope of this paper, Figure 8 illustrates examples of such different neuronal dynamics. Note that the examples in Figure 8 differ only in their three pump parameters, but have otherwise identical membrane conductance amplitudes and voltage-dependent dynamics, the same as our default DynDyn model.
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FIGURE 8
 Different pump parameters produce a variety of activity types. Four examples of model version DynDyn with pump parameters varied (given in blue), but all other model parameters identical. (A) Pump parameters Ipumpmax  = 50 pA, NaH = 25 mM, NaS = 3 mM produce premature termination of spiking in response to 15 pA, 5 s current injection (Carballo-Pacheco et al., 2019). Spiking does not resume when 15 pA is continued for 50 s (black). Top: voltage; bottom: pump current. (B) In response to 20 pA, 5 s current injection, same pump parameters as in panel (A) also produce premature spike termination (Carballo-Pacheco et al., 2019), but 50 s injection reveals repetitive bursting with 13.73 s burst period, 2.51 s burst duration, and 0.18 duty cycle (black). (C) Pump parameters Ipumpmax  =  150 pA, NaH  =  25  mM, NaS  =  2  mM produce repetitive bursting with 1.69  s burst period, 0.57  s burst duration, and 0.33 duty cycle in response to 15  pA, 5  s current injection. (D) With pump parameters Ipumpmax  =  60  pA, NaH  =  10  mM, NaS  =  3  mM, the model neuron becomes an endogenous burster in the absence of current injection, with 14.9  s burst period, 2.8  s burst duration, and 0.19 duty cycle. Same scale bars (bottom center of figure) apply to panels (A–D).


Many pump parameter combinations produce continuous spiking in response to a step current injection of sufficient amplitude, as in Figures 2–4, but for a subset of pump parameter combinations we explored, spiking terminates before the end of 5 s stimuli of low current amplitude, as described above and shown in Figure 8A, where continuation of the stimulus current for 50 s reveals no further spiking, but a slightly depolarized silent state. In contrast, the same pump parameter combination (parameter values listed in Figure 8 caption, and in blue in the figure) enters a repetitive bursting regime when the injection current is slightly increased, from 15 to 20 pA (Figure 8B). We observed repetitive bursting in response to constant, small current injection for multiple pump parameter combinations, with burst periods, burst durations, and duty cycles (burst duration divided by burst period) covering wide ranges—Figure 8C shows an example of a pump parameter set that produces bursting on a much shorter time scale compared to that in Figure 8B. Finally, for some combinations of pump parameters, the DynDyn model neuron was transformed from a silent neuron in the absence of current injection, to an endogenously bursting neuron with oscillations of membrane potential and the [Na+]/ENa/Ipump system even without current injection (Figure 8D). A simple Na/K pump model in the context of a basic model neuron, as we explored here, can therefore endow the neuron with oscillatory properties on various time scales. This demonstrates that pump currents and dynamics of [Na+] and ENa can substantially contribute to the richness of neuronal activity and response properties.




Discussion

Here, we explore how modulation of Na/K pump activity sculpts intrinsic properties in a conductance-based model of an invertebrate motor neuron. We find that long-lasting AHPs following spike trains can be generated in a model neuron in which Na/K pump activity is modeled by a single type of Na/K pump that is dependent on a dynamically varying internal sodium concentration and a dynamically changing ENa (model version DynDyn, Figure 3). AHPs can also be generated in models in which intracellular sodium is dynamic but ENa is fixed (DynCon, Figure 3). We found that modeling ENa as a dynamic variable can have profound effects on neuronal excitability. Strikingly, DynDyn models showed strong apparent spike frequency adaptation in response to current pulses. They also showed strong hysteresis in response to ramp up/ramp down stimuli, whereas ConCon models (with constant internal sodium and ENa) showed largely symmetric responses and very limited hysteresis (Figure 5). Similarly, DynDyn models showed asymmetric responses to oscillatory stimulation with oscillation frequencies accelerating and decelerating over a wide range (Figure 6). This suggests that dynamic ENa could play a key supporting role in spike frequency adaptation and in encoding sodium pump mediated cellular memory in a variety of neuron types.

ENa is widely considered to be a static parameter in neurons and is often modeled as such (Prinz et al., 2004; Catterall et al., 2012; Gunay et al., 2015). Traditional intracellular recording techniques by their nature tend to clamp or stabilize ionic concentrations inside and outside cells. In order to record from cells, it is necessary to expose them to relatively large volumes of physiological saline, and in some cases to largely dialyze out their internal solution, with patch pipette solutions. These recording conditions may impede a neuron’s activity to influence ionic concentrations sufficiently to affect ENa. In the animal however, where extracellular spaces are restricted by glial wrapping (Flanagan et al., 2018), cellular activity could conceivably shape ionic concentrations sufficiently to modulate ENa. Indeed multiple studies have used sodium sensitive dyes to show that bursts of activity in neurons and glia and even in cardiac cells can generate changes in intracellular sodium that could conceivably shift ENa to a similar degree as seen in our model (Levi et al., 1997; Gulledge et al., 2013; Gerkau et al., 2019; Felix et al., 2020). Further, intracellular sodium gradients have been shown to change substantially over developmental time in the vertebrate nervous system (Lindsly et al., 2017). Our modeling suggests that dynamic ENa could enrich cellular memory mechanisms. This raises the interesting (and unnerving) possibility that whole-cell recording techniques may be masking important and potentially highly conserved ENa based intrinsic memory mechanisms in neurons. Hodgkin-Huxley type neuron models increasingly include simulations of intracellular and even extracellular ion concentrations, which enable researchers to explore how dynamically changing equilibrium potentials could shape excitability (Florence et al., 2009; Zylbertal et al., 2015, 2017a; Saetra et al., 2021). Non-invasive methods for optically measuring voltage could enable more detailed experiment study of processes that depend on dynamic ENa and other equilibrium potentials (Miyazaki and Ross, 2015; Abdelfattah et al., 2019; Xie et al., 2021). However, voltage imaging methods may also increasingly generate results that conflict with or diverge from those obtained using traditional electrophysiological methods. Presence or absence of dynamic equilibrium potentials across preparations, and details of the recording technique used (sharp electrode vs. whole cell vs. perforated patch), could help explain these divergences.

Pump currents, together with the dynamics of intracellular sodium concentration and reversal potential, produce a long slow AHP that is evident in the membrane potential measured in electrophysiology experiments. Previous work has demonstrated how this long-lasting hyperpolarization allows cells to retain a memory of previous spiking through de-inactivation of voltage gated IA channels (Pulver and Griffith, 2010). But our results suggest that beyond what is typically considered the duration of the AHP—at a time after vigorous activity when the measured membrane potential has returned to within a fraction of 1 mV of the resting membrane potential—the consequence of a dynamic [Na+]/ENa/pump system can still silently shape neuronal excitability (Figure 4). These dynamics therefore create a window of ‘silent’ cellular memory for previous electrical activity that extends well beyond the experimentally obvious AHP. In our model, this memory mechanism arises solely from subtle lingering elevations of the sodium concentration that are only gradually returned to baseline because of the closely balanced interactions between inward sodium flux through membrane conductances, and outward sodium ion movement via the pump. This long-lasting biochemical integrator would be effectively invisible to noisy experimental voltage recording, but could shape responses to synaptic inputs in unpredictable ways. Optical imaging of sodium within neurons is a way to resolve whether these subtle events are present in living neurons, and explore how they interact with signaling molecules generated in neurons with more complex mixtures of ion channels and exchangers (Miyazaki and Ross, 2015; Zylbertal et al., 2015; Meyer et al., 2022).

The slow dynamics of [Na+] and ENa influenced by Na/K pump action can furthermore shape the responses of a neuron to oscillatory inputs (Figure 6). Surprisingly, these dynamics can encode memories not just for prior spiking activity, but also for subthreshold membrane potential oscillations on a variety of time scales. Motor systems—particularly those of invertebrates—often operate on the time scale of seconds or tens of seconds and employ not only spike-mediated, but also graded synaptic transmission, in which transmitter release is dependent on subthreshold membrane potential fluctuations (Prinz et al., 2003; Ivanov and Calabrese, 2006a,b). Previous work has characterized how pump currents can mediate memory of spiking and how neuromodulators sculpt those memories (Hachoumi et al., 2022). Our results suggest that pump-based cellular memory could have further profound effects on motor systems because it can shape motor neuron recruitment patterns in a manner that is dependent on both prior spiking and subthreshold activity of the motor system, as well as its neuromodulatory state.

Pump properties can also generate what appears at first to be a relatively simple spike frequency adaptation; but upon further investigation it is actually a manifestation of a slow bursting mechanism (Figure 8). Whether or not this bursting mechanism is apparent on any given time scale will be determined in part by the combination of sodium pump parameters in a given cell and the experimental protocols used for measuring excitability. Previous work has demonstrated how Na/K pumps can interact with hyperpolarization-activated currents Ih to generate episodic bursting in vertebrate spinal cord (Sharples et al., 2021) and leech heartbeat generator (Kueh et al., 2016). Extensive work in cardiac physiology has also demonstrated a key role for Na/K pumps in myogenic rhythms (reviewed in McDonough et al., 2002). Our results demonstrate that a simpler bursting mechanism is also possible in which depolarizations lead to bursts of spikes that trigger sodium influx. This then shifts ENa and activates an outward current which hyperpolarizes neurons, and restarts a cycle. Similar bursting and oscillations with involvement of the Na/K pump current have previously been described in another simple Hodgkin-Huxley-type model and analyzed using a dynamical systems approach to separate the fast (spiking) time scale from a slow time scale arising from pump contributions to ion concentration changes (Barreto and Cressman, 2011). Bursting with pump involvement has further been noted in more complex individual neurons and in small circuits of more complex neurons with pumps and additional synaptic dynamics (Zylbertal et al., 2017b), or as arising from the interaction of pump-supported intrinsic dynamics and network connectivity (Zylbertal et al., 2017b). In our model, bursting occurs in the absence of membrane currents that typically support bursting dynamics, such as the hyperpolarization-activated current Ih, or oscillations on the basis of calcium currents and the calcium-dependent potassium current IKCa. Pump-supported oscillation cycles can be remarkably long (i.e., tens of seconds, Figure 8) and therefore could be playing important evolutionarily conserved roles in generating oscillations underlying longer time scale rhythmic activities like sleep (Tabuchi et al., 2018) and mating (Wagenaar et al., 2010). Indeed, sodium dependent mechanisms are thought to contribute to ‘infra-slow’ oscillations in vertebrate olfactory neurons (Wagenaar et al., 2010; Zylbertal et al., 2017b).

Our exploration of pump parameter space suggests that in addition to affecting the responsiveness of a neuron to inputs, pump properties can also qualitatively change the spontaneous activity produced by a neuron. This includes the transformation of silent neurons (that spike or burst only in response to inputs), into endogenously spiking or bursting neurons via moderate changes to the dependence of pump activation on the intracellular sodium concentration (Figure 8). Many invertebrate motor circuits are composed of both types of neurons, silent “follower” neurons as well as endogenously oscillating “pacemaker” neurons (reviewed in Marder and Calabrese, 1996; Marder et al., 2022). Furthermore, the same neurons that act as motor neurons and control muscles can also act as interneurons and participate in pattern generation based on their oscillatory and response properties. Modifying pump properties that affect these neurons’ excitability and responsiveness, for example through neuromodulation, could therefore provide mechanisms to sculpt rhythm generation with pumps playing roles that go beyond simple cellular housekeeping.

Studies of invertebrate neural circuits have consistently demonstrated a core principle: to understand how a circuit generates outputs, it is critical to measure the dynamics of synaptic transmission and the dynamic intrinsic properties of individual neurons within a circuit. The dynamics of synaptic transmission and voltage-gated ionic conductances in identified neurons within circuits have been well explored in multiple systems (reviewed in Marder and Calabrese, 1996; Marder et al., 2022). However, the dynamics of Na/K pump currents are less well understood. Given that Na/K pumps are highly conserved across all animal phyla, and play fundamental roles in shaping excitability, it makes sense to establish knowledgebases for understanding how dynamics of pump activity influence intrinsic properties of neurons, which, in turn, shape neural circuit activity. Genetically tractable invertebrate nervous systems such as the Drosophila larval locomotor system, in combination with computational modeling, provide attractive vehicles for crawling into this space.
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Cilia are the major effectors in Ctenophores, but very little is known about their transmitter control and integration. Here, we present a simple protocol to monitor and quantify cilia activity and provide evidence for polysynaptic control of cilia coordination in ctenophores. We also screened the effects of several classical bilaterian neurotransmitters (acetylcholine, dopamine, L-DOPA, serotonin, octopamine, histamine, gamma-aminobutyric acid (GABA), L-aspartate, L-glutamate, glycine), neuropeptide (FMRFamide), and nitric oxide (NO) on cilia beating in Pleurobrachia bachei and Bolinopsis infundibulum. NO and FMRFamide produced noticeable inhibitory effects on cilia activity, whereas other tested transmitters were ineffective. These findings further suggest that ctenophore-specific neuropeptides could be major candidates for signal molecules controlling cilia activity in representatives of this early-branching metazoan lineage.
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Introduction

The phylum Ctenophora represents descendants of the earliest animal group, sister to the rest of Metazoa (e.g., Moroz et al., 2014; Whelan et al., 2017; Li et al., 2021; Schultz et al., 2023). Ctenophores or comb jellies have the largest cilia in the animal kingdom, primarily used for complex locomotion in most species within this phylum. Moreover, cilia contribute to the majority of functions and behaviors of ctenophores (Tamm, 1982; Tamm, 2014). One primary example is ctene rows, which consist of the large mechanically fused swim cilia (ctene plates) used by ctenophores to move in the water column. The coordination of multiple behaviors in ctenophores is controlled by variations in the activity of swim cilia, and these mechanisms were under intensive investigation (Tamm and Tamm, 1981; Tamm, 1983, 1984; Nakamura and Tamm, 1985; Moss and Tamm, 1986, 1987; Tamm, 1988; Tamm and Tamm, 1988; Tamm and Terasaki, 1994).

Although cilia are the main effectors in ctenophores, with presumed neuronal control and different subtypes of synapses detected by electron microscopy (Hernandez-Nicaise, 1991; Burkhardt et al., 2023), little is known about synaptic regulation and neurotransmitters controlling cilia movement. Initial identification of glutamate as a small signal molecule and neurotransmitter candidate in ctenophores (Moroz et al., 2014, 2020b, 2021) targeted muscular systems. Still, in early experiments, glutamate did not change cilia beating (Moroz et al., 2014), and some ionotropic glutamate receptors were sensitive to glycine (Alberstein et al., 2015; Yu et al., 2016).

It was proposed that neural systems evolved independently in ctenophores by developing a unique molecular and structural organization (Moroz, 2014; Dabe et al., 2015; Kohn et al., 2015; Moroz, 2015; Moroz and Kohn, 2015; Whelan et al., 2015), including a subset of ctenophore-specific secretory peptides that could act as signal molecules (Moroz, 2014; Moroz et al., 2014; Moroz, 2021). Multiple candidates were identified in Pleurobrachia and Mnemiopsis (Moroz et al., 2014; Moroz and Kohn, 2016). The recent genome-wide and mass spectroscopy survey further expanded the list of secretory peptide candidates and identified some (neuro)peptides involved in the control of cilia beating in juvenile Mnemiopsis (Sachkova et al., 2021) and Bolinopsis (Hayakawa et al., 2022). However, cellular bases of ctenophore behavior are unknown.

Quantitative recording of cilia activity in ctenophores is equally essential for behavioral and functional analyses in both juvenile and adult animals. First, we described a simple protocol successfully used to quantify the frequency of cilia beating in ctenophores. This protocol can be practical for screening and investigating the physiological roles of different transmitters. Second, we provided initial evidence of (i) polysynaptic control of cilia coordination using chemical transmission, (ii) confirmed negative results of classical bilaterian neurotransmitter action on cilia, and (iii) showed a potential regulatory role of the gaseous molecule, nitric oxide (NO), in cilia beating.



Materials and methods

Large, 1-to-2 cm, Pleurobrachia bachei and medium-size, 3-to-4 cm, Bolinopsis infundibulum [the updated valid name for this species is currently Bolinopsis microptera (Johnson et al., 2023)] were collected from the dock at Friday Harbor Laboratories, University of Washington, in the Pacific Northwest. The animals were tightly pinned to a Sylgard-coated Petri dish (World Precision Instruments, Sylgard Silicone Elastomer, SYLG184) with small steel insect pins to prevent all body movements other than cilia beating. Most animals were used as whole-mount preparations without dissection. However, the larger animals (>2 cm Pleurobrachia and 4 cm Bolinopsis) were dissected, and parts of a body wall with 2–3 cilia rows were pinned the same way to the Petri dish. Prior to dissection, freshly caught animals were incubated in high magnesium seawater (300 mM MgCl2 added to filtered seawater at a 1:1 ratio) for about 15 min. After dissection, the preparation was washed several times in a regular seawater for over 10 min before the experiment started.

The Petri dish was placed in a standard electrophysiological rig on a recording platform and connected to the Ag/AgCl reference electrode. We used glass microelectrodes (borosilicate glass micropipettes for intracellular recording from World Precision Instruments – standard glass capillaries 2 mm diameter with a thin filament, 1B200F-4), filled with 3 M potassium acetate to record cilia beating. The sharp microelectrodes were pulled using Microelectrode Puller (Sutter Instruments, Flaming/Brown Micropipette Puller P-97). The original resistance of sharp microelectrodes (made for intracellular recordings) was around 30 MΩ. A narrow strip of thin paper was used to carefully touch the tip of the electrode to break off the most fragile sharp end. The resulting electrode was more stable to further mechanical contact and had a resistance of 5–15 MΩ. Electrodes with very low resistances (below 1 MΩ) and wider tips were unsuitable. The electrodes were then connected to the micromanipulators (Warner Instruments, Standard Manual Control Micromanipulators, MM-33) and the intracellular amplifiers (Neuroprobe 1,600, A-M Systems).

With the help of micromanipulators and under visual control via a dissecting microscope (Nikon stereoscopic microscope SMZ-10A), the tip of the electrode was carefully placed next to the cilia combs so that during cilia beating, cilia were touching the end of the electrode (Figure 1A). This physical contact created a brief electrical signal picked up by amplifiers and recorded on paper and in digital form using Gould Recorder (WindoGraf 980). Thus, each cilia beat was translated into a fast electrical spike. Combining electrophysiology with microscopy, we observed a one-to-one relationship between a cilia strike and a recorded electrical signal/spike, which allowed a digital recording of cilia beat frequency. It is important to note that this technique did not allow quantification of cilia beating amplitude and forces – only the frequency. It was crucial for stable recording to have the ctenophore body wall tightly pinned to the Sylgard-coated Petri dish, with no movements except cilia beating.
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FIGURE 1
 Recording cilia activity in Bolinopsis and Pleurobrachia. (A) Schematic diagram showing the position of a recording microelectrode near comb plates in Bolinopsis (see text for details). Illustrative examples of cilia beating recording in Pleurobrachia (B) and Bolinopsis (C–E).


Most recordings were conducted in freshly filtered seawater. We used high MgCl2 seawater only to suppress chemical/synaptic transmission and excitability in particular experiments described in the results. Muscle contractions were not a problem for cilia recording in tightly pinned preparations. Only in some very active Bolinopsis specimens a temporary withdrawal of the entire cilia row inside the body sometimes did interrupt the continuous cilia recording.

To test the possible role of different neurotransmitter candidates in cilia control, we applied them to the recording dish using a graduated 1 mL pipette attached to a long, small-diameter tube. The final concentrations were calculated from the known volume of injected solution and the known volume of the recording dish.

The following candidates for signal molecules were used in these experiments: GABA, acetylcholine, serotonin, glutamate, dopamine, histamine, glycine, aspartate, octopamine, FMRFamide, and two donors of nitric oxide (NOC-9 [6-(2-Hydroxy-1-methyl-2-nitrosohydrazino)-N-methyl-1-hexanamine], diethylamine NONOate [DEA NO or Diethylammonium (Z)-1-(N,N-diethylamino)diazen-1-ium-1,2-diolate], see details in (Maragos et al., 1991; Keefer et al., 1996; Braga et al., 2009; Li et al., 2020). All chemicals were obtained from Sigma. Specifically, we used the following concentrations on both Pleurobrachia bachei and Bolinopsis infundibulum. Gamma-aminobutyric acid (GABA), total semi-intact preparations n = 6, at concentrations: 0.1 mM, 0.2 mM and 0.5 mM (4 independent tests for each concentration– no effect); Acetylcholine (ACh), n = 5, at concentrations: 0.1 mM, 0.2 mM, 0.5 mM and (2 independent tests for each concentration – no effect); Serotonin (5-HT), n = 5 preparations, at concentrations: 0.1 mM and 0.5 mM (2 independent tests for each concentration – no effect); L-Glutamate, n = 3 preparations, at concentrations: 0.5 mM and 0.2 mM (2 independent tests for each concentration – no effect); Dopamine (DA), n = 3, at concentrations: 0.1 mM, 0.2 mM and 0.4 mM (3 independent tests for each concentration – no effect); L-DOPA (DA precursor); once at 0.5 mM – no effect; Histamine, n = 3; at concentrations: 0.5 mM, 0.4 mM and 0.1 mM (3 independent tests for each concentration – no effect); Glycine, n = 2; at concentrations: 0.4 mM, and 0.2 mM (2 independent tests for each concentration – no effect); L-Aspartate, n = 2, 0.5 mM and 0.2 mM (2 independent tests for each concentration – no effect); Octopamine, n = 2, 0.4 mM and 0.2 mM (2 independent tests for each concentration – no effect); FMRFamide, n = 8 preparations at concentrations: 0.2 mM and 0.1 mM (3–5 independent tests for each concentration – suppression of complex patterns of cilia activity in combs). Effects of NO donors: NOC-9, n = 5, at 0.1 mM and 0.2 mM (3 independent tests for each concentration –inhibition of comb’s cilia beating); Diethylamine NONOate, n = 13 at subsequent 0.02 mM, 0.06 mM, 0.1 mM, and 0.2 mM in seawater, and n = 3 in high MgCl2 (3 independent tests for each condition – inhibition of comb’s cilia beating). Details about NO donors and FMRFamide are described in the result section.

To understand whether the possible effect was direct on the cilia cells or indirect via potential interneurons and due to chemical transmission, ‘chemical isolation’ was used by bathing the preparation in high Mg2+ saline for 5–15 min (333 mM MgCl2 was added to filtered seawater at a 1:1 ratio). Elevated magnesium chloride solution suppresses synaptic chemical transmission and is widely used in comparative neurobiology (Del Castillo and Engbaek, 1954; Hutter and Kostial, 1954). All solutions were prepared immediately before use. In all experiments, we checked the effect of a candidate neurotransmitter on the frequency of cilia beating and the occurrence and intensity of bursts. The cilia beating was compared before transmitter application, after application for about 5–30 min, and then after washing in seawater for about 5–15 min (the entire volume of the experimental chamber was replaced by fresh seawater at least 5 times).

Immunohistochemical labeling was performed as described elsewhere using anti-FMRFamide antibody (Cat # AB15348, Sigma-Aldrich). See details about the protocol and Pleurobrachia neuroanatomy (Norekian and Moroz, 2019a, 2020).



Results and discussion

In semi-intact preparations, patterns of cilia beating in Pleurobrachia were variable, with periods of bursts and inhibitory episodes (Figure 2). Such activity might represent intact behaviors in free-moving Pleurobrachia as an ambush predator. In contrast, Bolinopsis had more regular cilia beating with fewer activity patterns (Figures 1C–E), also reminiscent of its free-moving behavior. The maximum cilia beat frequency recorded during high-intensity bursting was around 40 Hz in Pleurobrachia and 20 Hz in Bolinopsis (Figures 1B,E).
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FIGURE 2
 Cilia beating in Pleurobrachia bachei was very variable and complex, similar to intact behaviors in free-moving animals. For example, (A) regular episodes of high-frequency bursting with periods of inhibition between them, (B) long-duration powerful bursts of comb cilia strikes, (C) irregular unstructured bursting of cilia movements, (D) regular cilia beating with possible brief episodes of acceleration. Numbers under all traces show the duration of recordings.


The irregular patterns of cilia activity were eliminated in the presence of a high concentration of Mg2+, known to suppress synaptic inputs (Del Castillo and Engbaek, 1954; Hutter and Kostial, 1954). The effect of high Mg2+ solution was a regular uniform cilia beating without any high-frequency bursts or inhibitory episodes, which was quickly washed out by rinses in regular seawater to restore the initial patterned activity (Figure 3). These findings indicate the presence of multifaceted regulatory chemical inputs and likely neuronal/secretory control of cilia, which was anticipated from ultrastructural data and neuro-ciliary synapses (Hernandez-Nicaise, 1991).

[image: Figure 3]

FIGURE 3
 High Mg2+ seawater (B) blocked complex patterns of cilia activity [(A) – control], suggesting that synaptic inputs initiated high-frequency bursting and inhibition episodes. The regular unvarying cilia beating in high Mg2+ solution (B) was removed by washing in normal seawater, fully restoring (C) previously observed episodes of bursting and inhibition. Numbers under all traces show the time of recordings.


Cilia excitatory and cilia inhibitory transmitters are unknown for most ctenophore species. A few neuropeptides have been recently identified in Mnemiopsis leidyi (Sachkova et al., 2021) and Bolinopsis (Hayakawa et al., 2022) as putative signal molecules controlling ciliated locomotion in these species. We performed pharmacological screening of low molecular weight transmitter candidates in our ctenophore preparations. The effects of different signal molecules on cilia beating were similar in Pleurobrachia and Bolinopsis: no observable effects on the application of selected low molecular weight transmitters and inhibitory action of FMRFamide and nitric oxide donors (see below). Our screening showed an apparent lack of involvement of bilaterian neurotransmitters in the ctenophore cilia activity.

Previous pharmacological and electrophysiological tests were consistent with the hypothesis that L-glutamate could be a neuromuscular transmitter in ctenophores because of its higher efficiency in inducing muscle contractions than D-glutamate and L-aspartate (Moroz et al., 2014). However, neither L-glutamate, L-aspartate, nor any other bilaterian amino acid-derived neurotransmitters tested here (glycine, GABA, acetylcholine, serotonin, dopamine, octopamine, and histamine) could noticeably change the frequency of cilia beating in Pleurobrachia and Bolinopsis in concentrations up to 0.5 mM (see methods). These observations also support the hypothesis that acetylcholine and monoamines are bilaterian innovations (Moroz and Kohn, 2015; Moroz et al., 2021).


Modeling peptidergic signaling

The first neural systems might have mainly been peptidergic (Moroz, 2009, 2021). Peptidergic signaling can significantly affect interneuronal communication in ctenophores (Moroz et al., 2014; Sachkova et al., 2021; Hayakawa et al., 2022). Pleurobrachia and Mnemiopsis genomes do not encode FMRFamide (Moroz and Kohn, 2016). However, this versatile tetrapeptide might be used as a tool to mimic the action of some other endogenous short neuropeptides. Specifically, these peptides have different conformational states (Edison et al., 1999; Espinoza et al., 2000; Dossey et al., 2006) with affinity to various receptors because they are short. When the complete list of endogenous peptides is not determined precisely (as in ctenophores), RFamide related peptides can be efficiently used as a model for initial screening for the presence of peptidergic neurons and their actions. This approach was applied here as a part of screening for modulatory action on cilia activity in Pleurobrachia.

FMRFamide had an apparent inhibitory effect on high-frequency bursts of activity in cilia (Figure 4). In 10–20 s after application, the frequency of cilia beating in bursts was reduced, and the appearance of bursts was also decreased. The whole effect could be observed within 1–2 min. Of note, there was no effect of FMRFamide in high Mg2+ seawater (Figure 5, n = 2). It suggests that the observed action of FMRFamide was indirect and polysynaptic.
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FIGURE 4
 In Pleurobrachia FMRFamide reversibly inhibited the intensity of cilia bursting activity, repressing or even eliminating the occurrence of bursts, significantly weakening the degree of cilia acceleration in the remaining bursts (A–C). Numbers under all traces show the time of recordings.


[image: Figure 5]

FIGURE 5
 In high Mg2+ seawater, which blocked the variable bursting activity of Pleurobrachia cilia (A), FMRFamide did not demonstrate any noticeable effect on locomotory cilia (B), suggesting that its target was not comb’s cilia themselves but an external source controlling inputs to ciliated cells. Numbers under the traces show the time of recordings.


Because FMRFamide and other short peptides have confirmation dynamic in solutions (Edison et al., 1999; Espinoza et al., 2000; Dossey et al., 2006), we also assumed they might be cross-reactive with many endogenous peptides. We tested this situation using immunohistochemistry and revealed a distinct subset of peptidergic neurons, not reported previously (Jager et al., 2011; Norekian and Moroz, 2016, 2019, 2020). This is consistent with an observation that RFamide immunoreactivity was also detected in specific cells of the polar field in Pleurobrachia (Figure 6). These potentially chemoreceptive cells might use short neuropeptides as afferent components of neural circuits controlling locomotion via still-unknown interneurons and motoneurons.

[image: Figure 6]

FIGURE 6
 FMRF-like immunoreactivity in the polar field, a putative chemosensory organ of Pleurobrachia bachei. The left image shows regularly positioned stained putative chemoreceptive cells at lower magnification. Scale bar – 100 μm. Images on the right show the same cells are at higher magnification. See details about the protocol and Pleurobrachia neuroanatomy (Norekian and Moroz, 2019a, 2020).




Modeling nitrergic signaling

Nitric oxide (NO) is an ancient and versatile signal molecule (Moroz and Kohn, 2011), recently proposed as a transmitter candidate in ctenophores (Moroz and Kohn, 2016; Moroz et al., 2023). In contrast to classical transmitters, the application of NO donors (NOC-9 and Diethylamine NONOate, 0.02–0.2 mM) caused inhibition of comb cilia beating both in Pleurobrachia and Bolinopsis with a complete arrest of cilia activity in most cases at higher concentrations, 100 μM and above (Figure 7). The effect developed slowly over 1–2 min after NO-donor solution applications [half-life of NO release is reached 10–15 min after diluting the NO-donors in the seawater (Maragos et al., 1991; Keefer et al., 1996; Li et al., 2020)]. This inhibitory effect was always reversible and was washed out in the seawater with a complete restoration of pre-application activity in about 5 min. Of note, this inhibitory action of NO donors persisted in high Mg2+ seawater, suggesting the direct action of NO on the cilia in combs (Figure 8).
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FIGURE 7
 Nitric Oxide (NO) donors, such as NOC-9, reversibly suppressed cilia beating, completely inhibiting cilia movements in Pleurobrachia (A,B). This effect was reversible, and cilia beating was restored within 5 min of washing (C). Numbers under all traces show the time of recordings.


[image: Figure 8]

FIGURE 8
 In high Mg2+ seawater, which blocked variable synaptic inputs and chemical transmission (A), Nitric Oxide (NO) donors noticeably inhibited cilia beating in Pleurobrachia (B), suggesting that NO targets can be comb’s cilia themselves.


Our results imply that endogenous or environmental NO suppresses the cilia beating in ctenophores. Gaseous NO is one of the smallest and most diffusible signal molecules, with multiple non-enzymatic and enzymatic synthetic pathways, including nitric oxide synthase (NOS) in both host cells and microbiome (Moroz and Kohn, 2011). Interestingly, the screening of the sequenced genome in Pleurobrachia and several transcriptomes from this species did not recover any NOS-like enzymes (Moroz et al., 2014). However, NOS was detected in basal and more derived species of ctenophores, such as Mnemiopsis leidyi (Moroz and Kohn, 2016; Moroz et al., 2020a) and Bolinopsis (Moroz et al., 2023). These comparative analyses illustrate the mosaic nature of NOS distribution within the phylum Ctenophora and provide evidence for the secondary loss of NOS in Pleurobrachia from the common ancestor of ctenophores (Moroz et al., 2023). However, Pleurobrachia has soluble guanylyl cyclases and possibly other receptors for NO, which might sense this molecule from alternative endogenous and exogenous sources (e.g., microbiomes and/or food).




Conclusion and future directions

Ctenophores is the earliest lineage of metazoans (Whelan et al., 2015, 2017; Li et al., 2021; Schultz et al., 2023), central to understanding the origins and fundamental principles of animal organization. The life of ctenophores is entirely based on cilia, with dozens of populations of ciliated cells (Tamm, 1982; Hernandez-Nicaise, 1991; Tamm, 2014; Norekian and Moroz, 2019b). As a result, multi-transmitter control of cilia activity is paramount to ctenophore organization and behaviors.

NO-cilia interactions can be one of the ancient signaling pathways in the evolution of animals, but this is a little investigated direction, with no comparative data (Saternos and Aboualaiwi, 2018). Thus, it would be essential to identify both sources and mechanisms of the action of NO on cilia in different ecological groups of ctenophores. Experiments on other ctenophore species are imperative because of the mosaic distribution of NOS across species, with examples of secondary loss of this enzyme in many lineages (Moroz et al., 2023).

Second, the observed suppression of complex ciliary patterns by MgCl2 indicates the significance of steady-state chemical transmission in generating ctenophore behaviors. This experiment is important because of the recently discovered syncytial organization of five ctenophore neurons in the subepithelial nerve net of early developmental stages of Mnemiopsis (Burkhardt et al., 2023). The finding might be interpreted as support for the widespread role of non-synaptic and non-chemical transmission in ctenophores (Dunn, 2023). However, the majority of neurons in ctenophores and external control of cilia activities are likely mediated by chemical transmission. Specifically, distinct ctenophore neural systems can employ well-recognized synapses already detected by electron microscopy (Hernandez-Nicaise, 1991; Burkhardt et al., 2023) and volume-type intercellular transmission (Moroz et al., 2021) mediated by small peptides, nitric oxide and, perhaps, additional low molecular weight messengers to be determined in future studies.

The precise balance and complementary contributions of different transmitter mechanisms in ctenophores are the areas of exciting discoveries essential for fundamental neuroscience and deciphering the evolution of alternative integrative systems across basal metazoan lineages (Jekely, 2021; Moroz et al., 2021; Moroz and Romanova, 2022; Moroz et al., 2004; Nikitin et al., 2023).

In conclusion, we would like to add that both Pleurobrachia and Bolinopsis (but especially Pleurobrachia) have complicated cilia activity patterns, including high-frequency bursts, periods of inhibition, and more regular activity. Some of these are reported in illustrative figures. Those patterns and frequencies could also be different across animals and maybe also depend on the age, size, reproductive, and nutrition status of wild animals collected in nature. The overall scope of ctenophore behaviors is comparable to bilaterian animals and is currently understudied. We understood that more detailed and systematic future analysis might reveal some subtle modulatory effects of various chemical signals (neuronal-derived and non-neuronal transmitters), which is the subject of future, more detailed studies. Considering the variability of animals and their states, we anticipate that this direction would include future analysis of hundreds of individuals. The proposed protocol is one of the first steps in this direction to be expanded and correlated with detailed and complex behaviors of intact free-swimming animals in natural habitats.
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Nervous systems of vertebrates and invertebrates show a common modular theme in the flow of information for cost-benefit decisions. Sensory inputs are incentivized by integrating stimulus qualities with motivation and memory to affect appetitive state, a system of homeostatic drives, and labelled for directionality. Appetitive state determines action responses from a repertory of possibles and transmits the decision to a premotor system that frames the selected action in motor arousal and appropriate postural and locomotion commands. These commands are then sent to the primary motor pattern generators controlling the motorneurons, with feedback at each stage. In the vertebrates, these stages are mediated by forebrain pallial derivatives for incentive and directionality (olfactory bulb, cerebral cortex, pallial amygdala, etc.) interacting with hypothalamus (homeostasis, motivation, and reward) for action selection in the forebrain basal ganglia, the mid/hindbrain reticular formation as a premotor translator for posture, locomotion, and arousal state, and the spinal cord and cranial nuclei as primary motor pattern generators. Gastropods, like the predatory sea slug Pleurobranchaea californica, show a similar organization but with differences that suggest how complex brains evolved from an ancestral soft-bodied bilaterian along with segmentation, jointed skeletons, and complex exteroceptors. Their premotor feeding network combines functions of hypothalamus and basal ganglia for homeostasis, motivation, presumed reward, and action selection for stimulus approach or avoidance. In Pleurobranchaea, the premotor analogy to the vertebrate reticular formation is the bilateral “A-cluster” of cerebral ganglion neurons that controls posture, locomotion, and serotonergic motor arousal. The A-cluster transmits motor commands to the pedal ganglia analogs of the spinal cord, for primary patterned motor output. Apparent pallial precursors are not immediately evident in Pleurobranchaea’s central nervous system, but a notable candidate is a subepithelial nerve net in the peripheral head region that integrates chemotactile stimuli for incentive and directionality. Evolutionary centralization of its computational functions may have led to the olfaction-derived pallial forebrain in the ancestor’s vertebrate descendants and their analogs in arthropods and annelids.
Keywords: evolution, homology, analogy, pallium, reticular system, Pleurobranchaea
INTRODUCTION
Did the general neural organization of decision and action selection precede or follow the evolution of complex body form and behavior? We argue that despite broad differences in complexity (detail) of brain and body, soft-bodied invertebrates like gastropods even with primitive, incompletely centralized brains show a blueprint for a modular organization of the nervous system similar to vertebrates, although simpler in detail. Vertebrates, insects, and polychaete annelids likely evolved segmentation and articulated skeletons with jointed appendages independently (Mullins et al., 2011; Hochner, 2013; Katz, 2016). These acquisitions are adaptations for speed and agility beyond what is easily gotten by a soft body. The skeletal joints allow local sensory-motor regulation of segmental musculature, and sensory monitoring of joint angles for incorporating into central motor templates. Vertebrates and insects share analogous modular designs for computational functions that mediate decision, spatial mapping, and motivation (Loesel and Heuer, 2010; Tosches and Arendt, 2013; Holland, 2016). Such functions may have originated in the ancestral bilaterian with simpler anatomy and behavior or could have evolved independently multiple times. The above lineages each have more complicated body forms than the expected urbilaterian ancestor (Hejnol and Martindale, 2008).
For comparative analysis, it is useful to examine circuits in organisms more like the expected common ancestor. It is pertinent that a simple sea slug, with primitive ciliary locomotion and lacking segmentation and appendages, has modular design in neuronal network coordination similar to vertebrates for posture, locomotion, and general arousal. Thus, the general scheme controlling locomotion and posture could have preceded the evolution of segmented bodies and articulated appendages. Could then the neuronal circuitry of cost-benefit decision and action selection be also analogous, and possibly homologous in origin, among the phyla?
We previously discussed the evolution of the nervous system and developed hypotheses on the nature of the nervous system in the common urbilaterian ancestor (Gillette and Brown, 2015). As the ancestor is unavailable, we took a classic comparative approach. We used the sea slug Pleurobranchaea californica as a model system whose nervous system and behavior have been examined and are likely relatively close to the ancestor’s (Figure 1). The nervous system and behavior are also known in more detail than for many other animal systems, particularly with respect to mechanisms for decision-making, and are amenable to the comparative approach. Moreover, there is much useful information on brain and behavior of related gastropods. Among other model systems available, information on the brains and behaviors of vertebrate animals has been amassed over more than a century by thousands of researchers. Thus, we may compare markedly distant lineages that split over 500 Myr ago into protostome and deuterostome by examining functional analogies in brain and behavior.
[image: Figure 1]FIGURE 1 | Pleurobranchaea californica, head shot. The chemotactile oral veil is flared above the mouth. The oral veil papillae and the lateral tentacles have ciliated chemotactile receptors that feed into a peripheral subepithelial network to mediate incentive and stimulus location. Photo by Fred Zwicky.
Comparisons of functional analogies in brain and behavior of the streamlined Pleurobranchaea with the rather more complex vertebrates may show commonalities interpretable in terms of direct or parallel evolution. Gastropods like Pleurobranchaea boast systems that may be closer in brain, body, and behavior to the simple common ancestor than the more complex, segmented vertebrates, insects, and polychaete annelids with jointed appendages. The former lack complicating segmentation and jointed skeletons with appendages and many of them locomote primitively by myriads of cilia paddling their way through secreted mucus, as expected of the common ancestor. Moreover, especially for the opisthobranch sea slugs like Pleurobranchaea, their soft bodies and behaviors are quite simple, and they are hermaphroditic with minimal investment in offspring care, thereby further reducing neural complexities of animals with two different sexes that may brood their young.
Pleurobranchaea shows simple reward-based learning for approach or avoidance of prey (Noboa and Gillette, 2013). Their behavior and neuronal circuitry are characterized well enough to generate computational simulations which express cost-benefit decisions in autonomous agents with efficient, reward-based mechanisms for stimulus valuations. The algorithms used reproduce the basic modular functions of nervous systems as treated here (Brown et al., 2018; Gribkova et al., 2020).
Thus, a fuller answer to the nature and origin of complexity in human brain and behavior can begin to be sought in the simplicity of our very early ancestors. We may safely assume that the problems faced by the ancestors were basically the same as they are today, and that their nervous systems were designed by natural selection to generate appropriate behavioral algorithms. The threefold basic imperatives of life are: 1) acquisition of resources; 2) defense; and 3) reproduction. These three constraints of behavioral design are largely interconnected and interdependent. Even single cells may follow this design, where biochemical pathways do the computations of an integrating nervous system, connecting sensors to motor pathways for movement and secretion. We annotate these constraints briefly, below, and then continue on to document the organization of simple and complex nervous systems in resolving the imperatives.
Acquisition of resources
The essential resource is energy, which underlies the abilities for defense and reproduction. More complicated faces of this basic resource come from derived characters aimed at maximizing and conserving energy, like shelter, clothing, and storage in fatty tissues. Even social characters such as attention to status and reputation, play, and aggression intimately involve the economics of energy. Other resources are the chemical building blocks of cells: amino acids, fats, carbohydrates, and water.
Defense
Once life evolved to a point where it could acquire energy and use it in reproduction, strong selective forces would have had it evolve mechanisms to keep from losing it, such as a cell membrane (which then involved a whole new set of problems resulting in the evolution of ion pumps). Once organisms had developed to conserve energy, they became treasure troves to some that devised ways to break into their stores and use them for themselves. This would have been an early manifestation of predation.
Reproduction
As early cells devised asexual and sexual ways of reproduction, impelled by the obvious selective forces excluding nonreproductive cells, reproductive predators evolved to hijack their mechanisms, becoming intracellular parasites, and perhaps degenerating from free-living cells to viruses (Forterre, 2006). Thus, the three design constraints are inextricably intertwined.
For most animal species that have been observed in detail, the cost-benefit decisions employed to solve the problems of acquisition, defense, and reproduction integrate internal state, sensory input, and memory. This holds for vertebrates, insects, and gastropod mollusks (see Gillette et al., 2000; Clore et al., 2021). The dynamic changes in internal state for motivation, in varying sensory input, and in memory plasticity may lead to a broad spectrum of cost-benefit responses tailored to each situation. There are sufficient data presently to compare the neural architectures that support such decision-making. First, we would like to review the functional modules of the vertebrate nervous system, then compare them with analogs in the sea slug.
In each of these functions there is a modular design for the flow of information from stimulus to response: incentive-directionality; reward expectation; approach-avoidance decision; decision implementation in motor response.
VERTEBRATE NERVOUS SYSTEMS
A modular organization of the mammalian nervous system, in terms of interacting subsystems, has been long recognized both anatomically, physiologically, and computationally (Arbib, 2007).
Hypothalamus
Nutrition, thermoregulation, hydration, and social behaviors like sex and parental care are homeostatic drives founded in the hypothalamus, whose neural activity represents appetitive state and biases behavioral choices for the different goals. Nutritional state is fairly well understood. In vertebrates, nutritional state is closely monitored by hypothalamic neurons sensitive to serum glucose, digestive hormones, and hormonal indicators of fat and glycogen storage. Motivation, in terms of hunger/satiation, regulates exploration after food resources or avoidance of such activity. Moreover, the hypothalamic circuits and hormones that mediate hunger and satiety appropriately regulate the sensitivity of the reward system (Cassidy and Tong, 2017).
Basal ganglia
Action selection for cost-benefit decisions is determined by the basal ganglia, which integrate sensory incentives weighed with motivation-related reward and memory of experience (Turner and Desmurget, 2010). The basal ganglia have access to cortical areas with memories laden with positive and negative affect related to context and can compare possible costs and benefits of potential decisions. Final summation leads to selection of motor actions that essentially represent approach or avoidance of a predicted situation. The decision outputs are sent to premotor areas in the reticular system of the brainstem that extends from the upper part of the midbrain to the lower part of the medulla. Important dopaminergic and serotonergic modulatory inputs to the basal ganglia come from the substantia nigra compacta and raphe nuclei, respectively, for reward and arousal.
Reticular formation and spinal cord
Premotor patterning networks in the hindbrain reticular system are disinhibited by basal ganglia inputs to form premotor commands configured for the selected motor actions. From the reticular formation the commands for locomotion and posture descend to the spinal cord to be translated into direct motor action by the segmental pattern generators. The reticular system has critical roles in maintaining arousal state in behavioral and motor systems through ascending pathways to the forebrain and descending pathways to the spinal cord via the reticulospinal tracts. The raphe nuclei of the reticular system are critical serotonergic sources for modulation of mood, reward, and arousal (Teissier et al., 2015; Venkatraman et al., 2017). Ascending fibers from the anterior raphe nuclei innervate the basal ganglia and other forebrain derivatives, and descending fibers from the posterior nuclei innervate the spinal cord pattern generators and sensory pathways.
The spinal cord is segmented, and the coupled spinal pattern generators’ final outputs are through their motorneurons. Spinal pattern generators receive direct feedback from muscle and tendon stretch receptors and from descending inputs that can smooth coordination and aid adaptation of motor pattern to uneven terrain (Rossignol et al., 2006).
Pallial derivatives
Olfactory bulb, cortex, pallial amygdala, and other pallial structures are thought to have evolved as elaborations of the olfactory system, with the addition of more sensory inputs from complex exteroceptors such as mediate vision, audition, proprioception, and taste (Reiner et al., 1998; Redgrave et al., 1999; Smeets et al., 2000; Aboitiz et al., 2003; Grillner et al., 2013; Aboitiz and Montiel, 2015; Jacobs, 2023). Functionally, these structures interact with each other and the subpallial striatum to integrate reward, motivation, affect, and memory to compute incentive for decision making and to place it in physical context with directional information. The motor cortex apparently only appeared in evolution with mammals and is not treated further here.
Analogs in the Gastropod’s nervous system
Comparison of the gastropod decision-making system, represented by Pleurobranchaea, with vertebrates’ finds general similarities in organization (Figure 2) However, a major exception regarding vertebrate forebrain is discussed below. Mainly, they differ in complexity of detail related to the elaborate bodies and exteroceptors of the vertebrates. Previous work described neuronal circuitry underlying cost-benefit and approach-avoidance decisions in Pleurobranchaea’s foraging (Jing and Gillette, 2000; Gillette and Jing, 2001; Yafremava et al., 2007; Hirayama et al., 2012; Hirayama and Gillette, 2012; Brown, 2014). These circuits share functional analogies with the vertebrate striatum and hypothalamus in that they express homeostatic state and instruct goal-directed action selection (Gillette and Brown, 2015), with the analogies extending to coordination of locomotion in goal-directed behavior. Thus, a cluster of neurons, the A-cluster, works analogously to the reticular system for posture, locomotion, and arousal (Lee et al., 2023), and a peripheral neuronal network may serve functions of forebrain pallial derivatives for incentive and simple place-coding. Of the several ganglia of Pleurobranchaea’s central nervous system (CNS), the cerebropleural ganglion contains the circuits in its cerebral lobes that function analogously to the combined basal ganglia-hypothalamus and the reticular system. Sensory input to the ganglion is integrated with motivation and memory to decide actions. These decisions descend to pattern generators in the pedal ganglia, which themselves have functions analogous to the vertebrate spinal cord in final patterning of direct motor output (Figure 2). A significant difference may be that Pleurobranchaea’s basal ganglia analog has only the direct neural pathway output integrating sensation, internal state, and memory, and lacks the explicit comparison of potential costs and benefits afforded by the indirect pathway originating in the vertebrate striatum, as may the insects (Strausfeld and Hirth, 2013).
[image: Figure 2]FIGURE 2 | Proposed analogs of Pleurobranchaea californica and vertebrate central nervous systems, as represented by the human brain and spinal cord. The feeding network (blue striped) in the cerebral lobes of the cerebropleural ganglion combines homeostatic functions of the vertebrate hypothalamus in motivation and decisive action selection of the basal ganglia. The C-cluster (magenta) is functionally analogous to the serotonergic portions of the vertebrate ascending reticular system. The A cluster (cyan) is functionally analogous to the vertebrate reticular system, projecting to pattern generators in the pedal ganglion, which are in turn analogous to the mammalian spinal cord in final motor pattern output. The serotonergic cells of the A-cluster are analogous to the serotonergic cells of the descending raphe nuclei. The chemotactile sensory subepithelial network (yellow) of Pleurobranchaea is proposed as resembling an ancestral precursor to pallial derivatives of the ancient olfactory system in evolution, such as the olfactory bulb, neocortex, hippocampus, basal ganglia, amygdaloid complex and others.
Cerebral lobes: feeding network
The distributed feeding motor network combines the homeostatic functions of the hypothalamus in motivation and the basal ganglia in decisive action selection. Hunger/satiety is represented in the excitation state and neuronal activity configuration of the feeding network (Hirayama et al., 2012; Hirayama and Gillette, 2012; Hirayama et al., 2014). Sensory input incentivized by memory summates with the neuronal representation of motivation to bring the network towards or away from exploring a stimulus. In cost-benefit decisions for approach-avoidance, hungry animals approach food odors, but when satiated they turn away from them. The feeding network excitation state sets the thresholds for active feeding, which can vary a million-fold between ravenous hunger and logy satiation (Davis and Gillette, 1978; London and Gillette, 1986; Hirayama et al., 2014). Incentivized input to the feeding network may be mediated by dopaminergic afferents from chemotactile areas (Kabotyanski et al., 2000; Brown et al., 2018), which may well include the effects of learned preference and avoidance (Elliott and Susswein, 2002). The functions of Pleurobranchaea’s homeostatic feeding network in action selection are located in the subpallial basal ganglia of the vertebrate, however still under the influence of the hypothalamus analog of the feeding network. Thus, in evolution the computations of homeostasis and action selection may have been either separated to different modules in evolution in the vertebrates or joined in the feeding network of gastropods.
Figure 3 shows a map of the neurons of the premotor feeding network, the A-cluster that controls posture and locomotion with its serotonergic As1-4 interneurons, and the anterior serotonergic C-cluster to which we will refer below.
[image: Figure 3]FIGURE 3 | Drawing of the dorsal surface of the cerebropleural and pedal ganglia showing identified neuronal somata of networks for the feeding network, the A-Cluster for posture, locomotion, and motor arousal, and the serotonergic C-Cluster. Filled circles show serotonin immunoreactive somata. The somata are bilaterally symmetrical, but only shown unilaterally. Abbreviations: MCG, metacerebral giant neuron; PCP, phasic paracerebral interneuron; PSE, polysynaptic excitor of the PCP; PCT, tonic paracerebral interneuron; I1, I2, Interneurons 1; and 2, Interneuron 2; BWN, body wall nerve; sBWN, small body wall nerve; CBC, cerebrobuccal connective; aCPC, anterior cerebropedal connective; pCPC, posterior cerebropedal connective; CVC, cerebrovisceral connective; MN, mouth nerve; OVN, oral veil nerve; RN, rhinophore nerve; SCC, subcerebral commissure; TN, tentacle nerve; aLBWN, anterior lateral body wall nerve; pLBWN, posterior lateral body wall nerve; PC, pedal commissure; pPC, parapedal commissure; aPN, anterior pedal nerve; mPN, medial pedal nerve; and pPN, posterior pedal nerve.
Action selections by the feeding network are quite simple choices between approach and avoidance of stimuli, and whether to locomote or not. Avoidance turns are the default responses to sensory stimuli in the absence of feeding network excitation. Higher activity in the feeding network converts the turn responses to approach, possibly by shunting sensory input to the turn network from one side to the other (Gillette et al., 2000; Hirayama and Gillette, 2012; Brown, 2014; Hirayama et al., 2014). Thus, partly satiated animals actively avoid weaker feeding stimuli and approach stronger ones. Active feeding causes inhibition of the premotor neurons that mediate turning and locomotion, which prevents the animal from overrunning its prey before finishing the meal. Figure 4 shows a simplest model based on synaptic disinhibition routing excitation to the opposite side of the turn motor network, reflecting similar downstream disinhibitory mechanisms by the basal ganglia in action selection.
[image: Figure 4]FIGURE 4 | A simplest model for control of the turn by excitation state of the feeding motor network. A simple neuronal switch mechanism under control of corollary discharge from the CPG mediating feeding is postulated. (A) When the activity of the feeding network is low, sensory inputs from the oral veil drive avoidance turns away from the site of the stimulus. (B) Increased activity of the network, through hunger or greater sensory stimulation, changes the avoidance response to an approach-turn toward the stimulus by a postulated disinhibitory mechanism that shifts activity to the contralateral side of the turn motor network. Figure modified from Gillette and Brown (2015).
Cerebral lobes: reticular system analog
A-cluster
In Pleurobranchaea, the analog of the vertebrate reticular formation lies in a bilaterally paired group of neurons, the A-cluster (Jing and Gillette, 1999; Jing and Gillette, 2000; Lee et al., 2023), posterior to the feeding network neurons in the cerebral lobes. A-cluster homologs are also found in other gastropods (Sudlow et al., 1998; Popescu and Frost, 2002; Jing et al., 2008; Jing et al., 2009). The A-cluster was first recognized in a search for the premotor pattern generator for the escape swim. This search was correctly based on a presumption that the swim network would incorporate the neurons of the turn network, which could be studied for approach-avoidance decisions. Thus, it was eventually found that the A-cluster in different states of coordination mediates the escape swim, approach-avoidance turns, crawling locomotion, and likely righting behavior (Jing and Gillette, 1995; Jing and Gillette, 1999; Jing and Gillette, 2000; Jing and Gillette, 2003). Thus, A-cluster neurons are concerned with different aspects of posture and locomotion, very similar to the functions of the reticular system. The major differences in complexity can be simply related to control of a soft body vs. an articulated, skeletonized body.
Moreover, as for the raphe nuclei of the reticular formation, the behavioral functions of the A cluster are critically dependent on a serotonergic network. The four bilaterally paired serotonergic As1-4 neurons lie at the core of the A-cluster and provide the neuromodulatory drive to swimming, turning, and crawling locomotion. They are interconnected both chemically by serotonergic synapses and electrically, and fire in different patterns with the different motor outputs. Unlike the concentrated localization of the ∼7 raphe nuclei in the vertebrate brain, serotonergic neurons of the gastropod brain are dispersed within and among the ganglia, lying within motor pattern generators like the A-cluster and the As1-4 cells and the feeding network and the C-cluster, where they drive motor arousal (Jing and Gillette, 2003; Gillette, 2006). However, their interconnections allow activity in one group to contribute to the arousal of another and thereby its motor network. If the serotonergic neurons of the gastropod were indeed homologous to those of the vertebrate raphe nuclei, it could mean either that the serotonergic neurons became concentrated in vertebrates or that they dispersed in the mollusks (Gillette, 2006).
Like the posterior raphe nuclei, the serotonergic As1-4 neurons send descending innervation to the pedal ganglia analogs of the spinal pattern generators to drive crawling locomotion and approach-avoidance turns in different states of coordination (Jing and Gillette, 2003; Lee et al., 2023). They are also chemically coupled to the serotonergic neurons of the feeding motor network. In coordination with other identified neurons of the A cluster, they sustain the swimming escape response episode (Jing and Gillette, 1999). Thus, their actions are obligatory to the actions of posture and locomotion mediated by the A-cluster analog of the reticular activating system.
C-cluster
The serotonergic C-cluster neurons and the metacerebral giant neurons of the cerebral ganglia lobes innervate the feeding motor network and the peripheral sensory neuronal network. They are functionally analogous to the serotonergic portions of the vertebrate ascending reticular formation (Figure 2), which innervates the hypothalamus, basal ganglia, and other pallial derivatives. The C-clusters of 12+ neurons each and the metacerebral giant neurons lie anteriorly in the cerebral lobes and are both electrically and chemically coupled (Gillette and Davis, 1977; Jing and Gillette, 2000). They are embedded in the feeding network where during the active feeding cycle they receive alternating synaptic excitation and inhibition during the retraction and protraction (swallowing and biting) phases of the feeding apparatus, respectively (Gillette and Davis, 1977). The C-cluster cells richly innervate the cerebral ganglia lobes and send axons to the periphery to innervate the subepithelial network (see below) of the chemotactile oral veil (Moroz et al., 1997), where ongoing work indicates that serotonin promotes sensory gain. The paired metacerebral neurons provide neuromodulatory input to the buccal ganglion’s feeding central pattern generator (CPG), but the majority of its outputs are peripheral: to the esophagus/crop, the musculature of the buccal mass, and the chemosensory mouth area (Gillette, 1991). Serotonergic modulation of the feeding network sets the basal excitation state and lowers the thresholds for both the approach turn and active feeding (Hirayama and Gillette, 2012; Hirayama et al., 2014). Serotonergic modulation of sensory gain in the gastropod peripheral nervous system may contribute to incentivization of stimuli and conceivably also contributes to attentional mechanisms and odor/taste learning.
Pedal ganglia–spinal cord analogs
Like the vertebrate spinal cord, the gastropod pedal ganglia mediate the larger part of direct motor patterning for posture and locomotion. They receive descending commands, including neuromodulatory serotonergic input, from the A-cluster in Pleurobranchaea, to express the motor outputs of approach and avoidance turns, escape swimming, body withdrawal, and locomotion. They correspond to the subesophageal ganglia of other ecdysozoans like the arthropods and annelids, which partially serially segment in development to form the ventral nerve cords, themselves similar to vertebrate spinal cord in development and molecular signatures (Vergara et al., 2017).
Subepithelial network–potentially like the ancestral pallial precursor?
The pallial circuitry of the vertebrate brain is largely concerned with processing incentive on the basis of stimulus qualities, motivation, reward experience (hedonic affect), and memory, and with directional information for stimuli. Pleurobranchaea has no such central neuronal module that has yet been identified. However, there is a peripheral, subepithelial network (SeN) of interneurons postsynaptic to the primary receptors for chemotactile stimuli in the oral veil that does perform simple functions of incentivizing stimuli and estimating their directional location (Figure 2). Thus, it is quite possible that the origin of the telencephalic derivatives of the ancient olfactory system in evolution–the olfactory bulb, cortex, hippocampus, basal ganglia, amygdaloid complex and the others–may have lain in a peripheral SeN processing incentive and directionality like that in the oral veil of Pleurobranchaea, which became centralized and enhanced with the evolving body complexities of segmentation and jointed skeletons.
Olfaction is among the most primitive of senses (Cuschieri, 1976). Elaboration of olfactory systems and associated structures for odor learning is closely tied to the emergence of pallial structures. Directional olfaction may have formed the basis for the evolution of memory organization in the bilaterian brain, with hippocampal-like structures used for mapping and encoding the spatial distributions of novel odorants (Jacobs, 2012; 2023). Further, the olfactory system is the only sensory system that bypasses the thalamus, a structure for multi-modal sensory relay; instead, the olfactory bulb projects directly to amygdala and piriform cortex, which are important for emotion and memory (Kay and Sherman, 2007; Jacobs, 2023). Like the olfactory bulb, the SeN of Pleurobranchaea is notably dopaminergic and is richly innervated by the serotonergic neurons of the C-cluster.
The primary olfactory centers in vertebrate and insect brains seem to have similar neuronal types, sensory coding mechanisms, coherent oscillatory activity, and organization, including dense olfactory projections to structures critical for memory: vertebrate hippocampus and insect mushroom bodies (Strausfeld and Hildebrand, 1999; Tomer et al., 2010). Some gastropods share similar features, including presence of glomeruli and coherent oscillations in procerebral lobes of pulmonate mollusks, which are important for odor learning (Gelperin, 1999; Kay, 2015).
In Pleurobranchaea, while there is no clear analogue to mushroom bodies or procerebral lobes, learning and mapping of olfactory stimuli are supported by the oral veil SeN. Computations in the SeN allow Pleurobranchaea to map locations of environmental stimuli relative to its body. The cell bodies whose axons carry the location information have central cell bodies (unpublished observations). This somatotopic map of stimulus location and distribution over a target area can provide a template for directed motor reaction, and further, it offers a potential evolutionary substrate type for place coding, contextual memory and spatial memory, as seen in arthropod mushroom and ellipsoid bodies, and vertebrate hippocampus (Devaud et al., 2015; Eichenbaum, 2017).
The SeN suggests insights into the evolution of learning and memory circuits by its nature as an extensive interconnected sensory network with dopaminergic elements that also receives prominent central serotonergic innervation. The interactions of dopamine and serotonin are notable in other systems for supporting hetero-associative reward feedback underlying attention and short- and long-term memory. A basic form of associative learning is classical conditioning, where a neutral stimulus is paired with a biologically potent stimulus, such as food, reward, or even pain, to elicit a conditioned response. The simplest of associative memory systems that can support classical conditioning must have circuitry that handles at least two different kinds of input, such as a sensory signal and motor feedback signal, or a sensory signal paired with a reward feedback signal (e.g., Hawkins et al., 1998). Second-order conditioning involves the associative pairing of a neutral stimulus with an already conditioned (previously neutral) stimulus, to elicit a conditioned response (Brogden, 1939). Circuitry for second-order conditioning must therefore contain a neuron or set of neurons that responds to both types of neutral stimuli.
Thus, the higher in complexity a memory system is, the more intermediate circuitry it must have between neurons that respond to sensory input and those that receive reward or motor feedback. This is particularly apparent in systems capable of sequence learning and spatial memory, such as mammalian hippocampus and octopus’ vertical lobe, which have both extensive auto-associative and hetero-associative architectures. The SeN expresses potential precursors to these associative architectures as it consists of an extensive interconnected sensory network that also receives intricate serotonergic innervation, which could well provide hetero-associative reward feedback.
Spatial learning demands neuronal circuitry that can associate the order and strength of sequentially encountered stimuli, with their connectivity influenced by reward. In principle, this does not look complicated. Such learning may have been selected for in evolution in motile opportunists for efficiently exploiting particular territories, and for homing to a safe refuge when not foraging. While the nomadic and homeless Pleurobranchaea most likely lack spatial learning, they provide an interesting example of a potential neuronal precursor for more context-dependent substrates of associative learning. In particular, the Pleurobranchaea SeN is well-positioned for associatively pairing specific odor and reward stimuli, and it may even support pairing of the location of the specific olfactory stimulus relative to its body with reward feedback. This possible encoding of additional context, i.e., the somatotopic stimulus location, may enable the simple short-term working odor memory that may aid Pleurobranchaea in navigating its olfactory environment (Yafremava and Gillette, 2011). A recurrent inhibitory network was proposed as a simple averaging computation of stimulus loci for motor targeting (Yafremava and Gillette, 2011). Moreover, the serotonergic innervation of the SeN by the C-cluster cells could well provide a mechanism for working memory, attention, and long-term memory through heterosynaptic facilitation.
CONCLUSION
We have summarized marked analogies between the complex vertebrate systems, and to some degree those of insects, with the nervous systems of gastropods much simpler in body form and behavior. Figure 5 recapitulates the functional analogies, possible homologies and/or convergences, between the nervous systems of the gastropod Pleurobranchaea and vertebrates.
[image: Figure 5]FIGURE 5 | Functional analogs in nervous systems of Pleurobranchaea (A) and vertebrates (B); comparing the flow of information from sensory input to motor output. In the vertebrates the incentive and directionality functions of the gastropod subepithelial network are centralized and markedly enhanced in pallial cortex (entorhinal, hippocampal, etc.) for vision, audition, and posture. Action selection for approach-avoidance decisions in the vertebrates, which in Pleurobranchaea is the province of the feeding network, is separated to the subpallial basal ganglia. The motivational and homeostatic functions of the Pleurobranchaea feeding network are retained by the vertebrate hypothalamus. The multifunctional premotor network in the A-cluster neurons of Pleurobranchaea is analogous to the vertebrate reticular formation, framing action decisions in terms of motor arousal, posture, and locomotion. The pedal ganglia and spinal cord receive motor commands from the premotor networks and express the primary motor patterns.
The evolved neural complexities of the vertebrates and insects may be largely ascribed to their segmentation and jointed skeletons, which lend them speed and agility through ability to monitor body posture for motor planning, to more functional equilibrium organs, and to their high resolution exteroceptors for vision, vibration, and electroreception in some cases. However, we are able to describe a similar modular organization of the nervous system in the gastropod Pleurobranchaea, though so much simpler in body form and behavior, with many fewer neurons, and even incomplete centralization of the CNS. Figure 5 summarizes the analogous neural modules between Pleurobranchaea and vertebrates that mediate action selection and reward as feeding network/basal ganglia and hypothalamus. The analogies for posture, locomotion, and motor arousal are the neuron group A-cluster/reticular system of the mid-to-hindbrain. For the serotonergic raphe nuclei of the vertebrate reticular system, the Pleurobranchaea analogy is a distributed serotonergic network with ascending and descending projections, and for primary motor pattern generation, the spinal cord is analogous to the Pleurobranchaea pedal ganglia.
Finally, we introduced the SeN as a simplest analog of the pallial derivatives (olfactory bulb, cortex, etc.). The SeN receives interconnected input from primary sensory receptors to compute incentive from stimulus qualities and to estimate the averaged stimulus source direction (place) for directed motor response. Its final output targets are at the feeding network, where it sums with appetitive state, and at the turn motor network in the A cluster, where it sets the moment-to-moment amplitude of the approach-avoidance turn. The computations of incentive and stimulus location lend the SeN qualities which could have been precursor to the more detailed computations of the vertebrate forebrain for incentive, for the computations of more complicated place codes of more environmental stimuli transduced by complex eyes and ears, and for the eventual evolution of more complex cognitive ability in episodic memory for signatures in space and time.
In the vertebrates, these stages are mediated by pallial derivatives for incentive (olfactory bulb, cerebral cortex, amygdala, &c) interacting with hypothalamus (motivation and reward) for action selection. The reticular formation acts as a premotor translator for posture, locomotion, and arousal state, and the spinal cord and cranial nuclei as primary motor pattern generators.
Finally, our work here may contribute to an answer to whether the modular organizations of vertebrate and arthropod brains evolved independently or were inherited and embellished from a soft-bodied, unsegmented bilaterian ancestor. The marked similarities observed in gastropods are consistent with a common inheritance and may invite future comparative molecular and developmental analyses to cast further light on this compelling question.
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Neurotechnology

High-frequency alternating
current (HFAC)

HFAC combined with
infrared neural inhibition
(INT)

Focused ultrasound (FUS)
FUS

nfrared neural inhibition
(INT)

NI
NI
NI

NI

Resistive heating and INI

nfrared neural stimulation
(INS)

Optical neural stimulation

Optical neural stimulation

Optical monitoring of neural
activity

Optical neural recording with

fluorescent dyes

Optical neural recording with
fluorescent dyes

Confocal fluorescence

microscopy

Functional optical coherence
tomography (fOCT)

Planar Microelectrode Array

Multi-electrode array (MEA)

Gold-spine microelectrode

array

Flexible microelectrode array

Diamond electrode

Carbon fiber microelectrodes

Implantable neural recording
hardware

Pulse code modulation
(PCM) microfluidic chips

Microscopic magnetic
stimulation

Magnetic resonance electrical
impedance tomography
(MREIT)

Tissue type

Aplysia pleural-abdominal connective

Aplysia pleural-abdominal connective
nerve

Aplysia cerebral ganglia
Isolated Aplysia abdominal ganglia
and connected nerve

Aplysia buccal nerve and rat sciatic

nerve
Aplysia buccal ganglia,
pleural-abdominal connective and
vagus nerve from musk shrew

Aplysia pleural-abdominal connective

Aplysia pleural-abdominal connective

Aplysia pleural-abdominal connective

Aplysia pleural-abdominal connective
Aplysia buccal nerve and rat sciatic
nerve

Aplysia neuron and stained Sepia
giant axon

Aplysia abdominal ganglia

Aplysia-nerve trunks, abdominal
ganglia, and eyes

Aplysia buccal ganglia
Cultured left upper quadrant neurons
from the Aplysia abdominal ganglion

Aplysia sensory neurons either in
culture or in intact cell clusters

Aplysia abdominal ganglia and nerves

Aplysia abdominal ganglia

Cultured Aplysia neurons

Cultured left upper quadrant neurons
from the Aplysia abdominal ganglion
and cultured neurons from Aplysia

buccal ganglion

Aplysia buccal ganglia

Aplysia buccal ganglia and nerve

Aplysia buccal ganglia and nerve

Aplysia buccal ganglia

Aplysia buccal and cerebral ganglia

Aplysia buccal ganglia and nerve

Aplysia abdominal ganglia

Simplified summary

The threshold for inhibiting unmyelinated axons showed a
unique decreasing trend when HFAC frequency was higher
than 12 kHz

HFAC combined with INI can produce onset-free neural
inhibition

FUS can alter the excitation level of Aplysia neurons

An ex vivo FUS testing system was built for exploring the FUS
parameter space on isolated Aplysia ganglion and connected
nerve

Parameters for spatially selective infrared neural inhibition were
determined in Aplysia and were extended to rat sciatic nerve
Size-selective infrared neural inhibition protocols were

developed in Aplysia and applied to musk shrew vagus nerve

Experiments confirmed that the theoretically predicted role of

voltage-gated potassium ion channels was critical for INI

Experiments explored the optimal IR illumination length for
minimizing the IR power threshold for INI

Isotonic ion replacement can reduce the dose threshold of INI

Resistive heating can reproduce the selective infrared neural
inhibition of small-diameter axons

Demonstration of spatial and temporal selectivity of INS

Optical radiation with both visible (400-700 nm) and infrared
(750-4,000 nm) light showed both excitatory and inhibitory
effects

Laser radiation at 488 nm selectively stimulates neurons in the
abdominal ganglion

Two membrane-associated dyes (WW375 and NK2367) were
used to record neural activities by monitoring the change of
their light absorption coefficient

Neuronal patterns of activity in the buccal ganglion of Aplysia

were mapped by fluorescence imaging

Experimental results demonstrated that prolonged
asynchronous activity from synaptically interacting Aplysia
neurons in culture can be recorded by fluorescence imaging

Experimental results demonstrated the value of fluorescence
imaging of live cells for the spatial and temporal determination
of the concentrations of second messengers.

The fOCT image provided significant scattering signal that
correlates with neural activity

A microelectrode array was built for extracellular recording
from an Aplysia ganglion and spatial localization of identified
cells in the ganglion

A multi-electrode array was built to record and stimulate neural
activity extracellularly

A spine-shaped gold protrusion was developed to improve
adhesion between electrode and neuron and achieve
“intracellular-like” field potential recordings

A flexible microelectrode array was constructed to record
action potentials and single- and multi-unit neural activities

from the ganglionic surface

Diamond electrodes were developed for extracellular recording
and stimulation

A carbon fiber microelectrode array demonstrated that the
fibers could both provide stable multi-channel recording while
stimulating and recording intracellularly

A microcontroller-based wireless recording unit was developed

for the recording of neural activity in seawater

Experiments demonstrated that PCM microfluidic chip could
be used to apply chemical neural stimulation and induce
rhythmic activity through the sheath of the ganglion

Microscopic magnetic stimulation demonstrated the capability
to reversibly block action potentials in unmyelinated axons
using a submillimeter magnetic coil. Modeling results showed
that the microscopic magnetic stimulation caused a local
depolarization that altered activation dynamics of the sodium
channels and blocked neural conduction.

MREIT detected significant changes in ganglion images in vitro
and could be used as a new modality to directly detect neural

activity
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Total average% flies that awaken from light pulse arousal responses of p12c, gl60j, cry-null, gl60j-cry-null, and rh7-null for UV, violet, blue, and red (365, 405, 450, and 635 nm, respectively)
ight stimulus. Left half of table represents the low intensity 10 wW/cm? light pulses, and the right half of the table represents the high intensity 400 uW/cm? light pulses. The green shading

represents greater arousal responses, while the white shading represents smaller arousal responses.
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responses, while the white shading represents smaller FF light responses.





OPS/images/fnins-17-1160353/fnins-17-1160353-g015.jpg
>

- 100% -

o k%%

§ 80% - ) =

©

T 60% -

=

3 40% -

X 20% -

>

c 0% - '

S p12c cry-null gl60j-cry-null rh7-null
2

B L i / | {

- 1000/0 ] * %%

g — dedek * %%

S 80% - T

©

© 60% A i *ekk
E | p—| —
3 40% -

X 20% -

>

© 0% -

% p12c gl60j cry-null gl60j-cry-null rh7-null
|_

c Blue Light-Pulse Arousal Response (450 nm, 10 vs. 400

MW/cm?)
- 100% - *
31‘) L * %%
c;u 80% -
©
T 60% - Kk
_..E [
8 40% H
X 20% A
)
s 0% -
g p12c gl60j cry-null gl60j-cry-null rh7-null
|_

D Red Light-Pulse Arousal Response (635 nm, 10 vs. 400
MW/cm?)

c 100% ~

R Fokk

g 80% - — e *kk

© —

T 60% -

=

8 40% -

X 20% -

2

C_U 0% -

g p12c gl60j cry-null gl60j-cry-null rh7-null

|_





OPS/images/fnins-17-1160353/fnins-17-1160353-g014.jpg
Avg. % flies that awaken per pulse

Avg. % flies that awaken per pulse

120%

100%

80%

60%

40%

20%

0%

120%

100%

80%

60%

40%

20%

0%

Red Light-Pulse Arousal Response (635 nm, 10 pyW/cm?)

*%
* %% * %%
* %% * %%
* %% *%k% °
. ) 5
oz'ﬁ ® '0
o 5o Q
" 8 @ o‘.
3t 8 b
6o ° o
® © S & —
® .-:= o
@ @ o0
@ O ® O
. g
& e
@ o
® .‘ P a . .
’*‘ ® o0 9
o® @ . -
o ... @
)
® o9 . .
8a
T T 4 T
Groups

- pl12c

*» gl60j

« cry-null

-~ gle0j-cry-null
o rh7-null

Red Light-Pulse Arousal Response (635 nm, 400 yW/cm?)

Fek %k
*kk
ek %k
H %%
° °
° ®
s,
®
o :
# ® o
& @ )
=8 ® . . ®
.' e P e ®
¢ 58 3 0e .li
! ® t L
i ® ¢ ® of
% % Se

*pl12c

e gl60;

e cry-null

¢ gl60j-cry-null
e rh7-null

Grc')ups





OPS/images/fnins-17-1160353/fnins-17-1160353-g013.jpg
Avg. % flies that awaken per pulse

Avg. % flies that awaken per pulse

120%

100%

80%

60%

40%

20%

0%

120%

100%

80%

60%

40%

20%

0%

Blue Light-Pulse Arousal Response (450 nm, 10 yW/cm?)

k%
i %k ¥ * % %
Kkk J
gk e *k%k
L} ] **
N ® 0 : k%% . k%%
i
- & D
o e p12c
e .
= 3 . . » gl60j
J %63 . '.o . I
e ‘. . cry-nu
o° 30 !E: 3 - gl60j-cry-null
= @
o o ® o rh7-null
o$ L - @ ®0
M Q o® T °
. o0 i“ 4
& ‘8 o.
8 3 g’
o (2] ]
@
. Em T T T T T
Groups

Blue Light-Pulse Arousal Response (450 nm, 400 pW/cm?)

*%k%

g ' * %% . * %% .
* %% *%k%k
Sk o, *kk '
il ® @ : * %% :k : *%*
. o
Lo .
| @® ° a
::‘ 8e° ® % °pi12c
® & ® oe® e gl60j
_ .o :'- oo ® gioV]
oL e oo
o® 8- o o » gl60j-cry-null
- PY O. (& ® .'
e ° e rh7-null
@
« g 3
| @ @ @
] Y )
§o®

Grc'>ups





OPS/images/fnins-17-1160353/fnins-17-1160353-g012.jpg
Avg. % flies that awaken per pulse

Avg. % flies that awaken per pulse

120%

100%

80%

60%

40%

20%

0%

120%

100%

80%

60%

40%

20%

0%

k%%

& kkk
kkk dekdk
de ek Lkk '
Je ke ke
Kk —kk%
o
D
@9 Q
g_ &
g-l
9 8]
- . N
o
§o°
@ g o®
8@3 -
@ £ -
@ e
°® OO i. O
.. @ (223
Ve . ° 9 s
Q 0®® ®
saa ) ® go
o0, e 8 : ’o
'0' s ® Q
L] | 5}
o o "‘
&
@
| | | $ |
Groups
e
Fekk Kk
* ek '
Er
Kk k
Y ) #® Kok ek
® [ )
8 ®
) g ®
® o ©
J" '.' @
% ® o®
q ...
: o‘o ®
& @ &
:o ] : &
e
"i‘ ®
‘ ®
®
: 0®®
4 13 k3
.Q. '
Se
- ®
CL

Gréups

- p12c

» gl60;j

« cry-null

© gle0j-cry-null
o rh7-null

e pl2c

e gl60j

e cry-null

¢ gl60j-cry-null
e rh7-null





OPS/images/fnins-17-1160353/fnins-17-1160353-g011.jpg
Avg. % flies that awaken per pulse

Avg. % flies that awaken per pulse

120%

100%

80%

60%

40%

20%

0%

120%

100%

80%

60%

40%

20%

0%

ek g
Sk k gk
e de kekk '
o de ke
* %% : * %% ;
500 2 &k
80, 8
3@ .Q‘ ®
| S ) O
*“s —
. 3
oo ® G
P
@ ) ® o ©
® .00 0.
i)
3O 06
o & '
8
{8 0g®
aa @ L)
& ®
R ¢ 8
o8 co
$ | 1 2 ©
@
@ .0‘
I | I | |
Groups
&g
ke
* & kg
kkk
*k%k
®® ® r ;**
&g ® r
o. i ! ®
® & ’
i:: S °
.'. .’ B ..
® ]
288 h —. ' ‘ °
® & 2
® & e @ ®
@® - °
o °s @ Soq
BB ® @
& .'o o‘
.‘ &
B ° o
o s ® .
®
S
e0
° @

Gréups

- pl12c

*» gl60;j

« cry-null

© gle0j-cry-null
¢ rh7-null

e p12c

e gl60j

e cry-null

¢ gl60j-cry-null
e rh7-null





OPS/images/fnins-17-1160353/fnins-17-1160353-g010.jpg
>
>

ek el
o N B

Basal Firing Rate (Hz)

O N B O

o
TP S
o N B~ O

Basal Firing Rate (Hz)

O N A O O

m
-
(o))

- ek ik
o N B

Basal Firing Rate (Hz)

O N A O

Basal Firing Rates before UV Light (365 nm)

o)
o
o)
o)
o)
D oo
00 O o ® (5)
o) 0.
o .’.’l’.
.. .& (C
0 2 4 6 81012141618 2022
Time (ZT)

opi12c

e gl60j

e cry-null

o gl60j-cry-null
e rh7-null

Basal Firing Rates before Blue Light (450 nm)

0 2 46 81012141618 2022
Time (ZT)

*%
r——
* *%k%

v

Genotypes

op12c

e gl60j

e cry-null

o gl60j-cry-null
e rh7-null

Hp12c

M gI60;

® cry-null

& gl60j-cry-null
M rh7-null

- ek mk b
O N B~ O

Basal Firing Rate (Hz)

O N A OO

R
o N B~ O

Basal Firing Rate (Hz)

O N & O @

“
N . T
o N B~ O

Basal Firing Rate (Hz)

o N B O ©

Basal Firing Rates before Violet Light (405 nm)

0 2 4 6 8101214161820 22

(o g

o
&

90 0*.’;% o '

Time (ZT)

o pi12c

e gl60j

e cry-null

o gl60j-cry-null
e rh7-null

Basal Firing Rates before Red Light (635 nm)

0 2 4 6 81012141618 2022

Time (ZT)

Genotypes

op12c

e gl60j

e cry-null

o gl60j-cry-null
e rh7-null

op12c

e gl60j

e cry-null

o gl60j-cry-null
e rh7-null





OPS/images/fnins-17-1160353/fnins-17-1160353-g009.jpg
LU

|_w

UMMM AL
A0






OPS/images/fnins-17-1160353/fnins-17-1160353-g008.jpg
gl60j-cry-null UV Light Response

gl60j-cry-null Violet Light Response

2 sec

gl60j-cry-null Blue Light Response

2 sec

| ih ) I ’\ '!\ [ (I !"|‘I '."

gl60j-cry-null Red Light Response

2 sec





OPS/images/fnins-17-1160353/fnins-17-1160353-g007.jpg
J

o

cry-null Violet Light Response

cry-null Blue Light Response

i

cry-null Red Light Response






OPS/images/fnins-17-1160353/fnins-17-1160353-g006.jpg
/JrWMM/%xMWWMW/M#WWMJMMM/WMW






OPS/images/fnins-17-1160353/fnins-17-1160353-g005.jpg





OPS/images/fnins-17-1160353/fnins-17-1160353-g004.jpg
>

)

)

FF(on)/FF(baselin

D

2.4 -
2.2 -

1.8 -
1.6 -
1.4 -

1.2 - ‘ . .
. ] ]
0.8 -

FF/FF(baseline)

N N
N Ao NN

&
o0 -

Red Stimulus (635 nm, 200 pW/cm?)

*%

p12c gl60;
(n=16) (n=18)

——p12c
—gI60;

T

-10

0 10 20 30

40
Time, Post-Stimulus (sec)
——p12c
~———gl60j-cry-null

**

N

-10

0 10 20 30
Time, Post-Stimulus (sec)

40

cry-null
(n=15)

C 24
2.2

2
1.8
1.6
1.4
1.2

1
0.8

FF/FF(baseline)

m
NN
N B

FF/FF(baseline)
(@) L YR . .
©® =~ N B O 00 N I

— [

gl60j-cry-null rh7-null
(n=11) (n=10)
—pl2c
——cry-null

0 10 20 30 40

Time, Post-Stimulus (sec)

——p12c

—rh/-null

>

-10

0 10 20 30 40
Time, Post-Stimulus (sec)





OPS/images/fnins-17-1160353/fnins-17-1160353-g003.jpg
0.8 -

F/FF(baseline)

F

FF/FF(baseline)

_— e e

1.6 -
1.4 -
1.2 A

L . S U N N DN
N A O 0 NMDN A
1 1 1 1 1 1

Blue Stimulus (450 nm, 200 yW/cm?)

*%

2
N DO 0NN
| |

—
|

o
oo

k%%
k%%
*%
p12c gl60; cry-null
(n=16) (n=16) (n=22)
** —n12C “ 9 -
* ——gl60j 2.2
[ T 2
£
o 1.8
7))
S16
1.4
1.2
1
; ; ; ; ; — 0.8
-10 O 10 20 30 40
Time, Post-Stimulus (sec)
E
* kK ——p12c 2.4
* k% 2.2
———gl60j-cry-null @ 2
© 1.8
7))
S16
1.4
1.2
- .. 1
1
0.8

-10

0 10 20 30
Time, Post-Stimulus (sec)

40

gl60j-cry-null rh7-null
(n=12) (n=13)
* %% —p12C
o ——cry-null

e -

-10

0 10 20 30

40

Time, Post-Stimulus (sec)
s ~——p12c
o ——rh7-null
*%*

-10

0 10 20 30
Time, Post-Stimulus (sec)

40






OPS/images/fnins-17-1160353/fnins-17-1160353-g002.jpg
1.4 -
1.2 -

0.8

- NN
© NN A

FF/FF(baseline)
-~ N MO

=
o

2.4
2.2

1.8
1.6
1.4
1.2

FF/FF(baseline)

0.8

* %%
* %%
* k%
e |, %% .
pl12c gle0j cry-null gl60j-cry-null rh7-null
(n=13) (n=15) (n=9) (n=11) (n=10)
* K ——p12c C 24 ——pl2c
[ =+ ——gl60j 2.2 ——cry-null
T o 2
=
o 1.8
7))
S16
w 1.4
1.2
1
| | 1 | || 1 0.8 1 1 1 1 1 | 1
-10 O 10 20 30 40 -10 O 10 20 30 40
Time, Post-Stimulus (sec) Time, Post-Stimulus (sec)
E 24 —
* % ——p12c : * % pl12c
2.2 *k ——rh7-null
™ | gi60j-cry-null , ’ me

™

-10

0 10 20 30 40
Time, Post-Stimulus (sec)

sl
00

FF/FF(baseline)
> B

-
- N

O
o

-10

0 10 20 30
Time, Post-Stimulus (sec)

40






OPS/images/fnins-17-1160353/fnins-17-1160353-g001.jpg
>

O

FF(on)/FF(baseline)

N N
0o N
| |

=
N
1

ot
(0 0)
I

FF/FF(baseline)

FF/FF(baseline)

N
N
1

1.

—
N
1

N
]

6 -

—
1

) L . S I N N N
0 = N B O NN P

N
~

N N
o N N
]

i
o

-
N

-
- N

=
o

*%
*
*%
*
pl12c gle0j cry-null gl60j-cry-null rh7-null
(n=13) (n=13) (n=19) (n=9) (n=10)
——p12c C 24 —p12c
——gl60j 2.2 ——cry-null
* 6\ 2 * %
-
© 1.8
7))
S16
1.4
1.2
1
0.8

-10

0 10 20 30 40
Time, Post-Stimulus (sec)

—n12cC
~———gl60j-cry-null

T _

4 b o

-10

0 10 20 30 40
Time, Post-Stimulus (sec)

m
= Al g
©o NN B

FF/FF(baseline)
I

=~
oo

-10 O 10 20 30 40
Time, Post-Stimulus (sec)

—n12C

—rh7-null

-10 0 10 20 30 40
Time, Post-Stimulus (sec)





OPS/images/fnins-17-1160353/cross.jpg
@ Check for updates.





OPS/images/fnins-17-1125624/fnins-17-1125624-g013.jpg
Sycon VNUT-lke
-Homo sapiens vesicular ATP transporter
-Aplysia VNUT-ike

Drosophila MFS transporter 18 YNUT

Nematostella VNUT-like (3)

Ephydatia SLC17 wransporter 1
L Capsaspora SLC17 transporter 1

Aplysia SLCA7 transporter 1

Capsaspora SLC17 ransporter 2

Oscarella unknown SLC17 transporter

Aplysia SLC17 transporter 3
-Homo sapiens sialin

jomo urate and phosphate transporters (4)

Drosophila unknown SLC17 transporters (7)
Ctenophora unknown
SLC17 transporters

Sycon unknown SLC17 transporters (6)

o [ Hoiungia SLC17 transporter 2
L ichopiax SLC17 transporter 2

Hoilungia SLC17 transporter 1
80— cniexSLC17 rnsporer 1
Hoilungia siaiin
——L o sain
Nematostefla sialin 2
Nematostela sialin 1

Aplysia sialin 1 isoform A
Aplysia sialin 1 isoform B

suosuedxe 210718

Porifera sialin-like (4)
Monosiga sialin-like
Porifera sialin-like (5)

Nematostella VGLUT-like (6)
Trichoplax VGLUT

Drosophila VGLUT-lke
Nematostella VGLUTs (3)

S1NI9A

Homo sapiens VGLUTS (3)

Aplysia VGLUT2
Drosophila vesicular glutamate transporter

- Placozoa - Porifera - Ctenophora - Cnidaria - Bilateria

oy1oads-abeaur





OPS/images/fnins-16-1042508/fnins-16-1042508-g005.jpg
2.4
2.2

1.8
1.6
1.4
1.2

FF/FF(baseline)

0.8

FF/FF(baseline)

NN
N A

FF (on)/FF (baseline)
S

Blue (450 nm, 200 yW/cm?)

%* % %

' a B .

DmCRY/cry24 AeCRY1/cry24 AgCRY1/cry24 cry-null
(n=27) (n=12) (n=16) (n=22)
Genotypes
C
X X 2.4 e A CRY 1/Cry 24
% % % e DM CRY/Cry24 29
cry-null T 2 cry-null
‘© 1.8
72
S 1.6
1.4 "
1.2 i
I i

0 10 20 30 40
Time, Post-Stimulus (sec)

e AGCRY 1 /Cry 24

cry-null

Time, Post-Stimulus (sec)

FF/FF(baseline)

2.4
.

1.8
1.6
1.4
152

-10 10 20 30 40
Time, Post-Stimulus (sec)
s A€ CRY 1/Cry 24
e AQCRY 1/Cry24
A
-10 0 10 20 30 40

Time, Post-Stimulus (sec)






OPS/images/fnins-16-1042508/fnins-16-1042508-g006.jpg
A

® DmCRY (tonic)
¢ AeCRY1 (tonic)
® AgCRY1 (tonic)
cry-null (tonic)
@ DmCRY (burst)
B AeCRY1 (burst)
B AgCRY1 (burst)
& cry-null (burst)

C Basal Firing Rates before Violet Light (405 nm)

12

N ®
e DmCRY (tonic) g 10
® AeCRY1 (tonic) % 8
, 2 ° o
® AgCRY1 (to.nlc) 3 " °
cry-null (tonic) _E’ . i
@DmCRY (burst) ic 4 ®o. ®
- n
@AeCRY1 (burst) & Gwe e o
® ?

B AgCRY1 (burst) = > o &

0
mcry-null (burst) 0 2 46 8101214 16 18

Time (ZT)
E
12

N 10 * %%k
I -
o
8 e L
% B DmCRY
* 6 M AeCRY1
= B AgCRY1
w 4
(_u'i O cry-null
8
0

12

=
o5

N

Basal Firing Rate (10 Hz)
(@))

0 2 4 6 8 10121416 18

=

Genotypes

Basal Firing Rates before Blue Light (450 nm)

.ﬁ\
. ‘Q:J'

....
)
e

® :'“{.‘ﬁ's. I

Time (ZT)

B
=
E
©
=
Q
eDmCRY ¢
o
® AeCRY1 o
C
®AgCRY1 g
cry-null QE,
>
I
7))
O
m
D
o
E
©
=
eDmCRY £
o
*AeCRY1
-
®AgCRY1 8
cry-null QE,
p
I
2}
O
m
F
-10
£ -15
S =20
&
o -25
o
2 .30
T
Q
= -35
)
= -40
3
o -45
m
-50

Basal Membrane Potential before Blue Light (450 nm)

Y
* o
Y &L 4 K
..‘.. veo o
o‘o:; ®
2 i L il

0 2 4 6 8

10 12 14 16 18

Time (ZT)

0 2 4 6 8

Basal Membrane Potential before Violet Light (405 nm)

10 12 14 16 18

Time (ZT)

Genotypes

B DmCRY
B AeCRY1
B AgCRY1
O cry-null





OPS/images/fnins-16-1042508/fnins-16-1042508-g007.jpg
O

Membrane Potential (AmV) Membrane Potential (AmV) Membrane Potential (AmV)

Membrane Potential (AmV)

3.5 »

-1.5 =

3.5

2.5

0.5 =

-0.5 -+

-1.5 =

3.5 =

2.5 =

3.5 =

2.5 "

1.5 =

0.5 -

-0.5 -

, - A/

-1.5 =

== DMCRY/cry24
cry-null
x DmCRY/cry24 vs cry-null
x DmCRY/cry24 vs AeCRY1/cry24

' v -~ N

Time (sec) 2 &

= AeCRY 1/cry24
cry-null
e AeCRY1/cry24 vs cry-null

—

Time (sec) 28

=== AgCRY1/cry24
cry-null
= AgCRY1/cry24 vs cry-null

2
Time (sec) >
== AQCRY 1/Cry24
=== AeCRY1/cry24
s AgCRY1/cry24 vs AeCRY1/cry24

Time (sec)





OPS/images/fnins-16-1042508/fnins-16-1042508-g001.jpg
>

TIM Average Fluorescent
Value (AFV)
(00
o
o

(@

TIM Average Fluorescent
Value (AFV)
(0 0]
o
<

DmCRY/cry24

1 k%%

1 %

ZT11

1 k%%
1 kk%k

ZIN7T

Time (ZT)

AgCRY1/cry24

1 *%%

£123

m

1600
1400
1200
1000
800
600
400
200

TIM Average Fluorescent
Value (AFV)

1
* %%
| S

* k%

Wl

ZT5

1 k%
1 *%%

ZT11

LYY

Time (ZT)

TIM Comparison Between Groups

Z123

ﬁﬁil

ZT11

1 k%%
1 k%%

1600
1400
1200
1000
800
600
400
200

TIM Average Fluorescent
Value (AFV)

O

1600
1400
1200
1000
800
600
400
200

TIM Average Fluorescent
Value (AFV)

ZT17

Time (ZT)

AeCRY1/cry24

ZT5

ZT11

Time (ZT)

cry-null

£117

ZT123

ZT5

Z123

ZT11

Time (ZT)

O DmCRY
OAeCRY1
BAgCRY1
@ cry-null

1 k%

1 % |

2117

2123





OPS/images/fnins-16-1042508/fnins-16-1042508-g002.jpg
GFP-CRY Average
Fluorescent Value (AFV)

(@

GFP-CRY Average
Fluorescent Value (AFV)

DmCRY/cry24

I

AgCRY1/cry24

ZT11

O

GFP-CRY Average
Fluorescent Value (AFV)

ZT5 ZT11

2123

2123

ﬁ

***

***
***

ZT11

GFP-CRY Average
Fluorescent Value (AFV)

***

ZT17

Time (ZT)

AeCRY 1/cry24

ZT5

GFP-CRY Comparlson Between Groups

***

***

ZT123

) kK

1 %% %

ZT11
Time (ZT)

B DmCRY
BAeCRY1
BmAgCRY1

1 k%

4

2123





OPS/images/fnins-16-1042508/fnins-16-1042508-g003.jpg
LD

DD

LD

DD

Avg. Locomotor Activity

Avg. Locomotor Activity

1 lux LD-DD

DmCRY/cry24 B AeCRY1/cry24
—M—-—L‘—. b
il : - >
0
I R [s
N R N _— o)
e =
o)
| et ol Q
o)
IR T — . —
= s DD -
>
Time (hr) Time (hr)
AgCRY1/cry24 D cry-null
Y - Sl a n e
>
T T T LD <C | a e oa
. ik h. 4 (@ R P S— P
E . —
b b Iy S o
O
_‘_—‘____A @) ] e
I A —— — T R
>
R ———— < e S
Time (hr) Time (hr)
E T %%%
1 %%%
1 %%
8 100
= 80
=2 60
O
E 40
£ 20
2, . -
= DmCRY AeCRY1 AgCRY1 cry-null
§ (n=80) (n=93) (n=91) (n=88)
< Genotype

8% rhythmic 0% arrhythmic





OPS/images/fnins-16-1042508/fnins-16-1042508-g004.jpg
LD

DD

LD

DD

Avg. Locomotor Activity

Avg. Locomotor Activity

400 lux LD-DD

DmCRY/cry24 B AeCRY1/cry24
Py
>
©
LD <
S
o
&
Q
&
o
—
DD 4
>
<
Time (hr)
AgCRY1/cry24 D
Sl a4 a4
>
= b N |
o) - T
O |k i L al
_L__L__‘_-——‘_ CE) PR S— S R
__-——‘_.__-.--_ 8 = st T = Tl
el PN PR
DD | -
| >
i :E ;E\ < e o
Time (hr) Time (hr)
E ' ek
' %%
1 k%%
8 100 ‘
c 80
2 60
9
£ 40
£ 20
= 9
= AeCRY1 AgCRY1 cry-null
§ (n=30) (n=44) (n=88)
< Genotype

B % rhythmic 0% arrhythmic





OPS/images/fphys-13-1047106/fphys-13-1047106-g008.gif
A 8 <





OPS/images/fphys-13-1047106/fphys-13-1047106-g009.gif





OPS/images/fnins-16-1042508/cross.jpg
@ Check for updates.





OPS/images/fnins-17-1154549/fnins-17-1154549-e020.jpg
1
e (V+48.77
1+ex)
368





OPS/images/fnins-17-1154549/fnins-17-1154549-e019.jpg
2371

V+2.19
1+exp 2641

Tyt =2.834—






OPS/images/fnins-17-1154549/fnins-17-1154549-e018.jpg
hNaTe =

s
]+exp[ 6.043 ]





OPS/images/fnins-17-1154549/fnins-17-1154549-e017.jpg
3.434

V+51.35]

TaT = 3.861—





OPS/images/fnins-17-1154549/fnins-17-1154549-e016.jpg
e = V129

-8.922 J

1+exp(





OPS/images/fnins-17-1154549/fnins-17-1154549-e015.jpg
d ks — MKy
2 gy = 2K " TKs
dt Tuks





OPS/xhtml/Nav.xhtml




Contents





		Cover



		Invertebrate neurophysiology - of currents, cells, and circuits



		Editorial: Invertebrate neurophysiology—of currents, cells, and circuits



		Author contributions



		Funding



		Conflict of interest



		Publisher's note



		References









		In the sea slug Melibe leonina the posterior nerves communicate stomach distention to inhibit feeding and modify oral hood movements



		Introduction



		Methods



		Animals



		Feeding assays



		PN lesions



		Quantification of food consumed during a satiating meal



		Neurophysiology



		Statistics









		Results



		Posterior nerve lesions led to increases in feeding behavior



		The frequency of complete, but not incomplete, OHCs decreased over time



		Stomach distention increases PN activity



		PN signaling alters feeding-related activity in the CNS









		Discussion



		The PNs facilitate the inhibition of feeding by stomach distention



		Satiation in Melibe is more complex than simple inhibition of feeding circuitry



		How do stomach distention and circadian clocks interact to regulate the motivation to feed?









		Conclusion and future directions



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Publisher’s note



		Supplementary material



		Abbreviations



		References









		Nocturnal mosquito Cryptochrome 1 mediates greater electrophysiological and behavioral responses to blue light relative to diurnal mosquito Cryptochrome 1



		Introduction



		Materials and methods



		Experimental animals



		Locomotor activity behavioral assay



		Immunocytochemistry



		Confocal microscopy and image processing



		Light-evoked neuronal electrophysiology



		Light attraction/avoidance behavioral assay



		Quantification and statistical analysis









		Results



		Anopheles gambiae and Aedes aegypti expression is not sufficient to alter diurnal/nocturnal behavior or stop circadian rhythmicity



		Anopheles gambiae and Aedes aegypti mediate blue-light-evoked increases in electrophysiological action potential firing frequency



		Diurnal/nocturnal mosquito CRY1s confer species-specific and intensity-dependent behavioral attraction/avoidance responses to blue and violet-light









		Discussion



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher’s note



		Supplementary Material



		References









		Erratum: Nocturnal mosquito Cryptochrome 1 mediates greater electrophysiological and behavioral responses to blue light relative to diurnal mosquito Cryptochrome 1



		Local prothoracic auditory neurons in Ensifera



		Introduction



		Local prothoracic neurons in Ensifera—An overview



		Omega neurons



		Dorsal unpaired median neurons



		Segmental neurons



		“Local descending neuron”



		Discussion



		Materials and methods



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher’s note



		References









		A review of the circuit-level and cellular mechanisms contributing to locomotor acceleration in the marine mollusk Clione limacina



		Introduction



		Circuit-level reconfiguration of the Clione swim system: Type 1A and 2A motoneurons (general excitor motoneurons), pedal serotonergic neurons, and type 12 interneurons



		Reconfiguration of the swim CPG and recruitment of neurons during the swim acceleration also activates circuits regulating the heartbeat, feeding apparatus, and tail and statomotor system



		Cellular mechanisms and ion channels modulating Clione locomotor speed



		Discussion



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher’s note



		References









		Use of an invertebrate animal model (Aplysia californica) to develop novel neural interfaces for neuromodulation



		Introduction



		Advantages and examples of using Aplysia for developing novel neural interfaces



		A detailed example: Exploring infrared neural inhibition for heat-based selective inhibition of small-diameter axons with Aplysia



		Differences between Aplysia and vertebrate neurons



		Summary



		Author contributions



		Funding



		Conflict of interest



		Publisher’s note



		References









		The role of feedback and modulation in determining temperature resiliency in the lobster cardiac nervous system



		1. Introduction



		2. Materials and methods



		2.1. Animals



		2.2. Whole heart preparations



		2.3. Semi-intact heart preparations



		2.4. Isolated cardiac ganglion



		2.5. Stimulated heart preparation



		2.6. Physiological recordings



		2.7. Temperature manipulations



		2.8. Nitric oxide experimental manipulations



		2.9. Neuropeptide applications



		2.10. Data analysis









		3. Results



		3.1. The cardiac neuromuscular system maintains rhythmicity across a wide temperature range



		3.2. The isolated CG crashes at a higher temperature than the semi-intact neuromuscular system



		3.3. Semi-intact crashes are not due to muscle contraction failure



		3.4. Nitric oxide decreases crash temperature in the isolated CG



		3.5. Blocking nitric oxide in the whole heart decreases crash temperature



		3.6. Neuromodulation can bi-directionally affect functional temperature range of the nervous system



		3.7. Initial contraction frequency is not a predictor of crash temperature









		4. Discussion



		4.1. Crash temperature changes with burst frequency



		4.2. Role of NO in determining crash temperature



		4.3. Temperature robustness may be a function of neuron and circuit excitability



		4.4. Crash temperature depends on ocean temperature









		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher’s note



		References









		Neural circuit regulation by identified modulatory projection neurons



		1. Introduction



		2. Modulatory projection neurons alter CPG output



		2.1. Bath-application vs. neuronal-release



		2.2. Co-transmission



		2.3. Spatial segregation of co-transmitter actions



		2.4. Local presynaptic feedback onto modulatory projection neurons









		3. Regulation of modulatory projection neuron activity



		3.1. State-dependence



		3.2. Long-lasting activity states



		3.3. Long-distance CPG feedback









		4. Motor pattern selection



		4.1. Population code



		4.2. Activity code









		5. Conclusion



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher’s note



		References









		Nitric oxide signaling in ctenophores



		Introduction



		Results and discussion



		NOS phylogeny and derived NOS in ctenophores



		Domain organization of NOS in ctenophores



		Soluble guanylyl cyclases as putative receptors of NO in ctenophores



		Expression NOS and putative functions of NO in ctenophores









		Discussion: Conclusions and future directions



		Materials and methods



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher’s note



		Author disclaimer



		Supplementary Material



		Footnotes



		References









		Amino acids integrate behaviors in nerveless placozoans



		Introduction



		Materials and methods



		Long-term culturing of placozoans



		Behavioral experiments



		Analysis of behavior recordings



		Search and annotation of iGluR genes, alignment, and phylogenetic trees









		Results



		Native behavior of Trichoplax adhaerens



		Search and feeding cycles as dominant behavioral patterns



		Low-frequency oscillations of Trichoplax behaviors



		Ca-dependent secretion of signal molecules can contribute to observed behavioral dynamics in placozoans









		Pharmacology of amino acids’ signaling



		L-/D-glutamate and L-/D-aspartate initiate feeding-like cycles even on a clean substrate



		ATP positively and negatively modulates feeding at different time scales



		Glycine and GABA suppress feeding cycles.



		Effects of amino acids on placozoan locomotion









		Molecular bases of amino acids’ sensing in placozoans



		Receptors



		Transporters















		Discussion



		Locomotion, feeding, and integrative systems in Placozoa



		Baseline description of Trichoplax behavior



		Locomotory and feeding oscillations and the integrative systems of Placozoa



		Modulation of rhythmic patterns of the Trichoplax behavior by amino acid transmitters and ATP



		Comparison with the sponge integrative systems



		Summary and perspectives









		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher’s note



		Supplementary Material



		Abbreviations



		Footnotes



		References









		Drosophila photoreceptor systems converge in arousal neurons and confer light responsive robustness



		1. Introduction



		2. Materials and methods



		2.1. Experimental animals



		2.2. Light-evoked neuronal electrophysiology



		2.3. Light-pulse arousal behavioral assay



		2.4. Quantification and statistical analysis









		3. Results



		3.1. Light excitation of arousal neurons to short-wavelength light relies on input coincident of multiple photoreceptor systems



		3.2. External photoreceptors and cryptochrome dually contribute to mediate red light excitability in primary arousal neurons



		3.3. Light responses recorded from l-LNvs show no apparent time-of-day differences



		3.4. Photoreceptor mutant fly light-evoked arousal responses during sleep are significantly attenuated but not abolished, similar to the l-LNvs photoexcitatory defects









		4. Discussion



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher’s note



		References









		Temporal dynamics of Na/K pump mediated memory traces: insights from conductance-based models of Drosophila neurons



		Introduction



		Methods and materials



		Model neuron



		Measures of spiking activity and AHP features



		Zap currents



		Model implementation and code availability









		Results



		Na/K pump, dynamic sodium concentration and reversal potential added to basic model neuron



		Effects of pump activity on spiking



		Effects of pump on AHP features



		Relationship of AHP features to preceding spiking activity



		Mechanisms underlying effects of pump activity



		Na/K pump effects on neuronal excitability and functional range: test pulses



		Na/K pump effects on neuronal excitability and functional range: ramp currents



		Na/K pump effects on neuronal excitability and functional range: zap currents



		Systematic exploration of pump parameter space



		Modulation of pump properties shapes diversity of neuronal activity patterns









		Discussion



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher’s note



		References









		Recording cilia activity in ctenophores: effects of nitric oxide and low molecular weight transmitters



		Introduction



		Materials and methods



		Results and discussion



		Modeling peptidergic signaling



		Modeling nitrergic signaling









		Conclusion and future directions



		Data availability statement



		Author contributions



		Funding



		Conflict of interest



		Publisher’s note



		References









		A common modular design of nervous systems originating in soft-bodied invertebrates



		Introduction



		Acquisition of resources



		Defense



		Reproduction









		Vertebrate nervous systems



		Hypothalamus



		Basal ganglia



		Reticular formation and spinal cord



		Pallial derivatives



		Analogs in the Gastropod’s nervous system



		Cerebral lobes: feeding network



		Cerebral lobes: reticular system analog









		Conclusion



		Data availability statement



		Author contributions



		Funding



		Publisher’s note



		References























OPS/images/fnins-17-1154549/fnins-17-1154549-e014.jpg
_ ko —higra
116

4

a2





OPS/images/fnins-17-1154549/fnins-17-1154549-e013.jpg
d hipie = hipt
L pypy = 22K
dt ThKS





OPS/images/fnins-17-1154549/fnins-17-1154549-e012.jpg
d MKfo = MKf
L gy = 2R TN
a"™ Tinkf





OPS/images/fnins-17-1154549/fnins-17-1154549-e011.jpg
d MNap ~ MNaP
—MNap =
dt TmNaP





OPS/images/fphys-13-1047106/fphys-13-1047106-g002.gif





OPS/images/fphys-13-1047106/fphys-13-1047106-g003.gif





OPS/images/fphys-13-1047106/crossmark.jpg
©

|





OPS/images/fphys-13-1047106/fphys-13-1047106-g001.gif





OPS/images/fphys-13-1047106/fphys-13-1047106-g006.gif
2sec






OPS/images/fphys-13-1047106/fphys-13-1047106-g007.gif





OPS/images/fphys-13-1047106/fphys-13-1047106-g004.gif
- BE
B
RN





OPS/images/fphys-13-1047106/fphys-13-1047106-g005.gif





OPS/images/fnins-17-1303574/crossmark.jpg
(®) Check for updates





OPS/images/fnins-17-1154549/fnins-17-1154549-e010.jpg
d haroe = hNar
—hNar ==
dr ThNaT





OPS/images/fnins-17-1154549/fnins-17-1154549-e009.jpg
MNaTo = MNaT

d - _
—myar =
dt TmNaT





OPS/images/fnins-17-1154549/fnins-17-1154549-e008.jpg
Eng





OPS/images/fnins-17-1154549/fnins-17-1154549-e007.jpg
I Kieak = gKteak * (V = Ex )





OPS/images/fnins-17-1154549/fnins-17-1154549-e006.jpg
Ik = gks * s *(V — Ex)





OPS/images/fnins-17-1154549/fnins-17-1154549-e005.jpg
Iy = gy *migy #(0.95% Iy +0.05 % hpa ) (V - E )





OPS/images/fnins-17-1154549/fnins-17-1154549-e004.jpg
INaleak = &Nateak *(V = ENa)





OPS/images/fnins-17-1154549/fnins-17-1154549-e003.jpg
INap = gNap * MNap * (V = Ena)





OPS/images/fnins-17-1154549/fnins-17-1154549-e002.jpg
INaT = &NaT * m,l\w #hyar *(V = Ena)





OPS/images/fnins-17-1154549/fnins-17-1154549-e001.jpg
dv 1
L oLty e et i T * g =) (1)





OPS/images/fnins-17-1154549/fnins-17-1154549-g006.jpg
A ConCon DynDyn
IFR,\ Muumywmm N |100HZ| ) Tt gy

.. oo 0Hz
IFR\ ARELH My 100HZIFR\
OHZ
20 mV
\MMMM ’ m ‘E o
¢ 21.6 pA
Vv V- -0 p.

AV s AN





OPS/images/fnins-17-1154549/fnins-17-1154549-g005.jpg
150Hz

F sl _\ | 150

0 Hz

N f g
10s 5

150 Hz

0 Hz E

170 pA

1sup 5sup 20sup
1sdown 5sdown 20 s down

£

L1
s
. 208

W0 6
injocton current [pA]

&

% 4 6

injocton curent [pA]





OPS/images/fnins-17-1154549/fnins-17-1154549-g004.jpg
R [ Oy

—

e )

\
10mv
4 5s
[ E——

c

[Na*] 5 mM|
D

= 8e .......ocou‘.o"'

30 00000000000000000000000000000000000°
E 7200

£

108






OPS/images/fnins-17-1154549/fnins-17-1154549-g003.jpg
B

ConCon

130 Hz
90 Hz

I\

DynCon

130 Hz
sonl\

DynDyn

= 110mv
s






OPS/images/fnins-17-1154549/fnins-17-1154549-g002.jpg
- ConCon ini
8- ConCon fin
~-DynCon ini
~@-DynCon fin
- DynDyn ini
~@-DynDyn fin

60

F adaptation slope [Hz/s]
120
_ IFR [H2] ] e
3 0
£
- v N 3807
Kl | |
S
B 12 10mv_
5 IFR [Hzﬂ e T
§
£
N Vimv] 30 pA
-60,
2 ) 0
0 G o
s -1
E
3. o
22 <« &
£E-3 -3
Y S ¥
-4 -4
40 60 oo 20 20 0
8 H 8
s
KX , //)
o
H 000000000000000
Ed /
, Uo/c”ﬂ/\
0 60 20 [

injection current [pA]

adaptation slope [Hz/s]





OPS/images/fnins-17-1154549/fnins-17-1154549-g001.jpg
c

E

Kf Ks
NaT { f‘? leak
[ ]

NaP
(]

o K*

|Fﬁ50 Hz
100 Hz|
omv

ConCon

-60 mv!-

150 HZ|

100 HZl
omv

DynDyn

-60 mv!-

200

—— dofault: Ipumpmax 75 PA, Na 40 mM, NaS 10 mM

g

pump current I, [pA]

— NaH70mM

— Nes20mM

Tpumpmax 50 pA
Tpumpmax 200 pA
NaH 25 mt

NaS 0.5 mM

IFR

90 Hz

-60 mV/

-64 mV

20 40 60 80
sodium concentration [Na+] [mM]

e

AHPamp

100





OPS/images/fnins-17-1154549/fnins-17-1154549-e034.jpg
fo  Tapi2





OPS/images/fnins-17-1154549/fnins-17-1154549-e033.jpg





OPS/images/fnins-17-1154549/fnins-17-1154549-e032.jpg
foap =

fo (exp(}./) 1





OPS/images/fnins-17-1154549/fnins-17-1154549-e031.jpg
Loap = Lapmax * (0.5 +0.5%cos(2mfapt + n)).





OPS/images/fnins-16-1072974/cross.jpg
@ Check for updates.





OPS/images/fnins-16-1072974/fnins-16-1072974-g001.jpg





OPS/images/fnins-16-1072974/fnins-16-1072974-g002.jpg
. e 20mV
Interneurons X\ R |

Motoneurons

Swim Muscle .

A Excitatory Synapse

@ Inhibitory Synapse






OPS/images/fnins-16-1072974/fnins-16-1072974-g003.jpg





OPS/images/fnins-16-1087050/fnins-16-1087050-g008.jpg
>

50

40

30

20

Maximum directional difference [AdB]

80 ,

70

() (o))
o o

Threshold [dB SPL]
NN
o

30 ;

10

ééégég

20

16 LDN 16SN2 HF 16 SN2br 28LDN 28 SN2 HF 28 SN2 br
(N=15)  (N=5)  (N=11)  (N=6) (N=4)  (N=11)

10 20 30 40
Frequency [kHz]
— AN e SN2 HF tuned
e ANS ~ LDN

e SN2 broad == == Receptor

50





OPS/images/fnins-16-1087050/fnins-16-1087050-g009.jpg
LDN in Ancistrura nigrovittata

100 um

<
&
V P it Y = 14
T M -~ » |« |
o \l.\ﬂl 2 e . II n
© 282, U A S
-y ll-\ ') ‘ - ‘c.lol . W
A7 b N T AR
S WESS o7y Ty
™ > .u)p\i.'Wu.asf.. aaN\uo.\-oQ g qﬁ...ﬂw.../
08 SO AN !
et TR e Y ETRARY

o e ik
PR AL
)

AT

100 pm





OPS/images/fnins-16-1087050/fnins-16-1087050-g010.jpg
LDN in Ancistrura nigrovittata

A
90 .
Vi
)y i
(o
(Vo)
o
.60 .
S
)
W
wv
=
= 45
30 . . . . ¥
0 10 20 30 40 50
Frequency [kHz]
B
3mV
3mV |
_ I
C
" 3mV |

P

nnnnnninn

oA | | 1 e\ M //\‘ Ml N AN
LR RV VEVAPRWRVRAW AN W WS W WY \ oo LA

100 ms

D

100 ,

Graded potential [%]

100 -

Graded potential [%]

80 -

60 |

40 |

20 ;

—— 12 kHz
-=ye=e 16 kHz

p—— YV

—t— 8 kHz

//
}(/
/
/
/
/ A
/
/
/

40 50 60 70 80 90

Intensity [dB SPL]

50 60 70 80
Intensity [dB SPL]

g 34 kHZ

emge= 38 kHz
-=we= 46 kHz

—t— 24 kH2Z
== 30 kHz

90





OPS/images/fnins-16-1087050/fnins-16-1087050-t001.jpg
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Name
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Taxon

Crickets

First reference

‘Wohlers and Huber, 1978

Omega-neuron, ON

Bush crickets

Zhantiev and Korsunovskaya, 1983

ON1

Mole crickets (Gryllotalpa)

Zhantiev and Korsunovskaya, 1990a

LON (low-frequency tuned ON)

Mole crickets (Scapteriscus)

Mason et al., 1998

HON (high-frequency tuned ON)

Mole crickets (Scapteriscus)

Mason et al., 1998

Omega neuron 2, ON2 Crickets Wohlers and Huber, 1982
Dorsal unpaired median DUM Bush crickets (Ancistrura) Lefebvre et al., 2018
Segmental LN1 Crickets (Acheta) Stiedl et al., 1997
LN2 Crickets (Acheta) Stiedl et al., 1997
SN1 Bush crickets (Isophya) Zhantiev and Korsunovskaya, 1990b
SN2 Bush crickets Stumpner, 1995
Local descending LDN Bush crickets (Ancistrura) This publication

If a neuron was only encountered in one species or genus, the genus name is given as well. The reference only cites the publication, in which this name was given for the first time.
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Satterlie and
Norekian

Arshavsky

Description

Buccal Bc-PIN Bc-PIN Arshavsky et al. (1993b); two paired symmetrical neurons
Cerebral Metacerebral cell Metacerebral Arshavsky et al. (1993b) and Satterlie et al. (1995); two paired symmetrical neurons with somas of
(MCC) cell (MCC) 90 jLm; serotonergic
Cr-SA CPA1 Panchin et al. (1995b) and Satterlie et al. (1995); serotonergic with somas of 15-20 jum; located
anteriorly near cerebral commissure; stimulation results in swim acceleration
Cr-SP CPB1 Panchin et al. (1995b) and Satterlie et al. (1995); serotonergic with somas of 15-30 jum; located
posteriorly near cerebral commissure; stimulation results in swim acceleration
Cr-SV Norekian and Satterlie (1996a, 2001); serotonergic; soma located on ventral surface of cerebral ganglia.
Left Cr-SV soma is 50 m and right Cr-SV soma is 30 jum; inhibit pleural withdrawal (P1-W) neurons.
Cr-T Norekian (1995); exist as a bilateral pair (Cr-T1 and Cr-T2) on the ventral surface of the cerebral
ganglia; somas are 80 um for Cr-T1 and 60 pum for Cr-T2
Cr-A TenMN Norekian and Satterlie (1993) and Arshavsky et al. (1993b); 50-100 wm depending on specific member
of the Cr-A group; somas located on both dorsal and ventral surfaces of cerebral ganglia; motoneuron
that triggers buccal cone eversion (protraction)
Cr-B Norekian and Satterlie (1993); soma diameters of 40-60 um depending on the specific member of the
Cr-B group; somas located on both dorsal and ventral surfaces of cerebral ganglia; motoneuron that
triggers buccal cone withdrawal (retraction)
Cr-Pc Norekian and Satterlie (1995); somas 35 jum; symmetrical left-right pairs located in anterior cerebral
ganglia
Cr-BM Norekian and Malyshev (2005); somas 25-30 pm; GABAergic
Pleural Type 12 interneuron Type 12 Arshavsky et al. (1989); single neuronal soma in each of the pleural ganglia with somas of 30-40 pum
interneuron
PI-W PI-W Norekian and Satterlie (1996a); several neurons in the pleural ganglia compose the group with the
majority being small (45-55 pum diameter somas) and one large with 150 pm diameter soma
‘White cell PI-Wh Norekian and Satterlie (2001); single asymmetric neuronal soma in the right pleural ganglion; becomes
opaque with sexual maturation, involved in egg laying
Pedal Up or dorsal swim 7 Arshavsky et al. (1985b), Satterlie (1985), and Panchin and Sadreyev (1997); compose the Clione swim
interneuron CPG controlling the dorsal flexion of parapodia; 20-40 jum diameter soma; cholinergic
Down or ventral swim 8 Arshavsky et al. (1985b), Satterlie (1985), and Panchin and Sadreyev (1997); compose the Clione swim
interneuron CPG controlling the ventral flexion of parapodia; 20-40 pum diameter soma; glutaminergic
Up/dorsal or 1,2,3,and 4 Arshavsky et al. (1985b), Satterlie (1995a), and Satterlie and Courtney (2008); innervate limited areas of
down/ventral small the parapodial slow-twitch swim musculature; somas with diameters of 20-40 pm; odd numbers
motoneurons control dorsal flexion of parapodia and even numbers control ventral flexion of parapodia; cholinergic
Up/dorsal or 1A and 2A Arshavsky et al. (1985b) and Satterlie (1995a); innervate the entire expanse of the parapodia and
down/ventral general innervate both slow-twitch and fast-twitch swim muscle fibers; somas are 80 pum; odd numbers control
excitor motoneurons dorsal flexion of parapodia and even numbers control ventral flexion of parapodia
Pd-SW Pd-SW Plyler and Satterlie (2020); 5-9 somas with 20-80 pum diameter near the pedal commissure;
serotonergic; innervates slow-twitch muscle fibers to increase the contractility of these muscle fibers
HE HE Arshavsky et al. (1990) and Satterlie et al. (1995); asymmetric serotonergic neuron of left pedal ganglia;
30-40 pm diameter soma; excites ventricle
S Huang and Satterlie (1990); 30-40 jum diameter somas; sensory neuron mediating wing retraction reflex
Ri Huang and Satterlie (1990); 15-20 um diameter somas; interneuron mediating wing retraction reflex
Rm Huang and Satterlie (1990); 30-40 um diameter somas; motoneuron mediating wing retraction reflex
Intestinal Int-HE Int-HE Malyshev et al. (1999); 50 um diameter somas; excites both auricle and ventricle
Int-HI Arshavsky et al. (1990); 20-30 wm diameter somas; inhibits both auricle and ventricle
Z cell Malyshev et al. (2008); asymmetric neuron in left intestinal ganglia with soma (largest in left intestinal

ganglia) of 150 jum diameter somas; excites auricle
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